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Foreword
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Chapter 1: Introduction

The rigorous analysis of U.S. import data by Scl@@04) reveals a striking pattern:
within some narrowlydefined product categories, firms located in higlsome,
capital-rich and skill-abundant countries expofatigely high priced units to the
U.S! This observation has at least two important ingtians: First, assuming that
firms in wealthy countries are on average more pctide, it must be the case that
relatively productive firms produce varieties fohiash the consumer’s willingness to
pay is higher. Second, for differentiated produtits, unit value reflects not only the
efficiency of the production process but also theodpct's quality. These
considerations suggest that studying the relatipnsbtween firm productivity and
product quality would lead to an improved underdiag of international trade flows.
The potential for quality differentiation forces tes rethink the impact of trade
liberalization on both industrialized and devel@poountries. Quality upgrading is an
important margin producers in developed countrigs exploit to resist low-wage
import competition. For instance, the entry of lowast producers, such as Chinese
and Indian firms, could lead to a reallocation esaurces towards high quality
varieties in technologically advanced countriesrébwer, since worker relocation is
likely to be easier within than across industneshin-industry specialization reduces
the predicted welfare loss associated with the tslior adjustment that usually

follows a trade liberalization episode.

! Other recent papers look at price in aggregatetdata. See for instance, Hummels and Klenow
(2005), Faruq (2006), Helble and Obuko (2007), &stthson (2008).



The motives for quality upgrading are important iggsues beyond international
trade. The analysis of vertical differentiationngs to the fore an important weakness
of a widely used productivity estimation procedufgpically, in the absence of
producer-level price information, output revenued aput expenditures are deflated
by sector-level price indices and productivity emsties are defined as the residual in a
regression of log deflated output revenues on leftated input expenditures at the
producer-level. If variation in product quality tsato price dispersion, however, such
a procedure will lead to systematic biases in treyctivity estimates. Moreover,
Foster, Haltiwanger and Syverson (2008) point eodHficulty of obtaining accurate
productivity estimates in the presence of vertwalduct differentiation even when
microdata information on output quantity is avaliégbln general, high input price
plants have low quantity total factor productivityalues because their input
expenditures per units of output are larger tharsehof their industry counterparts.
Should we therefore conclude that these plantteaseproductive if their output is of
superior quality and can fetch a higher unit vabnethe market? Not necessarily. If
producing a high quality product requires relatyvebstly high quality inputs then the
guantity productivity estimates understate the praductivity of the firm. The same
is true if the quantity of inputs required to prodwne unit of output is increasing in
quality. In general both inputs and outputs shdadcdcomputed on a quality adjusted

basis in order to make accurate inferences on peottuctivity. Understanding the

2 Their work explores the separate contributionsdidsyncratic technology and demand to plant
survival and productivity growth. The analysis ugesubset of 11 homogenous products to minimize
differences in quality across plants.

3 Quantity TFP reflects producer's average cost et (i.e. dispersion in physical efficiency and
factor input prices). In Foster et al. (2008) ahd turrent study it is obtained by computing the
difference between the log quantity produced amdldly of a constant returns to scale Cobb-Douglas
input index.



impact of product quality on production cost, outptice and revenue could lead to
the development of improved measures of produgtivit

The importance of quality in explaining trade fwas first emphasized by
Linder (1961), who argued that consumers in richntoes spend relatively more on
high quality goods than consumers in poor countrlasthat case, closeness to
demand provides richer countries with a comparadthkeantage in the production of
high-quality goods. In the late 1980s several enusts formalized the demand side
relationship between trade and quality in generplildrium models! The main
prediction that bilateral trade should be decrepsmthe countries’ dissimilarity,
generally measured by income per capita differerreegived some empirical
support. However, it is not clear that consumers in ricluritdes purchase higher
quality goods exclusively because they have differgreferences. Holding
preferences fixed, the distribution of product dyamnay not be independent of the
distribution of firm productivity. Unfortunately,es$pite the wealth of evidence about
the importance of vertical differentiation, thestature still lacks a general framework
to think about the supply-side factors affectinffedences in product quality across
countries.

The main objective of chapter 2 is to fill this gdyy introducing vertical
differentiation in a heterogeneous firms framewdrke model focuses on the supply

side implications linking firms’ productivity to @ity choice and can be used to

* The major contributions are Falvey and Kierzkowd@87), Flam and Helpman (1987), Grossman
and Helpman (1991) and Murphy and Shleifer (1997

® Hallak (2006) estimates destination-country incoeféects and find evidence supporting the
hypothesis that richer countries have relativeyhhidemand for high quality. Choi et al. (2006) n¢po
that the pairs of importers whose income distriimsilook more similar have more export partners in
common and more similar import price distributions.



answer many important questions that have, so dacaped the scrutiny of
economists. For instance, how do vertical diffaedittn and trade policies interact to
shape patterns of production and internationaletragthin an industry? How does
trade liberalization affect the average quality aftput in a country? Is there a
systematic relationship between firm level produttiand product quality?

The basic set-up of the model is borrowed fromitd€P003) and is extended to
allow for multiple market segments each charaateriay a specific level of quality.
In the model quality is defined as variation in @ due to voluntary actions by the
firm and unexplained by changes in pricEhe core of the model is relatively simple.
After learning their productivity, firms simultanesly choose the price and quality of
the goods they produce. If the firm invests in alwaaced technology and incurs
relatively high fixed and variable production cestensumers classify the output as
high quality. As a result, the firm obtains a faatole demand shift and can charge a
relatively high unit price for its output. The mddeads to endogenous sorting of
firms across market segments and predicts thaggunlibrium, the most productive
firms choose to produce high quality varietiesuititely, since within each market
segment the increase in firm-level profit is lincitby the decreasing marginal utility
of consumers, the gain from a price reduction am fproductivity increases
eventually becomes less important than the gaim fswvitching to a higher quality
variety. As a result, highly productive firms cheo$o acquire an expensive

technology and produce high quality products.

® For example, the increase in demand caused bycaeaise advertising expenditure is interpreted as
quality.



Introducing endogenous product quality decisionsvides a number of new
results and helps reconcile the theory with theepled facts. For instance, in the
extended model an increase in average firm levadlymtivity increases the average
quality of output such that, assuming firms in ricbuntries are generally more
productive than firms in developing countries, #werage quality of output will be
positively correlated with the country’s income. Mover, the extended model
predicts a positive relationship between trade ewst average export quality — a
result akin to the “shipping the good apples owtfgaigm described by Alchian and
Allen (1964). Both predictions are opposite to andbenark model without
endogenous quality and are consistent with empioieservations.

The ability of the model to replicate aggregatedér flow patterns hinges on
assumptions about the structure of cost in thestguEssentially, the framework
assumes that quality is costly to produce, whicdd¢eto a positive relationship
between quality and productivity. The obvious nsbep is to evaluate the empirical
relevance of this assumption. This is one of thennoéjectives of chapter 3. Since
the model is built to replicate aggregate pattettms analysis must go beyond country
level data and focus on data at the productionlenél to obtain meaningful tests of
the theory. Fortunately, the framework provides ynamportant testable predictions.
For instance, the model predicts positive relatgps between unit price and
production cost, between productivity and qualityd ébetween export status and
guality at the producer level.

The main difficulty in exploring the impact of veal product differentiation is

that quality is not directly observable in geneRécent papers in the trade literature



use the average unit value, an estimate of priceyake inferences about the role of
product quality in determining export pattefnslowever, this strategy potentially
leads to biased results. First, many factors besudeiation in quality can lead to
price dispersion. For instance, Syverson (2004)wshthat variation in regional
demand and competition are important sources oepreterogeneity Second, price
dispersion does not necessarily capture the fadre»of quality variation. The model
in chapter 2 clearly demonstrates that in the meseof vertical product
differentiation, productivity affects price througWwo distinct channels. On the one
hand, productivity leads to a decrease in marginadluction cost, thereby decreasing
the equilibrium price. On the other hand, produttiincreases the quality of output,
which raises the marginal production cost and theiliérium price. The overall
impact of productivity on price and, as a resuig telationship between price and
quality, depend on the underlying parameters ofrtfuglel. For instance, in those
industries where price and quality are only wegkbgitively related, an increase in
product quality will not be reflected in price iather in the quantity demanded. It
thus seems important to move away from unit valne & take into account the
separate roles of productivity and other factorfecting price dispersion when
studying product quality.

In the model quality is defined as non random ¥enmain demand unexplained
by changes in price. These demand “residuals” stimated for U.S. manufacturing

plants producing in 125 five-digit standard indigdtclassification (SIC) industries

" In particular, the recent studies of Hallak andaSiasan (2008) and Kugler and Verhoogen (2008)
show that the correlation between average unitevahd export status is positive. Manova and Zhang
(2009) use unit value to study the impact of treogt on export price.

® Since this variation demand does not arise becafighe firm’s action it is does not enter the
definition of quality used in this study.



over the period 1972-1997 using the residuals frpoducer level regressions of

guantity on price controlling for regional demanddaplant age. The estimated

demand residuals are positively correlated witheaising and new technology

expenditures and marginal production cost at tbeywrer level. These results suggest
that demand residuals are not random but rathee &#om deliberate activities on the

part of the plant aimed at increasing the consusnafuation of its output.

Using the demand residuals as a measure of qudligy,study obtains the
following producer-level results: (i) Quality is @tively correlated with unit cost and
price on average; (ii) Productivity is negativebri@lated with unit cost and price on
average; (i) Productivity and quality are pos#iy correlated on average; (iv)
Quiality is an important determinant of the plaregort status. All of these findings
are consistent with the model and suggests thatakproduct differentiation plays
an important role in explaining plant-level priaedeexport status patterns.

The second part of the empirical analysis usesithelated method of moment
(SMM) to obtain estimates for the structural parearseeand evaluate the ability of the
model to reproduced observed facts. The basic ignastthe following. Suppose that
the best possible values — in a sense to be madeser for the structural parameters
are selected, how well can the model reproducemattobserved in the data, such as
the distribution of revenue across producers oistisge of exporters in the industry?
If the model captures the essential behavioral attaristics of producers, the
simulated moments should be similar to the actuaiemts. Overall the model is
able to replicate important features of the datzhsas the standard deviation in price

and revenue and the distribution of industry reeermcross plant. Further, the



estimated parameter values provide evidence ofntip@rtance of vertical product
differentiation.

To summarize, the dissertation uses theoreticabirezal and computational
methods to study the role of product differentiatia shaping price dispersion and
trade patterns. Overall the thesis demonstrates tha scope for quality
differentiation has an important effect on the hébtra of producer and the

characteristics of the industry and should notgoeied.



Chapter 2: Theoretical Results

2.1 Introduction

This chapter develops a theoretical model thatrpm@tes quality differentiation into
a heterogeneous firm framework. The model is usednalyze the impact of the
quality margin on the relationship between firmdeproductivity, price and export
status. The basic set-up is borrowed from Meli@0@ and is extended to allow for
multiple market segments each characterized by ezifgp level of quality. The
extended model is based on two reasonable assumap(ip holding quality fixed, an
increase in productivity decreases unit productiost, and (ii) holding productivity
fixed, an increase in product quality increasesdpction cost. The quality of the
output is chosen endogenously by the firms andrmlépen the technology employed
in its production. Expensive technologies are assed with superior product quality
and, as a result, higher demand conditional orepifitte model leads to endogenous
sorting across product quality and predicts thatequilibrium, high productivity
firms choose to produce high quality goods. Thaiiiun for this result is simple. On
the one hand, the marginal gain from increasingsshy lowering price is limited by
the decreasing marginal utility of consumers. Qndther hand, the marginal cost of
production is decreasing in productivity, therebgreasing the gains from quality
upgrading.

Introducing endogenous product quality decisionsvigles a number of new

results and helps reconcile the theory with theepkedd facts. In the benchmark



model without quality, high prices are charged io;m$ with low productivity. Since
a fixed cost has to be paid in order to sell irefign markets, these firms are unlikely
to export. This implies that countries populatedrblatively productive firms will
export low unit value varieties, a prediction whiems against the observed trade
patterns. In particular, Schott (2004) presentsngtrempirical evidence that unit
value of U.S. imports is increasing in the expdstencome, and capital and skill
abundance. In the extended model, varieties cavelieally differentiated at some
cost such that higher prices reflect, at leastart, phigher quality. When firms are
allowed to climb this quality ladder, the relatibisbetween productivity and price is
no longer monotonic: the unit price is decreasingproductivity within a given
market segment but it is increasing in quality asreegments. Since producing high
guality varieties is relatively costly, only the stgroductive firms are able to supply
them profitably to the market. As a result, in #xdended model, an increase in
average firm level productivity increases the agerguality of output such that,
assuming firms in rich countries are generally mgreductive than firms in
developing countries, the average quality of outpilitbe positively correlated with
the country’s income. Importantly, this result ist mriven by consumer preferences
but by changes in the firms’ productivity distrilmit. The model is therefore a
supply-side explanation for the pattern of unitesalin trade flows described by
Schott (2004).

Moreover, the benchmark model without quality jcedthat an increase in trade
costs forces the marginally profitable exporters oluthe foreign market, thereby

decreasing the average unit value of exported tesieAgain, this prediction is

10



inconsistent with observed characteristics of trdldevs. Baldwin and Harrigan
(2007), in their study of product-level data onateral U.S. exports, report that
“distance has a very large positive effect on ualtes.” In the extended model, trade
liberalization decreases the average quality ofoantry’s exports. This happens
because trade liberalization leads to tougher ctitgre by raising the productivity
threshold above which firms decide to upgrade thality of their product and
increases the share of exporting firms. Togethesdhresults imply that a larger
fraction of exporting firms produce low quality etres in equilibrium. Therefore,
the extended model predicts a positive relationbetween trade cost and quality — a
result akin to the “shipping the good apples owtfgaigm described by Alchian and
Allen (1964)? An important corollary of this result is that teadiberalization, by
increasing imports of high quality goods, leadandancrease in the average quality of
consumption. This happens because the averagetyqudli exported goods is
relatively high compared to the average qualitg\wérall production.

The rest of the chapter proceeds as follows. Tée section introduces quality
differentiation among heterogeneous firms in a efibseconomy setting. The
equilibrium is then analyzed in detail in sectior3.2In section 2.4, the model is
extended to a multi-country trading world. Secti@dis and 2.6 analyze the impact of
trade and trade liberalization respectively whigeten 2.7 concludes. Derivation of
major results and proofs of propositions are prieseim appendix A at the end of the

dissertation.

° See Hummels and Skiba (2004) for a recent empigicaluation of this conjecture.

11



2.2 Closed Economy Model

Consider an economy composed of a measure L oftigdéninfinitely lived
consumers each endowed with one unit of labor pao@. Consumers have no taste
for leisure and inelastically supply their laborttee market at the prevailing wage

rate. Therefore, in each period, the labor suppbgual to L.

2.2.1 Preferences and Demand

Consumers derive their utility from the consumptadrvarieties produced in a single
industry. The industry is interpreted as consisbhg@ narrowly defined product class
that addresses specific needs and admits a faiumtnad differentiation (e.g. the
automobile industry). It is composed of multiplertically differentiated market
segmentcharacterized by a unique level of quality — thecse meaning of which
will be discussed at length below — within whiclogucers can develdporizontally
differentiated varieties’ In equilibrium, a measure X ={X(w,,p)}n Of
commodities, defined on the set of quality (or nearkegments, N) and price (p) is
available for consumption. The number of segmestwell as the segment-specific
quality levels ¢,) are assumed to be constant over time and exogbBnou
determined. For simplicity, the analysis considies case of two market segments;

which are called high qualityd, ) and low quality (,).

% The terms horizontal and vertical have a differerganing here than in the multinational firms
literature. In the current context, the firm’s owtpvithin a specific product category is differextéd
along two dimensions: horizontal and vertical. Fmtance, consider the auto industry. Autos exhibit
vertical differentiation (the Honda Civic and Beytl Continental are not directed at the same
consumer base) and horizontal differentiation witeegment (the Toyota Tercel competes for the
same consumers as the Honda Civic).

12



Preferences over the differentiated varietiesaalditively separable with weights
defined by the quality of the commodity. This ingslithat all varieties of the same
quality and trading at the same price are consuatébde same rate. The composite
good Q is a version of the Dixit and Stiglitz (19 aggregator extended to allow for

substitution between quantity and quality:

Q{ | w(x)l‘ﬂq(x)de} : (1)

where q(x) and o (x) represent the consumption and the quality of wane Since
all consumers are identical and there is no assetmaulation, there is no borrowing
and lending. The optimal level of consumption otleacommodity is chosen to

minimize the cost of acquiring the aggregate Q. ciwhmplies that:
q(x) = RP o (x)p(x) ™, 2)
where R = PQdenotes aggregate expendituges I/ (L-p) >1 is the price elasticity

of substitution between varieties and P is thelidggregate quality-adjusted price

index, which is defined as:

P ={ Z‘Pi]l_g with ¥, = o, J'p(x)l‘gdx. (3)

i0o,H} XOX;
Note that ¥, is negatively related to a weighted sum of vegmtiprices and
positively related to the segment’s quality. It bk interpreted as the segment’s
price-adjusted quality index.

The representation of preferences given in (10idaitself to the interpretation of
multiple segments within a single industry. Indeegnsumers see varieties of

different quality as substitutes and, although thaye a taste for diversity, would be
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fine with consuming, say, only high quality varesi The share of total expenditure
on each of the segments is endogenous and theuevaneach segment can be

expressed as follows:

— - ‘Pi
Ry = [ pOgamdx = 1o R,

x0X, 0
where X, ={X(w,p)} is the mass of varieties of quality i available fonsumption.
Since the distribution of demand for varieties asreegments depends on the relative
competitiveness of each segment this charactesizaif preferences introduces an
additional adjustment margin that allows consuntermfluence the types of goods
produced in equilibrium. When the segment’s pridpssted quality index \¢,) is
relatively high, the share of expenditure that gmethat particular segment will also
be relatively high! Finally, all else equal, the preferences defime(lL) imply that it

takes a smaller mass of high quality varieti¥s, § than low quality varietiesX,) to

attain a given level of utility. Hence, intuitivelgonsumers are willing to sacrifice
diversity to obtain quality.

The optimal demand schedule, defined in (2), revt®t the quantity demanded
of each variety is decreasing in the price of thdety (p) and increasing in industry
size (R) and aggregate price (P) — all standandtsem the Dixit and Stiglitz (1977)
taste for variety model. One difference, howeverthe presence of the quality index
(w), which acts as a demand shifter. Conditional mcepand industry characteristics
(P, Q ande), the quantity demanded is increasing in the ¢pak the commodity if

and only if w, < w, . This assumption will be maintained for the reshe chapter.

™ In limiting cases, Whenq-’i/q-’j goes to zero, only varieties of quality j will tevailable in
equilibrium.
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2.2.2 Technology and Firm Behavior

The quality of the output depends on the technologgd in its productiotf. For

convenience, assume that only two technologiesaseglable: a basic or “low

technology that can be acquired at low fixed cdg) (0 produce varieties of low
quality (w,), and an advanced or “high” technology that camadxguired at high fixed
cost (f,, >f,) to produce varieties of high qualityo( > ®,).** In order to obtain

tractable results, mild assumptions are imposedhase technologies: First, the
characteristics of both technologies are commomdexige to all potential entrants in
the industry. Second, both technologies are aailfdy purchase to all firms. Thus,
ex-ante, each firm can potentially enter eitherkeasegment. Third, conditional on
technology choice, the quality of production is epdndent of other firm-level
characteristics. Hence, it is possible to defirena-to-one mapping between the set
of technologies and the set of product qualitiesurth, the general form of the total

cost function is the same for both technologiesiamiven by:

12 A number of “technology adoption” models have retebeen developed in an international trade
context. For instance, in a recent empirical stiglystos (2007) extends Melitz’'s model to allow firm
to choose between a high fixed cost, low margioat technology and a low fixed cost, high marginal
cost technology, and uses the framework to evalirgtémpact of trade on technology upgrading and
demand for skilled labor. Yeaple (2005) combineht®logy adoption and labor force heterogeneity
to generate an endogenous distribution of firm potigity. These models differ from the current stud
on two important dimensions. First, in these stsidiee choice of technology has an impact on the
production cost, but has no direct influence onghality of the output and the consumer’s willingae

to pay. Second, in the current study a high fixest cloesotlead to a low marginal cost. Both costs
are increasing in quality. This assumption follothie industrial organization literature starting wit
Spence (1976).

¥ When multiple technologies can be used to prodneesame quality some complications arise. For
instance, consider the case when two differentneldgies can be used to produce varieties of the
same quality. To be relevant, the technology withtiigher fixed cost must be associated with atowe
marginal cost. If this is the case, each technoleiybe perceived as the most profitable by aaiert
range of firms. Those with low productivity will obse the low fixed cost, high marginal cost
technology, while those with high productivity withoose the high fixed cost, low marginal cost
technology.
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' (¢) :(fi +%q}w, with f, <f, andc, <c,, 4)

where the subscript i indexes the technology, ouivedently the quality of
production,$ is a measure of firm-level productivity, and whe common wage rate
hereafter normalized to one. This formulation iraplthat, within each segment i, all
firms share the same labor overhead cds}, (but the variable costc(/¢) is

decreasing in firm-level productivityp). This captures the idea that the acquisition
cost of each technology is the same for all firnag that, as a result of efficient
management, firms operated by high ability entnepoes will be better able to
exploit the technology and achieve lower margirats relative to firms managed by
entrepreneurs of lesser ability. Finally, both fixed and constant marginal cost of
production are assumed to increase in quality shethproducing quality is costly.

Firms are assumed to be single-plant, single-progwofit maximizers. As a
result, they will set marginal cost equal to maafinevenue. This leads to the
following conditional pricing rule:

G

pi() = "

(5)

Thus, mill-pricing with a constant mark-up over giaal cost is optimal for all firms.
In standard Melitz type models firms have heteregeis productivity but quality is
homogeneous across firms and marginal costs aneatiaed to one (i.ec, =1)."As

a result prices are given hy¢) =12/(p$) and more productive firms always charge

lower prices. In contrast to the benchmark formalkgtthe extended model allows the

% In the Melitz model higher productivity can alse interpreted as producing a higher quality variety
at equal cost. The current framework explicitly@mats for both dimensions.
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schedule of unit prices to be increasing acroskebtaegments. Therefore, as long as
more productive firms produce higher quality vaestand the effect of quality
upgrading dominates the direct influence of prowitgt on price, more productive
firms will charge higher prices per unit.

Using the pricing rule (5) and the optimal demactiedule defined in (2), the
firm’s revenue as a function of productivity andatity can be expressed as:

r(®) =REOP)FQ,, whereQ =™, (6)
Hence, for any given level of productivity)( revenue is increasing in the aggregate
expenditure (R) and the aggregate price indexBR)definition, the firm’s segment
specific profit is the difference between its rewerand production costs, and can be

expressed as:

o) (7)

i
€

m(9) =r(9) - T'i(9) =

where the last equality uses equations (4)-(6jn&will produce if and only if profits
are non-negative. Since profits are increasing mdypctivity there exists a

productivity threshold$,, above which firms find it profitable to produce ariety

of quality i. Specifically, letp, satisfyr,(¢;) =0, so that from (6) and (7):

1 1
1 C)e1
b, :i(ij ' f—' . (8)
pP\R) | Q
This equation indicates, in particular, that thefipability cutoff ¢, is increasing in
fixed costs {;) and decreasing in the segment specific compasfartvenue 2, ).
Examples of the profit functions defined in (7)e adepicted in Figure 1 in

(9°*, ) space. So far, nothing precludes the possibititt the productivity cutoff
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for the high segmenty(, ) is lower than that of the low segmei, | as illustrated by
the curves{t, 1, } Similarly, it could be the case that all firmsefar to produce a

low quality variety as illustrated by tHat,, @, dase. In both cases every incumbent

prefers the same market segment such that alltesriproduced and consumed in

equilibrium are of the same quality.

Figure 1: Profit Functions and Productivity Cutoffs

To make the model interesting, conditions that mulg such specialization in one

market segment are required. The first step isno the productivity levelp , at
which a firm is indifferent between producing a law a high quality variety.
Formally, let the transition productivity cutodf ,, satisfy 1t (¢,,) = 1, (., ) SO that

from (7) and (8):

1

. f, —f Q el
=Alb , withA=s|-H o3 % . 9)
bon =AL0, ( f QH—QOJ

(o]
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This equation clearly shows that the productivityttee marginal firm in the high
segment ¢,,) is proportional to the productivity of the margirfirm in the low
segment ¢, ). Furthermore, the proportionality facta, is exogenously fixed by the
model’'s parameters and, as one would expect, ireastg in the percentage change
in fixed cost from upgrading from the low to thgliquality segment, and decreasing
in the associated percentage change in revenue.

By definition both qualities are produced in ditpuium if and only if A >1. This
requires that two conditions are met: (i) the petage difference in fixed cost
between high and low quality is greater than theegr@age difference in revenue, or

equivalently Q,,/Q, <f,,/f,; (i) conditional on productivity, the revenue eed in
the high segment is greater than that earned ifothesegment, so thdt< Q,,/Q, .

If condition (i) is not satisfiedA <1 and every firm finds it optimal to produce in the
high segment since the extra revenue earned fragnadmg more than covers the
extra fixed cost associated with the higher tecbgwl If condition (ii) is not satisfied,

the transition productivity cutof , is negative. In that case, the revenue earned in

the low segment is higher for every firm and ih&ver optimal to upgrade to the high

technology. Revenue is increasing in quality orilynarginal costs are sufficiently
insensitive to quality upgrading; formally this tées that (c,/c,)™" < o,/o, .

Henceforth, conditions (i) and (ii) are assumebécsatisfied such that:

Assumption 11<Q,/Q_<f,/f,.
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The presence of fixed costs implies that firmd wiloose to produce a unique
variety, different from the varieties produced Wlyadher firms in the same segment.
Moreover, since firms are profit maximizers, theyl wroduce in segment j only if
segment | provides them with the highest conditiomaofit, formally if

{ j:m(d) 2 (9),fori, jU{o,H}} , and if their revenue at least covers the cost
associated with production in that segmemf(¢)> . When varieties of both

gualities are produced in equilibrium, firm behawan be described as follows: exit

if ¢ <¢,, produce a low quality variety ip L[¢,,¢,, ,)and produce a high quality
variety if ¢ = ¢, . This corresponds to tHet , 1, dase illustrate in Figure 1.

This section explained how vertical differentiatimtroduces a new adjustment
margin available to the firm. Since within each reegt the increase in firm-level
profit is limited by the decreasing marginal uyildf consumers, as the firm becomes
more productive the gain from increasing sales bgrehsing price becomes less
important than the gain from switching to a higloerality market segment. As a
result, highly productive firms will choose to aoguan expensive technology and

produce high quality products.

2.2.3 Quality

The core assumption of the above framework isfihas can choose the position of
their demand curve in the quantity-price space. iByesting in an expensive
technology and paying more per unit produced, figfisctively purchase a positive
demand shift which, for simplicity, is called qugliln the current context, quality

should therefore be interpreted as a comprehensewr of variables, other than
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price, that have a direct influence on demand &atl ¢an be controlled (or at least
influenced) by the firnt> These factors can be classified in two broad cates, The

first includes intangible characteristics, suchtlas consumer’s perception of the
product, brand recognition, after sale service rargy, reliability, or availability. The

second includes tangible characteristics, suchedterbdesign or materials which
increase the performance and durability of the pcbdBoth types of characteristics
increase the service flow obtained from the prodtietreby raising the consumer’s

willingness to pay.

2.2.4 Industry Equilibrium

This subsection characterizes the economy’s equifib Entry is assumed to be
costly as product development and production sfartosts must be disbursed. The

entry cost is the same for all potential entrants is denoted . Prior to entering the

industry the firm does not know its productivityhds, the value of the investment
opportunity is learned only once the fixed entrgtcs sunk and the firm learns its
productivity, e, which is assumed to be a random draw from thteiloligion G(¢ ) on
support ® [1[L o ). Once the firm learns its productivity, it can diecto exit the
industry immediately or develop and produce a varie its preferred market
segment.

Since profits are increasing in productivity amank stay in the industry only if
profits are non-negative, free entry determinesaalyrctivity thresholdbelow which

firms will decide to exit the industry. Given thesamption on technology, less

5 Firms may be able to perfectly control their exgiarres on advertising but they cannot perfectly
control their impact on the consumers’ willingnéspay.
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profitable firms will choose to produce low qualityarieties. The equilibrium
profitability threshold is therefore equal to th&taff for the low segmentd(,). The
zero-profit condition that determines this threshislgiven by:

L(0,) =0 = r(d,)=¢f,. (10)
Firms that draw an ability below the profitabilitiireshold will exit the industry.
Those drawing ability above will engage in profleaproduction.

Each period producing firms face a probabilityof being hit by an exogenous
shock that will force them to exit the industry.rtde, the value of the firm is zero if it
draws a productivity below the profitability thredtd and exits, and equal to the
stream of future profits discounted by the probgbibf exit if it draws an ability
above the cutoff value and produces. Since prefithe same in every period, the

value of the firm, conditional on its productivityan be expressed as:

_ st _ () 7.(9)
V(¢)—max{0,§(1 8) n((]))} max{o, 5 Ha }

where t is the time index.

The ex-post probability density function for prativity, u(¢), is conditional on
successful entry and is truncated at the profitgbdutoff (¢,). To obtain closed

form solutions some structure needs to be put enptioductivity distribution. It is

therefore assumed that productivity is distribuRateto'® Therefore, the ex-ante

cumulative distribution function is given b8(¢) =1-¢° wherec > max{2,e— 1}is

® The Pareto distribution is tractable and providesreasonable approximation to the actual
productivity distribution; see Cabral and Mata (2p€r evidence. It is therefore widely used in the
literature; see for instance Helpman, Melitz, arehjle (2004) and Helpman, Melitz, and Rubinstein
(2007). By definition of the Pareto distributiom crease in the shape parametéeecreases both the
mean and the variance of the productivity and 2 is required to ensure a finite variance. The
assumption thaté >¢-1 is required to ensure a well behaved equilibrium.
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a parameter that affects the shape of the distoibutinder these assumptions, the

conditional ex-post distribution is given by:

u(0) = {c¢z¢-<““> 10>0,

0 otherwise

while the probability of successful entry in the dustry is given by
L =1-G(0,) = ¢,

There exists an unbounded set of potential etstrisnthe industry. Firms will
attempt entry in the industry as long as the exgeketalue from entry is greater then

the sunk entry cosf,. Since the characteristics of the ex-ante distidn of
productivity G(¢ ) are assumed to be common knowledge, the expected vf

entry (VF) is identical for all potential entrants and iwen by the product of the

average incumbent’s valugr/d) and the probability of successful entty. As a

result, the free entry conditiaran be written:

VE Z—gﬁzfe, withﬁzfn(qa)u(q))dq). (11)
do

The specific properties of the Pareto distributioiply that the relative output of
high quality varieties produced in equilibrium iaffected by the value the
productivity cutoff:’ As a result, the average revenue of producing sfiig not
affected by the cutoff either and can be expressed function of preferences,

technology and distribution parameters alone; seappendix for details:

" Any continuous slice of the Pareto is itself ae®arwith the same shape parameter. It is this
uncommon property that makes the Pareto so atteacti
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1+o—¢
F=|—2  |Aef,, whereA =1+ Q,-0, 11 : (12)
l+o-¢ Q A

(o}
This equation shows that the average revenue igeasmg in the threshold revenue

(ef,) and the percentage increase in revenue assoomthdquality upgrading.

Further, average revenue is decreasing,ithe ratio of threshold productivities for
high and low quality production, since a higherreduces the fraction of firms

producing high quality varieties. Using (7), theeeage profit is given by:

00

7= [n(@)n(0)p =

bo

-f, (13)

™ | =l

where f = (1-A"°)f +A°f,, represent the average fixed production cost angs

defined as in (9). Taking (13) into account, theefrentry condition (11) can be

expressed as a function of only one endogenouahblarithe profitability threshold

(9,):

VESE(TIG0)54,) =5 02 =1, (14)

As illustrated in Figure 2, the expected value e is monotonically decreasing in
the profitability threshold. Thus, the free entrgndition alone pins down the
equilibrium value of the threshold as a functiortte# parameters of the model. From

(14), this threshold can be expressed as:

N2 S [ - PR A P .
. [NJ !{14'6—8}/\ d-a )]f0+A fi 1(0f,) ) (15)

whereA and A are defined in (9) and (12) respectively. It carshown that:
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Proposition 1There exists a unique closed economy equilibrium.

Proof: See appendixa

The equilibrium profitability thresholdg;, is increasing in average profit and
decreasing in the probability of exid) and the fixed entry cosftJ). A decrease in

the probability of exit increases the expected &abfi entry which, all else equal,
increases the mass of entrants in the industrymF{®) this increase leads to a
reduction in the price index and, as a result, @adese in firm-level revenue. This
decrease in profitability forces the less produetivms to exit the industry, thereby
increasing the equilibrium threshold productivitydadecreasing the expected value

of entry, which returns to its equilibrium value(df).

VE

VE©9,)

0 0q L2

Figure 2: The Equilibrium Productivity Threshold

The equilibrium mass of producing firms in theustty (M) can be obtained by

dividing the total revenue (R) by the average rere(r) defined in (12) and can be
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expressed as:

l+o-¢| R
M= _—
[ j/\sf0 (16)

9

whereA is defined in (12). It follows that the equilibniumass of incumbents is fixed
and proportional to the size of the industry (RheTequilibrium threshold and mass
of incumbents can be used to obtain an expressiothé equilibrium price index

defined in (3); see the appendix for details:

p= 15(50}8‘1(&}8‘1 (17)
PP, \ R 6

where 8 = 1-A"")Q_ +AY*Q,, andA, A, and ¢ are defined in (9), (12) and

(15) respectively. This expression makes clearttt@price index is increasing in the

markup (L/p) but decreasing in the productivity threshodg Y and industry size (R).

Intuitively, when the markup is high all varietiese more expensive whereas an
increase in productivity will decrease the (quaktyjusted) price of varieties. An
increase in industry size (R) will increase the bemof varieties available for
consumption which, because of consumers’ tastevémiety, decreases the price
index.

By definition, in a stationary equilibrium, eveaggregate variable must remain
constant over time. This requires a mass of nevaets in each period, such that the
mass of successful entrants exactly replaces thes ro& incumbents hit by the
exogenous shock and forced to exit. Formally, tggregate stability condition

requires{ M, =& M Note that the equilibrium productivity distribofi will not be
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affected by this dynamic entry/exit process, sitiee successful entrants and failing
incumbents have the same productivity distribution.

Finally, the labor used for investment purposesbirants must be reflected in
the accounting for aggregate labor and affects agregate labor available for

production. In equilibrium it must be the case that L +L , wherelL, is the

p
aggregate labor used by incumbents for productiorpgses andL, denotes

aggregate labor used for investment purposes bgppotive entrants. Aggregate
payments to production workers must match the mdiffee between aggregate
revenue and profit in every segment. Normalizirgytage rate to one without loss of

generality, this implies that , = R-1II, where R andl denote aggregate revenue
and profit, respectively. Moreover, aggregate pays¢o investment workers must
satisfy L, = M f,. Using the aggregate stability conditiof 1, =d )Mnd the free
entry condition ft =6f¢;) this implies thatL, =M f, =MTt=T11. Then revenue
must equal total payments to labor silke L, +L . =L, +I1= , shthat revenue is

exogenously fixed by the size of the country.

The characterization of the unique stationary ldguim in the closed economy is
now complete. The next section analyzes this dauilin, contrasts its implications
with existing models and highlights the model’s elopredictions related to product

quality and endogenous technological choice.
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2.3. Analysis of Equilibrium

In this section, a number of important properti€she closed economy equilibrium
are explored. To emphasis the novel implicationthefadditional adjustment margin
(quality), assumption 1 is maintained throughowt $lection. Moreover, some of the
results depend on the relationship between thdi@tgsof substitution §) and the

shape parameter of the productivity distributief. (To obtain well behaved results

the following additional assumption is required:

Assumption 20 > €.

Appendix A contains an extensive discussion of dlssumption. When it fails to hold
the model generates unintuitive results. For irctathe relative output of the high to

the low quality segment output is increasing inttla@sition threshold productivity.

2.3.1 Sorting and Optimal Output

As shown in Figure 1, in equilibrium lower prodwity firms choose to produce low
quality varieties, while higher productivity firmgroduce high quality varieties.
Intuitively, since higher productivity firms facewer marginal costs they can charge
lower prices and sell a larger number of units.sTéllows them to overcome both
“barriers” to quality: the increase in the fixedstof technology (f) and the increase

in marginal production cost (c).

Proposition 2There is endogenous sorting of firms across qualityh that
higher productivity firms choose to produce higlaliy varieties.

Proof: Direct from assumption h
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As indicated by equation (16), the mass of firsiprioportional to the size of the
industry and average revenue. The proportionaligtdr is function of the

preferences, technology and distribution parameberngarticular,

Proposition 3. Ay change in parameters that increases the relative
profitability of the high quality segment (an inase in4 defined in (12)) will
reduce the equilibrium mass of firms.

Proof: See appendix.

This suggests that, in countries where taste fatityus pronounced or the relative
cost of producing high quality varieties is lowethumber of firms will be small but
firms will be relatively large. In terms of the madan increase in the fraction of high
quality varieties will increase the average reverelding the aggregate revenue
fixed, the mass of incumbents must go down to raairthe equilibrium. Intuitively,
since quality and variety are substitutable, coresgnwill be satisfied will less
variety when the average quality is higher.

From the optimal demand (2), the pricing rule @)d the equilibrium condition
(20), it can be shown that the equilibrium firm dééwutput is given as follows; see

the appendix for details:

q,(9) = Pl

—2¢° = & Lfo €
c or and qy(9) ( J ; (18)

QO CO¢§_1
where ¢, is defined (15). Therefore, output is increasinghe markup (3) and

decreasing in the productivity threshold,(. Intuitively, an increase in markup

29



reduces the number of producing firms thereby mwireg the demand for the

incumbent’s output. An increase in the productivityeshold §,) increases

competition in the industry by inducing a decreiasthe price index (P). The relative
price of variety is higher, so that the demanavedr.

Figure 3 illustrates the evolution of firm leveltput as a function of productivity.
Two important features should be noted. First, esialt else equal high quality firms
face higher demand, there is a discontinuity inpoutat the margin between

segments, which is at the transition productivity,. From (18), the ratio of high
quality to low quality output ath,, is given byl<Q,/Q,, where the inequality

follows from assumption 1. Second, a change in yetdty has a greater impact on
output for firms in the high quality segment. Ithet words the slope of the quantity
schedule is greater in the high segment. This happecause a small decrease in
price associated with an increase in productivitl}y wcrease the demand relatively

more for firms producing high quality varietiesfdtlows that:

Proposition 4.Plant size, as measured by units of output or regens
unambiguously increasing in firm productivigy)

Proof: See appendixa

Finally, note that combining proposition 2 and 4limas that quality and firm size (as

measured either by output or revenue) are posjtiveirelated?®

18 This is potentially a counter-intuitive predictiof the model that does not fit some industries. Fo
instance, at the very upper echelon of the autosimgl, Ferrari produces a very small quantity abca
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Figure 3: Equilibrium Firm-level Output Schedule

Using (18) it is possible to obtain expressionsdggregate output within each
segment as functions of the parameters of the mardethe endogenous productivity

threshold; see the appendix for details:

0, =M " a,()u(@)d = (1—A”){1+ ° ‘Sj[ ‘“ﬂ PP

c—¢& A C,

(19)

—af® _roo| Qu [ 1+o—e | A-a)L |p9,
Oy =MJ,. ay(@)u(9)dp=A (QI — ){ N }C ,

where O, and O,, denote the total output of the high and low segmesspectively
and A is defined in (12). Both expressions in (19) areréasing in the country size
(L) and decreasing in the maximum price of a lovaldgy variety (c,/p¢, ), so that

large, low cost countries will produce more unitslifferentiated goods. Using (18),

it can be shown that the equilibrium ratio of htgHow quality output is given by:

o, ( 1 o,
o) (A”—JQO (20)

(o]
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A few important points are worth noting: First, thatio is independent of the
threshold productivity. This is due to the specgroperties of the Pareto distribution
and would not be the case in general. Second, cosgi#e (L) as no impact on the
average quality of output. Third, the relative autdepends positively on the relative

revenueQ,,/Q, and, through\, negatively on relative fixed cog}, /f,. Therefore,

as expected, an increase in the relative profitalmf a segment increases the relative

output of that segment. Finally, the ratio depemeigatively on the shape parameter:

Proposition 5AIl else equal, an industry characterized by a higin-level
mean and variance of productivity (lawy will produce relatively more high
guality varieties.

Proof: Direct from (20).0

This happens because a reduction in the shape ptmatransfers mass from below
the average to above the average. This increaseshtire of firms that find the high

guality segment more profitable and raises thdivel@utput of high quality goods.

2.3.2 Industry Price Schedule

From the optimal pricing rule (5), it is clear thaithin each market segment, firm-
level price is decreasing in productivity. Therefathe highest (lowest) price charged
for a quality j commodity will be the optimal pricet by the least (most) productive

firm using technology j. Further, becausg is strictly greater tharc, there is a

discontinuity in prices at the margin between segsjewhich is at the threshold
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productivity ¢,,. Thus, a key feature of the industry’s price sciedillustrated in

Figure 4, is its nonlinearity. An important implic@n of this nonlinearity is that it
introduces the possibility of positive correlatidretween firm-level price and

productivity.

Py

v, b on o

Figure 4: Industry Price Schedule

The appendix shows that the correlation betweéere @nd productivity is given

by:

-1/2
) 2
— _ o o 9) 2 _ (¢ 2
corrp(d), ] —{33 {02_1}32] (0-12(c-2) {[2_{_0}31 [14_0} Bz] ' (21)

where (3, i0{1,2,3} are different weighted averages of production £oSeveral

interesting features of this result are worth higting. First, the correlation between
firm-level price and productivity is not a functiaf the profitability threshold. Again

this is due to the specific properties of the Radestribution. Second, the covariance
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is a nonlinear function the shape parameter of ghaductivity distribution ).
Unfortunately, given the complexity of equation Y2it is not possible to obtain
simple, meaningful conditions under which the safithe correlation is determinate.
Nevertheless, it is possible to show that the déxe of the price-productivity
correlation with respect to the shape parameters(positive when evaluated at the

point where the correlation is zero. Therefore:

Proposition 6.For any technology and taste parameters that satibie
model’'s assumptions, there exists a range of tlapestparameterq) such
that the correlation between firm-level price andguctivity is positive.

Proof: See appendixa

Consider a given set of model parameters, and as#uah the distribution of firms is
such that the price-productivity correlation is@eln that case, a small reduction in
dispersion (i.e. a highes), will put more mass around the transition cutoff

productivity ¢.,, and the correlation will be positive.

2.3.3 Welfare

Welfare effects can be evaluated by looking at likbavior of the inverse of the
equilibrium aggregate price index. From (17) and fhact thatR =L, aggregate

welfare in equilibrium is given by:

1

Wzpt= p¢0|: (1;fCX)L:|5‘ (%jg—l,

(o]
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whereA, ¢,, andd are defined in (12), (15) and (17) respectivelyeiefore, welfare
is increasing in country size (L) and the produttithreshold ¢,). This happens

because more varieties are available for consumpiio large countries and
consumers value variety. All else equal, an incréaslereshold productivity implies

an increase in average productivity, which leadkweer prices and higher welfare.
By extension, since the ex post mean and variah@eooluctivity are increasing in

the threshold, this implies that welfare will be reghwhen the mean and the
dispersion of productivity are high (lowy.

This concludes the analysis of the unique closed@my equilibrium. In the next
section the model is extended to include multigardries. The set-up will then be

used to study the impact of trade on the charatiesiof the industry.

2.4 The Open Economy Model

This section extends the framework developed irabiesection to obtain a model of
a trading world composed ofh+1 identical countries of the type previously
described. When all countries are identical, thdlyshare the same aggregate
variables. Since it greatly simplifies the analybis assumption is maintained for the
remainder of the chapter. It is important to ndtewever, that since the number of
countries is variable, the size of the domesticmtgurelative to the rest of the world

is left unrestricted.
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2.4.1 Costless Trade

If there are no trade costs, the consumers’ lovevéoiety implies that firms will
divide their sales between domestic and foreign etarbkased on the size of their
country relative to the world economy. Since allinwies are identical, trade will be
balanced, as each country will send the same fracticeach variety to each of the
other countries. Thus, firms are not affected bgtless trade but consumers enjoy

greater welfare as they gain access to greater prodtety. Moreover,

Proposition 7. When trading partners are symmetric, the equilibriu
profitability threshold is unaffected by a movenfrautarky to free trade.

Proof: See appendixa

Intuitively, as the economy is opened to costleadet, all firms in the industry —
irrespective of their productivity — experiencergased demand for their products in
export markets and reduced demand in domestic mdrkehe case of symmetric
countries, the gain from trade associated with fprenarket access is just equal to

the loss from trade due to the entry of foreigm8rin the domestic market.

2.4.2 Costly Trade

The assumption of costless trade does not accordwitbl empirical observations;
see Roberts and Tybout (1997) for instance. Inra@esell their products in foreign
markets, firms must build and maintain relationshvidreign distributors. Moreover,
firms generally face tariff barriers and pay frdigiosts to send their products to

foreign markets. These trade impediments are assuméake the form of a fixed
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export cost {, ) that must be paid every period by exporting firmsd a constant

melting-iceberg cost per-unit shipped to foreignrdoies. Precisely, it >1 units are
shipped to the foreign country, only one unit asyv These costs are assumed
common to every market segment so that arbitrafferénce in trade costs do not
drive any of the results.

The increase in marginal cost will be reflectedabgroportional increase in price

such that the pricing rule for exported varietgs i
P (d) =Tpi(9). (22)
wherep,(¢), defined in (5), ang; (¢ Yespectively denote the domestic and foreign

price of a domestically produced variety. Usingsthesult in the optimal demand
defined in (2), it follows that thedditional revenue from export to any foreign

market is equal to:
() =T r (9),
where r,(¢), the domestic revenue, is defined in (6). Simylathe additional profit

from exports is given by:
1-¢
w) =g @3)

This implies that the total profit of a domestiogucer is dependent on its exporting
status as follow:r, (¢) ==’ (¢) + max{O,nn*(¢ )} where the profit from domestic
sales,n’(¢ ) is defined in (7). Note that in the open econdhmyideal price index,

defined in (3), must include imported varietf@s:

% There is a slight abuse of notation. Hes&p) denotes the optimal choice of quality for a firrithw
productivity .
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Dydo

P= {M [0@)p@®)“1(0)do +nM, [o(@d)[T p(¢)]1gu(¢)d¢} ! (24)
bo

where M defines the mass of domestic incumbent&ewhi =&, M denotes the mass
of exporting firms, and wher&_ =[1-G(¢*)]/[L- G(¢,)] denotes the probability of
exporting conditional on producing. The total mad¥sfirms competing in any

country, or equivalently the total mass of varietavailable for consumption in any
country, is thus given b, = 1+ ng,)M .

Consumers’ love for variety and the presencex@ddiexport costs ensure that no
firm will export without also producing for its dastic market. Also since trade
barriers are symmetric across countries, if a fimds exporting to one of the foreign
markets profitable, it will export to all countrie$hus, each firm now faces four
different options: (i) produce a low quality vasieand sell exclusively in the
domestic market; (ii) produce a low quality varietyd export; (iii) produce a high
qguality variety and sell exclusively in the domesitnarket; (iv) produce a high
quality variety and export. Define the export proikity threshold ¢ as the
minimum level of productivity required to be prafile in the export market,
conditional on producing in segment i. That ¢, satisfiesn/(¢;)= 0 From the

profit functions defined in (23) the cutoffs araiagto:

(£ ) 25
ORI 5)

These thresholds are decreasing in the market{Rigeghe aggregate price index (P)

and the quality (througf) but increasing in fixed and variable trade c@stsndr).
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However, the number of trading partners (n) hagnmpact on the export productivity

threshold. Further by definition of the thresholtsd assumption 1 it follows that
0 /or =(Q,/Q,)"™ >1. Therefore, if a low quality firm finds it profitde to
export,everyhigh quality firm will find it profitable to expadr Further, since the ratio
of the export to the domestic cutoff is given &y/o, = (f /f,)*"™, partitioning of
firms by export status within a segment can ocaely @ *f, >f., a condition more
likely to hold in the low segment given théj <f,, by assumption. These results

imply that there can be selection of firms alonga@xing status in at most one market
segment. The analysis focuses on the equilibriureraviiboth high and low quality

varieties are exported. Formally, this requires:tha

1

0o

e-1
Assumption 31<A, <A, whereA, = r(:—XJ :

Under this assumption the productivity cutoffs ardered as followsd, <) <o, .

Together, assumptions 1 and 3 ensure that themtiag across market segments and
selection along exporting status. The behavioiraid conditional on productivity in
this type of equilibrium is illustrated in Figure Bs productivity increases, firms
expand their potential consumer base by exportieg production to foreign markets
before investing in a more expensive technology émables them to produce high

quality varieties.

Exit Low, Domestic  Low, Exporter High, Exporter

1 1 1 S
I T T T

1 ¢o ¢§ ¢OH

Figure 5: Exporters and Non-exporters
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The exogenous factors affecting the entry/exitcess and the productivity
distribution are the same as in the closed econtmparticular, producing firms face
a probability d of being hit by an exogenous shock that will fotlkem to exit the
industry. Therefore, the value of the firm in attps$rade world is zero if the firm
exits and equal to the discounted sum of profitspfoduces. Hence the value of the

firm conditional on its productivity can be expregdsas:
V() =max0. L with ) = max(re 9. (6) +EO)., (0)+ )

wherert (¢) is defined in (7) andt (¢ }s defined in (23). As in the closed economy

firms will enter the industry until the expected walof entry is equal to the cost of

entry. This implies that the costly trade free grwndition is given by:
Tt+{ NT 7 T
ve =Ll o r  with 7= [=(@)u(®)de, 7, = [x,@O)u,0)d0  (26)
b0 0
and where p, (¢) = (§./8,)u(¢) denotes the probability density function of
productivity conditional on exporting. The costlhade economy expected value of
entry is equal to the closed economy expected yalekned in equation (11), plus
the expected additional discounted profit realizethe export market{(.{,.nTt /d).
As in the closed economy equilibrium, it is possiti express the average profit

earned in the export market as a function of theleti® parameters alone; see the

appendix for details:

T = H“:_JAX —1]1‘x 27)

40



where A, =1+[(Q, - Q,)/Q.1(A,/A)"°", andA and A, are defined in (9) and
assumption 3 respectively. Thus average exporitpsoincreasing in the fixed trade
cost and in the ratio of the marginal exportersdurctivity to the marginal entrant’s
productivity (A, ). Taking this result into account, the free emoyndition (26) can be

expressed as a function of only one endogenoushlarithe equilibrium profitability

threshold ¢, ):

T+NA T

i Skt :fe' 28
59; %)
As in the closed economy, the free entry conditilmme pins down the equilibrium

value of the threshold as a function of the paransedf the model. It can be shown

that:

Proposition 8There exists a unique costly trade open economijitagum.

Proof: See appendixa

It is also possible to express the average revehpeoducing firms as a function

of the model’s parameters alone; see the appeanduetails:

o
l+o-¢

r

[r@®)u()do =( ](A AT, e, (29)
o

whereA is defined in (12) and\, is defined in (27). Thus the average revenuess th

sum of domestic revenue, defined in (12), and trolyct of a function of trade
impediments and average revenue from export. Sih@ountries are identical, trade

is balanced and the share of the total revenuacdh eountry is equal to the income in
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each country. Thus, as in the closed economy, dgodilgium mass of incumbents

can be obtained by dividing total revenue by averayenue:

M, = R _(1+c—sj (l-a)L (30)

T U 6 JAFMTATTOA el
Finally, the equilibrium profitability threshold drmass of incumbents can be used in

(24) to solve for the equilibrium price index. Thiglds:

"o, 0 (—a)L

1
+ 1-¢ A e-1-c :L
oo 1 KA NTeAS AXJ ef } | (31)
where 8, =6+ng T7°[Q (&7 -A*°)+Q, A °]. As in the closed economy, in a
stationary equilibrium, the aggregate variablestreiain constant over time. This
requires a massd\,) of new entrants in each period, such that theswd successful
entrants {_,M,.) exactly replaces the mass of incumbends § M by the exogenous

shock and forced to exit. This aggregate stalsltiydition requires{ M, =0 M

This completes the characterization of the unigastlg trade open economy
equilibrium. The following two sections use this franork to study the impact of

trade and trade liberalization.

2.5 The Impact of Trade

The open economy model developed in the previoctsosecan be used to study the
effects of changes in trade policy in the presesfoexport costs, firm heterogeneity,
and quality differentiation. This section studibe effects of trade by comparing the

closed and open economy equilibrium. The subsecemiion analyses the effect of
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incremental changes in trade impediments once to@aaeny is open. Since both
analyses compare different steady states, theyiagl@uinterpreted as the long run
economic impact of trade and trade liberalizatincorporating decisions about
endogenous product quality introduces an additiadgistment margin along which
firms can respond to trade liberalization. Examoratof this new channel yields a
number of novel implications.

An important message of the open economy free eotngition (26) is that, since

the cost of entry in the industry.j is unchanged by trade, the equilibrium expected

value of the firm will be the same as in the closednomy. Hence, whenevat, is

positive, the equilibrium profitability thresholds igreater in the costly trade
equilibrium than in the closed economy. This implibat moving from autarky to
costly trade increases the average productivitfirofs in the industry. This occurs
for two related reasons. First, trade offers newfipi@pportunities for the more
productive incumbents that decide to enter the exparkets. Second, trade raises
the expected value of entry, thereby increasingntlass of successful entrants. This
leads to an increase in demand for labor. Sincestipply of labor is fixed the wage
rate goes up and the marginally profitable firmsfarced to exit the industry.

SinceA is unaffected by costly trade, the increase ingiditability threshold
(¢,) leads to a proportional increase in the transipooductivity cutoff ¢, ).The
adjustment can take two forms. First, if switchingween segments is costless the
pre-trade marginally profitable firms in the higbgsnent go down the quality ladder
and start producing a low quality variety. Secomdirms cannot change segments

they exit and are replaced by new entrants with #Hrmaesproductivity level that
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produce a low quality variety. This last scenari@lies that trade induces exit of
some relatively productive firms that were margwalrofitable in the high quality
segment in addition to the marginally profitablevlquality firms.

Trade also has an impact on the average qualibutgut. The appendix shows

that the relative output of high quality varietigsder costly trade is given by:

o, _ (1+n7 ) A Q,
5 &) &

1-A"+nte (AT -A) | Q

o

where O, represents total output of quality i. Note thathé variable trade cost is
prohibitive (t — o) or if all firms export A, =1) this ratio is the same as the closed

economy ratio defined in (20). However, as long ath lqualities are exported
(A, <A) and transport costs are non-trivialX ), fhe relative output of high quality

varieties is greater under costly trade than inctbeed economy.

Further, comparing equations (12) and (29) revtads the average revenue per
producing firm is generally greater under costgde than in autarky. When trade is
allowed, the more productive firms enter the expwoerket and increase their
production. Since the optimal price (net of tradesty is unaffected by trade the
increase in output leads to an increase in revedeace, since the revenue of the
most productive firms goes up while low productivitgyw revenue firms exit the
market, average revenue increases. Moreover, fiectotal revenue in each market
(R) is unaffected by costly trade, the increasewmrrage revenue implies that the
mass of incumbents is lower under costly trade tinaher autarky. Meanwhile, the

ratio of high to low quality incumbents is given by:
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1
A -1

My - 33
m (33)
Therefore while costly trade increases the relatigput of high quality varieties, it

has no effect on the relative number of firms inkesegment. Finally, using (16) and
(30), and taking into account the fact that the snaefs producersM; is equal to
L+n&,)M, it can be shown that the decrease in the numbgrcafmbents due to a
more competitive job market is more important thia® increase due to the entry of
exporters. Therefore, the overall mass of firms getimg in each country is lower
under costly trade than under autarky. Intuitivétys happens because a small
number of exporters enter the foreign market nadatd the number of incumbents
forced to exit.

The effects of a move from autarky to costly tremle summarized in the

following proposition:

Proposition 9As long as there is selection in the export masket varieties
of both qualities are exported, a move from autddkgostly trade:
(i) increases average revenue, profit, and productiggy producing
firm.
(i) reduces the mass of incumbents producing in eaamtoo (both
overall and within each segment).
(i) reduces the overall mass of firms competing in eechntry or,
equivalently, reduces the overall mass of varietesilable for
consumption in each country.

(iv) leads to exit and firm-level quality downgrading.
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(v) increases the industry-level relative output of iigh quality segment.
(vi) increases the average quality of varieties avagdiolr consumption in
each country.

Proof. See appendixa

Another interesting point to note is that, sincé/@fraction of firms export, the
average quality of exported varieties is not theesas that of varieties produced for
the domestic market. It can be shown that the sblegh quality varieties in the
total quantity of exports is higher than the shafehigh quality varieties sold

domestically. Formally:

o: __ O
oP+0) Of+0}°

(34)

where O;‘ denotes the total domestic output of quality jietees sold in market k,

wherek [0{D, X }. Therefore:

Proposition 10:Under costly trade, when there is selection in éxport
market, the average quality of exported producthigher than the average
guality of varieties produced for domestic sale.

Proof: See appendixa

This implies that trade leads to an increase inatferage quality of production and

consumption in each market.
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Finally, the effect of costly trade on welfare cam dvaluated by looking at the
change in the price index defined in (31). Costigdé affects welfare through
multiple channels. On the one hand, following theotiction of costly trade, the
mass of varieties available in each market will rdase. On the other hand,
consumers gain access to higher quality productsserage. Since these effects work

in opposite directions, the overall impact of cpsthde on welfare is ambiguous.

2.6 The Impact of Trade Liberalization

While studying the transition from autarky to tradea useful analytical exercise and
provides some benchmark results, more realisticpepative statics are obtained by
studying the impact of trade liberalization on thargin. In the current context the
latter can take three basic forms: a decreaseeinctberg costrf, a decrease in the

fixed export cost {,), or an increase in the number of trading partr{ajs This
section study theses cases simultaneously andhegertm trade liberalization to refer
to any of these eventS.

An important message of the open economy free eoirgition (28) is that, since
the cost of entry in the industry,( is unaffected by trade costs, the equilibrium
expected value of the firm is unaffected by traiberhlization. From (27), trade
liberalization increases average export profit aimrdm (13), has no impact on
domestic average profit. From (28), these changegease the expected value of

entry for any value of the productivity threshdBince ¢,) is unchanged, this implies

2 The comparative statics exercises assume thatthetéx ante and ex post equilibrium are such that
varieties of both qualities are produced and exqubrt
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that trade liberalization will increase the equililbn productivity cutoff, thereby
inducing marginally profitable firms to exit. The impact of trade liberalization on

the equilibrium productivity threshold is illusteat in Figure 6.

\ Ve (9,)
Vi (o)

0 ¢’E,A ¢E,B ¢0

Figure 6: The Impact of Trade Liberalization

Since from (9)A is unaffected by trade liberalization, the inceeas the
equilibrium threshold productivity implies that theansition productivity cutoff
(¢,4) will also increase. Therefore trade liberalizatidsy making competition
tougher in every market, induces some firms to noen the quality ladder. Trade
liberalization also affects the export productivityeshold ;). On the one hand, it
can be shown that a decrease in trade costs (eiini@ble or fixed) decreases the

threshold productivity above which firms become aigs? Since these changes

reduce trade barriers, it becomes relatively eameérmore profitable to export such

% The impact of changes in the fixed trade costscamaplex and signing derivatives requires an
additional assumption. A sufficient (but not neeegy condition for a decrease in fixed trade cost t
increase the threshold is that the elasticity aisitution €) is greater than 2.

22 See previous footnote.
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that less productive firms decide to enter the expwrkets. On the other hand, an
increase in the number of trading partners (n) wdkease the profitability threshold
above which firms can profitably export. This happéecause, while such a change
has no effect on trade costs, it increases the werioa labor by continuing exporters.
This increase in competition for workers in the laboarket forces marginally
profitable firms to exit the export market.

Using (32) it can be shown that an increase in thmebau of trading partners will
increase the share of high quality varieties imltoutput — varieties produced for
domestic sale plus varieties produced for expagta that, from proposition 10, the
average quality of exports is higher then the ayerquality of aggregate output.
Therefore, an increase in the number of tradingtnpes, which as will be
demonstrated below increases the share of produfdioexport, also increases the
average quality of aggregate output. Further, aff@m (32), an increase in fixed
trade costs will increase the average quality ofpwutiIntuitively, this happens
because low quality exporters exit the foreign marteereby reducing the output of
the low quality segment. Finally, the impact of aampe in variable trade costs
depends on the relationship between trade impedantr@ demand elasticity and the
shape parameter of the productivity distributionwidaer, it is possible to show that
whenever trade impediments are large enough, aeaserin the iceberg transport

cost leads to an increase in the relative outpuhefhigh quality incumbenfs.The

% The share is increasing if and onlydf<e[(AJ° +m_8)/(1+ nt™®)], where the term in square

bracket is increasing in transport cost, fixed ¢rambsts and decreasing in the number of trading
partners.
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mechanism by which transport costs affect qualitgimilar to that of changes in
fixed trade costs.

The model also delivers some important predictiémsthe impact of trade
liberalization on the average quality of exporteatieties. The relative volume of
high quality to low quality exports is given by; ssgpendix for detail:

oy _ AT (q,
Oz Ai—c —A®° (Q j’ (35)

o

where OF represents total number of units of quality idueed for export. Changes
in trade impediments will affect this ratio throutifeir impact onA, , which governs

the selection of firms into export status. Sincis tihreshold is independent of the
number of trading partners (n), changes in n wilehao effect on the quality
composition of exports. However, a decrease in thbery costt) or in the fixed
trade cost () will decreaseA, and induce a decrease in the average quality of
exports. Hence, there is a positive relationshipvbeh average quality and trade
costs £ and f). This is akin to the well-known Alchian-Allen “shipyg the good
apples out” paradigm.

The fraction of firm that exports is given by thpeobability of exporting
conditional on producing, which in equilibrium isvgn by {, =A.°. Therefore the
number of trading partners (n) has no effect orstiee of exporting firms. However,
a decrease in the iceberg cost ¢r fixed trade costs ,{f will decreaseA, and
increase the share of exporting firms. Hence thegenegative relationship between

the share of exporters and trade costand ). Further, it can be shown that the
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share of exporting firms’ output that is produced éxport rather than the domestic

market is given by:

—€

(_ It
1+nt™®’

(36)

Therefore the share of exporters’ outpsit  for export is completely determined by
the elasticity of substitutiorg), the number of trading partners (n) and the iogbe
trade costd). As one would expect, this share is increasinthexnumber of trading
partners and decreasing in variable trade coststladlemand elasticity. Since all
markets are symmetric, the opening of a new mavktincrease the share of
production for export. A decrease in the icebergt ¢towers the relative price of
foreign varieties, making them more attractive tmsumers. Finally a decrease in
elasticity raises the demand for imported goodsabse consumers are less sensitive
to the increase in price due to transport costs.

From (30), it can be shown that the number of déimé@sxcumbents producing in
each market will go down as a result of trade libeasion. When trade is liberalized,
competition in each market increases due to they eftadditional foreign varieties.
This forces the least productive incumbents to &t industry. It can further be
shown that a decrease in iceberg or fixed costsleall to a decrease in the overall
mass of firms competing in each market. This happ®rtause the mass of entering
exporters is smaller than the mass of low proditgtiirms that exit. The impact of
an increase in the number of trading partners (m)tree overall mass of firms
competing in each market is ambiguous. An increase implies an increase in the
mass of high productivity firms. All else equal,gliends to increase the number of

firms competing in each market since more firmsl f@xporting profitable. However,
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the entry of high productivity firms in each markeicreases the toughness of
competition which leads to exit of less productiven§ and reduces the number of
firms competing in the market.

Since quality is generally not observable a grgamumber of empirical studies
use unit value to make inferences about produclityifd The average export price

can be expressed as:

— _| o | TC Ch | A "
Py (¢o) _(1+OJPAX¢O 1+[CO 1}( A J ' (37)

Therefore, an increase in the number of tradingnpas will increase the profitability

threshold ¢, ), thus reducing the average export price. A deergafixed trade costs
has two offsetting effects, increasing the profiigbithreshold and decreasing the
export threshold 4, ); the overall impact is ambiguous. The effect okduction in
variable trade costs is even more complex. Firg¢ads to a proportional reduction in
export prices for all firms, thereby decreasing élverage price. Second, it increases
the profitability threshold thus increasing the r@age productivity and decreasing the
average price. Third, it decreases trade barriAtg,(which leads to an increase in
the fraction of low quality exporters and the averggce. When the first two effects
dominate, there is a positive association betweenage export prices and variable
trade costs. In the end the sign of the relatignsleipends in a complex way on the

value of the parameters of the model.

% This includes among others Johnson (2008), Hallak Sivadasan (2008), Kugler and Verhoogen
(2008) and Manova and Zhang (2009).
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The effects of trade liberalization are summarizedhe following proposition.
The proposition focuses on a decrease in varialaléet costs, since this is the

parameter most readily affected by policy.

Proposition 11Trade liberalization, in the form of a decreaseumt export
costs ), will:

() increase average revenue and profit per firm.

(i) Increase average industry productivity.

(i) decrease the mass of domestic incumbents and #rallomass of
firms competing in each market or, equivalentlycrdase the total
mass of products available for consumption in eaehket.

(iv) lead to exit and firm-level quality downgrading.

(v) increase the share of exporting firms and decretse average
productivity of exporting firms.

(vi) increase the share of exporters’ output sent teifpr markets.

(vii) decrease the average quality of exports.

Proof: See appendixa

Finally, the effect of trade liberalization on fegk can be assessed by looking at

comparative statics on the inverse of the idealegpmdex defined in (31). Precisely:

1 1

1-o)L |7 0, et

W:pq)o ( ) 1-¢ A e-1-c !
ef A+MTATTOA
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where A, ¢,, A, A,, and6, are defined in (12), (15), assumption 3, (27), €81J
respectively. Trade liberalization affects welfaheotigh multiple channels. First it
increases the average productivity of firms in it@ustry which raises welfare by
decreasing the general level of prices. Secondgedime average quality of imported
varieties is higher than the average quality of dstic production, trade liberalization
increases the average quality of output. Howeverinbseasing competition in the
industry, trade liberalization decreases the oVerass of varieties available for
consumption. Since these effects work in oppositections, the overall impact of
trade liberalization on welfare is ambiguous. Fdiynghese effects can be evaluated
by taking derivatives of W with respect tomand . However, due to the complexity

of the resulting equations general conditions atesasy to interpret.

2.7 Conclusion

This chapter develops a general equilibrium modeéat tincludes quality

differentiation among heterogeneous firms. The rhadeused to analyze how
international trade policy and quality differenitat interact to shape patterns of
production and trade flows. Introducing endogenawsiyct quality decisions yields
important new implications and helps reconcile tineory with the observed facts.
First, conversely to the benchmark Melitz (2003)delpthe framework predicts that
relatively productive firms will choose to producegth quality varieties that, under
certain conditions, they sell at relatively highcps. This finding accords well with
the observation that the unit value of exportedetigs increases in the income,

capital- and skill- abundance of the exporting d¢ounSecond, contrary to the
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benchmark case, the model with quality predicts tiaake liberalization decreases the
average price of a country’s exports. This preditis akin to the “shipping the good
apples out” paradigm described by Alchian and All#86@4) and is consistent with

observed characteristics of trade flows.
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Chapter 3: Empirical Results

3.1 Introduction

The main objective of this chapter is to explore ttole of vertical product

differentiation in explaining the price and expetatus patterns observed in micro

data for a representative set of US manufacturira@tpf‘r’ The chapter begins by
developing a tractable model of endogenous qutldy explicitly demonstrates how
heterogeneity in a single exogenous parameter,uptivity, can produce dispersion
in quality, price, and export status. The framewisrk generalization of the previous
chapter’'s model in which producers can choose frontoatinuous range of
technologies. Removing the high/low dichotomy resirt a one-to-one mapping of
productivity into quality and makes the model betseited for the empirical
investigation.

The main difficulty in exploring the impact of veal product differentiation is
that quality is not directly observable in geneRécent papers in the trade literature
use the average unit value, an estimate of priceyake inferences about the role of
product quality in determining export pattefigdowever, there are many reasons to

believe this strategy potentially leads to biasesults. First, many factors besides

% The research in this chapter was conducted whileatithor was Special Sworn Status researcher of
the U.S. Census Bureau at the Center for EconomimlySCensus Research Data Center in
Washington. Any opinions and conclusions expredsextin are those of the author and do not
necessarily represent the views of the U.S. CeBsmsau. All results have been reviewed to ensure
that no confidential information is disclosed.

% As mentioned earlier, the recent studies of Ha#lal Sivadasan (2008) and Kugler and Verhoogen
(2008) show that the correlation between average walue and export status is positive, while
Manova and Zhang (2009) use the unit value to stildympact of trade cost on export price.
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variation in quality can lead to price dispersibor instance, Syverson (2004) shows
that variation in regional demand and competitioe Enportant sources of price
heterogeneity. Second, price dispersion does romssarily capture the full extent of
quality variation. The theory presented in thisptka clearly demonstrates how, in
the presence of vertical product differentiatidre firm’s productivity affects output
price through two distinct channels. On the one harmjuctivity leads to a decrease
in marginal cost, which lowers the equilibrium pri€n the other hand, productivity
increases the optimal quality, which raises margipedduction cost and the
equilibrium price. The overall impact of productywion price and, as a result, the
relationship between price and quality depend onutgerlying parameters of the
model. In those industries where price and qualiéyanly weakly positively related,
an increase in product quality will not be reflectedgrice but rather in the quantity
demanded. It thus seems important to move away froinvalue and to take into
account the separate roles of productivity androthetors affecting price dispersion
when studying product quality.

In the theoretical model, quality is defined asiatgwn in demand unexplained by
variation in price and due to producer behavioreséh demand “residuals” are
estimated for U.S. manufacturing plants producimg 125 five-digit standard
industrial classification (SIC) industries over tperiod 1972-1997’ The estimated
demand residuals are positively correlated with eaiiising, new technology
expenditure and unit production cost at the planell These results suggest that

demand residuals are not random but instead axse fleliberate activities on the

%" These industries are listed in Table Ill. Thiswi the first paper to look at the impact of demand
shocks in studying plant behavior. See Melitz (90@}lava et al. (2004), Foster, Haltiwanger and
Syverson (2008a, 2008b), and De Leocker (2009).
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part of the plant aimed at increasing the conswsnealuation of its outpf Using
the demand residuals as a measure of quality, nhe/sas produces the following
producer-level results: (i) Quality is positivelyroglated with unit cost and price on
average; (ii) Productivity is negatively correlat®dh unit cost and price on average;
(i) Productivity and quality are positively coftated on average; (iv) Quality, in
addition to productivity, is an important deterrmhaf the plant’s export status. All
of these findings are consistent with the qualitteeded model and imply that
vertical product differentiation plays an importaate in explaining plant-level price
and export status patterns.

The demand residuals that serve as proxy for gquali¢ likely to contain more
than just information about product quality. Theref while the empirical findings
are compelling evidence of a link between produ@trawior and consumer demand
it is not clear that the estimated correlations guwe exclusively to vertical product
differentiation. This implies that the magnitudéghe estimated coefficients may be
biased and overstate the actual importance of tyudlhe last part of the analysis
tackles the issue by using the simulated methoshahents (SMM) to estimate the
model’'s structural parameters in order to evaludwe ability of the model to
reproduce observed facts and assess the imporadngeality differentiation. The
numerical results show that marginal production £@st concave in quality while
fixed production costs are convex in quality. Sitice parameters underlying these

findings are left unrestricted in the estimatioagé results support the idea that plants

8 |n a contemporaneous study Foster et. al. (2088plpit time series variation in demand residuals
(defined differently) to show that they are relatedhe age and accumulated sales of the plants. Th
two works are complementary. Foster et. al. (2008byly the dynamic evolution of demand and
explain time series variation. The current analgsiscentrates on the determinants of time invariant
heterogeneity in demand and explains cross settianiation only.
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use quality as a means to compete in the markethdty the results suggest that
using demand residuals as of proxy for quality issasonable empirical strategy.
Evaluated at the optimal parameter values the latiwa between the theoretically
accurate measure of quality and the constructerlypestimated from the simulated
data is above 0.9.

Another advantage of structural estimation is thaallows for counterfactual
experiments. Once the estimates for the parametedsnawn the model can be used
to evaluate the effect of exogenous shocks. Thecuanalysis concentrates on three
different types of trade liberalization: (i) A tererpent decrease in variable trade
costs; (ii) A ten percent decrease in fixed tradets;d(iii) A ten percent decrease in
both variable and fixed trade costs. The resulwskhat trade is an important
determinant of productivity in the industry.

Overall this chapter provides substantial empiriealdence that the ability to
produce varieties of high quality confers an impottcompetitive advantage to the
firm and influences many aspects of its behavibe fest of the chapter is structured
as follows. The next section introduces qualityeddntiation among heterogeneous
firms and analyzes the unique open economy edquifibr Section 3 describes the
dataset and explains the sample construction. @edti develops the econometric
methodology and explores the relationship betweeduymtivity, quality, price, cost
and export status. Section 5 presents the strlcéstamation and computational
analysis of the model. Conclusions are presenteseation 6. Derivation of major

results and theoretical proofs, and a descriptiotih® computational algorithm used
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to estimate the model using SMM can be found ineadix B at the end of the

dissertation.

3.2 Theory

Consider an economy composed of a measure L dfitieliy lived consumers each
endowed with one unit of labor per period. Consunhasge no taste for leisure and
inelastically supply their labor to the market ke tprevailing wage rate, which is

normalized to one without loss of generality.

3.2.1 Preferences

As in the previous chapter, preferences over théeréifitiated commodities are
additively separable with weights defined by the tyailf the commodity. Letting
g(x) andw (x)epresent the consumption level and quality ofetgrk, preferences
are given by:
Yp
Q{ J w(x)l‘Pq(x)de} . (1)
X0

The optimal consumption of each commodity is chosemminimize the cost of

acquiring the aggregate Q, so that the optimal ddmf@nvariety x is:
p| =
qx) = o(X)Q — | withP= j o(X)p(x)dx | 2
p(x) XX
where p(x) represents the price of varietyexz1/(1-p) > islthe elasticity of

substitution between varieties, and the aggregatsitiie quality-adjusted ideal price

index and represents the price of the aggregatsucoption bundle Q.
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3.2.2 Production

Production entails both fixed and marginal costg.aBsumption quality is costly to
produce, so that production costs are increasingraguct quality. The total cost
function depends on the firm’s productivity) (@and the quality of its outpubf and is

assumed to take the following form:
n
[(w,9) :{F(wﬁ%q}w whereF(w) =f +o", with f_, n, y>0, (3)

and w is the common wage rate hereafter normalizeté¢o The fixed costi-(w ,)is
increasing in quality and bounded below by, which represents the fixed cost
incurred by a firm producing a variety of “zero” ality.”® Conditional on

productivity, the marginal cost') is increasing in the quality of output. Intuitlye

this assumes that the production of higher qualityts requires more resources
(labor)*® The total cost function implies that, holding qtafixed, all producers

share the same labor overhead cost, but that thabilea cost is decreasing in
productivity. This captures the idea that, condiibon quality, the maintenance cost
of each technology is the same for all firms buatthas a result of efficient
management, firms operated by high ability entrepoes will be able to better
exploit their resources to achieve lower marginastg€othen firms managed by
entrepreneurs of lesser ability. Implicitly the nebdssumes that firms are different in

their productive efficiency but not in their abjlito produce higher quality varieties.

% |t is never optimal for a firm to produce a vayieif quality zero in equilibrium. This formulation
includes the Melitz (2003) production function aspeecial case, in whicth equals one for all firms
and 1 + § equals f.

%0In practice, the increase in production costs @¢@lso be due to the use of a different, more gostl
bundle of inputs (e.g. skilled labor or better miais).
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3.2.3 International Trade

The world is composed of two identical countritgn order to sell their products in
foreign markets, plants must build and maintaiatrehs with foreign distributors, as
discussed in Roberts and Tybout (1997). In additiglants face tariffs and pay
freight costs to send their products to foreignkets. These trade impediments take
the form of a fixed export costf() that must be paid every period by exporting
plants, and a constant melting-iceberg cost pdrsmpped to foreign countries)(
Precisely, if 1> 1units are shipped to the foreign country, only ami arrives.
These costs are assumed to be constant with retspeciality to prevent arbitrary

differences in trade costs from driving the results

3.2.4 Profit Maximization

Producers are single-plant, single-product profiximmizers. Entry is assumed to be
costly as production start up costs must be indurfle entry cost is the same for all
potential entrants and is denotéd The value of the investment opportunity is
learned only once the fixed entry cost is sunk &mel entrepreneur learns its
productivity (), which is assumed to be a random draw from theiloligsion G(¢ )

on support® [J [Lo ) After learning its productivity, the entrepren@an decide to
exit the industry immediately or build a plant apdoduce a variety. If the

entrepreneur stays in the industry he makes threeer-ielated choices

simultaneously. He chooses the quality and unitepot the plant's output and

3 When countries are identical, they share the saggeegate variables, which greatly simplify the
analysis. Extending the model to include N coustii straightforward but keeping an eye on the
empirical analysis provides no additional insight.
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whether or not to enter the foreign market, in ordlemaximize the plant’s profit
function:

(W ¢) =pa-T(w$)+1,(pg-f,) (4)
whereTl («,¢ )is defined in (3),4is an indicator variable equal to 1 if some outigut
exported and 0 otherwise, andand ¢ represent the price and demand of a domestic

variety sold in the foreign market.

An interesting feature of this problem is that thetimal choice of quality
depends not only on the productivity of the firnt biso on its exporting status. This
implies that the mapping from productivity to qinais discontinuous at the marginal
exporter’s productivity level. The solution is oioiad in three steps: (i) Solve for the
optimal price conditional on quality; (ii) Solverfthe optimal quality conditional on
export status; (iii) Solve for the threshold protlity level above which firms decide
to enter the foreign market. Together these thesailts provide the equilibrium
mapping between productivity, quality, price, quignrevenue and export status.

Profit maximization implies that firms will set mangl cost equal to marginal

revenue. This leads to the following pricing rules:
W' -
p(w ) = "y and  p(c,¢) =Tp(e, ¢ ) (5)

wherep(w,$ ) and p(w, ¢ ) respectively denote the domestic and foreign poica

domestically produced variety conditional on themfs productivity and quality.
These equations highlight the importance of theradtion between quality and
productivity in determining the output price. Whilbe price is increasing in the

product’s quality it is decreasing in the plantteqluctivity. Note that the curvature of
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the price function in the quality space is goverbhgdhe quality elasticity of marginal
production costsn|. This is due to the markup nature of the pricialg: any change
in production cost results in a proportional chamggrice.

Substituting (3) and (5) into (4) and using thetf#hat, from (2) and (5),
pg=1'°pq, conditional profits for non-exportersi() and exporters 1€, ) can
respectively be expressed as:

,(w,0) =A(w,¢)—f,  whereA(w¢) =R Pp) w "¢ - w’, and

(6)
T (0,0) = A+ T Aw ) -f. —f,, wherep=[y+n(e-1-1".

Taking the first order conditions with respect toalify () yields the following

optimal quality choice as a function of export gsat

B
where A = {ﬁj_n( Rj (Pp)”] : (7)

€

Wy (§) = AGPE™,
W, (9) = @+T7)P AP
Quality is positive if the constant A, common to pHoducers in the market, is

positive® This requires that:

Assumption 11>n(e- 1

This condition is assumed to hold for the rest e thapter. It requires that the
quality elasticity of costr) and the price elasticity of demarg are small. If this is

not the case the increase in revenue from upgragliatity is less than the increase in
cost and, as a result, upgrading quality is nev@in@l. This happens because

consumers are very sensitive to price increasespandelatively more weight on

% The aggregate expenditure (R) is exogenous anal émjthe size of the population (L), because the
wage rate is normalized to one. Therefore, the tamhs\ depends on only one endogenous variable,
the price index P.
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price (or quantity) rather than quality — recalatth becomes large gs goes to 1,

which from the preferences defined in (1) implieattuality has no importance.
Further, whenever the iceberg transport cost istmaal, equation (7) implies that
there is a discontinuity in the function mappingdguctivity to optimal quality at the
export margin and that exporters produce highelitguaarieties. This happens
because access to a larger market increases tine tetquality upgrading. This point

will be discussed further below.

Finally, defineA =1 — 1, as the difference between exporter and non-exporte

profits. By definition, a profit maximizing firm wlilenter the foreign market if and

only if A>0. Substituting (7) into\(w,$ )defined in (6), results in:

- AY By (e-D) 8
MO =pncne-m® ©

wheref and A are defined in (6) and (7) respectively. Heragain from (6), the

difference between exporter and non-exporter proéitsbe expressed as:

_ QTP -1 AY ) e
s =50 {B}bv f\. ©)

The threshold productivity above which firms entee export market is defined as

the productivity levelgd, , such thaia(,) =0 and is given by:

¢x :! 1—0(8—1) (fo J:lﬁy(gl) (10)

@+T)P -1( AY

Note that this threshold implicitly depends on th&ribution of productivity in the

industry through A, which depends in part on P.
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3.2.5 Equilibrium

Since profits are increasing in productivity anuini stay in the industry only if their
profits are non-negative, free entry determinegditpbility threshold ¢,) below
which non-exporters will decide to exit the industifie zero-profit condition that
determines this profitability threshold is given by

AY _
=T,(,)=0 = ——  _¢MED _f =, 11
0, =T,(0,) L (11)

where the last expression follows from (6) and (8)aly, combining (10) and (11) it
follows that the productivity profitability threshilfor export ¢, ) is function of the
profitability threshold for non-exporters and candxpressed as:

1
|, By (e-D) 12)
fl@+T7)™ -1 '

¢, =kd, wherek E{

If k<1 the export threshold is lower than the non-expsrigofitability threshold
and all producers export. To make the model intergx is assumed to be greater

than one. This requires that:

Assumption 2:f [(1+ 175" -1 >f_.

Intuitively, the export costsf( andt) have to be large relative to the lower bound on
fixed cost §_.). Under this assumption, plants drawing produgtiviielow the

profitability threshold, defined in (11), will exithe industry. Those drawing

productivity above will engage in profitable prodoct In addition, if the
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productivity is above the export profitability tisteold, defined in (12), the plant will
export.

Each period, incumbents face a probabibty (B6fpeing hit by an exogenous

shock that will force them to exit the industry. ldenthe value of entry is zero if the
entrant draws a productivity below the profitabilibyeshold and exits, and equal to
the stream of future profits discounted by the ptwlity of exit if it draws an ability

above the cutoff value and produces. Since prefithe same in every period, the

value of entry, conditional on the productivity dracan be expressed as:

n($)
o

V) =Y 1-8)'n() =22, wheren(§) = max{0,,(6)%,(6 )}

and t is the time index. The ex-post probabilityhglgy function for productivity,
u(¢) is conditional on successful entry and is trundatethe profitability threshold

(¢,). To obtain tractable closed form solutions and tckenprogress towards an

empirical and computational model, more structweds to be put on the distribution
of productivity. Following the literature, produdgty is assumed to be Pareto

distributed®® The ex-ante cumulative distribution function ofoghuctivity is thus
given by G()=1-¢"° wherec is a parameter that affects the shape of the

distribution. Some restrictions on this parameterraquired.

Assumption 3:.c > max{2,By(e - 1)}

¥ As explained earlier, in addition to being tratéalihe Pareto distribution provides a reasonable
approximation of the empirical productivity distutiton; see for instance Cabral and Mata (2003).
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By definition of the Pareto distributiors;, > 8 required to ensure a finite variance.
The assumption thad >By(e— 1s required to ensure a well defined equilibrium;
see the appendix for details. Under these conditidghe conditional ex-post

distribution is given by:

u(6) = {6¢§¢‘““’) 10>0,

0 otherwise

while the ex-ante probability of successful entry time industry is given by
1-G(d,) =9.° .

There exists an unbounded set of potential entrantke industry. Plants will
attempt entry in the industry as long as the exgseetlue from entry is greater then
the sunk entry cost,. The characteristics of the ex-ante distributibpm@ductivity
G(¢) are assumed to be common knowledge such that gextex value of entry is
identical for all potential entrants and given hbyetproduct of the average
incumbent’s value and the ex-ante probability afcessful entry. Therefore, the free

entry conditioncan be written:

00

VESE(MIG@®).50)= 10 =1, wheren(6) = [x@u®)de (19
o o

is the average profit in the industry conditional the profitability threshold.
Equation (13) clearly shows that the free entry @wnd depends on only one

endogenous parameter, the profitability threshodd)( This condition alone is

sufficient to pin down the unique equilibrium valeé the threshold ¢.) as a

function of the parameters of the model. In theesmolix it is shown that:
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¢5:[ Bye-) (fﬁfxwﬂ? (14)
o-By(e-1)| of

e

The profitability threshold is always positive stnftom assumption Jy(e-1) <o.
However the assumptions on the parameters areuffaient to guarantee thafi, is

greater than one — the lower bound on productiVitis therefore possible to have an
equilibrium in which every entrant stays in the ustty regardless of their
productivity.

Since countries are identical, trade is balancedl revenue is the same in each
country. The equilibrium mass of producers in tha@ustry (M) can be obtained by
dividing aggregate expenditur® €L ) by the average firm-level revenue)(-— see
the appendix. The equilibrium threshold and massnofimbents can be used to
obtain an expression for the equilibrium price makefined in (2); again see the
appendix. By definition, in a stationary equilibmu every aggregate variable must

remain constant over time. This requires a masgewof entrantsi¥l ) in each period,
such that the mass of successful entraftgvi() exactly replaces the mass of

incumbents § M hit by the exogenous shock and forced to exitis Tdggregate

stability condition requireg M, =6 MFinally, it can be shown that:

Proposition 1There exists a unique equilibrium.

Proof: See appendixo
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This completes the characterization of the uniqostlg trade open economy

equilibrium.

3.2.6 Analysis of Equilibrium

This section explores the theoretical implicatiarfs quality differentiation. The
analysis focuses on predictions that are testallnghe available data. The main
results are summarized in three propositions tlilabe examined empirically.

From (7), productivity and quality are positiveBlated in equilibrium as long as
B=[y+n(e-1)-1" >0, which requires that(l-y)/n<e- .1Intuitively this
condition holds if the marginal production costreases fast enough in quality
relative to the fixed cost. In this case, the fioctimapping productivity into profits
associated with a high quality variety will intecséhe lower quality profit functions
from below and the model leads to endogenous guabtting of producers by
productivity, such that in equilibrium quality angroductivity are positively

correlated.

Proposition 2If the marginal production cost increases fast enougiuality

relative to the fixed cos{fp > 0), product quality and plant productivity are

positively correlated.

As mentioned earlier, there is a discontinuitynat inargin between exporter and non-
exporters in the function mapping productivity tptimal quality as defined in (7).

The percentage difference in quality between experand non-exporters conditional

on productivity is approximately equal fin(1+ Tt . Yherefore the jump in quality
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depends on the demand and technology parametersllaas the iceberg trade cost.
A decrease in trade costs increases the share édrbign market domestic firms will
be able to capture, thereby increasing the gaom fjuality upgrading for exporters.
The model predicts that productivity has two opfeseifects on the equilibrium
price. From (7), the optimal choice of quality ictieasing in productivity. From the
pricing rule (5), price is increasing in quality tbdecreasing in productivity.
Therefore to obtain the relationship between paoe productivity, the effect of
productivity on quality must be taken into accolReplacing with (7) in (5) provides
the equilibrium domestic price schedule as a famciof productivity and export

status only:
_AT ey - 1-c\pn
p(¢)—?¢ and p,(9)=(1+7t7")"p(¢ )

where p, () is the home price of a domestically produced tgneanufactured by
an exporter. These equations have two importantlicatpns. First, price and
productivity are negatively correlated only [f(e-D)n < which, if quality and
productivity are positively related3(> )0s equivalent toy > 1Therefore price is

negatively correlated with productivity only if thixed production cost is convex in
quality®** Second, in the presence of transport costs, exowtill charge higher

prices. The size of the discontinuity in price bé texporting margin is given by
@+17)P which is decreasing in As mentioned earlier, a decrease in trade costs

increases the gains from quality upgrading, wheadk to higher prices.

% This is a necessary but not a sufficient conditRecall that at the export margin there is a jump
quality and, as a result, in price. This could Iéad positive correlation despite the convexitythoef
fixed cost. However, if the convexity is strong agh the correlation between price and productivity
will be negative.
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Proposition 3Holding quality fixed, price is decreasing in pradivity, while
holding productivity fixed, price is increasing quality. Further, price and
productivity are negatively correlated only if tHixked production cost is

convex in quality.

From (12), the model predicts that only the mastpctive firms will engage in
international trade. Therefore, since productiatyd quality are positively related,
exporting firms will produce relatively high qualivarieties. Further, from (2) and
(5), exporters will be larger in terms of revenunel @utput. Finally, firms engage in
international trade only if thextra profit from entering the foreign markefi() is
greater than zero. From (6) and (7) it can be shibnah

TL(§) =R(Pp) "o, (¢) "V -1, (15)
where w, (¢) is defined in (7). This implies that the effect moductivity on the
probability of export can be decomposed into twmponents: a direct or price effect
(¢°*) and an indirect or quality effectosf "“™). These results are summarized in the

following proposition:
Proposition 4.Exporting firms are more productive, larger (in tes of
revenue and output) and produce higher quality etzes than firms that sell

their output in the domestic market only.

This concludes the analysis of the unique opena@ogrequilibrium.
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3.3 Data

The data set is derived from the Census of Manufast(CM) — a component of the
US Census Bureau’s Economic Census. The CM is abedwevery five years and
the analysis uses information from 1972 to 1997e Thit of observation for the
analysis is a plant/product/year combination. Tiv ¢@vers all manufacturing plants
with one or more paid employees. However very snmpd#ints — known as
administrative records — are exempt from filling @ensus forms. In those cases, the
plant’s information is imputed. These establishragepresent a very small share of
overall U.S. manufacturing output and are removeasinfthe sample. The CM
contains plant level data on payroll, employmerdpk values of equipment and
structures, the cost of materials and energy, apare value and plant-by-product
level data on the value of shipments. In additimn,a subset of products, the CM
collects information on shipments in physical uni®nce the empirical analysis
requires data on price and quantity, the samplienited to those products for which
such information is availabf8.

For the empirical analysis, products are definedivasdigit standard industrial
classification (SIC) product class€sThe 1987 SIC code segments manufacturing
output into 459 four-digit industry and 1446 fivegid product classes according to its
end usé€’ Table | provides a sense of the relative levetietail between five-digit

product classes, four-digit industries and two4digajor sector. The table lists the

% The subset varies over time. For instance, mudheofipparel major group (SIC 23) was dropped in
1982. Plant-by-product balancing codes, receiptctmtract work, resale, and miscellaneous receipts
are removed since these observations are unretaf@oduction.

% Plants are required to report quantity producethatseven-digit SIC level. For those plants in the
sample that produce more than one seven-digityatodithin their primary five-digit product class
the quantities are aggregated.

3" Additional details can be obtained from the Numwriist of Manufactured and Mineral Products
published by the U.S. Census Bureau (1996).
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products contained in SIC industry 2051, “Breadk&Cand Related Products”, which
is one of the industries in SIC major sector 20d# and Kindred Products”. The
industry contains six products which, although teddain end use, differ in terms of
material inputs and production technologies. Theeefusing the much finer five-
digit classification removes a lot of undesired ibontal differentiation from the

analysis.

Table I: Product Categories in SIC 2051

SIC Description

20 Food and Kindred Products

2051 Bread, Cake and Related Products
20511 Bread: White, Wheat and Rye
20512 Rolls, Bread-Type

20513 Sweet Yeast Goods

20514 Soft Cakes

20515 Pies

20518 Pastries

Source: Numerical List of Manufactured
and Mineral Products, U.S. Census Bureau
(1996).

Minor revisions to SIC categories are made in eeehsus year and major
revisions were made in 1977 and 1987. These changks it difficult to keep track
of products over time while ensuring that the prigudefinition remains the same.
Therefore, to ensure uniformity of products the lgsia is limited to codes that
appear in every year.

The average unit value of output, a proxy for prisedefined as the ratio of the

nominal product shipment value and quantity produda order to limit large
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reporting errors, observations with an output pabeve 5 times or lower than one
fifth of the product’s median price are removedirthe sample.

In the CM factor inputs are reported not separabgiyproduct but rather at the
plant level. To reduce measurement problems in coimgp productivity measures
and to increase the accuracy of the productionmestsures the sample includes only
the primary product of specialized plants. A mpltdduct plant is considered to be
specialized if the primary product accounts foleast 50 percent of the total nominal
value of plant shipments.

Further, to ensure that there is enough variatiogstimate plant fixed effects, the
sample is limited to product classes for which ¢hare at least 25 specialized
observations that satisfy all the above criteri@ath year® Finally, a few product
classes with heterogeneous units of measuremermjutomtity are removed from the
sample.

Together, these rules lead to a sample of 107,b%Breations distributed across
125 five-digit SIC product classes. The sample aostabout 4.5 percent of the total
plant/year observations in the CM and about 6 perokthe five-digit SIC codes are
represented in the sample. Table Il provides b&tsitistics for the sample at the two-
digit SIC major sector level. Although most sectars represented in the sample,
some are more important than others. In partictilar“food and kindred product”
sector (SIC 20) accounts for 25 percent of obsematand about half of the revenue
and export value in the sample. The “lumber anddvpmducts” (SIC 24) and the

“stone, clay, and glass products” (SIC 32) sects® account for relatively large

3 Using a minimum of 50 plants leads to almost id@htresults.
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Table Il: Sample Characteristics

SIC2 Name Total Number of Sample Share of St. Dev. of Revenue Share (%) of
Products Plant/Year Plants Revenue Export Log Price Advertising Software
20 Food and Kindred Products 46 27,155 0.25 0.43 0.53 0.41 0.437 0.038
22 Textile Mill Products 13 5,424 0.05 0.05 0.04 0.52 0.076 0.054
23 Apparel and Other Textile Product: 3 1,155 0.01 0.00 0.00 0.56 0.548 0.104
24 Lumber and Wood Products 20 21,128 0.20 0.10 0.15 0.41 0.141 0.032
25 Furniture and Fixtures 7 6,482 0.06 0.03 0.02 0.51 1.280 0.090
26 Paper and Allied Products 6 9,549 0.09 0.07 0.02 0.36 0.023 0.043
28 Chemicals and Allied Products 4 2,374 0.02 0.01 0.01 0.60 0.071 0.054
29 Petroleum and Coal Products 2 1,458 0.01 0.15 0.08 0.43 0.135 0.040
31 Leather and Leather Products 6 3,419 0.03 0.02 0.01 0.58 0.706 0.364
32 Stone, Clay, and Glass Products 5 18,755 0.18 0.05 0.01 0.25 0.060 0.029
33 Primary Metal Industries 8 7,724 0.07 0.07 0.11 0.47 0.058 0.070
34 Fabricated Metal Products 1 716 0.01 0.01 0.01 0.50 0.032 0.079
35 Industrial Machinery and Equipmel 2 748 0.01 0.01 0.01 0.69 0.366 0.223
37 Transportation Equipment 1 604 0.01 0.00 0.00 0.70 0.836 0.027
39 Miscellaneous Manufacturing 1 424 0.00 0.00 0.00 0.43 0.066 0.022
Sample 125 107,115 0.42 0.322 0.085

Notes: This table shows the number of product and plgeds/observations by SIC2 sectors, as well as sactor's share of total real
revenue and export in the sample (pooled acrosgeats). The table also shows the standard dewiafidog price and the average revenue
share of advertising and new software expendituteeaplant-level in each sector. Product-yeardir#fects are removed from price before
computing the standard deviations.



fractions of observations. As can be seen fromd& dblwhich presents the complete
list of five-digit SIC products included in the dysis, this uneven representation
across sectors is mostly due to the distributiosashple products across two-digit
SIC sectors rather than the distribution of plaatsoss five-digit SIC product
classes® This characteristic of the sample reflects the SDerBureau’s decision to
collect product level physical quantity informationsome sectors and not in others.
To get a sense of how representative of the CMarsevthis sample is, the share of
revenue, export and number of plant across twd-digajor are calculated and
compared to those in the sample. On the one haerdi-eod and Kindred Products
(SIC 20), the Lumber and Wood Products (SIC 24) twedStone, Clay, and Glass
Products (SIC 32) each account for much largetti)acof plant/year observations,
revenue and export revenue in the sample tharei€M. On the other hand Printing
and Publishing (SIC 27), Fabricated Metal Produ(®C 34) and Industrial
Machinery and Equipment (SIC 35) are all underrepméed in the sample. Therefore
it is not clear that the conclusions of this stuchn be applied to the whole
manufacturing sector.

An important message of Table Il is the substan@aiation in price within each
product class. On average, after removing prodeat/fiixed effects, the standard
deviation of mean log price is about 0.42. Morepvtrere is considerable
heterogeneity in this measure of dispersion actwssdigit SIC major sectors. The
dispersion estimates range from 0.06 for the “stotegy, and glass products” sector

(SIC 32) to 0.49 in the “transportation equipmesé&ctor (SIC 37). In general the

39 One notable exception is the “ready-mixed conérpteduct class (SIC 32730) which comprises
14,414 plants/year, or 13.5 percent of the obsienvat

77



Table Ill: Product Characteristics

SIC5 Name Plant/year Share Elasticity

20111 Beef, Not Canned or Made Into Sausage (NCOMIS) 1,458 1.4 -4.33 (0.34)***
20114 Pork, NCOMIS 360 0.3 -2.01 (0.26)***
20117 Sausages and Similar Products, Not Canned (NC) 250 0.2 -3.04 (0.52)***
20136 Pork, Processed or Cured, Including Frozen (NCOMIS) 508 0.5 -2.91 (0.32)***
20137 Sausage and Similar Products (NC) 1,366 1.3 -2.54 (0.17)***
20151 Young Chickens (Usually Under 20 Weeks Of Age) Véhal Parts 1,011 0.9 -3.01 (0.29)***
20153 Turkeys (Including Frozen, Whole or Parts) 256 0.2 -3.83 (0.94)***
20159 Liquid, Dried, and Frozen Eggs 213 0.2 -2.74 (0.42)***
20223 Natural Cheese, Except Cottage Cheese 1,877 1.8 -4.95 (0.38)***
20235 Dry Milk Products and Mixtures 346 0.3 -3.52 (0.71)***
20240 Ice Cream and Ices 1,221 1.1 -2.36 (0.15)***
20331 Canned Fruits, Except Baby Foods 384 0.4 -3.03 (0.42)***
20332 Canned Vegetables, Except Hominy and Mushrooms 979 0.9 -3.44 (0.33)***
2033A Canned Fruit Juices, Nectars, and Concentrates 250 0.2 -3.16 (0.63)***
20343 Dried and Dehydrated Fruits and Vegetables (Inclydireeze-Dried) 382 0.4 -2.58 (0.29)***
20352 Pickles and Other Pickled Products 416 0.4 -1.50 (0.12)***
20354 Mayonnaise, Salad Dressings, and Sandwich Spreads 319 0.3 -1.96 (0.19)***
20372 Frozen Vegetables 640 0.6 -3.01 (0.29)***
20382 Frozen Dinners 608 0.6 -2.12 (0.17)***
20384 Frozen Specialties 310 0.3 -1.29 (0.18)***
20411 Wheat Flour, Except Flour Mixes 900 0.8 -3.06 (0.28)***
20440 Milled Rice and Byproducts 217 0.2 -2.03 (0.29)***
20473 Dog Food 524 0.5 -2.38 (0.22)***
20481 Chicken and Turkey Feed, Supplements, ConcentratesPremixes 1,032 1.0 -3.75 (0.34)***
20482 Dairy Cattle Feed, Complete 574 0.5 -5.20 (1.27)***
20485 Swine Feed Supplements, Concentrates, and Premixes 318 0.3 -2.77 (0.51)***
20487 Beef Cattle Feed Supplements, Concentrates, amchre 274 0.3 -4.63 (1.13)***
20511 Bread: White, Wheat, and Rye (Including Frozen) 2,112 2.0 -2.01 (0.11)***
20514 Soft Cakes 336 0.3 -1.45 (0.19)**
20521 Crackers, Pretzels, Biscuits, and Related Products 394 0.4 -2.81 (0.33)***
20610 Sugarcane Mill Products and Byproducts 245 0.2 -1.64 (0.15)***
20630 Refined Beet Sugar and Byproducts 265 0.3 -2.07 (0.17)***
20680 Nuts and Seeds (Salted, Roasted, Cooked, or Bldhche 394 0.4 -1.91 (0.22)***
20771 Grease and Inedible Tallow 550 0.5 -2.52 (0.30)***
20772 Feed and Fertilizer Byproducts 430 0.4 -1.83 (0.20)***
20791 Shortening and Cooking Oils 314 0.3 -1.73 (0.23)***
20821 Canned Beer and Ale Case Goods 213 0.2 -10.1 (4.87)**
20840 Wines, Brandy, and Brandy Spirits 816 0.8 -1.41 (0.07)***
20853 Bottled Liquor, Except Brandy 293 0.3 -1.50 (0.18)***
20923 Frozen Fish 386 0.4 -3.19 (0.54)***
20925 Frozen Shellfish 393 0.4 -3.27 (0.53)***
20951 Roasted Coffee 539 0.5 -3.52 (0.38)***
20961 Potato Chips and Sticks, Plain and Flavored 832 0.8 -2.73 (0.24)***
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Table Ill: Product Characteristics (continued)

SIC5 Name Plant/year Share Elasticity

20970 Manufactured Ice 1,045 1.0 -1.96 (0.10)***
20980 Macaroni, Spaghetti, and Egg Noodle Products 420 0.4 -2.21 (0.27)***
20996 Vinegar and Cider 185 0.2 -1.98 (0.25)***
2221J Finished Manmade Fiber and Silk Broad woven Fabrics 197 0.2 -1.35 (0.15)***
22516 Women's and Misses’ Finished Panty Hose, Includiign{s 394 0.4 -1.77 (0.22)***
22522 Men’s Finished Seamless Hosiery (Sizes 10 and Up) 591 0.6 -1.73 (0.15)***
22573 Finished Wetft (Circular) Knit Fabrics, Except Hasie 552 0.5 -1.79 (0.18)***
22581 Warp Knit Fabrics Greige Goods 249 0.2 -1.97 (0.30)***
22617 Finished Cotton Broad woven Fabrics (Not FinishetMeaving Mills) 276 0.3 -1.16 (0.14)***
22629 Finishing of Manmade Fiber and Silk Broad Woven kabr 533 0.5 -1.43 (0.10)***
22690 Finished Yarn, Raw Stock, and Narrow Fabrics 345 0.3 -1.55 (0.14)***
22811 Carded Cotton Yarns 515 0.5 -2.34 (0.31)***
22814 Spun Noncellulosic Fiber and Silk Yarns 903 0.8 -3.13 (0.26)***
22825 Textured, Crimped, or Bulked Filament Yarns, In@hgdStretch Yarn 323 0.3 -1.59 (0.19)***
22971 Non Woven Fabrics 266 0.3 -1.47 (0.12)***
22982 Soft Fiber Cordage and Twine (Except Cotton) 280 0.3 -1.34 (0.13)***
23230 Men’s and Boys’ Neckwear 345 0.3 -1.82 (0.20)***
23532 Cloth Hats and Caps 503 0.5 -1.84 (0.17)***
23871 Leather Belts 307 0.3 -1.35 (0.10)***
24111 Softwood Logs, Bolts, and Timber 2,215 2.1 -4.05 (0.53)***
24113 Pulpwood 840 0.8 -3.99 (1.14)***
24211 Hardwood Lumber, Rough and Dressed, Except Siding 3,808 3.6 -2.41 (0.14)***
24212 Softwood Lumber, Rough and Dressed, Except Siding 4,707 4.4 -3.75 (0.20)***
24217 Softwood Cut Stock 334 0.3 -2.12 (0.32)***
24261 Hardwood Flooring 265 0.3 -1.53 (0.20)***
24262 Hardwood Dimension Stock, Furniture Parts, and lehstock 982 0.9 -1.35 (0.08)***
24266 Wood Furniture Frames For Household Furniture 629 0.6 -2.30 (0.19)***
24311 Wood Window Units 376 0.4 -1.60 (0.19)***
24314 Wood Doors, Interior And Exterior 679 0.6 -1.56 (0.10)***
24341 Wood Kitchen Cabinets and Cabinetwork, Stock Line 1,127 1.1 -2.08 (0.18)***
24351 Hardwood Plywood 387 0.4 -1.41 (0.11)***
24354 Hardwood Veneer, Not Reinforced or Backed 470 0.4 -1.39 (0.12)***
24364 Softwood Veneer, Not Reinforced or Backed 266 0.3 -1.61 (0.15)***
24365 Softwood Plywood, Rough, Including Touch Sanded 405 0.4 -7.55 (2.11)***
24390 Fabricated Structural Wood Products 704 0.7 -2.08 (.026)***
24511 Manufactured (Mobile) Homes (35 Feet or More In Lehgth 1,825 1.7 -5.02 (0.30)***
24522 Precut Packages for Stationary Buildings (Compliigs) 370 0.4 -1.85 (0.30)***
24524  Stationary Buildings Shipped in Three-Dimensionatémblies 417 0.4 -2.22 (0.26)***
24931 Particleboard, Produced at this Location 322 0.3 -2.04 (0.27)***
25112 Wood Living Room, Library, Family Room, and Den Fiture 680 0.6 -1.58 (0.14)***
25113 Wood Dining Room And Kitchen Furniture, Except Kién Cabinets 608 0.6 -1.99 (0.15)***
25115 Wood Bedroom Furniture 864 0.8 -1.48 (0.09)***
25120 Upholstered Wood Household Furniture 2,736 2.6 -1.65 (0.05)***
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Table Ill: Product Characteristics (continued)

SIC5 Name Plant/year Share Elasticity

25145 Metal Household Dining Room and Kitchen Furniture 212 0.2 -1.14 (0.13)***
25147 Other Metal Household Furniture 201 0.2 -1.75 (0.25)***
25151 Innerspring Mattresses, Excluding Crib-Size 1,181 1.1 -1.91 (0.15)***
26530 Corrugated And Solid Fiber Boxes, Including Pallets 5,796 54 -2.47 (0.07)***
26552 Fiber Cans, Tubes, and Similar Fiber Products 884 0.8 -1.33 (0.06)***
26570 Folding Paperboard Boxes, Packaging, and Pack&pngponents 1,549 15 -1.85 (0.10)***
26741 Grocers’' Bags and Sacks and Variety and Shoppigg Ba 721 0.7 -1.60 (0.11)***
26742 Shipping Sacks and Multiwall Bags, All Materials Ept Textiles 384 0.4 -1.46 (0.12)***
26753 Pasted, Lined, Laminated, or Surface-Coated Papatbo 215 0.2 -4.46 (0.95)***
28430 Surfactants, Finishing Agents, and Assistants 203 0.2 -2.14 (0.48)***
28914 Synthetic Resin and Rubber Adhesives 1,055 1.0 -1.61 (0.09)***
28932 Lithographic and Offset Inks 819 0.8 -1.76 (0.10)***
28934 Flexographic Inks 297 0.3 -2.46 (0.35)***
29111 Gasoline, Including Finished Base Stocks and Blendigents 528 0.5 -3.31 (0.35)***
29920 Lubricating Oils and Greases, Not Made in a Refinery 930 0.9 -1.62 (0.08)***
31430 Men's Footwear, Except Athletic 743 0.7 -2.87 (0.26)***
31440 Women's Footwear, Except Athletic 906 0.9 -3.27 (0.27)***
31490 Footwear, Except Rubber, Not Elsewhere ClassitNHe) 433 0.4 -1.62 (0.16)***
31610 Suitcases, Briefcases, Bags, and Musical Instru@asés 561 0.5 -1.60 (0.12)***
31710 Women’s and Children’'s Handbags and Purses 566 0.5 -1.44 (0.10)***
31720 Personal Leather Goods, NEC 210 0.2 -1.67 (0.29)***
32410 Cement, Hydraulic (Including Cost of Shipping Conéas) 947 0.9 -3.60 (0.28)**
32710 Concrete Brick and Block 2,538 2.4 -2.21 (0.11)***
32730 Ready-Mixed Concrete 14,414 135 -12.5(0.67)**
32740 Lime (Including Cost of Containers) 392 0.4 -2.61 (0.31)***
32751 Gypsum Building Materials 464 0.4 -3.40 (0.39)***
33219 Other Gray Iron Castings 2,145 2.0 -1.97 (0.07)***
33417 Aluminum Ingot (Produced by Secondary Smelters) 318 0.3 -1.50 (0.19)***
33532 Aluminum Sheet and Strip (Including Continuous ¢ast 183 0.2 -1.82 (0.25)***
33541 Extruded Aluminum Rod, Bar, and Other Extruded ®sap 674 0.6 -1.71 (0.11)***
33630 Aluminum and Aluminum-Base Alloy Die-Castings 1,215 1.1 -1.93 (0.11)***
33640 Nonferrous Die-Castings (Except Aluminum) 1,115 1.0 -1.49 (0.08)***
33650 Aluminum and Aluminum-Base Alloy Castings 1,758 1.6 -1.84 (0.08)***
33991 Metal Powders, Paste, and Flakes 316 0.3 -1.18 (0.09)***
34625 Hot Impression Die Impact, Press, and Upset Steifgs 716 0.7 -2.03 (0.11)***
35373 Industrial Trucks and Tractors 272 0.3 -1.23 (0.17)***
35853 Commercial Refrigerators and Related Equipment 476 0.4 -1.41 (0.11)***
37322 OQutboard Motorboats, Including Commercial and Miitar 604 0.6 -1.99 (0.19)***
39951 Metal Caskets and Coffins, Lined and Trimmed, AQiites 424 0.4 -2.37 (0.27)***
Full Sample 107,115 100 -2.46 (0.02)***

Notes: This table shows the number and share of planfgrdguct in the sample (pooled across all yearsis Table
also shows the results of estimating demand cunye2SLS separately for each product. All regressimclude year
fixed effects. Standard errors, clustered by plang in parenthesis. The symbols *, ** and *** indte statistical
significance above 10, 5 and 1 percent respectiigye that SIC 20117 and 20137 do have the same.na
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ranking of sectors in terms of price dispersionregponds to prior beliefs. Primary
resource sectors (stone, paper, food, lumber ammdi@em) have lower price variance
than finished goods sectors (apparel, leather mteduchemicals, industrial

machinery and transportation equipment).

3.4 Empirics

This section confronts the model with the data.the theoretical model firm
productivity affects outcome variables (such asgand export status) through two
distinct channels: directly through cost and inclire through quality. Much of the
empirical analysis that follows tries to quantibetrelative importance of these two
components in an attempt to understand how producss the margins of cost and
guality to maximize their profits.

The section starts by formulating an empirical teggg to obtain estimates for
product quality at the plant level. It then expktbe properties of these estimates —
in particular the relationship of quality to adveirig, new technology expenditure
and production cost. The analysis then turns toestamation of some important
conditional covariances in order to quantify thiatienships between productivity,
price, quality, and export status. Overall the Mssisuggest that both quality
differentiation and cost are important channelough which firms exploit their
productivity advantage, and that quality contrilsutsignificantly to observed

variation in price and export status in plant-ledata.
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3.4.1 Estimating Product Quality

In theory the price and quality of a firm’s outpate both determined by its
productivity. However, from the point of view ofeltonsumer, price and quality are
two distinct product attributes. Equation (2) shdvesv the representative consumer
combines these two signals to determine its optikeahand for a particular variety
and suggests an empirical strategy to identify pcbduality. Adding a multiplicative
error term to the demand function (2) and takirgslgields:

Ing; = +v,—¢lnp, +e, (16)
where j and t index plant and time respectively. e THirst term,

A =(-DInR +InR,, is a time varying effect common to all plants quoing

varieties of the same product. The second termjs a plant fixed effect, which
captures the time invariant component of demandxplaged by price (p) and
aggregate factord). The plant fixed effect is equal to the log of fproduct’s quality

(i.e. v, =Inw;). Finally, random shocks unexplained by the theweyrepresented by

the error term e. Equation (16) implies that dem@ndg linear in quality and price
and that demand is increasing in quality and deangan price. From (16), it follows
that an estimate for product quality can be obthibg including producer fixed
effects in a regression of quantity demanded ocepand controlling for aggregate
factors.

If plants respond to positive random demand shdekdy raising their prices
then estimating (16) using ordinary least squagadd to biased estimates of the price
elasticity (¢) and, as a result, of the plant’'s average outpulity (v) — see

Wooldridge (2002). Following Foster, HaltiwangendaSyverson (2008a) a 2SLS
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procedure using the quantity total factor produsti¢TFP) as an instrument for price
is used to estimate (16) consistently. In essem€&®, is the variation in physical
guantity produced unexplained by variation in irgpult is constructed from the
typical constant returns to scale index form:

TFR, =Inqg, Y InK; =Y InL; =Y InE; =Py InM,
where g, K, L, E and M represent establishmentHewgput quantities, capital

stocks, labor hours, energy and materials inputd, g for jO{K,L,E,M} are the

factor elasticities for the corresponding inptitin the presence of price variation due
to quality differentiation quantity TFP is a morecarate measure of physical
productivity than revenue total factor productiviflRTFP), which uses nominal
revenue deflated by a product-level price inde® aseasure of output. For instance,
if price is increasing in quality, RTFP will ovetesate the physical productivity of
plants producing high quality varieties and undemeste the physical productivity of
plants producing low quality varieties. Therefoegnessing plants’ prices on RTFP in
the first stage will produce biased estimates ef fitted prices used in the second
stage. This potentially results in biased estimafegrice elasticities and plant-level
product quality. For the remainder of the analysiseductivity refers to quantity total
factor productivity.

Labor, materials, and energy cost shares are cauudm reported expenditures

in the CM. The real capital stock is the sum ohareported book values for their

0 The empirical work of Baily, Hulten and Campbdlp2) and Olley and Pakes (1996) on plant-level
production function estimation supports the assionpif constant returns to scale. Note that thexnd
formulation is a departure from the theory: the elaxk a single factor of production and assumds tha
production costs are increasing in quality. If tieterogeneity in quality is not controlled for the
productivity estimates will be biased. Developingpeductivity estimation procedure robust to
variation in quality is an important avenue foruig work.
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structures and equipment, stocks deflated to 198/&Id using sector-specific
deflators from the Bureau of Economic Analysis. dalnputs are measured as
plants’ reported production-worker hours multiplieg the ratio of total payroll to
production workers’ payroll. The real cost of labhsrobtained by multiplying the
hours worked by the real wage. Real materials aedgy inputs are plants’ reported
expenditures on each deflated using the correspgnfiiur-digit SIC input price
indices from the NBER Productivity Database. Foltiproduct plants the inputs are
scaled down using the primary product’'s share efglant’'s nominal shipments. The

input elasticities,;, are estimated using five-digit SIC average cbsates over the

sample. The cost of capital is constructed by mplyitig the real capital stock by the
capital rental rate for the plant’s respective wvgi industry. These rental rates are
from unpublished data constructed and used by tmeddl of Labor Statistics in

computing their Multifactor Productivity serié.

For the 2SLS procedure to produce reliable estisnéde product quality four
important identifying assumptions must hold. Firptoductivity should exhibit
“moderate” persistence over time. On the one hdarshould be persistent enough to
be uncorrelated with any short-run plant-speciémadnd shocks that affect prices (e).
On the other hand, it should vary enough over sméhat it is not perfectly collinear
with the time invariant demand residua).(** Second, changes in TFP should not
cause within-plant fluctuations in product qualityterms of the model this would be
true if the cost of adjusting quality is prohibgivso that plants must make a once and

for all choice of product quality based on the panent (time-invariant) component

*1 See Foster, Haltiwanger, and Syverson (2008additional details.
2 In the full sample, regressing productivity anic@ron their own lag yields estimated coefficients
equal to 0.73 and 0.48 respectively.
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of productivity. Third, fluctuations in TFP mustuse within-plant variations in price
and quantities. Together the last two assumptiosguire that time-varying
productivity shocks affect price only through theedt cost channel and leave quality
unchanged. In that case short-run fluctuationsicepand productivity are negatively
correlated. Fourth, fluctuations in measured TFPRstmmaflect genuine productivity
variations, rather than unmeasured cyclical vanmain capital utilization driven by
demand shock® Burnside, Eichenbaum and Rebello (1996) and Bastnald and
Rebelo (2004) present empirical evidence that faatdization is procyclal and
affects measured productivity in two-digit SIC mé&aiuring industries. If this is the
case capital stock is not an accurate measure pifatatilization and will lead to
biased estimates of productivity.

Equation (16) is estimated separately for eacefl25 five-digit products using
a 2SLS procedure that instruments price with THie @stimated demand elasticities
(¢) are reported in the last column of Table lll.alhcases, the elasticity is negative
and statistically significant. The instrument'sesigth can be evaluated from first
stage statistics. In all cases the first stage dfistit is large and the estimated
coefficient for TFP is statistically significanthiB suggests that the variation in TFP
has some explanatory power over price. Finally, Meand (unreported) OLS
estimates differ substantially. About 75 percenttlod IV estimates are larger in
absolute value than the OLS estimates, suggestpasiéive correlation between the

exogenous random demand shocks (e) and priceBygher, the OLS results are not

“3 Since labor is measured in hours worked and ngil@ment, it is less likely that unmeasured
fluctuations in labor utilization could bias TFRigmtes.

** The author suggests using energy usage to praxgdpital utilization. Using this measure of
productivity does not affect the results. Thisikely to be due to the low capital cost share ia th
sample.
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very well behaved: 6 estimated elasticities aratppesand 72 are between zero and
minus one. Overall these results support the usieeo?2SLS estimation procedure.
The standard deviation across plants of the estgnaime invariant demand
residuals ¥) is quite large (1.56). This suggests an importalg for factors other
than price in explaining the dispersion in outperioas plants manufacturing the same
product. According to the theory these demand uedsd contain information on
product quality. To a certain extent this can befieel empirically by looking at the
characteristics of the demand residuals. In a fwstrcise, for each of the 125
products, the observations are split into two caieg according to the value of their
demand residuals. Plants with residuals above #dian are called high quality and
the others low. Table IV presents differences irmmieg price, cost, output, revenue
and productivity between the high and low grouprnmadized by each variable’s
standard deviation in the pooled sample. Formalhe statistic is defined as

(z, -7z, )/stdeVz) where z, is the mean of the log of variable Z in group dan
z=z,Uz .

Table IV: High vs. Low Demand Residuals Plants

Pricer Cost Quantity Revenue TFP

0.52 0.10 1.12 1.28 0.79

Notes:This table shows the normalized differences
between the means of high and low demand residual
plants for the full sample (107,115 observations).
Unit production costs are measured as the sum of
capital rental payments and depreciation, payaoit|
energy and material expenditures. All variablesiare
logs. Product-by-year fixed effects are removed
before computing the statistics.

The overall message of Table IV is clear: plantassified as high quality

producers are different from those classified ag ¢pality producers. On average,

86



plants with high demand residuals charge highareprihave higher unit production
costs, are larger in terms of quantity and reveane, are more productive. These
results have at least two important implicationsstf-on average, plants with large
estimated demand residuals face higher unit codtchiarge relatively high prices
despite being more productive. Second, these sdamspenjoy relatively large
market shares despite charging relatively high esticThese observations are
consistent with the hypothesis that producers wsdity differentiation in addition to
price to compete in the industry.

Profit-maximizing plants will incur greater costsan attempt to increase quality
only if such investments increase the consumeringness to pay. Thus, the
plausibility of the quality estimates can be evétdaby computing their correlation
with different indicators of the plant’s investmentquality. Advertising is generally
an effective way to convey information to the cansu and to increase the perceived
(or intangible) quality of the product, while newchnology expenditure can be
targeted at product development and can increase(dh tangible) quality by
introducing new designs. The CM contains plantllaaéormation on advertising
expenditure and software and data processing ssrviurchased from other
companies for Census years 1992 and 1997, andmafmn on new computer
expenditure for Census year 1992 for all plantd, fan years 1977, 1982 and 1987 on
a subset of observations. The expenditures ardetivoy plant revenue to remove the
impact of plant siz& The average revenue share of advertising and aaHtw

expenditures by two-digit SIC sector are reportedable Il. These shares are small

%> This measure is similar in spirit to that usedkimgler and Verhoogen (2008) but is constructed
using information from the sample and is defined atore disaggregated level (SIC5).
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(less than half a percent on average) but nevedbetxhibit significant variation
across sectors. As can be seen from Table V, pthatsinvest a larger fraction of
their revenue in advertising and software genetadlye larger demand residuals. The
point estimates suggest a high return to advegtiaimd new technology expenditures.
A ten percent increase in the revenue share ofrasing, software and computer
expenditures are respectively associated with ap2réent increase, a 3.6 percent

increase, and 0.9 percent in the demand residual.

Table V: Investment in Quality |

Variables (1) (2) 3)
log Advertising 0.24
(0.006)***
log Software 0.36
(0.007)***
log Computer 0.09
(0.006)***
Sample Size 32,083 32,083 23,255
R? 0.06 0.08 0.10
SE of reg. 1.50 1.50 1.30

Notes: This table reports the results from regressing a
plant's time invariant demand residual on advergsi
software and computer expenditures, expressedgashares
of plant revenues. Standard errors clustered bgtplare in
parenthesis. All regressions include product-by-yézed
effects. The symbols *, ** and *** indicate staiisl
significance at 10, 5 and 1 percent respectively.

While it is reassuring that the demand residuale positively related to
investment in new software, the interpretation lo¢ trelationship between these
expenditures and quality is not as clear as foegding. For instance, new software

and computers could be acquired in an effort toeiase productivity, and higher
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productivity could in turn motivate firms to produdigher quality varieties. To
control for that possibility, measures of produityiare included in regressions of the
revenue share of expenditure on new software amgpuater on the demand residuals.
Before presenting the results it is important tanpoout that these estimating
equations contain generated regressors. As a sesoference based on the usual
OLS standard errors will be invalid since it ignotie sampling variation due to the
estimation of these variables — see Wooldridge Z200herefore, for the remainder
of the analysis, bootstrap standard errors are rieghowhenever an estimating
equation includes one or more generated regre$séss.it happens, the difference
between the bootstrapped and the usual OLS estinséé@dard errors clustered by
plant is negligible in the current analysis, anthg<lustered standard errors would
not change the significance of any of the coeffitse

The results from regressing new technology expareston the demand residuals
controlling for plant productivity are reported irable VI. The partial correlation
between software expenditure and quality remairstige and significant. Overall
these results suggest that producers devote resotagncrease the demand for their
product.

Finally, unit cost patterns provide additional ende that firms voluntarily invest
in product quality. From the cost function, defined (3), the marginal cost of

production (c) depends on productivity and quadsyfollows:

“% For a basic introduction to the bootstrap see witro(2000). In the current context, the bootstisp
an appealing alternative to the use of asymptbgoty since it does not require a closed form gmiut
for the variance-covariance matrix, which is difficto obtain and evaluate in the current context.
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qd) =2

¢

Adding a multiplicative error term and taking logelds the following estimating

equation:

Inc, =& +&V,+&,Ind, +e,, (17)
where j and t index plant and time respectivelye $hcond termy , is the estimated
demand residual, whilé is the estimated plant productivity and e represether

unspecified factors affecting production costs.thé estimated demand residuals
capture product quality, then according to the thethey should be positively
correlated with the unit cost of production oncedurctivity is controlled for — in

other words&, =n>0. The regression also includes a full set of prodhyeyear
fixed effects €,) to control for product level and aggregate exagesnshocks

uncorrelated with quality that could influence fireduction cost.

Table VI: Investment in Quality 11

Dependent; log Software log Computer

Variables Q) (2)

Demand residual: 0.11 0.09
(0.004)*** (0.006)***

log TFP 0.16 0.11
(0.006)*** (0.007)***

Sample Size 32,083 23,255
R® 0.09 0.03
SE of reg. 1.00 1.10

Notes: Bootstrap standard errors are in
parenthesis. All regressions include product-by-yea
fixed effects. The symbols *, ** and *** indicate
statistical significance at 10, 5 and 1 percent
respectively.
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Total production costs include capital rental pagtmand depreciation, payroll,
and energy and material expenditures. All of thesst components are likely to be
measured with error in the data. Importantly, paihty is also constructed from the
same badly measured input information, as a rélkate is correlated measurement
error on both sides of the estimating equationc&time sign of the bias depends on
many unknowns, very little can be said, except tthet bias goes to zero as
measurement errors become small; see the appenwdaxdetailed discussion. For the
analysis, variable unit costs are defined as natexipenditure over physical quantity
produced. This choice reduces the correlation betwaeasurement errors and is
closely related to variable production co¥ts.

The results from estimating (17) are presentedaild VII. The first two columns
look at the separate effect of the demand resicaadsTFP on production costs. In
column (1) only the demand residual is includedha regression. The estimated
effect of the demand residual on cost is positivé significant but small. As can be
seen in column (2), productivity has a negative aighificant impact on unit
production costs. Column (3) presents the resulta specification including both
productivity and the demand residual. As expectiee,qualitative properties of the
estimated coefficient are unchanged but the mad@stare larger in absolute value.
This happens because the productivity and qudlieces work in opposite direction.
The point estimates reveal that effect of the deimasidual on unit cost is large,
positive, and statistically significant. These etattions are consistent with the cost

function defined in equation (16) and suggest timéit production costs are increasing

*" Including labor and energy costs does not chahgequalitative properties of the results. Capital
costs are excluded because they are more clodatgddo fixed costs.

91



in quality but decreasing in productivity. The esties imply that the marginal cost
function is concave in quality since the qualitgsicity of costp, is estimated to be
between 0 and 1. Finally, the variations in the dedresiduals and productivity have
much more explanatory power over the variationnit costs when both are included.
According to the R-squares, together changes ititguand productivity explain 42
percent of the variation in unit costs while alapality explains only 5 percent and

productivity 21 percent.

Table VII: Demand Residuals, Productivity, and Ubdst

Variables (1) (2 3) 4)

Demand Residual 0.07 0.17 0.14
(0.001)*** (0.002)***  (0.004)***

log TFP -0.20 -0.30 -0.30
(0.002)***  (0.002)*** (0.002)***

Demand residuals 0.04
x Scope for Differentiatiol (0.004)***
Sample Size 107,115 107,115 107,115 107,115

R® 0.05 0.21 0.42 0.70

SE of reg. 0.51 0.46 0.39 0.25

Notes: The dependent variable is the unit cost of pradactdefined as real material
expenditures per unit of output. All regressionslude a full set of product-by-year
fixed effects. Bootstrap standard errors are ireipuesis. The symbols *, ** and ***
indicate statistical significance at 10, 5 and ficpet respectively.

The relative importance for unit production cost mbductivity and quality
should vary across products according to their i@k for differentiation. For
instance, for very homogenous products such asdiWwod plywood” (24351), the
indirect effect of productivity through quality ntigbe almost inoperative compared

to a product such as “ice cream” (20240) for whimand recognition plays an
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important role in consumer’s decision. In genemahen the scope for vertical
differentiation is limited, the direct effect of qmuctivity on cost should be more
important then its indirect effect through quality.terms of the model, variation in
product quality across producers implies variation fixed production costs.
Therefore, within-product dispersion in advertisiegpenditure across producers
should be a good indicator of the potential forticat differentiation in a particular
product class. Intuitively, an industry in whichsgersion in advertising expenditure
across plants is high is likely characterized byhhvertical product differentiation.
Column (4) tests this idea by including an inte@cbf the demand residual with the
within-product standard deviation of the revenuarshof advertising expenditure
across plants. As can be seen from column (4)intpact of the demand residual on
costs is more important for products with a higbetential for differentiation. While
more differentiated goods may have higher unitg;dsie increase in the elasticity of
unit cost with respect to quantity produced prosiddditional support for the quality
interpretation.

Overall the results presented in this section arepelling evidence that the time
invariant demand residuals contain some informagibaut the product attributes or
at the very least about the consumer’'s willingnesspay for the product. For

simplicity, the demand residuals will be referrechs quality for the rest of the paper.

3.4.2 Quality, Productivity, and Price

This section investigates the link between prodwetity and producer characteristics

using the demand residuals as a proxy for quabtye of the central predictions of
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the model is the positive correlation between fproductivity and product quality.
Intuitively, the return to quality upgrading is neasing in the plant's productivity
since higher productivity plants face relativelyvkr marginal costs and, as a result,
can charge lower prices and sell more units. Tl®@ation between quality and

productivity can be evaluated formally by estimgtthe following equation:
V=& +E&Ind; +ey, (18)
where V is the estimated product qualit§, is the estimated plant productivitg,

denotes a full set of product-by-year fixed effecdsad e represents unspecified
factors affecting quality. As predicted, an incee@s productivity leads to a positive
and statistically significant increase in producility. This result implies that the
component of the plant’s output unexplained byleigel of inputs (the productivity
measure) is positively related to the componerdeshand unexplained by its price
(the quality measure).

According to the pricing rule, defined in equati), productivity affects price
through two interrelated channels: cost and qualin the one hand, the plant
forwards productivity gains to the consumer. On dtker hand, the increase in
production costs associated with producing highityugoods will be reflected by a
proportional increase in price. Adding a multiptiga error term to the pricing rule

and taking logs provides the following regressignation:

Inp, =&, +& v, +&,Ind, +e,, (19)
where p is the unit price of outpul, is the estimated demand residual, which serves
as a proxy for product qualityp is the estimated plant productivity, and e represe

unspecified factors affecting price. The regressilso includes product-by-year fixed
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effect (§,) to control for time-varying and time-invariantcfars affecting all

producers of a given product.

The results from estimating regression equation ét8 presented in Table VIII.
The first two columns report the results of regirggprice on fixed effects and one
either quality or TFP. As expected, the qualitysetaty of price is positive and
statistically significant while the impact of pratdivity is negative and significant.
Column (3) reports the results for a specificatiociuding quality and productivity
simultaneously. The estimated effects are staidyicsignificant and larger in
absolute value when both quality and productivity iacluded in the regression. This
happens because the two effects of productivitprice work in opposite directions.
Finally, as can be seen from column (4), the eféégiroductivity through quality is
more important for products with a higher potental differentiation, measured as
above using the within-product dispersion in adserg expenditure across plants.

According to the theoretical model, the coefficeenh quality in equations (17)
and (19) should be equal, since the quality el@gtaf unit production cost and the
quality elasticity of price are both equalifo Comparing the estimates presented in
Table VII and VIII reveals that these are indeediafilar magnitudes. The fact that
the impacts of the demand residual on cost ance e positive and of similar
magnitudes provides strong evidence that a meaiaafsthe type described in the
guality model is at work: Producers can influenoastimer’s willingness to pay at
some cost, and maximize their profit by balancimg gain in demand associated with

quality upgrading to the decrease in demand ddleet@ssociated price increase.
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Table VIII: Quality, Productivity, and Price

Variables (1) (2) 3) 4)

log Quality 0.10 0.19 0.16
(0.001)*** (0.001)***  (0.003)***

log TFP -0.18 -0.29 -0.29
(0.001)***  (0.001)*** (0.002)***

Log Quality 0.04
x Scope for Differentiatiol (0.003)***
Sample size 107,115 107,115 107,115 107,115

R® 0.13 0.24 0.64 0.64

SE of reg. 0.39 0.37 0.25 0.20

Notes: This table reports the results of regressing price on the invariant
demand residual and productivity. All regressions includedypby-year fixed
effects. Bootstrap standard errors are in parenthesis. Theoksymb** and ***
indicate statistical significance at 10, 5 and 1 percent respectively

As argued in the introduction, using unit valuesnake inferences about product
quality could lead to invalid conclusions sinceighhunit value could arise from high
quality or low productivity. To give a sense of ier price is an accurate indicator
of quality, observations are divided into four gpswsing product-level medians as a
separation point: high price and high quality, hgice and low quality, low price
and high quality and low price and low qualityplice is a good indicator of quality
the observations would mostly fall into the higlgihiand low/low categories. Pooling
all the observations together, these groups accéamtonly 27 percent of the
observations each. Using finer bins (e.g. quartibesdeciles) to classify the
observations reveals that price is not a good atdrcof quality even in the extreme
parts of the distribution. Therefore, while priceed contain information on vertical
product differentiation, inferences on quality bsmnly on unit value should be

interpreted carefully.
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3.4.3 Product Quality and Export Status

This section explores the relationship between gebdty, quality and export status.
It begins by presenting descriptive statistics canmg exporting to non-exporting
plants. It then develops and estimates a Probitemttht is used to evaluate the
separate impact of productivity and quality on pinebability of export. The analysis
presented in this section uses only a subset ofldtee since the CM contains plant-
level information on export only for years 1987 @md: Plants that report positive
export revenue are classified as exportérs.

To begin, the observations are divided into twoegaties according to their
export status. Exporters and non-exporters are ¢berpared using the differences in
log means of price, output, cost, revenue and ptbdty across groups normalized
by the standard deviation of the variable. Formatlye statistic is defined as

(z, —Zyy )/s&(z) where Z; is the mean of the log of variable Z in group dan
z=z, Oz, . The statistics presented in Table IX confirm welbwn results:

exporters are larger in terms of output and reveaog are more productive on
average; see for instance Bernard and Jensen (1999 well known facts are that
exporters have slightly higher unit production soand charge higher prices on
average. These findings are consistent with therétieal model. From equation (7),
exporters produce varieties of higher quality. Eh@re, whenever the direct effect of
productivity on cost is smaller than its indireffieet through quality, costs and prices

will be higher for exporters.

*8 Since export information is available at the planel only, for multi-product plants it is impobie

to know for sure if the plant’'s export revenue cerf®m the product of interest or another product.
However, since the sample includes only multi-paidplants for which at least 50 percent of their
revenue comes from their primary product, it seémbly likely that it generates at least part of th
export revenue.
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Table 1X: Exporting vs. Non Exporting Plants

Price Cost Quantity Revenue TFP

0.06 0.05 0.43 0.48 0.34

Notes: This table shows the normalized differences
between the means of exporting and non exportingtgl
All variables are in logs. Product-by-year fixedeets are
removed before computing the statistics.

As the theoretical model makes clear, firms erfter éxport market only if the
extra profit from exporting is positive. From eqoat(15) it is possible to define the

following related variable:

e-1
Tjt = w (1))1(—1}1(8—1) ¢?t—l ,

where o, is defined in (7). The variablg, measures the ratio of variable export

profits to the fixed export costs for plant j inaye. By definition, positive exports are
observed if and only if T > 1. Adding a multiplica error term and taking logs

yields:

INT, =&, +&,Inw,+&,In, +e,, wheree, ~N(0,07). (20)
where & =R, (Pp)/f,, & =1-n(s-1), and &,=e-1. Although In T, is
unobserved, the presence of trade flows is obseefine the indicator variable X
to equal 1 when the plant exports and 0 when isdug. Lety, be the probability

that plant j exports at time t, conditional on thieserved variables and define the

following Probit equation from (20):

X =Pr{X =1|observedariableg = CD(Et +21 Inw,; + 22 Ing, +e;), (21)
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where @ () is the cdf of the unit-normal distribution, andeey hat coefficient

represents the original coefficient divided 6. This transformation ensures that the

error is distributed standard normal.

Results from estimating Probit equation (21) aresented in Table X. The first
two columns each include one regressor in addttoa full set of product/year fixed
effects. As predicted quality has a large, positarel significant impact on the
probability of exporting. Column (3) includes qguwgliand productivity in the
regression simultaneously. As expected, the impaajuality is now smaller than
before, as part of the overall impact of TFP is raaptured through its indirect effect
on quality. Finally, from column (4), the impact q@iality on export status is not

affected by the scope for vertical product differaton.

Table X: Quality, Productivity, and Export Status

Variables Q) (2 3) 4)
log Quality 0.23 0.19 0.19
(0.006)*** (0.008)***  (0.01)***
log TFP 0.19 0.09 0.09
(0.006)***  (0.008)***  (0.008)***
log Quality 0.002
x Scope for Differentiatiol (0.002)

Sample Size 49,639 49,639 49,639 49,639

Log Likelihood  -19027 -19448 -18950 -18920

Notes:This table presents the results of Probit regressi®he dependent variable is a
binary variable equal to 1 if the plant is clagsifias an exporter and O otherwise. All
regressions include product-by-year fixed effe@®otstrap standard errors are in
parenthesis. The symbols *, ** and *** indicate titical significance at 10, 5 and 1
percent respectively.
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3.4.4 Robustness

While in theory the demand residuals are estimaitesoduct quality, in practice they
are likely to include information on other facténsit could also influence the demand
for a particular variety. This section controls gmme of these factors and evaluates
the impact on the estimates effects of productityual

First, it is possible that some markets areas eg@mnal in nature such that firms
in certain locations face different conditions thérms in other. For instance,
Syverson (2004) describes how differences in thesitle of demand affect the
distribution of plant productivity in markets chaterized by regional segmentation.
If plants compete in different markets it is likellgat the demand residuals will
capture some regional characteristics and introdumi@s in the estimation of quality.
To control for this possibility a set of regionakdd effect are included in the
regressions. Regions are defined according to tined® of Economic Analysis’
definition of Labor Market Areas. This measure ebgraphy is superior to political
division such as State or Counties since it is ibgesl from commuting patterns. It
therefore better captures the economic interacti@tween groups of producers and
consumers. Results are presented in Table Xl. pacesconsideration only a subset
of the estimated coefficients are presented. Olveraloving regional variation from
the demand residuals does not affect the resuitalit®) remains positively related to
advertising expenditure, unit production cost, pi@ity, price and export
probability.

Second, because it takes time for consumers ta kaout new products, older

vintage varieties might have an advantage overyewloduced ones. In fact, Foster,
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Table XI: Robustness | — Regional Variation in Deha

Dependent; 109 Quality log Cost log Quality log Price Export Status

Estimation: oLS oLs oLS oLs Probit
Variables 1) 2 (3) 4) (5)
log Advertising 0.24

(0.006)***
log Quality 0.13 0.19 0.19
(0.001)*** (0.001)*** (0.008)***
log TFP -0.35 0.58 -0.29 0.10
(0.002)***  (0.006)***  (0.002)*** (0.008)***
Sample size 30,444 105,409 105,409 105,409 47,960
R® 0.08 0.64 0.21 0.65
Log Likelihood -17810

Notes: All regressions include regional fixed effe Regions are defined according to the Bureau
of Economic Analysis’ definition of Labor Market éas. The dependent variable for each regression
is listed at the top of each column. All regressiamclude a full set of product/year fixed effects.
Standard errors are in parenthesis. The symbdfsand *** indicate statistical significance abov®,

5, and 1 percent respectively.

Haltiwanger and Syverson (2008b) find empirical garp for this conjecture using
U.S Census micro data on manufacturing plants.mbeéel does not account for the
accumulation of quality capital such as brand redazn or consumer habit but rather
concentrates on the contemporaneous relationshiyweba production costs and
demand. Therefore regressions a measure of plansagcluded in the regressions to
partial out the fraction of residual demand ex@diby learning and reputation. Since
plant age cannot be measured accurately in thelsaoigservations are divided into
three categories: plants appearing for the finstetin a Census are classified as
young, plants that appeared in at least two butmote than four Censuses are

classified as medium, and plants that appear irerti@n four Censuses are classified
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as old* Results for regressions including plant age dursraie presented in Table
XIl. While the effect of age on demand is generadlfatistically significant,
controlling for plant age variation does not affabe results. Quality remains

positively related to advertising expenditure, yribduction cost, productivity, price

and export probability.

Table XlI: Robustness Il — Learning and Reputation

Dependent; 109 Quality log Quality log Cost log Quality log Price  Export Status
Estimation: OoLS OoLS OoLS OoLS OoLS Probit
Variables (1) ) ©) (4) (5) (6)
log Advertising 0.22
(0.006)***
log Quality 0.12 0.19 0.14
(0.001)*** (0.002)***  (0.006)***
log TFP -0.35 0.57 -0.29 0.96
(0.002)***  (0.006)*** (0.002)***  (0.008)***
Young 0.043 -0.017 0.03 -0.016 0.02 -0.11
(0.01)**= (0.02) (0.003)*** (0.02) (0.002)***  (0.02)***
Medium 0.36 0.28 0.05 0.17 0.0059
(0.02)***  (0.02)***  (0.004)***  (0.02)*** (0.004)*
Old -0.23 -0.27 -0.02 -0.14 -0.001 -0.22
(0.01)***  (0.02)***  (0.004)***  (0.01)*** (0.002) (0.02)**=*
Sample size 107115 32083 107115 107115 107115 49639
R® 0.02 0.07 0.64 0.19 0.64
Log Likelihood -21378

Notes: The dependent variable for each regressidisted at the top of each column. All
regressions include product/year fixed effectsn@ad errors are in parenthesis. The medium aged
dummy is excluded to remove collinearity with thenstant. The symbols *, ** and *** indicate
statistical significance above 10, 5, and 1 peroespectively.

9 This classification is based on the plant's agdcivhis computed from the entire Census of
manufactured sample, not the reduced sample usdidef@mpirical analysis.
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Finally, although five-digit SIC product categoryopides narrow definitions of
industries, there still remains horizontal diffeiaion of an unwanted type. For
instance the product class “wood bedroom furnit(®C 25115) comprises beds,
dressers and night tables. In that case compahn@gutput and average unit value
across plants leads to incorrect inferences whenthexe is heterogeneity across
plants in the bundle of furniture produced. To agttofor the impact of horizontal
differentiation a new sample that contains onlydoicis classified as not horizontally
differentiated by Rauch (1999) is constructed. Begions are re-estimated in that
sample. The results are presented in Table Xlller@V results are robust to these
changes in sample. Quality remains positively egldb advertising expenditure, unit

production cost, productivity, price and exporthmability.

Table XllI: Robustness Il — Removing Horizontalfferentiation

Dependent; log Quality log Cost log Quality log Price Export Status

Estimation: OoLS OoLS OoLS OoLS Probit
Variables (1) (2) 3) 4 (5)
log Advertising 0.20

(0.01)***

log Quality 0.19 0.25 0.20
(0.002)%* (0.002)%* (0.01)%*

log TFP -0.34 0.60 -0.31 0.10
(0.003)*** (0.009)*** (0.002)*** (0.01)**=*
Sample size 9,763 32,467 32,467 32,467 14,943

R? 0.06 0.26 0.29 0.71

Log Likelihood -18931

Notes: The dependent variable for each regression asasdle estimation procedure is listed at
the top of each column. All regressions includedpict/year fixed effects. Standard errors are in
parenthesis. The symbols *, ** and *** indicate tistical significance above 10, 5, and 1 percent
respectively.
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Overall, the results presented in this sectioncete that the conclusions are
robust to the inclusion of additional factors ie #nalysis. Quality remains positively
related to advertising expenditure, unit productiost, productivity, price and export
probability even when regional variation in demaantd plant age plant age are
controlled for or when the sample is and hold ewenery homogenously defined

product classes.

3.5 Structural Estimation

The last section presented correlations betweenluptivity, quality, price, and
export status consistent with the theory. Howewer, mentioned previously, the
demand residuals that serve as proxy for qualigyliaely to contain more than just
information about product quality. Therefore, whilke empirical findings are
compelling evidence of a link between producer b&hteand consumer demand it is
not clear that this relationship is due exclusivilyertical product differentiation.
Therefore the estimated conditional covariance gesl in the last section may
overstate the importance of quality. As an alteweatthis section uses the simulated
method of moments (SMM) to estimate the model’scttral parameters, evaluate
the ability of the model to reproduce observeddamd assess the importance of
vertical product differentiation. If the model capgs the essential characteristics of
the industry the simulated moments should be ctosthe data moments. In that
sense SMM provides an interesting test of the moéeither, the importance of
quality differentiation can be evaluated by lookiagthe estimated values for the

structural parameters of the model. Since theséefirenrestricted in the estimation
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procedure, the quality elasticity of fixed and maad costs should be close to zero if
there is no quality differentiation.

Another reason to estimate the model structuradipngiSMM is that this allows
for counterfactual experiments. Once the estimfmethe parameters are known, the
model can be used to evaluate the effect of exagemshocks on industry
characteristics such as average price and the gigiy distribution. The analysis
focus on the effect of three different types otl&@diberalization: (i) A ten percent
decrease in the variable trade cost; (ii) A terc@et decrease in the fixed trade cost;
(iif) A ten percent decrease in both variable amdd trade costs. Overall the results

show that trade costs are important determinanpsaoit behavior.

3.5.1 Calibration

The model is governed by 10 parameters that cawlilided into 5 categories:
demand € and L), productivity ¢), entry/exit (§, 6), technology ( y, andn) and
trade costst( and f). Some of the parameters can be fixed a priogadibrated to
match data moments directly. This reduces the petiemspace to a manageable size
for the estimation. The remainder of the subseatigolains the choice of calibrated
values for the parameters, which are summarizdébie XIV.

The total revenue (R) is equal to the product efwage rate and the size of the
population (L) and is normalized to 1 without lasgfsgenerality. The probability of

exit (8) is calibrated to 0.13 to match the sample’s estah annual exit raf€. The

0 The exit rate is computed by looking at fractidrptants in year t that exit between t and t +h&, t
next Census year, then adjusting to an annual.basis
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elasticity of substitutione] is set to 2.48' The theory shows that the producer’s
share of revenue from exports is a function of etesticity of substitution and the

iceberg trade cost as follows:

1-¢

S = 5xax _ T
x = =~ = 1-e °
Pele T PO 1+T

In theory this share is constant across produdmrs,n practice there is a lot of
dispersion across exporters. Hence, the revenughtesi share of revenue from
export among all exporters is used to estintgteThis share is equal to 0.35 in the
full sample. Taking into account the calibratedueafor the elasticity of substitution,
this implies an iceberg transport cost parametg¢rof 1.53. According to this

estimate, the price of a domestic variety will 8 gercent higher when sold in the

foreign market. This is a relatively high but notaily unreasonable increment.

Table XIV: Fixed Parameters for Simulation

Parameter Definition Value Source

€ Elasticity of substitution 2.46  Data

T Iceberg trade Cost 153 Data

) Probability of Exit 0.13 Data

fe Fixed Entry Cost N Normalization
fe Lower bound of fixed production cost 1 Normalization
L Population size 1 Normalization

Notes: This table presents the values for parametersatteaselected a priori or calibrated
directly to match data moments. The elasticity Wifstitution, the iceberg trade cost and the
probability of exit are estimated from the full galm (107,115 observations). The constant N
is equal to the size of the random sample usegpooaimate the distribution of productivity.

*1 This value is obtained by estimating equation (h@he full sample following the procedure used to
generate the parameter estimates reported in Thtdagmented to include a set of product-by-year
fixed effects.
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Finally, the model does not allow the identificatiof all fixed costs parameter.
Hence, the fixed entry costfand the lower bound on the fixed productiay) &re
normalizec®? To understand this result, first note that thedibentry cost § only
appears in equation (14), characterizing the prindtic threshold (o), while the
fixed production cost enters both in (14) and iuagpn (12) characterizing the
export threshold ). Therefore any change in the entry cost can lisebby a
proportional change in the fixed production anda@kpost such that the productivity
threshold is unchanged. Also the export thresteohll function only of the ratio of the
fixed export to the fixed production cost. Thereféor the current purposes there are
redundancies in the parameters. The lower bountheffixed production cost is
normalized to 1. Since the fixed entry cost costithle size of the industry its value
should be proportional to number of firms usechi& tomputational sample. If this is
not the case only a small fraction of the entrgmtsduce in equilibrium® For
simplicity, the fixed entry cost df is set to N, the number of random draws used to
approximate the productivity distribution.

The remaining four parameters, (fx, v, andn) capture the core mechanisms of
the model and are estimated using SMM. The shapmmader of the productivity
distribution ©) measures the dispersion in productivity acrossdycers in the

industry. The fixed export cost controls the pemtiing of plants along export status.

*2 The innocuous nature of calibrating these fixedtg@an be verified graphically and numerically.

Plots of the objective criterion evaluated at tipdiroal parameter values as a function of each ef th

fixed cost are U shaped. Further, the numericalvdeves of the objective criterion are almost

identical to zero when evaluated at the optimahpeater values. These are evidence that the olgectiv
is minimized at the calibrated values.

>3 In other words, when the fixed entry cost is smally a small fraction of the random draws used to
approximate the distribution of productivity willivive to affect the equilibrium. When this happens
the ex post distribution of productivity does nat/b the properties of a Pareto distribution.
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Finally, the quality elasticities of fixed and \ablie cost  andn) govern the

relationship between quality, production cost andep

3.5.2 Moments

At least one moment condition per estimated paramstrequired for the system to
be identified. There is a large set of momentshoose from in the data and the
econometric theory does not provide a clear guidiéné choice of an optimal set of
moments to use. Therefore moments are selected lmeséwo criteria. First, they
should capture the essential characteristics ofiridastry that the model tries to
explain. Second, they should provide enough infdionato identify the structural
parameters of the model. In other words, variationgarameter values should result
in different values for the simulated moments.

The first three moments are the differences in mogan price, quantity, and
revenue between high and low quality variety prausc normalized by each
variable’s standard deviation. Since the theorktmadel is built to explain the
relationship between the distributions of pricejereue, and quality, these statistics
capture important features of the data and shaitim the structural parameters of
the model. The distribution of output is very asyetrical in the data. To more fully
capture this property, the shares of revenue at¢eduor by the top 10 percent, the
top 20 percent and the top 50 percent of produeeesincluded as additional
moments in the estimation process. Finally, therested exporting plants in the
sample is also included since it is likely to copuseful information about the fixed
export cost. The procedure therefore uses 7 mormemditions to estimate four

parameters.
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It is important to recall that quality is not ditBcobserved in the data. The
empirical analysis estimated a proxy for qualityibgluding a producer fixed effect
in a 2SLS regression of quantity on price usingdpobivity as an instrument. For
consistency, the same procedure is used to cohsrygroxy for quality in the
simulated data. There is one important differehogyever. In the data productivity is
a Solow residual, defined as the log differencevbet quantity produced and an
index of inputs implied by a constant returns talscCobb-Douglas production
function. In the model this residual would be ekaetjual to productivity since there
is only one input. Therefore, in the simulated dataductivity is simply defined as a
random draw from a Pareto distribution with shapemetes.

The data moments are computed from the full sarapte summarized in Table
XV. As mentioned earlier plants classified as hagghality producers are different
from plants classified as low quality producers.derage high quality plants charge
prices half a standard deviation above low qudtlilgnts and have quantity and
revenue more than one standard deviation above doality producers. The
asymmetry of the revenue distribution across prediis evidenced by the next three
moments. About 67 percent of the overall revenusgcounted for by the largest 10
percent of producers while the top half of prodaacount for 96 percent of overall

revenue. Finally, about 19 percent of plants insu@ple are classified as exporters.

3.5.3 Estimation

The SMM estimation procedure is briefly describedelh more details can be found

in the appendix:
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1. Calculate the vector of moments with the actuahdisit(0 ).

2. For a given vector of parameteﬁs simulate the model using N realizations
of random draws to approximate the productivitytridbsition and generate

artificial data.
3. Use the artificial data to calculate the vectosiofulated momentayl (ﬁ J)

4. Compare the vectors of moments from the actual sindilated data and
search over the parameter spa®e for the solution to the following

minimization problent?

6Earggnin[M(O)—M(ﬁ)]’W[M(G)—M(é)]’ (22)

where the matrix W provides the weight given toheatthe moments in the
optimization procedure.
To obtain an efficient estimator f& the weights are inversely proportional to the
standard deviation of the data moments, so thatmogcisely estimated moments
are given more weight in the estimatfn.

Even with the most powerful of computers there toastraint on the number of
draws that can be used to approximate the prodtyctistribution. This implies that
simulation error is always present to some degreébe simulated method of moment
estimates. The estimation procedure takes thisaotount and is repeated ten times
using different starting values and sets of randbraws>® In each simulation ten

thousand random draws are used to approximate igtgbdtion of productivity

** The optimization algorithm is the simulated aniteamethod described in Goffe et al. (1994).

%5 See Adda and Cooper (2003) for a precise defmibW. Since the variance-covariance matrix of
the moments is unobserved it must be estimateda@eendix for details.

*® The seed for the random number generator is diftefior each set of random draws.
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across plant3’ Each SMM estimation leads to a vector of paramejethat solves

equation (22).

Table XV: Actual and Simulated Moments

Simulated Simulated

Moment Data Mean Std.Dev.
Standard deviation difference in log mean price 0.52 0.54 (0.02)
Standard deviation difference in log mean quar 1.12 1.19 (0.03)
Standard deviation difference in log mean revel 1.28 1.39 (0.03)
Share of revenue top 10% percent 0.67 0.22 (0.005)
Share of revenue top 20% percent 0.81 0.35 (0.007)
Share of revenue top 50% percent 0.96 0.63 (0.006)
Share of exporters 0.19 0.46 (0.009)

Notes:This table shows the moments computed from actata dnd the mean and
standard deviation of the simulated moments. Tha deoments are computed from
the full sample of 107,115 observations. The madements are averages across ten
independent estimations using SMM.

The means and standard deviations of the simulaiechents evaluated at the
optimal values are presented in Table XV. The sstalhdard deviations indicate that
the estimates are robust to changes in random dradstarting values. The model is
able to reproduce the dispersion is size and oypcé across manufacturing plants
observed in the data. The simulated normalizedewdifices in log mean price,
guantity and revenue are all very close to theiuacvalues. This suggests that the
model captures factors causing quality differera@®ss plants, a comforting finding
given that the theoretical model is built towardgplaining such differences. Further,

the simulated distribution of revenue across tlpedeciles of producers has a shape

> To mimic the empirical procedure the distributios truncated using a five median rule.
Productivities above five times and below one fifththe median productivity are dropped for the
estimation procedure. This condition is bindingyomlhen the shape parameter of the productivity
distribution ©) is low. At the estimated optimal values of thegmaeters it is not binding so that all
draws are included in the computation of the siteadlanoments.
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similar to the actual distribution in that the bégt) producers in the simulated data
account for a disproportionate fraction of totalereue. However, the magnitudes of
the simulated shares of output for the largest yeeds are lower than their actual
values. One likely culprit is the assumption theg world is composed of only two
symmetric countries. If instead the world was cosgubof several destinations, the
difference between exporters and non-exporters dvbel amplified, as exporters’
share of output sold abroad would increase therebyeasing there relative size.
Since exporters are the biggest producers in tb@ay, this would increase the
share of revenue accounted for by the top decifepraducers. Further, if each
foreign destination was characterized by diffeferd@d and variable trade costs, there
would be multiple export thresholds, so that orflg tmost efficient of exporters
would export to the toughest destinations. Thisld@enerate additional variation in
revenue and increase the relative size of very piglductivity plants. Finally, the
model has difficulty in matching the share of expms in the sample. In the data only
19 percent of plants export, while in the simulatieda 46 percent of plants export.
Since exporters are more productive and qualitinegseasing in productivity, this
implies that all exporters in the simulated data e@assified as high quality plants.
The high simulated value for the share of exportev®gals that the model uses the
discontinuity in the mapping from productivity taaity at the export margin to
generate variation in normalized log means acragis &nd low quality producers.
Despite its limitations, the simple general equilim model including vertical
product differentiation captures some importantiufiess of the data. The criterion

function (22) evaluated at the optimum is equél..
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The means and standard deviations of the estimzdesimeters underlying the
simulated moments are reported in Table XVI. Thalsstandard deviations indicate
that the estimates are robust to changes in rardtams and starting values. This
suggests that the estimates of the structural pgemattain the global minimum of
the objective function (22). The quality elastegi of unit cost {) and fixed
production costsy] are estimated at 0.1 and 1.29 respectively. Tdiet @stimates
imply that a ten percent increase in quality leemld percent increase in marginal
production costs and a 13 percent increase in fipeaduction costs. From
proposition (3), the convexity of the mapping frguality to fixed production costs
implies that price and productivity are negativetyrelated in equilibrium, a finding
consistent with the data. Both quality elasticityimates are statistically significantly
different than zero at conventional levels. Sirtese parameters are left unrestricted
in the estimation procedure, this is strong evidenthat vertical product
differentiation contributes significantly in exptang the variation in producer
characteristics. Finally, it interesting to notattkthe structural estimate of the quality
elasticity of marginal production costs) (s not far from the OLS estimates presented
in Tables VII and VIl respectively.

The shape parameter of the Pareto distributionsisnated at 12.8, a value
equal to the upper bound of the range of estinqatesented in the studies of Eaton

and Kortum (2002) and Eaton, Kortum, and Kramad®&f? Since a high value of

%8 Eaton et al. (2008) find a value of 2.5 by calirg a model using French micro data. Eaton and
Kortum (2002) presents three separate estimate8.@&f 8.3 and 12.8 obtained using different
approaches in aggregate data and Bernard et &3Y2@d a value of 3.6 by calibrating a model gsin
U.S. Census micro data. The last two studies usétéchet extreme value distribution instead of the
Pareto. However, as argued in the appendix to ehaptthe two distributions are related so that the
estimates are comparable.
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the shape parameter of the Pareto distribution igaplless dispersion in
productivity, the relatively high estimated value donsistent with the idea that
quality acts as a multiplier on the effect of prodkity — it compounds the
comparative advantage effect of productivity, sat tnsmaller amount of dispersion
in random productivity is needed to generate theeoled degree of inequality in

revenue and output. Further, the average fixed afogtoduction can be calculated
asf +®". Evaluated at the optimal values of the structpembmeters this average

is equal to 80.6, or about 19 percent of averagemee in the industry. Finally the
fixed export cost is estimated at 47.3, so thahensimulated data the fixed export
cost is equal to about 59 percent of the averagel fproduction cost and 10 percent

of the average revenue.

Table XVI: Parameter Estimates

Parameter Definition Mean Std.Dev
n Quality elasticity of unit production costs 0.10 (0.02)
Y Quality elasticity of fixed production costs 1.29 (0.01)
o Shape parameter of Pareto distribution 12.8 (1.59)
fy Fixed trade cost 47.3 (3.15)

Notes: This table presents the means and standard densatioross the ten
simulations of the parameter estimates obtainatguSMM.

The theoretically accurate measure of product gyalefined in equation (7),
can be calculated in the simulated data. This aldar a comparison in the
simulated data between the proxy for quality anel ‘ttnue” measure of quality
based on the theoretical model. Evaluated at thenap parameter values the

correlation between these two measures is about Bl&wever, it is important to
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note that this is likely to be a biased estimatehef correlation between the two
measures in the actual data, because the actuaimuothted procedures differ in
certain respects. First, in the actual data, qualt estimated by including a
producer fixed effect in a regression of quantityposice. In the simulated data only
one observation per plant is available, so quaityefined as the residual from the
same regression omitting producer fixed effectzo8d, as explained eatrlier, the
“true” plant productivity — defined from the randodraw — is observed in the
simulated data whereas it needs to be estimatedeiractual data. Third, in the
simulation there are no plant factors other thacepand quality affecting demand,
while in the real world there are many. Finallyerd is no measurement error in the
model. Together, these considerations imply thatgtocedure might identify the
guality component more accurately in the simulateda than in actual data.
Nevertheless, the high estimated correlation suggdkat using demand residuals as

a proxy for quality is a reasonable empirical stygt

3.5.4 Counterfactuals

The estimated model can be used to perform coacted! experiments. Of
particular interest is the impact of trade liberation on the distributions of price,
quality and productivity across manufacturing pganthe analysis here considers
three different types of liberalization: a 10 pericdecrease in variable trade cagt (
a 10 percent decrease in fixed trade cos)s &d a 10 percent decrease in both
variable and fixed trade costs. Throughout the yaigl the random draws used to

approximate the productivity distribution are hdided. This ensures that the
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measured changes are due to general-equilibriuecteffand not changes in the
underlying heterogeneity.

The effects of trade liberalization on productivéige summarized in Table XVII.
In all cases, a decrease in trade costs lowerprtiductivity threshold above which
plants decide to enter the foreign market. Foraimsg, a ten percent decrease in the
iceberg trade cost reduces the minimum productixgyuired to enter the export
market profitably by about 2 percent and increaeesnumber of exporters by about
5.5 percent. Because exporters expand their produad response to new profit
opportunities, the demand for labor goes up, fgremarginally profitable plants out
of the industry. Therefore the number of produaergquilibrium goes down. In
particular, a ten percent decrease in the icebangtcost decreases the number of
incumbents by about 12 percent. Responses ardajivaiy similar for a 10 percent

decline in the fixed trade cost.

Table XVII: Counterfactual

-10% int -10% in fx -10% int and fx
Export thresholdd,) -1.81 -2.75 -4.50
Number of exporters 5.50 17.8 24.4
Number of producers -12.0 -10.9 -22.8
Mean Price 4.18 4.37 8.99
Mean Quantity -4.26 -4.11 -8.08
Mean Quality 4.01 -0.15 3.21

Notes:This table presents the effect of three typesaddrliberalization. The mean
price is computed by dividing total revenue by ltotaantity consumed, which is equal
to the quantity produced minus the output usedayp the variable export cost. The
mean quality is the average quality of a unit apaoit

Trade liberalization also has a significant impaaot the characteristics of the

typical consumption basket. In all cases, traderéibzation increases the price of the
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average unit purchased. For example, a 10 pereenéase in transport costs leads to
a 4 percent increase in price. The impact on quahries across the type of trade
liberalization. While a ten percent decrease inalde trade costs raises the quality of
the average unit consumed by about 4 percent, parrent decrease in fixed export
costs has almost no effect on quality. From equaffg, a decrease in transport cost
increases the optimal quality conditional on prdoity. Therefore, as transport cost
goes down more plants enter the export market laadjaality of varieties produced
by exporters goes up. This implies that the averpgdity of consumption goes up.
However, fixed export costs affect quality only iredtly — through their impact on
the price index (P) included in the constant A. écrase in fixed exports cost
increases the share of exporting firms, but theeslod output for export and the
quality of exported varieties is almost unchangBae overall impact on quality is
therefore negligible.

Finally, trade decreases the overall consumptiordifierentiated product in
equilibrium. This happens for two reasons. Firdtew trade impediments are lower
the share of production for export increases. Thiglies that more output is lost in
transportation. Second, following trade liberali@at the typical consumer substitutes
higher quality imported varieties for low qualitypmestic varieties. Therefore the
consumption basket becomes smaller but contaiterigbducts.

Overall the changes in price, quality and quantitmsumed increase consumer
welfare. The estimated impact is small howevers(ld®n one percent). The rise in
welfare associated with a ten percent decreasamsort cost is due to the increase

in the average quality of consumed varieties. tndase of a decrease in fixed export
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cost welfare increase because of the increasesimuimber of varieties available for

consumption.

3.6. Conclusion

This chapter makes three significant contributioRsst, it develops a tractable
general equilibrium model that includes verticalogwct differentiation in a
heterogeneous producer framework. The theory ¢leatEmonstrates how
productivity affects price and export status thtotgo distinct channels: directly by
reducing unit production costs and indirectly bgreasing quality. Second, using the
theory as a guide, the chapter develops a novelrealpstrategy to obtain a proxy
for quality and uses it to evaluate the importaoiceertical product differentiation in
explaining observed price and export patterns. diheirical findings are consistent
with the model: (i) On average, quality is positweorrelated with unit cost and
price; (ii) On average, productivity is negativelyrrelated with unit production costs
and output price and positively correlated with lgua(iii) Quality, in addition to
productivity, is an important determinant of theamgls export status. Finally, the
chapter uses the simulated method of moments w@irobtditional evidence of the
presence and importance of product quality diffeadion. According to the
structural estimates of the model’s parametersgmal production costs are concave
in quality while fixed production costs are conuequality. Since the parameters are
left unrestricted in the estimation, these findirmygoport the idea that plants use
guality as a mean to compete in the market. Furtiher results suggest that using

demand residuals as of proxy for quality is a reabte empirical strategy. Evaluated
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at the optimal parameter values the correlationwéen the theoretically accurate
measure of quality and the constructed proxy eséich&rom the simulated data is
above 0.9.

Overall the results presented in this chapter pl@girong support to the idea that
within industry vertical product differentiation isiportant to explaining variation in

price and export status patterns observed in ntiata on U.S. manufacturing plants.
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Chapter 4: Conclusion

The dissertation uses theoretical, empirical andpdational methods to study the
role of product differentiation in shaping pricejpiersion and trade patterns observed
in microdata on U.S manufacturing plants. Overadl thesis demonstrates that the
potential for product quality differentiation has inportant effect on the behavior of
producer and the characteristics of the industdysimould not be ignored.

While the analysis is arguably an important contidn, it is clearly not
exhaustive. Much remains to be done. For instaecaluating the reduction in the
welfare cost of trade liberalization would be arportant avenue for future research.
It is often argued that the long-run gains assediatith trade liberalization can only
be obtained at the expense of costly short-runsaaients. In particular, the loss in
welfare due to worker reallocation is frequentlyedi by policy makers as a major
hurdle to import tariff reduction. In the presenmevertical differentiation, quality
upgrading is an important margin producers in dgwed countries can exploit to
resist low-wage import competition. Since workelocation is likely to be easier
within than across industries, within-industry Spéeation reduces the predicted
welfare loss associated with the short-run adjustmeéuantitative estimates for the
effect of quality on the short term adjustment @sociated with trade liberalization
would be useful.

Further, in industries characterized by verticdfedentiation it is possible that
firms manufacture an array of products of differguality within the same industry.

In that case, the firm’s export bundle could changeross foreign markets in
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response to differences in trade costs. Therefdegeloping a model with multi-
quality firms could help explain the variation agsoexport destinations in producer

level prices observed in U.S. microdata.

121



Appendices
A. Appendix to Chapter 2

A.1 The Closed Economy

The zero-profit condition that determines the padfility threshold is given by
1,(¢,) =0. From (7) this implies thatr,(¢,) = &f . Further, from (6), the ratio of
revenue functions for firms with different prodwity can be expressed as
r,()/r,(d) =(d/9,)>", if they produce varieties of the same quality and
r,(0)/r,(0) = (Q,,/2,)(9/¢")*™" if one produces a high quality variety while the
other produces a low quality variety. Replacipig- ¢, it follows that:

(0) =efo(9/0,)7  and  1,(0) =efo(€2,/Q,)(9/0,) "

These relations can be used to express averagaueevas a function of the

parameters of the model and the equilibrium thrigsho

0 Ad, ©
7= [r@)n©Xd = [r@n@)dd+ [r,@)u(9)do
o o Abo

N
l+o-¢ Q

From the profit functions defined in (7) it mustthe case thaii=7/&-f , where the

average fixed production costYis given by:
A¢O

f=f, j¢‘1‘“d¢+fH j¢‘1‘°d¢ = @-A")f, +Af,.
bo Ad,
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From (3), the aggregate price index is given by:

1z 1 [ Ad, o 1-e
p:(z@ | p.(x)“dx} :Ml{ [ 0upo(@) " 1(®)dd + [wnpa (@) n($)dd
¢0 A¢O

iON - xOx;

= '\;qu_: { - _i_ Gj[(c(l)—E(Ae—l—c ~1)- CH—eAe—l—c ]}15

Substituting for the equilibrium mass using (1&)lgs (17).

By definition of the revenue function, in equililbm it must be the case that:
r,(¢,) =p,(d,)a(d,) =«f,, where the equality follows from (10). This imi¢éhat
the optimal quantity of low variety produced by thmarginal entrant is given by:
q,(d,) =¢f pd,/c, . From the optimal demand (2), and the pricing (B)eit can be

shown that:

do(9)/d,(97) = (¢/9)* anda,,($)/0,(¢") = (¢'/9)" (4 /Q,) -

Replacing¢’ = ¢ equation (18) is obtained.

A.2 A Discussion of Assumption 2

This subsection discusses the empirical validityasgumption 2 which state that
o0 >¢. On the one hand, a number of studies providenastis for the elasticity of
substitution §) in a CES demand context. Feenstra (1994) corssitéer annual U.S
imports of six manufactured products and presestisnates around 2 in absolute
value. Bernard et al. (2003) calibrate a modelttt)f S. plants and macro trade data,
report an estimated elasticity of 3.8. Broda andnaftein (2006) using data on the

US report that for the period between 1990 and 2@pbrt an average elasticity was
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around 5 for four-digit (SITC) Rauch-differentiatgdods. Finally, using data on U.S.
manufacturing plants chapter 3 obtains an estimb®5 in absolute value. On the
other hand, estimates for the productivity disttifau are not as abundant. Eaton et al.
(2008) obtain a value of 2.46 by calibrating a madgsng micro data on French
firms. Eaton and Kortum (2002) assume that prodliigtifollows a Fréchet
distribution and calibrate a model to fit bilatetedde data on 19 OECD countries.
Using three different approaches they obtain esémaf 3.60, 8.28 and 12.9. The
next paragraph argues that these estimates cae ssrundicator for the Pareto
distribution’s shape parameter)( Overall these empirical estimates do not provide
strong evidence against assumptiona2>(€) since the average shape parameter of

the productivity distributiond) is greater than the average elasticity of suligti

(e).

Holding the distribution fixed, a larger sample rahdom variables is likely to
have a larger maximum. In fact it can be formakmibnstrated that the probability
density function of the maximum tends to a limitifigrm: an extreme value
distribution. For instance, the cumulative disttibn function (cdf) for the Pareto is:
Pr{¢ <} =G($) =1-¢° for ¢ >1, o> 0. By definition, the cdf for the maximum,
b, (M), is the probability that all of the m random draa® less thanp, so:
Pr{¢ .. <0} =G, (0) =[G()]". Define the centralized variablé;, =¢ . /a(m),
where a(m) = G™[1L- I/m)] =m' is a scale factor that provides the relationship
between the supremum of the distribution and timepsa maximum as a function of

the sample size (m). Hence, the limiting distribotof the cdf for the scaled variable
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¢. will be the Fréchet distribution sincelim G, _(¢.) = lim[1-(@°/m)]™
=exp(-¢°). Importantly, the Pareto and Fréchet distributaoe function of the

same unique shape parametdr (

A.3 The Correlation between Price and Productivity

By definition cov[p(¢),d] = E{[ p(¢) —p] (¢ =)} =E[p(d)d] —Ppd where E denotes

the expectation operator amdri{p(d), d] = cov[p(d), ¢] / \/var[p(¢)] var(®) . From the
properties of the Pareto distribution it followsthhe expected value of the product
of the price and productivity isE[p(¢)d] Er:cl)p(q)) w(¢)dd =B,/p, where the
constant B,=c,1-A°)+c,A°, while the average price and the average
productivity are given respectively bp = I: p@)u()dd =oB,/pd,@+0) and
h= Iid)p(d))dq) =[o/(c-1]¢, where B, =@L-A"°)c,+c,A™°. Similarly, the
variance of productivity isvar() Ej: (6 -9)*u(d)dd = 00?/[(c-1)?(c-2)] while
the variance of unit price is given Dby var() E.[: (P—-P)” w(d)dd
=[o/(2+0)1(B./pd,)* ~[ 6/ A+0)1*(B,/pd,)* where B, =cg(L-A"")+ci A7,
Equation (21) is obtained by combining these resiNbte that since by assumption
c,<c, and by definition A?° <A™ <A™, OA>1 it must be the case that

0<pB, <P, <Bs.
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A.4. The Open Economy

By definition, the average extra profit earned e texport market, the average

(overall) revenue and the average export pricebeagxpressed as:

Ad, 1—5 © 1-¢
7, = 7 @)n,0)do= | [ rg("’)—fx}ux@)dwj{%“q’)—fx}ux(cb)dm

o Aty Ad,
F= [r@)n@)do
o
Ay by Ad,
j L@)u@)do + [+t ), (0)u(d)dd + j (L+ T, (0) 1y (9)do.
Dby Ad,

© Ad, ©
B(0)= [P, @)1 (®)d0 = [pi(@)n@)do+ [ps(®)n(®)dd
Ax¢o Ax¢o A¢O

Taking into account the productivity distributiohasacteristics, equation (27), (29)
and (37) follow. Since r*(¢)=t"°r(¢ ) it must be the case that
PX(§)a%(®) =1 p,(9)d,(¢) which implies thata:() = epf 6% 1"c;¢° . Using this
result and the fact that the firm-level productioh high quality is given by
a5 (0) =(Q,/Q,)a5(9) it follows that the segment specific output fomuestic and
foreign sales are given byo? =M [ "0, ()n(@)dd, O =M | oy Gu(®)u(®)d0,
o* :Mj na; (9)n(@)do, andO} = Mj:%nqg(q))u(qa)dqa.ugng these results

equation (32) and (35) are easily obtained. Finabiye thatq'(¢) =17°q, (¢ ) such

that simplifyings*(¢) = ng* (¢)/[q, (§) + nq* (¢)] leads to equation (36).
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A.5 Proofs of Propositions

Proof of proposition 1.From (14) it is easy to show thadv®/dp,< ,0
lim, ,V®=w andlim, ,V®=0. These results imply the expected value of entry
monotonically goes from infinity to zero as the fitability threshold goes from zero

to infinity. Since the equilibrium expected valuieentry is fixed by the entry cost,

there exists a unique value of the profitabilityeghold such that the free entry
condition (14) is satisfied:
Proof of proposition 3The relative profitability of the high segment iieasing in

Q,/Q,— a positive function ofw,/w, and a negative function of,/c, — and
decreasing inf,/f,. Since, from (9) and (12)A is increasing inQ,/Q, and
decreasing irf,,/f, the mass of incumbent (M), defined in (16), igavely related
to the relative profitability of the high qualitggmento

Proof of proposition 4First, from (18), it follows thadq,(¢)/0¢ >0 for i O{o,H}.

Second, at the transition cutoff it is the case théb,,,) <d,(d,,) which implies that

the quantity produced is increasing across segni@giether these results imply that
there is a positive association between firm-leugbut and productivity. The same
reasoning can be applied to (6) such that theaepigsitive association between firm-
level revenue and productivity.

Proof of proposition 6From (21) if corr(p,¢) = 0 then A =B, -6%/(c*-1)B, = 0.

The derivative of A with respect te will therefore have the same sign as the

price/productivity correlation evaluated at therioivhere corr(p,) = Q It can be

shown that(0A/do) C, —C,)A°INA{1+ 26/[A(c* —1)°]} which is positive

corr(p$)=0 = (
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since by assumptio >1 and c, >c,. It is important to note thalim 3, =lim 3,

such that A is always negative in the limiting case

Proof of proposition 7The free entry condition (14) uniquely pins dowp as a
function of model parameters. Since a move fronar&ytto costless trade does not
change any of the parameters the profitabilityghodd is unaffected by this change.
The export remains the same sigedefined in (9), and the profitability threshold

¢, are unaffected by costless trade. Since the phofity and transition thresholds
are unchanged every other variables remains the.sam

Proof of proposition 8.From (26) it is easy to show thaﬁVE/a¢o<O,
Iim%ﬂOVE:oo and Iim%wVE:O. Therefore the expected value of entry

monotonically goes from infinity to zero as the fitability threshold goes from zero

to infinity. Since the equilibrium expected valueentry is fixed by the entry codt,

there exists a unique value of the profitabilityeghold such that the free entry
condition (28) is satisfied:

Proof of proposition 9. Part (i): From (12) and (29) it follows that

CostlyTrade =TI

Autarky

=

+B where B=[c/@+c-¢g)]nt"™A,ef, is greater than zero

whenever trade occurs. Hence the average revergreaser under costly trade than

under autarky. By definition, the costly trade ommonomy average profit is given

by m+¢&, n* >=m. Further, from (28), the open economy profitapititreshold can be
expressed a®’ = (7T+A;°7*)/8f, and by definition of the Pareto distribution the
average productivity — which is given byo/(c-1)]¢, — is increasing in the

profitability threshold. Hence, as long as somméirare exporting such that >0,
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the profitability threshold as well as the averggeductivity is greater in the costly
trade open economy.

Part (ii): Part (i) established that, as long as some firmes exporting, the
profitability threshold is higher in the costly d& open economy. This implies that
firms with productivity between the autarky threkh@nd the costly trade open
economy threshold will exit the industry. Also srihe ratiA is unaffected by trade

the transition productivity cutoffy,,, =A¢, will also be greater under costly trade.

This implies that firms with productivity betweemetautarky transition threshold and
the costly trade open economy transition threshalldnove down the quality ladder
and start producing a low quality variety.

Part (iii): When all countries are identical the aggregatemae is the same
under costly trade and autarky such that the iseréa average revenue implies that
the mass of incumbent must go down in costly tradgecall thatM =R /7. Since
from (33), the relative number of firms in eachreegt is unaffected by trade, costly
trade reduces the number of firm in each segmewedsas overallo

Part (iv): From (16), (30) and the fact thd, = (L+n&, )M ¢ qyrae it fOllows

that M, /M = (@+n,)/[1+nt" (A, /A)]. This implies thatV, < M if and

Autarky Autarky

only if A <t'*A A°. Note that by assumptioo >e— , I"°A* =f /f_ >1, and

A, >1. Therefore, it must be the case that:

Tl_SAXAz - Tl—sAi—l +T1—3Ai{QHQ_Q0 JAs—l—G > TlEAilll‘F(QHQ_QO JASlG:I

(o] o

>1+ QH _Qo As—l—c
Q

o
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It follows that A < t*A A° such that the mass of firms competing in each etask
lower in costly trade than in autarky.
Part (v): From (20) and (32) it follows that:

(OH/OO)CostIyTrade _ (1+ nT_S)(l_AS_G) _ 1+ rl’li_8 >1

(OwO )y (FNTYA-AT)=NT A-A") 1+nt'B

with B =(AS°-A°°)/(1- A*°) >1, where inequality follows sincA, >1. Hence, the
ratio of high to low quality output is higher und=stly trade than under autarky.

Part (vi): From part (iv) the average quality of the domeptimduction is higher.
From proposition 10, the average quality of expigreater than the average quality
of varieties produced for domestic sales. Sincesgoption is the same in every
country and equal to a mix of domestic and impovtaaketies, it must be the case that
the quality of consumption if greater than the duabf varieties produced for
domestic salex

Proof of proposition 10From (20) and (35), it follows that:

o° (Q, )1-A"" o _(Q, \ATT-ART
D €0 and X £—0 '
o’ la,) A of lQ,) A

Since, by assumptioA, >1 ando—-¢> 0it follows that A} <1which implies that

0¥ /OX <0OP /0P which is equivalent to equation (34).

A.6 The impact of Trade Liberalization

From (28), the equilibrium condition can be expegksas:

19o) +nj, (6,,A,) = of, (A.1)
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where j(¢,) =& =¢.°T and | (¢,,A,) =EE, T, =A°0.°T, . (A.2)
Note that by definition:j, (¢,,A,)/i(¢,) =A° (7, /7) > 0. Further, from (A.2) and
the fact thatn, /0¢p, =0A, /dp, =0, it follows that:

J'(9o) = =0i(d,)/d, <0 and j,(9,.A,) = =0}, (,.A,)/, <O. (A.3)

Also note that:

ajx(q;o,/\x)z_(s_l)( o jg/\xjx(¢o,/\x)<ol
ot l+c-¢)1 k

X

ajx((po’/\x) - jx(q)o’Ax){(Z_a)[ o J/\x _1]<0 if€>2’ (A4)
of, K, f, 1+o0-¢

ajx(q)o'/\x) — O
on '

(0)
1+oc-¢

Finally, it will be useful to definek, E( J/\X -1 where A is defined in (27)

such thatm, =k, f, .
From (A.3), it follows that:

d¢° = — n ajx(q)o’/\x) <0
ot J(d,) +ni(d,,A,) Ot '

dq)o - _ n ajx(q)o’/\x) <0 ife>2
of,  J(9,)+ni,(9,.A)  Of,

(A.5)

doo ___ j($0A)

on () +ni (9o, A)

where the inequalities follows from (A.3) and (A.&Recall that, by definition

¢, =A,0,, hence:
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9 a6 A )

=A ° + X =A °@1-D,)>0,
ot X ot % ot X ot @-Dby)
do; 0 0A 0] )
O =A ° + X =A °1-D,)>0 fe>2, .
of, Mg Tl Thi @D ' (A-6)
a0, =A, 9, >0,
on on
where:

Dlz[m—s]{ i0) +1} K ang
e-1 ) nj(¢,.A,) 7AN

X

DZEGkX|:1+_j(L}[1+(e—2)[ o j/\]
an(q)o'/\x) 1+G_€

The inequalities follows from (A.5) and the facatiD, and D, are both greater than

1. This last statement can be shown as follow.xor

D1>1@(1+6-ej{ i(®,) +1}&>1® i®,) >( -1 j&_l

8_1 an(q)O'Ax) /\X njx(q)o’/\x) 1+6_8 kx
This is true since ,J(q)") = _ﬁ >0 and since&:( o j_i is
an(q)o!/\x) nAxcﬁx /\X 1+0_€ /\x

equivalent to:(lf_l J%—RO = €—-1<0 where the last inequality is true by
o—¢ )k,

assumption. FoiD,, the inequality follows since the assumptior in2plies that

[l+ 0}(1“"5) <1<A, which, in turn implies that+ (& - 2)(

j/\X <ok,.
c 2+0-¢€

1+o-¢

Proof of proposition 11.Part(i): The first statement follows from taking the

derivative of equation (29):
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ar__( ° }ﬁﬂs—Dm*AfﬁAx+a+o—aﬁfﬂfﬂ<0,

5¥_ l+o-¢
O gef A1 <0,
of

X

O[O JaroA Jef. >0.
on \l+o-¢

Since the domestic profit is independent of tradeables, the derivative of average

profit is the same as the derivative ofA,°m, =nAX“[(1+O j/\x—l}fx.
c—¢€

Therefore:

d(NAT,)

=Am, >0,
on

amAXTR):_@_ﬂ) o nAfoAX<O'
ot l+o-¢ T

o(nA, ﬁx):onA;" 1 _|2Q+0)-¢ A l<o,
of, o l+o-¢

2(1+0)-¢

}>1 andA,>0.o
l+o-¢

where the last inequality follows sindé o, [

Part (ii): Follows directly from (A.5)o

Part (iii): From (16) it follows that:

1-¢ A e-1-0
(nTl_SAi_l_GAX)_Z a(nT Ax Ax)
ef on

(o]

<0,

oM _ _(1+0—ej a-o)L
on

9

1-¢ A e-1-c
f (ml—sAi—l—ch)—Z a(n’f gx Ax) > O,
€ T

[0]

oM _ _(1+ o—sj (1-o)L
ot

9
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1-¢ A e-1-0
2 AMTATTA) o

aM — _(1+0_Ej (1_G)L (n’cl_SAi_l_GAx)
of, o ef, of,
where the inequalities follow from the fact that:
1-g A e-1-oc
a(n’t AX /\X) = Tl—sAi—l—G/\x > O,
on
1-¢ A e-1-c _
O(n“A A =-m™| A +(e-1) 2,20, N7 <0,
ot Q,
1-¢ A e-1-o 1-¢ A e-1-0
o(nt §¢X /\X)=—(1+c5—8) nt °A; <0,

By definition, M, = 1+ n&,)M such that:

oM ; _(1+0—s] (1—0()L{ AT A (AT - - A }

an c ef, | (A+NMATTOA NPTTEATTOA
aMT:_OA_’X“ l+o-¢ L-a)L

ot T o Jef (A+nTFASTTOA)

_ _ 1-¢ A e-1-0
- l+o-¢ (1 G) L (ml—sAi—l—ch)—Z a(m AX Ax) < o’
c ef, ot

oM, __OA‘X“ l+o-¢ L-o)L

of, f, o )ef (A+Mm™ATTCA))

c ef of

_ _ 1-¢ A e-1-0
_(l+o SJ (=)L (epiiop 2 QEATTA) o
Note that the sign odM ; /dnis ambiguouso
Part (iv): Follows directly from (A.5) and the fact that is unaffected by trade
liberalization.o
Part (v): The equilibrium share of exporting firms is simgly =A.°. Hence, since

0¢,/ot=-0A; /1<0, a decrease in iceberg cost increases the shaggpofting

firm increase. Further, from (A.6) a decrease iebarg cost decreases the
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productivity threshold above which firms decide eéwport thereby decreasing the

average productivity of exporting firms.
Part (vi): From (36), it follows thaBs* /ot = —ent ™ /(1+m™)* < 0o
Part (vii): Since 0A{°/dt=—(c—-¢€)A;°/1< Q it follows from (35) that

(0, /0%)/d1>0.0
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B. Appendix to Chapter 3

B.1 Equilibrium

This appendix provides an overview of the compatatiequired to solve for the

unique equilibrium of the economy. From (11), dotiwegrofits can be expressed as
T, () = Bo” —f_ where B={B[L-n(e-D]} *AY, so that by definition ofp, it

follows thatB¢? =f_. Then using the fact that:

B(I)By(s_l) ¢ By(e-1) ¢ By(e-1) ¢ By(e-1)
e P = Bpen=| P pghen = P g
BO? o, %, %,

the profit from domestic sales can expressed as:

By(e-1)

Similarly, from (9) the extra profit from exportingan be expressed as
A(d) =[(1+ 1) -11B¢>*™ —f_, so that by definition of the export productivity
threshold, it follows thatp , [(1+1"%)" -1]B¢»™ =f . Then it must be the case

that:

[(A+T75)" -1)Bo»ED 3 By(e-D) a0 - o By (e-1) o
[+ TP -1BoPED | ¢, = o, X"

Further, by definition of\, the (overall) profit of an exporting plant canwsetten as

L (0) = T,(9) + A(9), so that:
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A By(e-1) 5 P
= |— -1if — -1
T (9) [4)0} ¢t {%J x

Using this result and the fact thif =k¢,, the average profit can be expressed as

a function of only one endogenous variable, théitatality threshold ¢, :

[ 00 [

(o) = [n(®)n(@)do = [, (9)u(@)do + [, ($)u(0)dd

o o x

ol (g By (e-1) o[ (4 By (e-1)
- J(¢—J ~1[f0050 9 do + | (TJ ~1[f, o030 d

Kb, [o]

Which implies that the expected value of entry miediin (13) can be written as:

ol( By (e-1) 21( ¢ By (e-D)
VE=ZN (I 5] —1pp9do+f, [||—| -1p7*9d
5 J(q)j oo dost | (K%J ¢ do

It is easy to show thadV /a9, < ,0im, V==c andlim, V==0. This

implies that there exist a uniqui, such thatV®(¢,)=f.. The threshold as a
function of the parameter can be obtained by sgltire integral on the right hand
side of the equation. The result is given in equa(il4) in the text.
To complete the solution it remains only to obt#ia endogenous price index P.
From (6), (7) and the definition of the threshéld it follows that:
A ={af [1-n(e-D]¢5 I},
Using this result in (7), taking into account thefidition of the thresholdd,) given

in (14), it is possible to obtain the equilibriuralwe for the price index as:
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1 ey getn-nE-Dn | o-pye-n( o, )|’
p[1-n(e-1) a-pL Bye-D) (fo+fk™ )|

wherex is defined in (11). Using the solution for the segate price index P it is
possible to solve for every other endogenous viasakuch as price (p), quantity (q),
revenue (r), and qualityn]. Note that this solution algorithm does not reguhe
knowledge of the mass of incumbent (M) in ordecémpute P. To obtain M first
compute the average revenue in the industiytiien since the wage rate is equal to

one it must be the case thdt= (1-pB)L/T

B.2 Measurement Error
Suppose that the econometrician wishes to estithat®llowing regression model:

Y =X¢+e with E€E€X)=0.
Unfortunately, both the dependent and independanale are measured with error
so that the econometrician observés and X instead. Formally, assume that the
following holds:

Y.=Y+e, with EE€, Y)=0, EE€, X)=0 and

X,=X+e, with EE, X)=0, EE,Y)=0.
In addition, while the measurement errogs, and e, , are uncorrelated with the error
term e, they are correlated amongst themselvemadllyrassume that:

E€e,)=0, E€e,)=0,andEE,e)=2,, #0.

Taking into account these assumptions, the esuineg¢gression model can be

expressed as follow:
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Y =X £+¢€ with e=e+e, —e,&.
Using this result, the OLS estimator is definedodisw:
&= (X1X0) XY, =8+ (XX ) X
The probability limit of this estimator is given by
plim(&) =& +[N*plim(X{X )] INPm(X18) =&+ (Ex +Zx) ™ (Exey ~Z0c8)

where 3., =EE€e,) and =, =plim(N'X'X) <. Therefore the sign and
N - o0

magnitude of the bias depends on the unknown v@iah measurement error in the

independent variables,,, , and the correlation between the measurementseimor

the dependent and independent variablEg, . Since these are unknowable in

practice very little can be said about the propsriof the estimator in the current

context except that that bias goes to zero as #esurement errors become small.

B.3 Solution Algorithm

This appendix develops the algorithm used to stiteemodel computationally. The
procedure consists of three major steps.

1. Obtain the productivity threshold above which proehs decide to stay in the
industry. Given a vector of parameters this islgadone using (14). Using
this threshold it is possible to obtain the ex-phstribution of producer from
the ex-ante random vector of entrant generated ftben productivity
distribution. It is also possible to obtapy, the export productivity threshold

as well as the number of producers and exportetsisample.
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2. Use the equilibrium productivity threshold to cortguhe value of A as

follow — see appendix B.1:

A ={Bf [L-n(e-1)]5 1.
Given A, it is possible to obtain the equilibriuralwe for the price index and a
related constant D which is going to be usefulitufe computations. These

are respectively defined as:

€

1

1€ 1B |e1 -

p=|- WA andp=Rrpi=_aur
1-n(e-) R 1-n(e-2

3. Obtain equilibrium values for the variables. OncésAnown the equilibrium
values for the variables are easily obtained deviolFrom (7) quality is given

be:
Wy (9) =AY, and  w, (¢) = @+TF)PAGKED.
Then from (5), the domestic and export price ofoendstic variety is given

by:

py(9) = 2O A g and p, ()= @) p,(0)
PP p

From the optimal demand function, defined in (2) :

04(9) = @g(G)RPpy(§)* = Dp*ATNFEDEN™ - and

0, (9) = @+ 1)L+ T7)P g, (9) -
The share of exporting firms is computed by divigdthe number of exporters by the
number of producers. The industry’s share of reedinom exporting is obtained by

dividing the total revenue from export by the tawlenue in the industry.

140



B.4 Weighting Matrix for SMM Estimation

Given the nature of the moments use in the estimakie variance-covariance matrix
of the moments cannot be computed from the datae¥ample, it is not possible to
compute the variance of the share of exporting 8mte it is only observed once. A
bootstrapped procedure must therefore be use #nodh estimate for the weighting
matrix W. First, using the identity matrix as atiresite for W, it is possible to obtain
consistent estimates for the vector of structueabmetersf(). These estimates can
then be used to generate samples of artificial (@@ in this case) from which an
estimate for the variance-covariance matrix of #imulated moments can be

computed. The estimated matrix is shown in tablglXV

Table XVIII: Variance-Covariance Matrix of Moments

Stat(p) Stat(r) Stat(q) ToplOr Top20r Top50r Exp/Prod
Stat(p) 0.002 0.005 0.004 0.003 0.003 -0.002 -0.002
Stat(r) 0.005 0.113 0.084 0.096 0.099 0.070 -0.059
Stat(q) 0.004 0.084 0.063 0.067 0.069 0.049 -0.041
ToplOr  0.003 0.096 0.067 0.196 0.201 0.141 -0.118
Top20r  0.003 0.099 0.069 0.201 0.207 0.145 -0.121
Top50r  0.002 0.070 0.049 0.141 0.145 0.102 -0.085

Exp/Prod -0.002 -0.059 -0.041 -0.118 -0.121 -0.085 0.071

Note: This table shows the variance-covariance imatf the simulated
moments which is used as an estimate for the optimighting matrix W.

Using W efficient estimates for the structural paramet&ms be obtained. Another
possibility would be to obtain a bootstrapped eatemby creating sample from

random draws with replacement from the actual data.
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