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Due to large number of variables, optimizing information flow in a dense wire-

less network using discrete methods can be computationally prohibitive. Instead of

treating the nodes as discrete entities, these networks can be modeled as continuum

of nodes providing a medium for information transport. In this scenario multi-hop

information routes transform into an information flow vector field that is defined

over the geographical domain of the network. At each point of the network, the

orientation of the vector field shows the direction of the flow of information, and

its magnitude shows the density of information flow. Modeling the dense network

in continuous domain enables us to study the large scale behavior of the network

under existing routing policies; furthermore, it justifies incorporation of multivari-

ate calculus techniques in order to find new routing policies that optimize a suitable

cost function, which only depend on large scale properties of the network. Thus,

finding an optimum routing method translates into finding an optimal information

flow vector field that minimizes the cost function.

In order to transform the optimal information flow vector field into a routing



policy, connections between discrete space (small scale) and continuous space (large

scale) variables should be made and the question that how the nodes should inter-

act with each other in the microscopic scale in order that their large scale behavior

become optimal should be answered. In the past works, a centralized method of

calculating the optimal information flow over the entire geographical area that en-

compasses the network has been suggested; however, using a centralized method to

optimize information flow in a dynamic network is undesirable. Furthermore, the

value of information flow vector field is needed only at the locations of randomly

scattered nodes in the network, thus calculation of the information flow vector field

for the entire network region (as suggested in previous models) is an unnecessary

overhead. This poses a gap between the continuous space and discrete space models

of information flow in dense wireless networks. This gap is how to calculate and

apply the optimum information flow derived in continuous domain to a network

with finite number of nodes. As a first step to fill this gap, a specific quadratic

cost function is considered. In previous works, it is proved that the the vector field

that minimizes this cost function is irrotational, thus it is written as the gradient

of a potential function. This potential function satisfies a Poisson Partial Differen-

tial Equation (PDE) which in conjunction with Neumann boundary condition has a

unique solution up to a constant. In this thesis the PDE resulted by optimization in

continuous domain is discretized at locations of the nodes. By assuming a random

node distribution with uniform density, the symmetries present enable us to solve

the PDE in a distributed fashion. This solution is based on Jacobi iterations and

requires only neighboring nodes to share their local information with each other.



The gradient of the resulting potential defines the routes that the traffic should be

forwarded.

Furthermore, based on a graph theory model, we generalize our distributed

solution to a more general cost function, namely, the p-norm cost function. This

model also enables us to enhance the convergence rate of the Jacobi iterations.
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Chapter 1

Introduction

A dense wireless sensor network is a network of large number of homogenous

devices distributed in a geographical area to collect data about environmental con-

ditions or events. Each device is equipped with a microcontroller, a short range

radio transceiver, and a battery. Common applications of such networks include

distributed systems of sensors and actuators, and monitoring and surveillance of a

geographic area. Recent advancements in low power electronics and wireless com-

munications have made it possible to manufacture such devices (which hereafter we

call them nodes) in very small size and with low cost. As a result, very large scale

deployment of these devices is possible in applications of interest. The information

generated by each node is transmitted through radio connection to a special node

with enough energy and computational power to be further processed using network

data fusion techniques[2]. We refer to this node as the data sink or sink in short;

note that large networks may have several sinks. Most of the nodes that generate

traffic are not in the communication range of the sinks, thus data packets should be

relayed along multi-hop paths through other nodes to be delivered to data sinks.

Since the nodes are usually powered by battery, it is important that the infor-

mation flow from the sources to sinks be such that the traffic load is not concentrated

on a small number of bottleneck nodes, otherwise their batteries will be depleted
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and the connectivity of the network can be lost. In the modern wireless devices,

the main source of energy consumption is radio front-end [22], thus excessive radio

transmissions accelerates the depletion of the battery. Hence, developing Medium

Access Control (MAC) and routing protocols for these conditions is and active re-

search topic [27, 24, 20]. In this thesis, we focus on studying information flow for

dense wireless networks, based on the framework developed in previous works by

[18, 17, 19].

Common methods for studying and analyzing wireless networks model the

network as a discrete set of connected nodes [1]. As the density of nodes in a

network grows, careful behavioral analysis (in small scale) and global optimization

of routing protocols becomes very hard by using conventional methods that employ

a discrete model in space, as the number of variable grow rapidly.

A proposed method to overcome complexity issues of a dense wireless network

is to model the network as a continuum of nodes providing a medium for information

flow. In this model, information is treated as a fluid-like entity being transported

through a massively dense communication medium. The information generated by

each node goes through a sequence of many small range multi-hop transmissions in

the medium of nodes until it is received by a sink. This continuous space model for

flow of information in a dense network was introduced in previous works [18, 17, 19]

and independently in [26, 25].

In the proposed continuous space model, an information flow vector field mod-

els the transportation of nodes’ traffic. This vector field has two components at each

location of the network: a magnitude representing the spatial density of information
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that flows at that location and an orientation that gives the direction to which the

traffic is forwarded. Basic flow conservation laws result in a differential equation and

a boundary condition that govern information flow in the entire netwrok. Based on

these equations the following observations are made. Firstly, the flow conservation

equations by themselves do not define a unique information flow vector field. This

opens room to find a vector field that minimizes a suitable cost function. In the

first part of this thesis we consider a cost function that is a quadratic form of the

magnitude of information density (which in turn is proportional to the communi-

cation cost in terms of energy). This optimization results in another differential

equation. Secondly, the information flow vector field that solves these equations is

conservative (or irrotational). As a result, the information flow vector field is the

gradient of a potential function defined over the domain of the network. As we see

later, this potential function defines the paths that traffic flows in the network. Fi-

nally, in [26], it is shown that finding an information flow vector field that minimizes

the quadratic cost function, also minimizes the number of nodes required to carry

a specified information density in a network.

It should be noted that the form of flow conservation laws governing the in-

formation flow vector field parallel some of Maxwell’s equations (more specifically

Gauss’ Law and Maxwell-Faraday equation) studied in electrostatics. As an exam-

ple, Maxwell-Faraday equation states that the electric field is conservative in a static

system, thus it can be represented by an electric potential. An analogous flow con-

servation applies to the information flow vector field; i.e., it can be represented by

a potential function. The potential function satisfies a Poisson Partial Differential
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Equation (PDE) with Neumann boundary condition. Solution of this PDE leads

to a simple mechanism for routing the traffic: each node forwards the traffic to a

neighbor with least potential (steepest potential decent).

An important advantage of continuous space models for information flow is the

use of strong analytical tools and techniques in vector calculus and partial differential

equations for flow optimization; however, a main shortcoming of the previous works

in continuous information flow models is that the potential function is assumed

to be calculated in a central node; All of the previous works that use continuous

model for information flow assume that a central node calculates the potential as

a function of space and then it sends the results to all nodes. This is a significant

drawback and usefulness of continuous space models of information flow models will

be questionable in absence of practical methods that calculate the potential values

at the locations of nodes in a decentralized way.

The contribution for this thesis is twofold; firstly, in this work we bridge the

gap between continuous spaces models and discrete space models of information flow

in massively dense wireless networks. We study the network in both continuous and

discrete space and make connections between them. Secondly, we provide a method

to compute the potential at each node in a distributed fashion such that each node

computes its potential by using simple iterations. Such iterations use the potential

value at a node and the values broadcasted only by its neighboring nodes to find a

new potential value for that node. Simulations show that the iterations at each node

converge to the continuous space potential function at the location of that node. The

discrete and decentralized scheme for calculation of potential function enables the
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routing method based on the potential function to be employed in networks with

large number of nodes in a geographically distributed region.

To achieve this goal, the Poisson PDE in continuous domain is approximated

by equations in discrete domain that is valid at locations of wireless nodes. We use a

method similar to Finite Difference Method (FDM) for a random setting suited for

wireless networks in which the nodes are distributed independently in the network

area with uniform distribution. The symmetries present in a uniform distribution

enable us to solve these equations using Jacobi iterations, without any information

about the distance of the neighboring nodes; i.e., each wireless node only needs to

communicate with its neighboring nodes to compute and update its potential value,

based on a simple formula. The broadcast nature of the wireless communication is

directly used in the proposed method.

Related Works: The continuous domain flow presented in this work falls

in the category of physical inspired models. Toumpis in [26] has independently

proposed a similar continuous flow method inspired by electric fields in electrostatics

problems. His other work in [25] provides a survey and reference list for other

physical inspired methods, most importantly, the seminal work of Jacquet [13] where

he finds analogies between flow paths in a network with varying density to paths of

rays of light in an inhomogeneous medium. In [4], Altman considers a network with

directional antennae and uses traffic engineering concepts in order to find optimal

traffic paths. A comprehensive survey of routing methods in wireless sensor networks

is provided in [3, 1, 2]. A recent work by Jung et al. [14, 15] proposes applying a

Finite Element Method (FEM) to solve the Poisson equation, however it is unclear
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how FEM can be applied in a random setting where the nodes are not aware of their

positions and distances with respect to each other.

1.1 Notations and Definitions

Random variables (rv’s) are denoted by boldface, and vectors are designated

by an arrow. We assume that the network is distributed in a closed, bounded

and connected region A ⊂ R2 and denote the boundary of this region by ∂A. A

position vector is denoted by ~r = [x, y] in Cartesian coordination system, and by

~r = (r, φ) in a polar system. The gradient of a scalar valued function u(~r) is

∇u(~r) = ∂
∂x
u(~r)x̂ + ∂

∂y
u(~r)ŷ, where x̂ and ŷ are the unit vectors of the Cartesian

coordinates along the x and y axes respectively. The divergence and curl of a vector

field ~D(~r) = Dx(~r)x̂ + Dy(~r)ŷ are ∇ · ~D(~r) = ∂
∂x
Dx(~r) + ∂

∂y
Dy(~r) and ∇× ~D(~r) =(

− ∂
∂y
Dx(~r) + ∂

∂x
Dy(~r)

)
ẑ, respectively, where ẑ = x̂ × ŷ represents the unit vector

in direction of z axis.

1.2 Background on Information Flow Vector Field

In this section we review the previous works on flow optimization in dense

wireless networks [18, 17, 19]. Typically in a wireless network, the source and

destination of traffic are not in communication range of each other, thus the traffic

should be relayed through intermediate nodes in order to reach the destination.

Figure 1.1(a) depicts an example of a multi-hop path. As the number of nodes grows

large and the communication range of the nodes get smaller, the path approaches
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(a) (b)

Figure 1.1: When the source and destination nodes are not in communication range,
traffic is relayed through multi-hop path. As the number of nodes in the path gets
large, this path approaches to a smooth curve.

to a smooth curve that connects the source to destination. This is depicted in figure

1.1(b). At each point, ~r, on the curve a tangent vector ~D is defined, such that its

magnitude is proportional to the amount of traffic and its direction specifies the

direction in which the traffic is relayed by a node at point ~r, with infinitesimally

small communication range. As the density of nodes approaches infinity, ~D (which

hereafter we call information flow vector field), becomes defined not only at the

locations of the nodes, but over the entire domain of the network A. The network

in this situation becomes a continuum of nodes which provides a medium that passes

the flow form sources to destinations through infinitesimal small hops. Let C be a

closed curve in A, n̂ denote the unit normal vector at each point on the curve and

d` denote an element of the curve, then based on the definition of information flow

vector field,
∮
C
~D · n̂d` is the total flow (in bps) that passes through C.

Let ρ : A → R model the spatial density of information sources that generate

the flow at each point of the network, i.e., at point ~r, ρ(~r) (bps/m2) of traffic is

generated. If ρ(~r) > 0, flow is being injected in the network, whereas ρ(~r) < 0
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means there is a sink at point ~r. Let S be in A and ds be a surface element of S,

then
∫
S ρ(~r)ds is the total amount of flow generated in (or depending on the sign,

taken out of) the network by the nodes in area S. The definitions of information

flow vector field ~D and the source term ρ is not complete unless we assume a relation

between the two.

Assumption 1.1. Information flow is conserved in the network.

It follows from assumption 1.1 that
∮
∂S
~D · n̂d` =

∫
S ρ(~r)ds, for every S ⊆ A.

However, since
∫
S
∇ · ~Dds =

∫
∂S
~D · n̂dl (divergence theorem), it follows that

∫
S

∇ · ~Dds =

∫
S
ρ(~r)ds

is true for every S ⊆ A which leads to

∇ · ~D(~r) = ρ(~r) ~r ∈ A (1.1)

Assumption 1.2. The information flow vector field has no normal component at

the boundary of A.

A non-zero normal component on the boundary, means that a node on the

boundary is trying to forward flow to outside the network, where there are no nodes

available. By assumption 1.2 we limit ~D to be such that all the traffic is contained

in the network region A. Thus we have

~D(~r) · n̂ = 0 ~r ∈ ∂A (1.2)
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where n̂ is the unit normal vector on the boundary, ∂A. Equation (1.1) and (1.2) do

not define ~D uniquely, which opens room for finding a flow that optimizes a suitable

cost function. In previous works [18, 17, 19], vector fields that optimize a quadratic

cost function of the form

J( ~D) =

∫
A
‖ ~D‖2ds (1.3)

were studied.

Lemma 1.1. A vector field ~D with ∇ · ~D = ρ and ~D(~r) · n̂ = 0 optimizes (1.3) if

and only if ∇× ~D = 0.

Proof. Let ~D be a general vector field with ∇ · ~D = ρ and ~D · n̂ = 0. By Helmholtz

decomposition, for every vector field ~D with smooth enough derivatives (which we

assume ~D satisfies), we can write ~D = ~G + ~F , with ~G = −∇u, ∇ · ~F = 0 and

~F · n̂ = 0 on the boundary 1. Using integration by parts we derive that ~G and ~F

are orthogonal,

∫
A

~G · ~Fds = −
∫
A
∇u · ~Fds

= −
∫
∂A
u~F · n̂dl +

∫
A
u∇ · ~Fds

= 0

1 ~G captures the irrotational component of ~D, whereas ~F captures the rotational part. ~G is

simply found by solving ∇2u(~r) = −ρ(~r), ~r ∈ A, ∇u(~r) ·n̂ = 0, ~r ∈ ∂A. Furthermore, ~F = ~D+∇u.
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now we have

J( ~D) =

∫
A
‖~G‖2ds+

∫
A
‖~F‖2ds+ 2

∫
A

~G · ~Fds

=

∫
A
‖~G‖2ds+

∫
A
‖~F‖2ds

≥ J(~G) (1.4)

with equality if and only if ~F ≡ 0. Thus a vector is minimizes J if and only if

~D = −∇u or ∇× ~D = 0.

Lemma 1.1 enables us to write (1.1) and in the form

∇ · ∇u(~r) = −ρ(~r) ~r ∈ A

∇u(~r) · n̂ = 0 ~r ∈ ∂A

or

∇2u(~r) = −ρ(~r) ~r ∈ A (1.5)

∂u(~r)

∂n
= 0 ~r ∈ ∂A (1.6)

which is the Poisson PDE with Neumann boundary condition. Due to its similarity

with the electric potential function in electrostatics, we refer to u as the potential

function.

Remark. From (1.1) and (1.2) we have∫
A
ρds =

∫
A
∇ · ~Dds

=

∫
∂A

~D · n̂d` = 0 (1.7)

i.e., there rate at which the sources generated traffic should be equal to the rate at

which the sinks gather it.
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Remark. Equation (1.5) in conjunction with (1.6) expresses a problem with a unique

solution up to a constant; i.e., if u is a solution then u + c, c being a constant, is

also a solution. However this issue does not pose a problem for finding optimal

information flow vector field, ~D = −∇u, since regardless of c, the flow paths will

remain the same, as ∇(u+ c) = ∇u.
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Chapter 2

Distributed Solution for Optimizing the Quadratic Cost Function in

Continuous Space

In the previous chapter we derived the PDE and boundary condition governing

the optimal information flow for quadratic cost function J( ~D), and showed that the

flow is written in terms of the gradient of the potential function. This implies

that having the potentials calculated, the nodes simply forward the flow along the

direction of steepest decent of potential (neighbor node with smallest potential).

This packet routing scheme results in flow paths in the network that implement the

continuous domain information flow vector field in the discrete setting of the real

network.

In this chapter, we will provide a distributed method to calculate the potential

function u numerically at the locations of the nodes, where the nodes are distributed

randomly and independently, with uniform distribution over the network area A.

Our proposed distributed method has three properties: first, it is iterative, and in

each iteration a node updates its own potential (u) only based on the potentials

of its neighboring nodes. Second, since the computational power of the nodes is

assumed to be small, the iterations should be simple, which in case of our proposed

method they are. Third, since the nodes are deployed massively, it is desirable that

the nodes be homogeneous, i.e., they all perform the same iterations regardless of
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their location in the network (e.g., nodes close to the boundary and nodes in the

interior).

2.1 Distributed Solution to Poisson PDE on a Uniform Grid

In this section, we focus on solving the Poisson PDE with Neumann boundary

conditions, when the nodes are positioned on a uniform grid. We will extend this

special case to a more general random setting in the next section.

Figure 2.1: Nodes 0 . . . 4 are placed on a grid. The potential of the nodes is calculated
by (2.5).

A simple method to solve an elliptic PDEs numerically is finite difference

method, where in its simplest form, the region A is divided by a well defined uniform

grid with spacing h. As depicted in Fig. 2.1, let us assume that a node is placed

at each grid point. The second partial derivatives of u with respect to x and y are

approximated by the following finite differences:

∂2

∂x2
u(x0, y0) '

u(x0 − h, y0)− 2u(x0, y0) + u(x0 + h, y0)

h2
(2.1)

∂2

∂y2
u(x0, y0) '

u(x0, y0 − h)− 2u(x0, y0) + u(x0, y0 + h)

h2
(2.2)
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Note that x0 + h = x1 and x0 − h = x3. Substituting these approximates in

the Poisson equation ∂2

∂x2
u+ ∂2

∂y2
u = −ρ we get

4u(x0, y0)−
(
u(x1, y1) + u(x2, y2) + u(x3, y3) + u(x4, y4)

)
= h2ρ(x0, y0) (2.3)

Applying the Neumann boundary conditions in this simple scenario is also

very straightforward [12]. Assuming node 0 is on a boundary parallel to the y-axis,

node 1 becomes an imaginary node and the boundary condition ∂u
∂n

= 0 adds the

constraint ∂u
∂x

= u(x1,y1)−u(x3,y3)
h

= 0, or u(x1, y1) = u(x3, y3).

This procedure can be repeated for all of the nodes in the interior of the

network and on the boundary to get an equation for each node potential. By giving

an index to each of the nodes, these equations can be written in matrix form:

AU = h2P (2.4)

Here, U and P are vectors containing the potential and traffic activity of all of the

nodes in the network arranged by their index. A is a matrix with block structure

and it contains the 4 and −1 coefficients corresponding to each equation.

This matrix equation can be solved with well known fast and efficient methods

based on Conjugate Gradient (CG), however we use the Jacobi method, since it

directly lends itself to a distributed solution. As a first step, we rearrange (2.3) to

get

u(x0, y0) '
1

4

(
u(x1, y1) + u(x2, y2) + u(x3, y3) + u(x4, y4)

)
+
h2

4
ρ(x0, y0) (2.5)
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Assuming (k) denotes the kth iteration, the Jacobi method for solving (2.5)

involves iterations of the form

u(x0, y0)
(k+1) ' 1

4

(
u(x1, y1)

(k) + u(x2, y2)
(k) + u(x3, y3)

(k) + u(x4, y4)
(k)

)
+
h2

4
ρ(x0, y0) (2.6)

i.e., each node should iteratively approximate its potential by averaging the po-

tentials of its neighbors and adding a bias proportional to ρ. The approximation

improves by increasing the number of iterations. The convergence of the Jacobi

method for an FDM mesh is proved in [23].

2.2 Solution for a Randomly Distributed Network with Uniform Dis-
tribution

While the FDM method discussed in the previous section is distributed, it

can not be used in our problem, since the nodes are distributed randomly, not on

a grid. We extend this method to deal with a random node deployment, where

nodes are distributed uniformly and independently through the region A. By the

assumption of uniform distribution, the probability that a node position z falls in

region B is P(z ∈ B) = |B|
|A| . The independence assumption yields to P(∩Ni=1zi ∈

Bi) = ΠN
i=1P(zi ∈ Bi).

In the first step we generalize (2.5) for the case that the nodes are uniformly

(with equal space) placed on a circle with radius r.

Lemma 2.1. Let u be the solution of (1.5), then the value of u at each point is
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Figure 2.2: Nodes 1 · · ·N are arranged on a circular pattern. This configuration
will be used as a starting point for the situation where the nodes are randomly
distributed in the region A with uniform distribution.

the average of u around a circle plus a bias proportional to ρ at that point, i.e., the

value of u at ~r0 is

u(~r0) '
∫ 2π

0

u(r, φ)
1

2π
dφ+

r2

4
ρ(~r0) (2.7)

Proof. Assume node 0 is at position ~r0, and nodes 1 . . . N are positioned with uni-

form spacing around a circle with center at ~r0 and radius r. Thus, the nodes di-

vide the circle to arcs of length 2π
N
r. Assume the center of a polar coordinate

system is placed at ~r0 and the polar axis is parallel to the x axis. The positions of

nodes 1, . . . , N in Cartesian and polar coordinates are ~ri = ~r0 + r(cosφi, sinφi) and

~ri = (r, φi), respectively, where φi = 2π
N

(i−1). This configuration is depicted in Fig.

2.2.

In Cartesian coordinates, using Taylor’s expansion for u and keeping up to
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second order terms, we have

u(~ri) ' u(~r0) + (~ri − ~r0)T∇u(~r0)

+
1

2
(~ri − ~r0)TH(~r0)(~ri − ~r0) (2.8)

where H(~r0) is the Hessian matrix of u at position ~r0. Substituting ~ri − ~r0 by

r(cosφi, sinφi) in (2.8) yields

u(~ri) 'u(~r0) + r

[
cosφi sini

]∂u∂x
∂u
∂y



+
1

2
r2
[
cosφi sini

] ∂2u
∂x2

∂2u
∂x∂y

∂2u
∂x∂y

∂2u
∂y2


cosφi

sini


or

u(~ri) ' u(~r0) + r

(
∂

∂x
u(~r0) cosφi +

∂

∂y
u(~r0) sinφi

)
+

1

2
r2
(
∂2

∂x2
u(~r0) cos2 φi + 2

∂2

∂x∂y
u(~r0) sinφi cosφi

+
∂2

∂y2
u(~r0) sin2 φi

)
(2.9)

We sum u(~ri) over i = 1, . . . , N and use identities

N∑
i=1

cosφi =
N∑
i=1

sinφi = 0 (2.10)

N∑
i=1

cos2 φi =
N∑
i=1

sin2 φi =
N

2
(2.11)

N∑
i=1

cosφi sinφi = 0 (2.12)

which results in:

N∑
i=1

u(~ri) ' Nu(~r0) +N
r2

4

(
∂2

∂x2
u(~r0) +

∂2

∂y2
u(~r0)

)
(2.13)
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But ∂2

∂x2
u(~r0) + ∂2

∂y2
u(~r0) = −ρ(~r0), thus we have

u(~r0) '
1

N

N∑
i=1

u(~ri) +
r2

4
ρ(~r0) (2.14)

Let N ↑ ∞, the Riemann sum converges to an integral, thus equation (2.14) would

approach

u(~r0) '
∫ 2π

0

u(r, φ)
1

2π
dφ+

r2

4
ρ(~r0) (2.15)

In this equation u(r, φ) is the value of u at (r, φ) in polar coordinates.

Up to here we have assumed that the nodes 1, . . . , N were distributed deter-

ministically around node 0 on a circle. Now assume that all of the nodes in the

network are distributed uniformly and independently in the area A and that the

communication range of each node is R. Furthermore, assume that node 0 is lo-

cated at ~r0 inside the network far from the boundary (with distance more than R)

and it has M + 1 neighbors in its communication range. These neighboring nodes

are located at (r,Φ) and (ri,Φi) i = 1, . . . ,M . It is easy to show that random

variables r, ri, Φ and Φi are independent for i = 1, . . . ,M . Furthermore, Φ and

Φi i = 1, . . . ,M are uniformly distributed in the interval [0, 2π), therefore, they

are i.i.d. The random variables r, ri i = 1, . . . ,M are also i.i.d. Let gR(r) denote

the distribution of r. Since all of the neighboring nodes are in the communication

range, gR(r) is zero for r > R. The nodes are distributed uniformly, thus

PR(r ≤ r|r ≤ R) =
πr2

πR2
r ≤ R

thus

gR(r) = 2
r

R2
r ≤ R (2.16)
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and

gR(r) = 0 r > R (2.17)

Lemma 2.2. Let the nodes be distributed uniformly and independently in region A.

Furthermore, let u be the solution of (1.5), then the value of u at each point, with

distance R or more from the boundary, is the average of the value of u for the nodes

in the communication range plus a constant bias proportional to the value of ρ at

that point.

Proof. Using (2.15), we will evaluate E[u(r,Φ)] (E[x] denotes mathematical expec-

tation of random variable x):

E[u(r,Φ)] =

∫ R

0

∫ 2π

0

u(r, φ)
gR(r)

2π
drdφ

=

∫ R

0

gR(r)dr

∫ 2π

0

u(r, φ)
1

2π
dφ

=

∫ R

0

(
u(~r0)−

r2

4
ρ(~r0)

)
gR(r)dr

= u(~r0)−
E[r2]

4
ρ(~r0) (2.18)

where we have used the fact that
∫ R
0
gR(r)dr = 1 and

∫ R
0
r2gR(r)dr = E[r2]. On the

other hand, note that since (ri,Φi) forms an i.i.d sequence, by strong law of large

numbers we have

1

M

M∑
i=1

u(ri,Φi)
a.s.−−→ E[u(r,Φ)] M ↑ ∞ (2.19)
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For large M we can write:

u(~r0) '
1

M

M∑
i=1

u(ri,Φi) +
E[r2]

4
ρ(~r0) (2.20)

where from (2.16), E[r2] = R2

4
. Equation (2.20) states that a node located at ~r0 can

estimate its potential simply by averaging the potentials of its neighboring nodes

and adding a bias proportional to ρ(~r0). Like (2.5), after several iterations, this

estimation become more accurate.

Equation (2.20) is well suited for distributed calculation of potential function u,

since each node estimates its potential only based on the potential of its neighboring

nodes. Each node in the network broadcasts its potential to its neighbors, and

collects the potentials received from them.

2.3 Boundary Conditions

In the derivation of (2.20), we had two important assumptions: First, Φ is

uniformly distributed over [0, 2π), and second r and Φ are independent. Due to

symmetry of the uniform node distribution, these conditions are satisfied when node

0 is far from the boundary or if the node is exactly on the boundary. However, when

the distance of node 0 form the boundary is less than R (the communication range)

these assumptions do not hold. We call these nodes boundary nodes.

For the nodes exactly on the boundary, imposing Neumann boundary condition

on these nodes should proceed along lines similar to those of the uniform grid case.

Let us assume the boundary is smooth enough so its curvature at every point is much

larger than R, thus every part of the boundary with length 2R can be approximated
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Figure 2.3: Image nodes on the boundary of region A.

by a straight line, as depicted in figure 2.3. We rewrite Lemma 2.1 to deal with the

situation that a node is on the boundary. We have arbitrarily assigned a Cartesian

axes, where x is perpendicular to the boundary. In this figure, node 0 is located at ~r0,

and nodes 1, . . . ,M are inside the network, near the boundary. Nodes (2), . . . , (M−

1) are image nodes with respect to the boundary, with their potentials denoted by

u(i).

Note that

u(M−i+1) − ui
2R

' ∇u · (cosφ(M−i+1), sinφ(M−i+1)) (2.21)

Due to symmetry with respect to ~r0 we have

M−1∑
i=2

u(M−i+1) − ui
2R

' ∇u · (
M−1∑
i=2

cosφ(i),
M−1∑
i=2

sinφ(i))

' c
∂u

∂x
(2.22)

21



with c > 0. The Neumann boundary condition for point ~r0 imposes that ∂u
∂x

= 0

which yields to

M−1∑
i=2

u(i) =
M−1∑
i=2

ui (2.23)

A sufficient condition for this to hold is u(i) = ui for i = 2, . . . ,M − 1, i.e., the

potential of image node (i) should be equal to that of node i. Following the steps

we took to prove Lemma 2.1, we have

u(~r0) '
1

M

(
u1 + uM +

M−1∑
i=2

(
ui + u(i)

))
+
r2

4
ρ(~r0) (2.24)

=
1

M

(
u1 + uM +

M−1∑
i=2

2ui

)
+
r2

4
ρ(~r0) (2.25)

Similar to the previous case, as M grows large u1+uM
M

→ 0 and Riemann sum

converges to an integral

u(~r0) '
∫ π

2

−π
2

u(r, φ)
1

π
dφ+

r2

4
ρ(~r0) (2.26)

Assume the nodes distributed uniformly, and node 0 has M + 1 neighbors

in its communication range. These neighboring nodes are located at (r,Φ) and

(ri,Φi), i = 1, . . . ,M . Due to symmetry, random variables r, ri, Φ and Φi are

independent for i = 1, . . . ,M , as in the previous case. However, Φ and Φi i =

1, . . . ,M are uniformly distributed in the interval [−π
2
, π
2
). The random variables r,

ri i = 1, . . . ,M are also i.i.d. Following the steps taken to prove Lemma 2.2 and

by using (2.26), we can show that for a node exactly on the boundary the value of
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u, is the average of the value of u for nodes in communication range plus a constant

bias.

So far we have shown that the averaging technique works for estimating the

potential value both for nodes that are in the interior of the network and for the

nodes on the boundary. In order to use the scheme for all nodes, the remaining

work is to extend the method for the nodes that are not on exactly on the boundary

nor in the interior of the network. We refer to these nodes to semi-boundary nodes.

The distance of semi-boundary nodes from the boundary is nonzero but it is smaller

than R. Unfortunately, using the image technique (as presented for the boundary

nodes) will not help to generalize the averaging technique to semi-boundary nodes

due to lack of symmetry in the geometrical properties of the image nodes. One useful

fact is that the potential function is generally continuous. Note that the potential

function varies continuously (and often smoothly) while transitioning from boundary

nodes to the interior of the network. This fact helps use the conjecture that since

the averaging technique works for boundary nodes and interior nodes, therefore, it

must work for the nodes in between; hence averaging technique can be used for

semi-boundary nodes. We have verified validity of this conjecture through some

numerical examples discussed in the next chapter.

In the random node distribution the density of the nodes should be high enough

for two reasons: First increasing the node density increases the number of neighbors

in the communication range of each node, which would increase the accuracy of the

ML estimator, as suggested by (2.19), and second, the density of nodes should be

high enough to guaranty connectivity of the network and implementability of the
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information flow lines. In [11] it is shown that if the total traffic in the network is θ

bps, density of the nodes should be O
(
θ2logθ

)
in order to guarantee these conditions.
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Chapter 3

Simulation Results

In this chapter we present two examples to test the proposed algorithm for

approximating potential function.

Example 3.1. In the first example, we scattered 1000 nodes in a unit square. The

communication range of each node is 0.1. A single source is located at (0.1, 0.5)

and a sink is placed at (0.9, 0.5). Other nodes act as relays to pass the traffic from

source to sink. In order to compute the potential function u, each node first finds

the neighboring nodes in its communication range and then uses (2.20) to calculate

its potential. This process is carried on for 10000 iterations to increase the accuracy

of the potential. Note that after much smaller number of iterations the information

flow paths converge and remain almost unchanged.

Figure 3.1 depicts the placement of the nodes. The nodes are distributed

uniformly and independently in the area A = (0 1) × (0 1). Figure 3.2 depicts

the calculated potential, where the potential is interpolated on a grid and then

plotted. Figure 3.3 shows the potential function when calculated by MATLAB ®

function assempde, where the potentials are calculated by finite element method on

a mesh. It is observable that the two graph follow the same pattern: a peak at the

source and a smooth slope to the sink. Note that the source causes the potential of

neighboring nodes to increase while the sink causes this potential to decrease. After
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Figure 3.1: The position of nodes in the simulated network. The nodes are dis-
tributed uniformly and independently in area A = (0 1)× (0 1).

calculating the potentials, when a node needs to forward a packet, it searches among

its neighbors and sends its packet to the nearest neighbor with least potential. The

slope from source to sink in the potential function guarantees that the packets will

be delivered to the sink.

Example 3.2. In this example we derive information flow lines from the potential

function and use it for routing packets from a source to a sink. We simulated a

network placed on a uniform grid using the method presented earlier in equation

(2.5). The nodes are placed on a uniform grid so that the similarity of the flow

lines with the electric fields in an electrostatic setting is presented clearly. In the

source, a Poisson process generates approximately 12000 packets within 20000 of

simulation cycles. The calculated potential (by Jacobi method) is used to route the

packets from the source to the sink in the direction of the decent of the potential.

In order to utilize all of the nodes in the network and avoid energy depletion in the

nodes residing on a flow path, each node passes traffic with the highest probability
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Figure 3.2: The computed potentials after 10000 Jacobi iterations (2.20). Note that
the Neumann boundary condition is implicitly applied by using (2.20) for all nodes
regardless of their location.

to a neighbor with minimum potential, but also passes traffic to other neighbors

at lower potential with less probability (the probability is proportional to potential

difference between the sender and the receiver). In order to compute the traffic

flow, we assumed that transmission of a packet from a node to another neighboring

node accounts for 1 unit of traffic moving in direction of a vector starting from the

sending node and ending to the receiving node. The resulted vector is accumulated

over the simulation period and then normalized. Figure 3.4 depicts the traffic flow

in the vicinity of the source and sink.

Figure 3.5 shows the traffic near the boundary. We can observe that the flow
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Figure 3.3: The potential computed using MATLAB assempde function.
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Figure 3.4: The flow of traffic from source to sink. The source generates 12000
packets in 20000 simulation cycles. Similarity of the flow lines with the electric
fields in an electrostatic setting is due to the fact that in both settings a Poisson
PDE is solved in the domain.
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Figure 3.5: The traffic near the boundary of the network. The flow lines are ap-
proximately parallel to the boundary.

is approximately parallel to the boundary which is required by Neumann boundary
condition.

Let us assume that each transmission causes 1 unit of energy to be consumed

in the transmitting node. Figure 3.6 depicts the energy consumption of the network

over the period of simulation. It can be seen that the energy consumption is higher

in the nodes near the source and the sink. Thus these nodes require higher initial

energy, or the density of the nodes near the source and the sink should be higher.
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Figure 3.6: Energy consumption in the nodes during the simulation.
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Chapter 4

Network Model in Discrete Space

Balancing traffic load within a network has been studied extensively. It is well

known that assigning flow along the shortest path causes congestion in bottleneck

links, while other links are not utilized properly[6]. In order to avoid congestion,

some methods assign multiple paths from sources to destinations[9, 21]. The effect of

multipath routing on load balancing have been studied previously, where it is shown

that while in a wired network using multipath routing is beneficial, in a wireless

setting it has negligible effect on load balancing and congestion, unless the number

of paths is very large[10]. This has an important consequence since load balancing

and congestion control are key factors that determine quality of service and delay.

In this chapter we study the problem of flow assignment in a general frame-

work. We apply convex optimization techniques and present a distributed algorithm

to assign flows to the links such that a convex cost function, namely the p-norm of

network flow, is optimized. This optimization results in the most balanced network

flow allocation. Furthermore, in a network with a given configuration and channel

capacities, we show that if it is feasible to route the traffic of a set of sources to

the sinks without congestion, then the proposed flow assignment policy achieves it.

The distributed nature of the proposed method is an important factor that makes

it suitable for practical networks. We study the convergence rate of the proposed
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method, introduce a method based on least squared error estimation to increases the

convergence rate and compare it with other well-known techniques for accelerating

distributed iterations. This is particularly important in battery powered wireless

networks where the energy cost of communication is high.

A Wireless Sensor Network (WSN) [28] is an example of a network that both

load balancing and reducing the energy cost overhead of routing have direct effect

on the lifespan of the network. In these networks, the nodes gather environmental

information and relay the information back to a single or multiple data collection

units for further processing. Since usually the sinks are outside of the communication

range of the sources, the traffic should be relayed through other nodes that are closer

to sinks. The wireless devices are usually battery powered, thus large traffic load on

a specific path depletes the batteries of the nodes on that path, which reduces the

reliability and lifespan of the network.

In our network model, we assume that multiple nodes are connected by com-

munication links with different capacities, and a set of sources generate a single

commodity traffic that should be routed to a set of sinks (i.e., there is no priority

or distinction between the sinks). Furthermore, we assume flow conservation law

holds, i.e., the outgoing traffic form a node is equal to the sum of incoming traffic

and traffic generated at the node. The network is represented by a graph, where a

vertex models a node and a weighted edge models the links. The weight of an edge

designates the link capacity. We employ the Sequential Quadratic Programming

(SQP) method and propose a distributed method to allocate the flows on the links,

such that a specific function is minimized. SQP reduces the minimization problem
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to iterations of constrained quadratic programming and is known for stability and

fast convergence[5]. The quadratic programming problem results in a set of linear

equations, that are solved through distributed methods. After several iterations in

which only neighboring nodes are involved, an approximation of the global optimal

flow is achieved. This scheme can be used to find distributed methods to optimize

any general separable convex cost function; however, in this work we apply it to the

p-norm cost function. In the case of p = 2, the optimum flow resembles the current

flow that passes through an electric network. As p grows large, the flow generated

by the sources is redistributed more evenly in the network, and as p ↑ ∞ the optimal

flow approaches to the solution of the minimax problem.

A drawback of this method is that the linear equations resulted from SQP

are solved using Jacobi method[23], which is known to converge slowly to the final

optimal solution. Large number of iterations result in unacceptable routing overhead

an energy consumption. However, we show that the Jacobi method converges to the

final solution with a time constant that is proportional to the eigenvalues of a specific

matrix. This matrix has a dominant eigenvalue that can be estimated from a small

number of observations based on non-linear Least Squared Error estimation method.

4.1 Network Model

A single commodity network is modeled by a directed graph G(V,E, c), where

the set of vertices, V , models the nodes, the set of edges, E ⊆ V × V , models the

communication links and a weight function, c : E → R+, represents the channel
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capacities of the links. We are assuming that the graph G has no self-loops1 and

it has at most one edge between every pair of nodes. Let |V | = n and |E| = m,

i.e., the network is composed of n nodes and m links. Since G is assumed to be

connected, we have m ≥ n− 1. We denote a link that starts from node vi and ends

to vj by (vi, vj). We define a function I : E → {1, 2, . . . ,m} that assigns a unique

index to each link. Furthermore, for each link we define a real valued flow that

models the network traffic on the link, and denote the flow on a link with index k

by fk. Note that the links are assumed to be able to pass the flow in both directions;

the direction of an edge is merely used as a reference for the direction of the flow.

For link k, if fk > 0 then the traffic flow is along the direction of the edge, whereas

fk < 0 means that the traffic flows in the opposite direction of the edge.

The traffic generated in the network is collected by a set of special nodes,

namely, sinks. Let us denote the set of all sinks by D. The set of other nodes

that are not collecting traffic is denoted by S = V \D, with |S| = s. Furthermore,

without loss of generality, let us assume S = {v1, . . . , vs}. For each node vi ∈ S we

define a non-negative value bi that represents the amount of traffic that is injected

into the network by that node. Notice that bi = 0 indicates that vi is not injecting

any traffic into the network, thus vi only contributes in relaying the traffic of other

sources to the sinks.

In our network model, we assume that flow is conserved, i.e., the outgoing

traffic flow from a node is equal to the sum of incoming traffic from other nodes and

1A self-loop is an edge between a node and itself.
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the traffic generated by the node itself. Thus for every node vi ∈ S we have

∑
(vi,vj)∈E

fI(vi,vj) −
∑

(vj ,vi)∈E

fI(vj ,vi) = bi ∀ vi ∈ S (4.1)

Using the definition of the incidence matrix of graph G, we rewrite this system

of s linear equations in matrix form. Recall that the incidence matrix, K̂ (an n×m

matrix), of a directed graph is defined as

K̂i,k =


1 ∃vj ∈ V s.t. I(vi, vj) = k

−1 ∃vj ∈ V s.t. I(vj, vi) = k

0 o.w.

(4.2)

In a general graph, K̂f = b̂ expresses the flow conservation in the network,

where b̂ = [b1, . . . , bn] is the source vector for all n nodes. However, in the network,

there are sink (destination) nodes, such that they can gather all of the flow they

receive from their incoming links. In our problem there are |D| sinks that gather

the flow, thus |D| of flow equations expressed by K̂f = b̂ corresponding to the sink

nodes are redundant.

Let us eliminate the rows of K̂ that correspond to sink nodes (rows s+1, . . . , n)

and denote the resulting s×m matrix by K, which is a matrix with rank s. Then

the flow conservation equations are written as

Kf = b (4.3)

where f = [f1, . . . , fm]T is the flow vector and b = [b1, . . . , bs]
T is the source vector

for nodes in S.
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4.2 The Minimax Network Flow Optimiaztion

Except for trivial networks2, equation (4.3) does not define the flow f uniquely.

This opens a room to find an optimum flow that minimizes a suitable cost function.

Let us denote the set of all f ’s that satisfy (4.3) by F(b). Furthermore, let us denote

the set of all feasible source vectors, b, by B. A feasible source vector, b, is one

which has the property that at least there exists one flow vector f ∈ F(b) such that

it satisfies the channel capacity constraints |fk| ≤ ck, k = 1, . . . ,m, where ck is the

channel capacity of kth link. In our previous works[16, 29], we defined the p-norm

cost function, Jp, and proposed a method to find its unique solution to (4.3) by

solving the following convex optimization problem

minimize
f∈Rm

Jp(f) =
m∑
k=1

(
|fk|
ck

)p
subject to Kf = b.

(4.4)

As p ↑ ∞, the unique solution of optimization problem (4.4) approaches to one of

the solutions of the minimax flow optimization

minimize
f∈Rm

max{|fk|
ck
, k = 1 · · ·m}

subject to Kf = b.

(4.5)

Let us denote the solution of (4.4) by f (p)∗ and a solution of (4.5) by f (∞)∗. We

proved that the solution of problem (4.5) has the following properties.

Lemma 4.1. If ∃k ∈ {1 · · ·m} s.t. |f (∞)∗
k | > ck, then ∀f ∈ F(b), ∃` ∈ {1 · · ·m}

s.t. |f`| > c`.

2An example is a network with one sink, with m = n − 1 which makes its graph form a tree.

In this case K becomes an (n− 1)× (n− 1) square matrix.
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Lemma 4.1 states that if a source vector is infeasible for the minimax problem

(i.e., there exists a link such that the optimal minimax flow exceeds the capacity of

the link), then it is also infeasible for every other flow allocation methods. Thus the

minimax flow assignment policy results in the largest set of feasible source vectors,

with its feasible set equal to B.

Proof. If ∃k ∈ {1 · · ·m} s.t. |f (∞)∗
k | > ck, then maxl∈{1···m}

|f (∞)∗
l |
cl

> 1. Since f (∞)∗

solves the minimax problem, for all f ∈ F(b) we have

1 < max
l∈{1···m}

|f (∞)∗
l |
cl

≤ max
l∈{1···m}

|fl|
cl

(4.6)

Lemma 4.2. If f (∞)∗ solves the minimax problem (4.5), then it also solves the

following problem:

maximize
f∈Rm

min{1− |fk|
ck
, k = 1 · · ·m}

subject to Kf = b

(4.7)

Lemma 4.2 states the load balancing property of minimax flow allocation pol-

icy. In f (∞)∗ the traffic flow is distributed such that congestion (which results in

packet loss) is avoided in every link as much as possible. Its proof is simply derived

from lemma 4.1.

Geometrical interpretation of the p-norm optimization problem (4.4) and min-

imax optimization problem (4.5) is interesting. Assuming fk’s as independent vari-

ables, Kf = b defines a hyperplane in an m-dimensional space. Let yk = fk
ck

, then

for p = 2 the contours of ‖y‖p define m-dimensional ellipsoids. As p ↑ ∞ the con-

tours gradually deform into hyperrectangles. The optimization problem is finding
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the smallest contour that touches the Kf = b hyperplane. The rectangular con-

tours of ‖y‖∞ do not define a smooth surface, whereas those of ‖y‖p are smooth,

thus approaching the minimax optimization problem as the limiting case of p-norm

optimization enables us to employ multivariate calculus and optimization methods

for differentiable functions, such as SQP.

Our proposed method to find a distributed solution to (4.5) involves iterations

of solving (4.4), where in each iteration p is increased until a stopping criterion

is met. In the SQP method, a quadratic approximation of the cost function is

calculated around an operating point. Based on the quadratic approximation, a

steepest decent direction is calculated and the operating point is updated. Let

f ∈ F(b) be an initial operating point and e be a perturbation around f . For p even

we have

Jp(f + e) = Jp(f) + eTh +
1

2
eTQe (4.8)

where h and Q are the gradient vector and Hessian matrix of Jp at operating point

f , respectively. Notice that both f and e should satisfy the flow conservation law,

thus Ke = 0. The Lagrange function is defined by

L(e) = Jp(f) + eTh +
1

2
eTQe− uTKe (4.9)

where u is a vector composed of Lagrange multipliers. Using the method of La-

grangian multipliers, the optimum direction of decent is calculated by setting∇eL =

0. We have

h + Qe−KTu = 0 (4.10)
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which in conjunction with Ke = 0 yields to

KQ−1KTu = KQ−1h (4.11)

e = Q−1(KTu− h) (4.12)

Assuming Q is an m × m matrix with rank m, the s × s matrix KQ−1KT is full

rank and invertible since we have rank (KQ−1KT ) = rank(K), and we know that K

is of rank s.

In the case of p-norm cost function Q, the Hessian matrix at operating point

f , is

Q = p(p− 1)



fp−21

fp−22 0

0
. . .

fp−2m


m×m

(4.13)

For h, the gradient vector, we have

h = p



fp−11

fp−12

...

fp−1m


m×m

(4.14)

thus, KQ−1h = 1
p−1b.

Remark. Since G is a connected graph, the rank of K̂ is n− 1[8]. This means that

eliminating one equation from n equation expressed by K̂f = b results in n − 1

linearly independent equations. Using rank-nullity theorem, the nullity of K̂ is

m− n+ 1, which is equal to the number of loops in the graph.
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Figure 4.1: The circular flows e1 and e2 form a basis for the nullspace of matrix K.
Every circular flow e in the nullspace of K is a linear combination these basis.

Remark. In the special case of a network with one sink, the nullspaces of K and K̂ are

equal. To show this, notice that nullspace(K) = (rowspace(K))⊥ and rowspace(K) =

rowspace(K̂), where ⊥ denotes the orthogonal complement of a subspace. A basis

for the nullspace of K is the set of all circular flows that pass through the loops of

the graph. As an example, figure 4.1 depicts a network with two loops. The circular

flows e1 = [0, 0, 0,−1,−1, 1, 1]T and e2 = [−1,−1,−1, 1, 1, 0, 0]T are basis for the

nullspace of K. Every circular flow e in the nullspace of K is a linear combination

of these basis. In this setting, starting from an initial flow (the operating point),

the SQP iterations find an optimal circular flow, given by (4.12), such that when

the circular flow is added to the initial operating point, the p-norm cost function

gets closer to its minimum.

Observe that the SQP steps are reduced to solving a system of linear equations

expressed by (4.11) and substituting its solution in (4.12). Thus we need to devise

a distributed yet computationally efficient method to compute u. The Conjugate

Gradient (CG) method is computationally efficient for solving (4.11), but it is not

suitable for distributed settings, since in each step the value of ui and bi for all of
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the nodes is required, whereas in a distributed setting a node only has access to

those values for its neighbors. An alternative approach is the Jacobi method. Let3

L = KQ−1KT , z = 1
p−1b and B be a diagonal matrix with its diagonal elements

equal to that of L. The Jacobi method for solving Lu = z is

u(`+1) = (I−B−1L)u(`) + B−1z (4.15)

where u(`) is the approximate solution of Lu = z in the `th iteration and I is an

s× s identity matrix. It is easy to check that the matrix L is irreducibly diagonally

dominant. It is proved in [23] that under this condition, the Jacobi method for

solving Lu = z converges to the exact solution, regardless of the initial value for

u(1). Furthermore, It is straightforward to show that elements of the ith row of L

are non zero only for the neighbors of node ui. Since B is defined to be a diagonal

matrix, I − B−1L has the same property. This implies that a node vi updates

the value of ui simply by calculating a weighted average of uj’s of its neighboring

nodes and adds a bias proportional to bi. In each iteration only neighboring nodes

need to share their value of uj, hence the Jacobi method is directly applicable to

a distributed setting. However, the convergence rate of Jacobi method, especially

compared to that of CG method, is generally very slow.

3In graph theory literature L is referred to as the Laplacian matrix of a weighted graph, because

it approximates the Laplacian operator in discrete space.
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4.3 Acceleration of Jacobi Iterations

In a network setting where the energy cost of node-to-node communication is

considerably larger than the energy cost of in-node computation (e.g. battery pow-

ered wireless sensor networks), it is desirable to devise a distributed algorithm that

is more based on in-node calculations rather than node-to-node communications.

There are standard approaches to increase the convergence rate of Jacobi method,

such as Gauss-Seidel (GS) method and Successive Over Relaxation (SOR)[23]. The

drawback of GS approach is that it requires a complex synchronization mechanism

in the network. The drawback of SOR is that it is excessively sensitive to network

configuration. We propose another approach that is based on Least Squared Error

(LSE) estimation.

Let us rewrite (4.15) in the following closed form 1

u(`+1)

 = W

 1

u(`)



= W`

 1

u(1)

 (4.16)

where

W =


1 01×s

B−1z I−B−1L

 (4.17)

The eigenvalues of W are λ1 > λ2 ≥ λ3 ≥ . . . ≥ λs+1, where λ1 = 1 and

λ2, . . . , λs+1 are the eigenvalues of I − B−1L. Since the Jacobi method is known

to converge in the case of an irreducibly diagonally dominant matrix, we also have
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λ1 > |λ2| ≥ |λ3| ≥ . . . ≥ |λs+1|.

Let W = TΛT−1 be the eigenvalue decomposition of W. Furthermore, let

t1, . . . , ts+1 be the columns of T, t̂1, . . . , t̂s+1 be the rows of T−1, u(1) = 0s×1 and

x = [1, 0, 0, . . . , 0]T1×(s+1).

W`x =
s+1∑
i=1

λ`i〈t̂i,x〉ti

= 〈t̂1,x〉t1 +
s+1∑
i=2

λ`i〈t̂i,x〉ti (4.18)

≈ 〈t̂1,x〉t1 + λ`2〈t̂2,x〉t2 (4.19)

where 〈·, ·〉 denotes inner product. As ` grows large, the dominant eigenvalue, λ2,

determines the convergence rate of (4.18) and consequently the convergence rate of

(4.16) . Thus for a given node vi, as ` grows, u
(`)
i converges to its final value ui

exponentially, with a time constant proportional to λ2.

u
(`)
i ≈ ui + βλ`2 (4.20)

In our proposed method for accelerating the Jacobi iterations, a node such as vi

performs q Jacobi iterations, then based on the last r observed values u
(q)
i , u

(q−1)
i , . . . , u

(q−r+1)
i ,

it finds the least squared error estimates for ui, λ2 and β, it sets the value of u
(q+1)
i

equal to the estimated value for ui and then it resumes to normal Jacobi iterations.

This process is repeated until a stopping criterion is met. As suggested by equa-

tions (4.18) and (4.19), the value of q should be large enough so that in last r Jacobi

iterations the effect of eigenvalues λ3, . . . , λs+ 1 become negligible.
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4.4 Numerical Examples

Example 4.1. In this example we will use the accelerated Jacobi method to find

optimal flow for J2. Figure 4.2 demonstrates a simple network consisting of two

sources, v1 and v2, where v1 injects 1 and v2 injects 2 units of traffic. Node v12 is the

sink. The channel capacity of all links are assumed to be equal. Figure 4.3 shows the

convergence rate of u
(`)
1 for different acceleration methods for optimization of J2. In

order to provide a benchmark we also included the CG method in the figure; however,

as mentioned earlier, CG is not a distributed method. The Jacobi algorithm requires

136 iterations to converge to u1 = 4.38 with error tolerance equal to 1%. For GS

and SOR acceleration methods, the number of iterations are 69 and 64 respectively.

For our proposed LSE acceleration method, only 22 iterations are sufficient for

convergence, which is considerably less than other distributed methods. We set the

parameters q and r equal to 20 and 4 respectively. Node v1 initially performs 20

Jacobi iterations in order to compute u
(1)
1 , . . . , u

(20)
1 . Then, based on observations

u
(17)
1 , . . . , u

(20)
1 , it computes the least squared error estimate of u1, β, and λ2, sets

u
(21)
1 equal to the estimated value for u1, then it resumes to Jacobi iterations. As

depicted in figure 4.4, the convergence rates of u
(`)
i show similar improvement.
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p 2 4 6 8

f
(p)∗
1 0.124 0.076 0.037 0.023

f
(p)∗
2 0.384 0.454 0.480 0.488

f
(p)∗
3 0.441 0.470 0.483 0.489

f
(p)∗
4 0.260 0.454 0.480 0.481

f
(p)∗
5 0.107 0.870 0.818 0.797

f
(p)∗
6 0.800 0.752 0.740 0.738

f
(p)∗
7 0.057 0.216 0.238 0.243

f
(p)∗
8 0.538 0.693 0.722 0.732

f
(p)∗
9 0.480 0.686 0.721 0.732

f
(p)∗
10 -0.275 -0.615 -0.679 -0.703

f
(p)∗
11 1.335 1.485 1.497 1.500

f
(p)∗
12 1.522 1.515 1.503 1.500

f
(p)∗
13 0.793 0.747 0.749 0.750

f
(p)∗
14 0.633 0.738 0.748 0.750

f
(p)∗
15 0.721 0.754 0.751 0.750

f
(p)∗
16 0.851 0.762 0.752 0.750

f
(p)∗
17 -0.1604 -0.251 -0.251 -0.250

f
(p)∗
18 1.015 0.998 1.000 1.000

f
(p)∗
19 0.130 0.237 0.248 0.250

f
(p)∗
20 1.175 1.003 1.000 1.000

f
(p)∗
21 1.045 0.999 1.000 1.000

Table 4.1: Optimal p-norm flow for the network shown in Fig. 4.2.
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Table 4.1 shows the optimum value of flow for each link in order to optimize

Jp, p = 2, 4, 6, 8. The flows for p = 2 are derived from the calculated potentials

using accelerated Jacobi (f = KTu). The flows for p = 4, 6, 8 are derived from

direct SQP iterations. Observe that as p is increased to relatively small number

8, the flows on the bottleneck links, f11 and f12 become completely balanced. In-

creasing p furthermore has negligible effect on the flow allow allocation, thus the

SQP iterations are terminated. Furthermore, note that the difference between the

accelerated optimization of bottleneck flows for J2 and the optimum flows for J8 are

negligible, thus in this case, optimizing the 2-norm flow results in a quasi-balanced

network with small number of iterations.
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Figure 4.3: Comparison of the convergence rate of Jacobi method, LSE-accelerated
Jacobi, Gauss-Seidel (GS), Successive Over Relaxation (SOR) with parameter 1.37
and Conjugate Gradient (CG) methods for optimizing J2. The parameters of LSE
are q = 20 and r = 4. In this figure, the horizontal axis is the number of iterations
and the vertical axis is the value of u

(`)
1 (the Lagrangian multiplier for node 1) in

each iteration. We observe the Jacobi, GS and SOR methods require 136, 69 and
64 iterations to converge with error tolerance 1%. Although CG is not a distributed
method, we provided its convergence rate in this figure as a benchmark, where it
converges in 8 iterations. Our proposed method, LSE accelerated Jacobi, is dis-
tributed and converges to the final solution in 22 iterations, which is considerably
faster than other distributed methods.
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Example 4.2. In this example we examine the eigenvalue distribution of the Lapla-

cian and reduced Laplacian matrices of a network and it relation with convergence

rate of the Jacobi method. In the first case we consider the graph studied in the

previous example. The largest eigenvalue of matrix W , as depicted in Fig. 4.5,

is 0.9669. Furthermore, the algebraic connecting of the graph is 0.4027. In the

second case, consider a complete graph, with 12 nodes, such that all of the nodes

are neighbors. In this case the largest eigenvalue of W , is 0.9167, and the algebraic

connectivity is 12. In the final case, we consider a tandem (or string) graph where

the nodes are placed on a line, and except the first and last nodes, all of the nodes

only have two neighbors. In this case the largest eigenvalue of W is 0.9898 and the

algebraic connectivity is 0.0681.

Figure 4.8 depicts the convergence rate of the Jacobi iterations for these graphs.

It is observed that as the graph becomes more connected (the algebraic connectivity

increases), the convergence of Jacobi iterations improve. Intuitively, this is an ex-

pected result, since as the graph become more connected, the noes can gather more

information about the structure of the network, and estimate their potential more

accurately. However, a proof for this result (for the connection between algebraic

connectivity and convergence rate of Jacobi iterations) is not established in this

thesis, and is postponed to future works.
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