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1. INTRODUCTION

The demand for higher communication bandwidth especially caused by the growth of the

internet has stimulated new changes in the architecture of optical communication networks.

One of the ways to increase the data rate in optical communication systems is to define dif-

ferent data channels carried by different optical wavelengths. This method is called wave-

length division multiplexing (WDM) and has been deployed in current optical networks.

Another approach proposed for next generation optical networks is to define different opti-

cal channels carried by the same wavelength and multiplex them in the time domain. This

method is called optical time division multiplexing (OTDM)and future optical communi-

cation systems can be seen as a combination of WDM and OTDM methods. New advances

in high-speed ethernet technology have also shown the necessity to multiplex data from

different users in the time domain. For example in 10 Gb/s ethernet system, it is imprac-

tical to assign a different wavelength to each user. OTDM networks can be realized using

systems that multiplex and demultiplex optical pulses in the time domain. The data rate in

the future OTDM systems will be a multiple of the data rate in each data channel. There-

fore the data rate in such systems will go beyond the speed of available electronic circuits

making it almost impossible to perform signal processing onthe data by means of current

1



electrical methods.

One way to process very fast optical signals without relyingon high-speed electronics

is to use optical nonlinear processes that have very fast response times. This method has

been the most common way to demonstrate high-speed OTDM systems in recent years

[1–4]. However, there are several disadvantages associated with the use of nonlinear optical

processes instead of conventional signal processing methods. One of these problems is

the polarization dependence of nonlinear processes. In fiber optic networks, optical data

may travel through thousands of kilometers of fiber, which causes the light polarization

state to fluctuate. In addition, thermal effects and mechanical vibrations cause polarization

fluctuations. The speed of polarization fluctuations can be very high (microsecond scale)

especially when a WDM configuration is desired [5]. Polarization tracking at these high

speeds is both difficult and expensive. These fluctuations are unimportant in most optical

receivers that are currently used in optical networks. Thisis because the process of photo-

detection is polarization independent. In high-speed optical receivers that use nonlinear

optics, the polarization dependence issue should be addressed.

In this thesis, we investigate methods to build a polarization-independent receiver. We

study two systems that are used as main sections of an OTDM receiver (clock recovery

and demultiplexing). The first system is clock recovery based on two-photon absorption in

silicon and the second one is a demultiplexer based on cross-phase modulation in fiber. In

the next sections of this chapter we review some of the work done in clock recovery and

demultiplexing. We also review some of the methods for achieving polarization-insensitive

2



systems. Chapter 2 explains the development of clock recovery system based on two-

photon absorption. In this chapter we also investigate the polarization dependence issue

in the clock recovery process theoretically and experimentally. Finally, we show how the

clock recovery system can be incorporated into a long distance transmission system. Chap-

ter 3 presents our work in optical demultiplexing using cross-phase modulation in nonlinear

fibers. We investigate new techniques for performing polarization-independent cross-phase

modulation in nonlinear fibers. Photonic crystal fiber and bismuth-based nonlinear fiber are

used in our experiments to demonstrate these two techniques. We provide computer simu-

lation results that confirm our experiments and prove the polarization-insensitivity of these

methods.

1.1 Signal Processing in OTDM Networks

In the past decade a great deal of attention has been paid to the applications of nonlinear

optical processes. One of the main motivations for researchin this area is the fast time

response of these processes. One of the first applications ofnonlinear optics was perform-

ing autocorrelation measurements on very short optical pulses generated by pulsed laser

sources. The introduction of ultra-fast OTDM systems fuelled the research on nonlinear

optics. A simplified diagram of an OTDM system is shown in Fig.1.1. In such a scheme,

N data channels with a bit rate off0 are generated by N transmitters (TX1,...,TXN). A

multiplexer is used to combine these channels into a single fiber with an aggregate rate of

3
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Fig. 1.1: Diagram of Optical Time Division Multiplexed (OTDM) system.

N × f0. Depending on the distance over which the data is sent, theremight be a 3R regen-

erator section at a number of intermediate points on the transmission line. At the receiver,

part of the signal is used to perform clock recovery to generate the original data clock (f0).

This recovered clock is used to demultiplex the data into N channels that can be received

by N receivers (RX1,...,RXN). In some cases a monitoring section can be added to the re-

ceiver or somewhere along the transmission fiber that can include measurement of chirp,

pulse shape, polarization mode dispersion, degree of polarization and eye diagram.

As seen in this diagram, 3R regeneration, clock recovery, demultiplexing and perfor-

mance monitoring all have to be done at the aggregate data rate of Nf0, a speed well

beyond the capabilities of electronics. Therefore all of these tasks require some optical

4



signal processing technique in order to be realized in optical networks. Clock recovery and

demultiplexing are two major tasks in an OTDM receiver and inthis thesis we focus on

these two.

1.2 Optical Clock Recovery

As seen in Fig. 1.1 the first stage in receiver is the clock recovery. In addition to the re-

ceiver section, one of the regenerating processes that is done in 3R regenerator is re-timing

which requires a clock recovery process as well. Electricalclock recovery systems have

been used for data rates up to 40 Gb/s, a rate that is limited bythe speed of electronic

circuits. Optical clock recovery has been demonstrated using nonlinear optical processes

for data rates up to 400 Gb/s [6]. Techniques previously usedfor optical clock recovery

include injection locked laser cavities [7–9], electricalring oscillators [10–12], and a va-

riety of optical phase-locked loop systems [6, 13–16]. The third method, which is based

on phase locking, can be realized by nonlinear optical processes. In this method, optical

clock recovery is achieved by measuring the timing discrepancy between incoming optical

data and a local optical clock using a nonlinear optical process. Figure A.1 shows a simple

diagram of this method. In most cases the nonlinear process is followed by a slow optical

detector. Many nonlinear processes have been exploited forthe type of system shown in

this diagram. These processes include four-wave mixing in fiber [13] or semiconductor

waveguides [6], cross-absorption modulation in electroabsorption modulators (EAM) [14],

5



and cross-phase-modulation in semiconductor amplifiers [15], and optoelectronic mixing

in modulators [16,17].

Although these methods have enabled sub-harmonic clock recovery at speeds up to hun-

dreds of Gb/s, few of these techniques provide polarization- and wavelength- independence

comparable to what is routinely achieved in slower electronic clock recovery systems.

Methods for mitigating polarization dependence include polarization interleaving [18],

in which neighboring pulses are orthogonally polarized andpolarization diversity [19,20],

in which the optical signal is split into orthogonally polarized components that are pro-

cessed separately. Each of these techniques introduces additional complexity in the sys-

tem that would not be necessary if the underlying optical process were itself polarization

independent. Injection-locking techniques have been shown to have lower polarization-

dependence [7], but they are usually tied to a specific repetition frequency and wavelength.

Wavelength-dependence is another challenge associated with optical clock recovery.

With the exception of DFB lasers, most components in opticalcommunication systems

(e.g., modulators, amplifiers, photodetectors) can be usedfor many different wavelength

channels without incurring a significant penalty. By contrast, many of the nonlinear optical

techniques used in optical clock recovery systems require specific wavelengths for both

the clock and data. In some cases the clock and data must be sufficiently separated in

wavelength to be spectrally distinguishable, for example,when an optical filter is used

to separate the clock and data after mixing. In some cases, the clock and data cannot
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Fig. 1.2: Diagram of optical subharmonic clock recovery system based on phase-
locked loop.

be too far apart because the nonlinear mixing efficiency decreases with separation. For

many nonlinear processes, the attainable wavelength rangeis limited by phase-matching

conditions or the wavelength characteristics of the devices used. In wavelength-division

multiplexed networks, it is especially important that the clock recovery not be constrained

in wavelength.

In Chapter 2, we demonstrate a high-speed clock recovery system based on two-photon

absorption in silicon. In this case, the nonlinear process and slow detection shown in

Fig. 1.2 are combined into the same device. The device used inthese experiments is a

silicon avalanche photodiode. Also, we develop a model thatpredicts the polarization de-

pendence, and a new technique to minimize it. We demonstratelow polarization sensitivity

and wide optical bandwidth for this system. We also demonstrate a long-haul transmission

experiment using this clock recovery system.
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1.3 Optical Demultiplexing

After the clock rate is recovered it can be used in a demultiplexer to extract one tributary

channel from a high-speed data stream. Fig. 1.3 shows a simple diagram of demultiplexing

in an OTDM system. In this example, a high-speed stream of data is demultiplexed into 4

channels at
1

4
the original data rate. Nonlinear optical processes were also used in demon-

strating high-speed OTDM demultiplexing for data rates higher than the speed of electronic

circuits. Cross-absorption modulation in electroabsorption modulator [21], four-wave mix-

ing in fiber [19] and semiconductor optical amplifiers [22], cross-phase modulation in non-

linear optical loop mirror containing fiber [23] or semiconductor amplifier [24], cross-phase

modulation with spectral filtering using semiconductor amplifier [25] or fiber [7, 26] have

been used to perform optical demultiplexing.
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Among the techniques for optical demultiplexing, those that use optical fiber nonlinear-

ities like cross-phase modulation (XPM) or four-wave mixing (FWM) are attractive because

of their fast response time and low insertion loss. One problem with fiber-based nonlinear-

ities is that the FWM or XPM efficiency depends on the polarization state of the incoming

data signal, which cannot be controlled in most fiber optic systems [26–28].

In theory, polarization-independent mixing can be achieved if the clock signal is cir-

cularly polarized, but in practice the residual birefringence of the fiber makes it difficult

to maintain a circular polarization state over the length ofthe fiber. One method to main-

tain circular polarization is to twist the fiber either during or after fabrication [29, 30],

but this approach cannot be easily implemented in fibers withsignificant linear birefrin-

gence. Another method to overcome polarization dependenceis polarization diversity, in

which the clock is split into two orthogonal states that independently interact with the

data [19, 31–34]. In longer fibers, the random polarization mode dispersion can cause the

polarization dependence to average out, leading to polarization-independent operation [35].

In the second part of this thesis, we introduce two new methods for performing polarization-

independent cross-phase modulation in optical fibers. The two methods are demonstrated

using two different nonlinear fibers and are both used in demultiplexing systems. These

methods are not based on polarization diversity and do not add to the system complexity.
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2. OPTICAL CLOCK RECOVERY BASED ON TWO-PHOTON

ABSORPTION

In this chapter we describe the concept of using two-photon absorption (TPA) to synchro-

nize a clock and data signal. We start by explaining the nonlinear process of two-photon

absorption in silicon. Then we describe the principle of operation of optical phase-locked

loop based on this process. Next, we demonstrate an 80 Gb/s clock recovery system based

on TPA in back-to-back and transmission experiments. Finally, the issue of polarization

dependence in the presented clock recovery system is investigated. We use theoretical and

experimental results to study the polarization dependenceissue.

Constructing a phase-locked loop (PLL) to synchronize data and clock signals requires

VCO

mixer

loop
filter

H(ω)

BPF

input data output clock

 photo-

detector

Fig. 2.1: Diagram of electrical clock recovery system.
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the generation of a cross-correlation signal that measuresthe timing difference between the

two signals. In electrical clock recovery systems, this is accomplished using an electrical

mixer as shown in Fig. 2.1. For high-speed systems, the mixermay be replaced by a faster

nonlinear optical process as shown in Fig. 1.2. One candidate nonlinear process that we

explore here is two-photon absorption (TPA). Although TPA has been widely used in auto-

correlation measurements [36], it has not been utilized as much in optical communications

applications.

If Eg is the bandgap energy of a semiconductor material andhν is the photon energy

and the following condition is satisfied:

hν >
Eg

2
, (2.1)

two photons can be absorbed at the same time and generate an electron-hole pair in the

semiconductor that in turn produces a photocurrent. The difference between this process

and linear absorption process in an optical detector is shown in the simple diagram of

Fig. 2.2. As seen in this diagram, two-photons can generate one electron-hole pair in the

TPA process. In silicon (Eg ≃ 1.12eV), TPA can be observed for wavelengths ranging from

1100 nm to 2200 nm. The linear absorption in this case is negligible becausehν < Eg. This

is the ideal condition for observing the TPA since the linearabsorption (when present) is

much higher than the TPA and can make it difficult to detect theTPA. In our experiments we

utilize a silicon avalanche photodiode which converts the optical power absorbed thought
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Fig. 2.2: The absorption of photons in a two-level system showing the difference
between linear (single-photon) and nonlinear (two-photon) absorptions.

the TPA process into an electric current that can be easily measured.

Unlike conventional (linear) photo-detection, two-photon absorption produces a pho-

tocurrent proportional to the square of the optical power. Because of this quadratic nonlin-

earity, two-photon absorption can be used to measure the correlation between high-speed

optical signals, in much the same way that sum-frequency generation is used in optical auto-

correlators to diagnose pulses that are too short to be measured electrically. Two-photon ab-

sorption was first used in ultrashort pulse measurements more than three decades ago [37].

TPA as an alternative to second order nonlinearity has been demonstrated for measuring

the pulse width of very short laser pulses using autocorrelation techniques. Different de-
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tectors and devices have been used to perform TPA-based autocorrelation measurement.

One of the devices used to build a highly sensitive autocorrelator for a 1550 nm wave-

length laser is a silicon avalanche photodiode [38]. The same method can be modified to

be used as a cross-correlation measurement technique by using two different signals [39].

Beyond these pulse measurement techniques, the applications of TPA for ultra-fast opti-

cal signal processing in OTDM systems has not been investigated as broadly. There are

few examples of cross-correlation measurements on high-speed time-division multiplexed

signals [40] and also a chirp measurement technique that canbe used in communication

systems [41].

Detection of TPA is simply done by a single photo-detector. Unlike some other nonlin-

ear processes such as sum-frequency generation [42] and four-wave mixing [43], TPA does

not require phase-matching. The TPA process has been shown to exhibit ultra-fast response

time in autocorrelation measurements. In Ref. [44], TPA in a silicon photodiode was used

to measure 20-fs optical pulses. Also, in Ref. [45], TPA in a GaAsP detector was used to

characterize a 6-fs optical pulse. These examples show one of the main motivations for this

research, which is the high-speed response of the TPA process, and the associated broad

optical bandwidth. Linear (single-photon) detectors often exhibit nonlinear responses such

as saturation for certain input power levels. These nonlinearities are usually due to elec-

trical effects inside the semiconductor or the detector circuit. It is important to note that

these types of nonlinearities are not ultra-fast and their speed is limited to the speed of the

detector circuit. Therefore, the main advantage of the TPA detection comes from the fact
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that the nonlinear process is ultra-fast.

2.1 Nonlinear Absorption of Light in a Photodiode

In a photodiode like the one used in our experiments, the absorption layer can be modelled

as a thin slab. The light which is focused onto a small spot travels through the slab and gets

absorbed as it goes through. There are practical issues thatcan complicate this model such

as the reflection from the back surface of the absorption layer. These factors have been

considered in [46], but in this thesis we will briefly consider the simplified case just to give

an estimate of how much light gets absorbed in a thin slab of material.

The amount of light absorbed in TPA process can be estimated if the beam form and

dimensions of the absorbing layer are given. Consider a slab of absorbing material with

thicknessd and light travelling along the z direction, which is perpendicular to the slab.

The two-photon absorption coefficientβ gives the rate of change in the intensity of light as

it travels through the medium:

dI

dz
= −βI2 (2.2)

At first let us assume the light beam travelling through the medium is a plane wave with

constant intensity in a confined areaA. In that case the power of the beam as a function of

z can be written asP (z) = I(z)A. If the input intensity atz = 0 is I0, we can write the
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output intensity atz = d by solving the differential equation given by Eq. 2.2:

I(d) =
I0

1 + βdI0

(2.3)

Therefore, the change in the light intensity∆I = I0 − I(d) is given by:

∆I =
βdI2

0

1 + βLI0

(2.4)

If we assume every two photons that are absorbed through the TPA process generate one

electron-hole pair in the detector, the photocurrent density generated in the detector is given

by:

JTPA =
( e

2hν

)

∆I =
( e

2hν

) βdI2
0

1 + βdI0

(2.5)

It is interesting to look at this equation in two limiting cases:

• When the absorbed intensity (∆I) is much smaller than the input Intensity orβdI0 ≪

1, Eq. 2.5 yields:

JTPA ≈
(

eβd

2hν

)

I2
0 (2.6)

Therefore, the relationship between the photocurrent (iTPA = JTPAA) and incident

powerP is a quadratic relationship:

iTPA ≈ ηP 2 , η =
eβd

2hνA
, (2.7)
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whereη is a quantity that determines the efficiency of the TPA detection.

• When most of the incident intensity gets absorbed in the medium or βdI0 ≫ 1,

Eq. 2.5 yields:

JTPA ≈
( e

2hν

)

I0 (2.8)

Therefore, the relationship between the photocurrent and incident power is a linear

one:

iTPA ≈ η′P , η′ =
e

2hν
, (2.9)

In our experiments we use a silicon photodiode. The TPA coefficient for silicon is about

0.8 cm/GW [47, 48]. The detector is designed for linear absorption of light around 800

nm wavelength. For this design the thickness of the absorption region is typically 50-100

µm. If we assume 100 mW of CW power focused on a spot with 3µm diameter, the

incident intensity isI0 ≃ 1.4 × 1010 W/m2. Using this intensity and assumingd = 100

µm, the dimensionless parameterβdI0 is about 1.12×10−5. Therefore, only a very small

portion (0.01 percent) of the input power gets absorbed and we are well within the quadratic

operation region of the detector.

The plane wave assumption is not very realistic when the light is focused on a small spot

using a lens. In this case, the Gaussian beam formulation canbetter describe the intensity

profile. In a Gaussian beam the intensity is a function ofz and the distancer from the beam

axis:

I(r, z) = I(0, z) exp

(

− 2r2

w2(z)

)

, (2.10)
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wherew(z) shows the beam radius which depends on the distance from the beam waist by:

w2(z) = w2
0

[

1 +

(

z

z0

)2
]

. (2.11)

In this equation,w0 is the beam radius at the beam waist andz0 =
πw2

0

λ
. As we discussed

before, the beam power stays essentially constant throughout the absorption layer because

a very small portion of the light gets absorbed in the TPA process. Therefore, the intensity

along the axis of the beam can be related to the incident optical power by this equation:

I(0, z) =
2P

πw2(z)
(2.12)

Using this equation and integration over the thickness of the absorption layer, the total

absorbed power in the detector is calculated to be:

Pabs =
2nβ

λ
tan−1

(

λd

2πnw2
0

)

P 2 , (2.13)

whereP is the power of the incident beam andn is the slab refractive index. Now let us

look at the limiting cases of this absorbed power:

• The spot-size is big enough so that the detector can be considered a very thin slab,

mathematically:z0 ≫ d

2n
. By approximating the inverse tangent with its argument

17



we get:

Pabs ≃
βd

π

P 2

w2
0

(2.14)

This equation shows that the absorbed power is inversely proportional toπw2
0 which

is the spot area.

• The spot-size is very small and the thickness of the detectoris much bigger than the

confocal parameter of the beam, mathematically:z0 ≪
d

2n
. In this case the value of

the inverse tangent is approximately
π

2
and we get:

Pabs ≃
nβπ

λ
P 2 (2.15)

This equation shows that for very small spot-sizes the absorbed power has a limit

and cannot be further increased by making the spot-size smaller. This is the most

important result of this calculation which indicates a limit for the TPA photocurrent

as the spot-size of the beam is decreased.

2.2 Principle of Operation of the Phase-Locked Loop

Fig. 2.3 plots the measured photocurrent as a function of theinput optical power for the

silicon avalanche photodiode used in this work, clearly showing the quadratic relationship

over several orders of magnitude. In these measurements, a continuous-wave (CW) optical

signal at 1550 nm was focused through a microscope objectiveto a 3µm spot on the surface
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Fig. 2.3: Measured photocurrent as a function of the CW optical input power for
the silicon avalanche photodiode used in this work.

of the silicon detector. A long-pass filter was inserted to block shorter wavelengths that

would otherwise produce a linear photocurrent. Although TPA is an inefficient process,

with inherently low quantum efficiency, we can observe a measurable photocurrent even

for milliwatt CW power levels.

This quadratic response allows us to measure the cross-correlation signal between two

optical pulses. In particular, in a clock recovery system, we are interested in the cross-

correlation signal between optical data (from the network)and optical clock (generated

locally). The cross-correlation signal measures the timing discrepancy between clock and

data which can be used as the error signal in a phase-locked loop. This concept is shown in
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Fig. 2.4. As shown in the block diagram, in order to use the output of TPA detector as the

error signal, a constant offset voltage should be subtracted from the output of the detector

(point A). The PLL synchronized data and clock together at the time delayτ0 shown in this

figure.

2.3 80 Gb/s Clock Recovery Experiment

2.3.1 Experimental Setup

Fig. 2.5 depicts the experimental setup used to demonstrate80 Gb/s clock recovery using

two-photon absorption [49]. The 10 GHz, 4 ps clock pulses were generated from a semi-

conductor mode-locked laser driven by an electrical voltage-controlled oscillator. Data

pulses with duration of 4 ps were generated using a 10 GHz mode-locked fiber laser, which
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Fig. 2.6: Optical spectrum of the 10 GHz clock and 80 Gb/s data.

was passively multiplexed to 40 GHz and on-off modulated with a223 − 1 pseudorandom

binary data sequence. One additional multiplexing stage was employed to produce an 80

Gbit/s data sequence. The average optical powers of data andclock signals impinging on

the detector surface were 3 mW and 6 mW respectively. Fig. 2.6shows the optical spectrum

of combined data and clock signals.

Fig. 2.7(a) depicts the cross-correlation between the 10 GHz optical clock and 80 Gb/s

RZ data signal, as measured by two-photon absorption in the silicon photodiode. The

measurement was performed while the phase-locked loop is disabled (open) and there is

a constant frequency difference (about 3 kHz) between the two synthesizers that generate

data and clock signals. As mentioned before, offset-subtraction is necessary in order to
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obtain a bipolar error signal for the PLL. Fig. 2.7 (b) shows one of the zero crossing points

to which data and clock signals are synchronized. When the clock synthesizer is free-

running and the loop is enabled (closed) this bipolar error signal is driven to zero by the

negative feedback in the loop.

The electrical filterHF (ω) was designed so that the phase-locked loop would have a

closed-loop transfer function with 5.5 kHz bandwidth. The system diagram for the PLL,

loop filter design and the close-loop transfer function are described in Appendix A of this

thesis. Fig. 2.8 (a) shows the theoretical closed-loop transfer function of the PLL indicating

a third order response and a 5.5 kHz bandwidth. Part (b) of Fig. 2.8 plots the step response

of the PLL as calculated (dashed curve) and measured (solid curve) showing good agree-

ment between the two. The step response was measured by observing how the error signal

responds when a square wave stimulus is artificially appliedinside of the phase-locked

loop. As seen here, the rise-time of the phase-locked loop isabout 0.15 ms.

One important figure of merit of a clock recovery system is thetiming jitter of the

recovered clock. The output electrical clock is a sinusoidal signal with a randomly varying

phase deviationφ(t). The one-sided power spectral density of the phase deviation isSφ(f).

According to [50], the signal phase noise is defined as
1

2
Sφ(f). The factor

1

2
is due to the

fact that the measured phase noise is double-sided (on both sides of the carrier). The

measurement of phase noise is performed using the followingrelationship:

phase noise =
power density in spectral sideband, per Hz

total signal power
, (2.16)
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Fig. 2.7: (a) Measured cross-correlation between 10 GHz clock and 80 Gb/s data
before and after the offset is subtracted. (b) Magnified view of cross-correlation,
showing the zero-crossing location.

which is expressed in dBc/Hz (dB below the carrier per Hz) units. Phase jitter is the integral

of Sφ(f) over the frequency range of the application:

φ2
jitter =

∫ f2

f1

Sφ(f)df , (2.17)

whereφjitter refers to the phase jitter and(f1, f2) defines the frequency range for integration.

It is usually difficult to measure the spectral density at small frequency offsets with respect

to the carrier using standard RF spectrum analyzers. Also, the effect from the phase noise

components at very high frequency offsets may be negligible. Such considerations along

with others that are specific to the application can determine the frequency range. One

common frequency range in used in optical communication experiments is (100 Hz, 10
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MHz). The timing jitter is simply defined as:

σt =
φjitter

2πf0

, (2.18)

wheref0 is the carrier frequency.

Fig. 2.9 plots the electrical spectrum and single-sidebandphase noise of the recovered

clock in comparison to the original clock used in the transmitter. Integrating the phase noise

pedestal from 100 Hz to 10 MHz yields a timing jitter of 110 fs for the recovered clock,

compared to 170 fs of the transmitter clock. In this system, the recovered clock exhibits

less phase noise than the original clock because the VCO used in the clock recovery system

is less noisy than the RF synthesizer used in the transmitter.

2.3.2 Bit-Error-Rate Measurements

The clock recovery system was also evaluated using bit-error-rate measurements. As de-

picted in Fig. 2.10, the data was demultiplexed from 80 to 40 Gb/s using an electroabsorp-

tion modulator, driven by a 40 GHz signal derived from the clock recovery system. The

clock recovery system requires a prescribed input power to operate, which makes it difficult

to perform conventional BER vs. power measurements. To avoidthis problem we instead

maintained a fixed input power and adjusted the optical signal-to-noise ratio (OSNR) by in-

jecting broadband amplified spontaneous emission prior to the clock recovery and receiver.

Instead of BER, we measure the Q-factor which is related to the BER. In a binary system
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where the mean values of marks (ones) and spaces (zeros) are represented byµ1 andµ0

respectively, one can define the Q-factor as:

Q =
|µ1 − µ0|
σ1 + σ0

, (2.19)

whereσ1 andσ0 are the standard deviations for ones and zeros respectively. The standard

deviations show the noise level on each data rail. In such a system, the BER can be written

in terms of these parameters and the decision levelD assuming a Gaussian model for the

noise:

BER(D) =
1

4

[

erfc

( |µ1 − D|√
2σ1

)

+ erfc

( |µ0 − D|√
2σ0

)]

, (2.20)

whereerfc(x) is a form of complementary error function given by:

erfc(x) =
2√
π

∫

∞

x

e−β2

dβ (2.21)

The Q-value was determined by measuring the BER as a function of the decision threshold,

as depicted in Fig. 2.11(a) for one Q-value. By fitting the erfcfunction to the measured data,

we estimate the value of Q based on Eqs. 2.19 and 2.20 as explained in [51]. Fig. 2.11(b)

plots the measured Q-value as a function of the OSNR for back-to-back transmission using

both the recovered clock and the original clock. The OSNR is defined as the ratio of optical

signal power to the noise power in 0.1 nm bandwidth. There is no significant difference

between the two curves, which shows that there is no performance penalty associated with

the clock recovery system.
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Fig. 2.11: (a) Measured bit-error-rate vs. decision threshold for the case when
Q = 7.6. (b) Measured back-to-back Q vs. OSNR for the system depicted in
Fig. 2.10, with and without clock recovery, showing no appreciable penalty.

2.4 Polarization Dependence in Clock Recovery

In order to look closely at the polarization dependence issue in the clock recovery system,

we first have to understand how the two-photon absorption process behaves as a function

of the light polarization state. This can be studied both fora single optical input and also

cross-correlation between two optical pulses. The polarization dependence issue in TPA

process has been experimentally [52–54] and theoretically[55,56] investigated in different

materials. To the best of our knowledge, none of these studies considers silicon as the non-

linear material. Furthermore, these studies have not considered a two-input system that in

designed to generate the cross-correlation between two optical pulses. In this section we
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first investigate the polarization dependence of TPA with respect to one continuous wave

optical input. Then we consider the case of two optical inputs in a cross-correlation exper-

iment. Using the theoretical and experimental results we find a guideline for minimizing

the polarization dependence in the cross-correlation signal. Next, we get back to the clock

recovery experiment and investigate the effect of polarization fluctuations on the system.

2.4.1 Polarization Dependence of the Two-Photon Absorption Process in a Silicon

Photodiode

Under the assumption that two-photon absorption in siliconis isotropic, the photocurrent

generated through TPA can be modelled by the following simple relation:

iTPA ∝
〈

|E(t)|4
〉

, (2.22)

where〈·〉 indicates the time-average andE(t) is the real-valued electric field vector of the

light. In Appendix B we discuss a more general treatment of TPA polarization dependence

in the case that the material has some anisotropy. We show that in an isotropic material the

formulas simplify to Eq. 2.22. If the optical signal is a continuous-wave (CW) signal with

powerP , Eq. 2.22 predicts that the photocurrent is given by:

iTPA = η

(

1 − S2
3

3

)

P 2, (2.23)
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Fig. 2.12: Measured photocurrent produced by two-photon absorption as a function
of the polarization state. (a) The photocurrent produced by two-photonabsorption
is the same for all linear polarization states. (b) When the polarization state changes
from linear to circular, the photocurrent decreases by a factor of approximately2/3.

whereη is an efficiency factor for the process, and(S1, S2, S3) are the normalized Stokes

parameters describing the polarization state, i.e., the coordinates on the Poincaré sphere.

Eq. 2.23 predicts that for a given powerP , the amount of two-photon absorption depends

only on the degree of ellipticity of the polarization state,described byS3. This equation

predicts that the TPA photocurrent for circularly polarized light is
2

3
that of linearly polar-

ized light. The similar factor has been described in [57] forthe nonlinear refractive index

in isotropic media.

Fig. 2.12 plots the measured TPA photocurrent as a function of the input polarization
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state when the power is fixed. While the photocurrent is the same for all linear polarization

states, it decreases by a factor of2/3 for circular polarization states. This 2:3 circular-

to-linear ratio is theoretically expected for isotropicχ(3) nonlinear processes. The dashed

lines plotted in Fig. 2.12 were calculated using Eq. 2.23, and show excellent agreement

with our experimental measurements.

2.4.2 Polarization Dependence of Cross-Correlation Signal Measured by TPA

The analysis of the polarization dependence is more complicated if there are two optical

signals with different wavelengths and polarization states as shown in Fig. 2.13 [58]. We

assume that the difference between the optical carrier frequencies is higher than the speed

of the electrical detector, so that the optical beating between the two signals is not observed.

The detector is also not fast enough to resolve the individual pulses in either optical input.

Despite the limited speed of the detector, the time-averaged photocurrent depends on the

relative delay (τ ) between the two inputs. For example, if we use square pulsesfor both

optical signals, the resulting cross-correlation function should have a triangular shape as

shown in Fig. 2.13. The average output photocurrent,i(τ), consists of the intensity cross-

correlation functionC(τ) on top of a uniform background levelB:

i(τ) = B + C(τ). (2.24)
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Fig. 2.13: Cross-correlation between two optical pulses generated by two-photon
absorption. The cross-correlation (C(τ)) is on top of a constant background level
(B).

In general, both the backgroundB and the cross-correlationC(τ) depend upon the

polarization states and powers in the two optical signals. When the simple model given in

Eq. 2.22 is applied to the case of two optical signals, we find after some calculation that

B = η

[

〈

p2(t)
〉

(

1 − S2
3

3

)

+
〈

p′2(t)
〉

(

1 − S ′2
3

3

)]

(2.25)

C(τ) =
8η

3
〈p(t − τ)p′(t)〉

(

1 +
1

2
S1S

′

1 +
1

2
S2S

′

2

)

(2.26)

wherep(t) and p′(t) are the power envelopes of the two optical signals (as shown in

Fig. 2.13), andS andS
′ describe their corresponding normalized Stokes vectors.

In many applications that require cross-correlation between two optical signals includ-

ing the clock recovery system, one optical signal (clock in the case of clock recovery) is

generated locally and can therefore have a prescribed polarization state. On the other hand

the second optical signal (data in the case of clock recovery) has an arbitrary polarization

34



(1549.5 nm)

(1549.6 nm)

EDFA

EDFA

PC

PC

Collimator

Chopper

Filter
(longpass)

Objective

APD

i(τ)

Atten.

Atten.
Pol. A

nalyzer

Laser

Laser

Fig. 2.14: Setup used for investigating polarization dependence of two-photon ab-
sorption when used to measure cross-correlation between two optical pulses.

state. Since the polarization state of the second optical signal (S) is difficult to control or

predict in practice, it is desirable to have a cross-correlation measurement that is indepen-

dent of the polarization state of this signal. One importantobservation that follows from

Eq. 2.26 is that by fixingS to circular state , i.e., settingS1 = S2 = 0, the cross-correlation

componentC(τ) becomes independent ofS
′, the polarization state of the second signal.

Under this condition, Eqs. 2.25-2.26 simplify to:

B = η

[

2

3

〈

p2(t)
〉

+

(

1 − S2
3

3

)

〈

p′2(t)
〉

]

(2.27)

C(τ) =
8η

3
〈p(t − τ)p′(t)〉 (2.28)

In order to confirm this theoretical result, we performed experimental measurements us-

ing the setup shown in Fig. 2.14. Each of the two signals was generated using a tunable laser

and chirp-free (X-cut Lithium Niobate) electrooptic modulator, driven by a programmable
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pulse generator. The resulting rectangular pulses had a duration of 300 ns, peak power of

8 mW (measured at the detector) and a repetition rate of 1 MHz.The relative delayτ was

varied electrically. A long-pass filter was used to reduce the effects of ambient light. The

beam was focused to a spotsize of approximately 3.5µm (FWHM) onto the surface of a

silicon APD (EG&G C30902E). We used a chopper and lock-in amplifier to improve the

signal-to-noise ratio, but it is also possible to directly measure the nonlinear photocurrent

on an oscilloscope. The removable near-normal incidence mirror redirects the beam to a

polarization analyzer, which allowed us to control and monitor the polarization state of

each input signal prior to the measurement by adjusting the fiber polarization controllers.

Fig. 2.15 plot the measured cross-correlation using the setup shown in Fig. 2.14. As

shown in Fig. 2.15 (a), when one of the signals has a fixed linear polarization, the cross-

correlation magnitudeC varies by a factor of about3×, with the largest correlation occur-

ring for co-polarized linear states and the smallest correlation occurring for orthogonally-

polarized linear states. Fig. 2.15 (b) shows that when one ofthe signals instead has a fixed

circular polarization, the cross-correlation signal is invariant to the second polarization

state, and the background level changes by only 25%. These results agree with the sim-

ple theory presented above. For the more general case when the uncontrolled polarization

state is elliptical, we have confirmed that the cross-correlation curve falls between the two

extremes plotted in Fig. 2.15 (b), and that variations in thepolarization state cause only the

background level to change. It is important to note that by using the circular polarization

state for the clock signal we sacrifice part of the efficiency.
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This is a significant result for developing the clock recovery system or any other system

that relies on cross-correlation. We use this concept in order to minimize the effect of

polarization fluctuations on the clock recovery system. A similar effect is predicted for

other third-order processes in isotropic media. For example, four-wave mixing in fiber

becomes polarization-independent when one of the input signals is circularly polarized.

[59].

2.4.3 Effect of Polarization Fluctuations on the Optical Clock Recovery

For clock recovery, we are interested in the case where two optical pulses (data and clock)

generate a cross-correlation signal in the detector, as shown schematically in Fig. 2.16(a).

This is very similar to the cross-correlation measurement performed in Section 2.4.2. One

difference is that data and clock pulses have different shape and therefore the cross-correlation

function will have a different form. The other difference isthat the data signal is a random

digital signal meaning that the bits can be one or zero with equal probabilities. Also, in

subharmonic clock recovery, the data rate is a multiple of the clock repetition rate as shown

in Fig. 2.16.

TPA photocurrent will again consist of two components: constant background level (B)

and cross-correlation (C(τ)). B andC(τ) follow the formulas give in Eqs. 2.25-2.28. Note

thatC(τ) does not necessarily go to zero at some delayτ .

As mentioned before, when the clock is circularly polarized, changes in the data polar-
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Fig. 2.16: Schematic of cross-correlation measurement produced by two-photon
absorption. (a) Two optical signals are combined and directed to the silicon detec-
tor. (b) The time-averaged photocurrent〈i(τ)〉 is comprised of a cross-correlation
signalC(τ) on top of a constant background levelB.

ization state produce only a shift in the background level while leaving the cross-correlation

signal unchanged. We exploited this polarization insensitivity in achieving the results

shown in Figs. 2.9-2.11. Unfortunately, even with a circularly-polarized clock signal, the

background levelB can vary with the data polarization, as described by Eq. 2.28. This

variation∆B can be seen in Fig. 2.17, which plots the measured cross-correlation between

the clock and data when the phase-locked loop is deactivated. The two curves in Fig. 2.17

show the maximum shift in the background level that can be obtained by adjusting the data

polarization state, while maintaining a circular state forthe clock.

As shown in Fig. 2.17, after a fixed offset is subtracted, the cross-correlation signal

exhibits a zero-crossing for any input polarization state.This ensures that the clock recov-

ery system can acquire and maintain lock regardless of the data polarization; a prediction

that we have verified experimentally. This condition will bemaintained provided the max-
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Fig. 2.17: Measured minimum and maximum cross-correlation signals obtained by
adjusting the data polarization, when the clock is circularly polarized. Changes in
the polarization state produce a change∆B in the background level, which can
shift the zero-crossing point by as much as 700 fs.

imum change in the background level does not exceed the peak-to-peak amplitude of the

cross-correlation signal, i.e.,∆B < C(0).

The ratio∆B/C0 can be estimated using Eqs. 2.27–2.28. For simplicity, we assume

that the clock and data are comprised of Gaussian pulses withpulsewidths ofT andT ′, and

that the pulses are sufficiently short that the cross-correlation functionC(τ) goes almost to

zero at the point of minimum overlap. We also assume equally likely marks and spaces and

on-off keying modulation. Under this condition we obtain:

∆B

C0

=
〈p′2(t)〉

4 〈p(t)p′(t)〉 =
1

4

√

T 2 + T ′2

2T ′2

(

P ′

avg

Pavg

)

, (2.29)

wherePavg andP ′

avg represent the time-averaged powers of the clock and data respectively,

and the data power is averaged over a random sequence of equally likely ones and zeros.

Eq. 2.29 holds for all data rates, and also applies when the data rate is a multiple of the
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Fig. 2.18: Experimental setup used to investigate the effect of polarization fluctua-
tions on the clock recovery system.

clock frequency.

Eq. 2.29 reveals that once the data and clock pulsewidths areknown, the ratio∆B/C(0)

depends only on the ratio of the average powers. One can therefore minimize the sensitivity

to polarization fluctuations by choosing the clock to be circularly polarized with average

power much larger than the data. Unfortunately, this choicealso causes the signal ampli-

tudeC(0) to become much smaller than the total background levelB, which degrades the

signal-to-noise ratio in the avalanche photodiode. For theexperiments reported here, we

compromised by choosing the clock power to be twice as high asthe data power.
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As shown in Fig. 2.17, when the data polarization changes, the position of the zero-

crossing can vary by up to 700 fs, which produces a corresponding shift in the timing of

the recovered clock. In order to study the effect of polarization-induced timing fluctua-

tions, we inserted a variable-speed polarization scrambler prior to the receiver as depicted

in Fig. 2.18. The electro-absorption modulator used in the demultiplexer is polarization-

independent. Therefore, this experiment demonstrated theeffect of polarization fluctua-

tions on the clock recovery system. Fig. 2.19 plots the measured phase-noise spectrum of

the recovered clock for two different scrambling speeds. When the polarization is scram-

bled at 1 MHz, we see no significant increase in the phase noiseof the recovered clock

compared to the un-scrambled system, because in this case the speed of the PLL (5.5 kHz)

is not fast enough to track the rapid changes caused by the polarization scrambling. How-

ever, when the polarization is scrambled at 1 kHz, the phase noise shows a marked increase

at low frequencies, and the timing jitter increases from 121to 215 fs as a result of low-

frequency polarization fluctuations. Assuming that the polarization-induced fluctuations

(with σpol standard deviation) are uncorrelated with the intrinsic clock jitter (with σ0 stan-

dard deviation), we have:

σ2
pol = σ2

total − σ2
0 (2.30)

Using this relationship the timing jitter associated with polarization variations isσpol =

180 fs.

The effect of polarization fluctuations can also be measuredby observing the recov-
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ered clock signal on a high-speed sampling oscilloscope, using the original clock signal

as a trigger. The histograms shown in Fig. 2.20 (a) and (b) plot the statistical distribution

in the timing of the recovered clock, accumulated over approximately 400,000 samples.

We used a precision time-base system (Agilent 86107A) to reduce the effect of intrinsic

sampling jitter. The RMS timing jitter increases from 285 fs to 340 fs when the polar-

ization scrambling is enabled. These figures are considerably larger than those obtained

from phase-noise measurements, in part because of the largeintrinsic jitter of the sampling

oscilloscope, which was measured to be 170 fs. Fig. 2.20 (c) shows the measurement of

this intrinsic jitter associated with the sampling oscilloscope. Despite these limitations, the

component of timing jitter due to polarization fluctuationscan be calculated by subtracting
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the variances, which gives 185 fs, in agreement with the independent phase-noise measure-

ments. One advantage of using the sampling oscilloscope forjitter measurements is that

low frequency (less than 100 Hz) jitter components are also included in this measurement.

As shown in Eq. 2.27, the background photocurrent and zero-crossing point depend

only on the degree of ellipticity of the data polarization, which is described by the azimuthal

angleθ (cos2(θ) = S ′2
3 ) on the Poincaŕe sphere. If the cross-correlation is approximated as

a linear function ofτ in the vicinity of the zero-crossing point, then Eq. 2.28 canbe used to

derive the following simple relationship between the zero-crossing time and the ellipticity:

τz = τmin + ∆τ cos2(θ), (2.31)

where∆τ is the maximum shift in the zero-crossing level. From the data plotted in

Fig. 2.17, we infer that∆τ = 700 fs.

Fig. 2.21(a) plots the measured distribution of polarization states on the Poincaré sphere

when the polarization is scrambled, showing uniform coverage. For a uniform distribution,

we can easily see that the probability distribution for the azimuthal angleθ is given by:

fθ(θ) =
1

2
sin(θ) (2.32)

Using this formula and Eq. 2.31, we can find the probability distribution for the zero-
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crossing pointτ ;

fτ (τ) =
1

2
√

(τmax − τmin) (τ − τmin)
(2.33)

Fig. 2.21(b) plots the predicted distribution of azimuthalanglesθ for points uniformly

distributed on the Poincaré sphere, and Fig. 2.21(c) plots the corresponding distribution

of zero-crossing times, based on Eq. 2.32 and 2.33. Althoughthe polarization states are

uniformly distributed over the Poincaré sphere, the distribution of zero-crossing times is

highly skewed towards the shorter times. By calculating the variance of this distribution,

we predict that the RMS timing jitter associated with slow polarization variations will be

σpol =
2

3
√

5
∆τ ≃ 210 fs. (2.34)
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Fig. 2.22: Q as a function of the speed of polarization scrambling, measured at
two representative OSNR levels. The dashed line indicates the value of Q obtained
without scrambling.

This result agrees approximately with the 180 fs figure inferred from experimental mea-

surements. Furthermore, careful examination of the histogram in Fig. 2.20(b) reveals a

slight asymmetry when compared to the symmetric Gaussian curve indicated by the dashed

line, which is explained by the skewed distribution described in Fig. 2.21(c).

In order to determine whether the polarization fluctuationslead to any real system im-

pairment, we measured the bit-error-rate as a function of the polarization scrambling rate

for two representative OSNR levels. The data points in Fig. 2.22 plot the measuredQ-

value for four different polarization scrambling rates ranging from 50 Hz to 12 kHz, and

the dashed lines indicate the value ofQ obtained without polarization scrambling. Each
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data point in this plot was computed by making a measurement similar to the one shown

Fig. 2.11 (a). Although theQ value depends on the OSNR, we observed no significant

change in the bit-error-rate orQ as a result of polarization scrambling.

2.5 Transmission Experiments

At speeds up to 40 Gb/s, there has been a significant effort to conduct laboratory transmis-

sion experiments that accurately simulate the polarization effects that occur in deployed

fiber systems. In contrast, many of the ground-breaking high-speed optical-time-division

multiplexed (OTDM) transmission experiments have implicitly required manual polariza-

tion control either after the transmitter or before the receiver [60–63]. One reason for

this discrepancy is that many of the optical clock recovery and demultiplexing schemes

used at speeds of beyond 40 Gb/s are polarization-dependentand therefore require an es-

tablished input polarisation state at the receiver. Also, because of the stringent require-

ment on fiber dispersion, OTDM experiments often use polarization-interleaved multiplex-

ing [62] and sometimes polarization-based demultiplexingto mitigate inter-symbol inter-

ference that would otherwise result from uncompensated dispersion. Finally, in order to

overcome the effects of PMD and PDL, many high speed systems require that the signal

be launched along a principal polarization state of the fiber[63]. In this experiment we use

out polarization-independent receiver in order to demonstrate high-speed data transmission

without polarization control [64].
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Fig. 2.23: Diagram of recirculating loop used to test the clock recovery system in
a transmission environment.

2.5.1 Transmission Setup

In previous sections of this chapter we described a high-speed clock recovery system that

exhibits very low polarization dependence. But measurements described in the foregoing

sections were all conducted with the transmitter and receiver connected back-to-back. In

reality, clock recovery is only required when the transmitter and receiver are physically

separated. To test the clock recovery system in a transmission environment, we used the

recirculating loop configuration shown in Fig. 2.23. The loop uses two acousto-optic modu-
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lators to pass one packet of data multiple times through the fiber loop. The resulting output

of the recirculating loop system is a stream of data packets that have been passed through

the loop an increasing number of times. Therefore a discreteset of transmission distances

can be achieved using this method. The transmitter and receiver used in this experiment are

identical to the ones shown in Fig. 2.10. The length of the loop is 210 km, which is divided

into six identical dispersion maps. Each dispersion map is comprised of 10 km of conven-

tional Corning SMF-28 fiber (D = 17 ps/nm km), 7 km of dispersion-compensating fiber

(DCF), followed by an additional 10 km of SMF-28. The DCF was designed to compensate

for both the dispersion and dispersion slope of the SMF fiber,and the length of DCF is not

included in the propagation distances quoted here. A combination of backward-pumped

Raman amplification and conventional EDFAs were used to compensate for fiber losses.

The average data power at the beginning of each dispersion map is about 0 dBm.

The signal emerging from the circulating loop consists of discontinuous packets of data

that have each been circulating for increasing numbers of round trips. In order for the clock

recovery system to operate properly in this configuration, it must quickly acquire lock at the

beginning of each packet before bit-error-rate measurements can commence. In this case,

the error signal is not always zero and it jumps to a non-zero value any time a discontinuity

in the data packet reaches the clock recovery system. In an optical communication system,

the amount of time that the clock recovery takes in order to acquire lock and drive the error

signal to zero should be much smaller than the length of each packet.

As seen in our measurements shown in Fig. 2.8, the rise time for the phase-locked
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Fig. 2.24: Phase-locked loop error signal when the clock recovery is used in trans-
mission experiment with recirculating loop configuration.
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loop is approximately 0.15 ms, whereas the packet length forthe 250 km circulating loop

is 1.25 ms. Therefore, the clock recovery system can stabilize within the first 20% of

each packet, still allowing ample time to conduct bit-error-rate measurements before the

next packet arrives. This can be seen by observing the error signal in the clock recovery

system as shown in Fig. 2.24. Although the recirculating loop is an artificial way to achieve

long propagation distances, even in real networks, the datais sometimes organized into

discontinuous packets and the clock recovery system must acquire lock quickly.

Polarization scrambling was employed both prior to and inside of the loop in order to

more realistically simulate straight-line performance and prevent spurious performance im-

provements associated with preferred launch conditions orloop periodicity [65–68]. We

emphasize that polarization scrambling is unique to this work and most OTDM transmis-

sion measurements do not use scrambling. The signal emerging from the loop was studied

using time-gated optical spectrum, autocorrelation, and bit-error-rate measurements.

2.5.2 Transmission Results

Fig. 2.25 shows the optical spectra of the data after 0, 1, 2, 3, and 4 round trips in the loop,

measured on a spectrum analyzer with a 2 nm resolution bandwidth. While the spectral

shape and bandwidth show very little change after propagation, the background noise level

accumulates steadily as a result of accumulated amplified spontaneous emission. After

four round-trips (840 km), the ratio of the optical signal power to the noise in a 0.1 nm
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trips in circulating loop.
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bandwidth was measured to be 27.7 dB. Based upon back-to-back measurements of Q vs.

OSNR with noise injection, we predicted that an OSNR level of27.7 dB should be suf-

ficient for error-free operation, provided there are no additional penalties from dispersion

or nonlinearities. Fig. 2.26 (a)-(e) plots the measured autocorrelation traces after 0, 1, 2,

3, and 4 round trips. Although the fiber span was nominally dispersion-compensated, the

autocorrelation peak broadens from 4 ps to 5.6 ps over 840 km,as a result of uncompen-

sated dispersion. By adding 100 meters of additional SMF-28 fiber outside of the loop to

compensate for this residual dispersion, we obtained the autocorrelation shown in Fig. 3(f),

which closely matches the input autocorrelation.

Fig. 2.27 (a) plots the Q-value vs. distance, as determined by measuring the bit-error-

rate as a function of the decision threshold. The squares denote the measured Q-value

obtained without the additional 100 m of post-compensationfiber. The open circle shows

the performance after 840 round trips with the additional post-compensation fiber. To help

separate the roles of dispersion and noise in the system, we compared the Q-values ob-

served after propagation to the Q-value obtained in back-to-back measurements with the

same OSNR levels. The triangles in Fig. 4(a) plot the back-to-back performance obtained

with four-different OSNR levels selected to match the OSNR levels that were experimen-

tally observed after 1, 2, 3, and 4 round-trips. When performing the back-to-back mea-

surements, the OSNR was varied by artificially injecting amplified spontaneous emission

noise prior to the receiver. The measurements shown in Fig. 4(a) show that when the

dispersion of the system is fully compensated, the performance of the system approaches
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that obtained in back-to-back measurements with the same OSNR, which suggests that in

this system the attainable bit-error-rate is limited primarily by accumulated noise. Fig. 4(b)

plots the bit-error-rate as a function of threshold voltageafter 840 km, confirming error-free

operation.

2.6 Dithering Phase Detection

One disadvantage of the clock recovery scheme described here is that the background level

depends on the input data power and polarization state. As described in Sec 2.4, in such a

system, the ratio between the average powers of clock and data signals should be selected

carefully in order to provide low polarization sensitivity. Even when selected properly,

variations in the input power levels or ambient light levelsin the laboratory can change the

background photocurrent which can cause timing jitter or inextreme cases synchronization

loss.

One solution to this problem is to generate the bipolar errorsignal using balanced detec-

tors [14,17,69]. This would require two matched silicon detectors with identical avalanche

gain, which adds to the cost and complexity of the system. Another approach that can track

the peak of the cross-correlation using only one detector isto dither the timing of the clock

signal by modulating the phase of the voltage-controlled oscillator [19, 70]. When the re-

sulting cross-correlation signal is mixed with the dithering signal and low-pass filtered, it

produces a bipolar error signal that approximates the slopeof the original cross-correlation
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Fig. 2.28: Diagram of dithering clock recovery experiment.

function. The only disadvantage of this technique is that the recovered optical and electri-

cal clocks are dithered and exhibit spectral sidebands at the dither frequency. Because it is

hard to remove these components from the final clock signal, the recovered clock may be

unsuitable for later use in optical regeneration or transmission. An ideal dithering system

should dither the timing of the optical clock in a way that undithered electrical and optical

clock are accessible. Also, the ideal dithering system should not have any moving parts

and should be fast compared to the speed of the phase-locked loop.

To overcome those issues, we have developed anoptical time-dithering system depicted

in Fig. 2.28. We have tested the optical dithering system at 10 Gb/s as a proof of concept

and we expect the system to operate at higher speeds.

The optical dithering system is comprised of an electro-optic phase modulator followed

by a length of birefringent (PM) fiber, as depicted in Fig. 2.29(a). The clock polarization

is adjusted so that the clock signal entering the phase modulator is linearly polarized at 45
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Fig. 2.30: (a) Measured eye diagram of the dithered clock. The dither amplitude
of 25 ps is determined by the length of PM fiber. (b) The measured error signal
always exhibits a zero-crossing atτ = 0.

degrees to the z-axis of the modulator. The phase modulator is driven with a square wave

at frequencyfdith = 200kHz. When the amplitude of the square wave is adjusted properly,

the signal emerging from the modulator is periodically switched between two orthogonal

polarization states at±45 degrees as shown in Fig. 2.29(b). The axes of the PM fiber are

also oriented at±45 degrees with respect to the modulator, so that the signal entered into

the fast and slow axis of the fiber, depending on the applied voltage. The amplitude of the

timing dither is then entirely determined by the length and birefringence of the PM fiber.

The advantage of this scheme over other dithering approaches is that it allows access to the

undithered optical and electrical clock. Another advantage is there are no moving parts in

the system and the speed of dithering can be very fast.

Fig. 2.30(a) shows the dithered optical clock measured on a sampling oscilloscope in

eye diagram mode. The amount of timing dither is 25 ps which was achieved by using
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18 meters of PM fiber. The dithered clock signal alternates between two orthogonal polar-

ization states, and by using a manual polarization controller it is possible to convert these

two states to right- and left-hand circular polarizations,which is optimal for polarization-

insensitive performance, as described in Section 2.4.

After the clock and data signals are combined and focused onto the silicon avalanche

photodiode, the resulting photocurrent is mixed with a reference dither signal and low-pass

filtered. Fig. 2.30(b) plots the resulting error signalv(τ), which approximates the deriva-

tive of the original cross-correlation signalC(τ). Unlike the original cross-correlation

signal which exhibits a non-zero background, the dithered phase-detection circuit always

produces a bipolar error signalv(τ) which has a zero-crossing whenτ = 0, as shown in

Fig. 2.30(b).

Fig. 2.31(a) plots the electrical spectrum of the 10 GHz recovered clock obtained with

the dithering phase-locked loop. The dithering tones at±200 kHz offset frequency can

be seen on the spectrum but they are suppressed by 68 dB compared to the carrier. In

order to estimate the effect of these sidebands on the RMS timing jitter, we assume that the

recovered clock voltage can be written as:

V (t) = Vm cos(ωt + φm sin ωmt) , (2.35)

whereωm is the dithering frequency andφm is the amplitude of phase deviation. For

calculation simplicity we have assumed a sinusoidal variation in the phase while the real
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phase variation in this case is closer to square wave. The voltageV (t) can be expanded in

the form:

V (t) = Vm

+∞
∑

−∞

Jn(φm) cos [(ω + nωm)t] , (2.36)

whereJn(·) represents the Bessel function of the first kind. Therefore, the ratio of the

power in the first sideband to the carrier power can be found:

P1

P0

= |J1(φm)|2 , (2.37)

whereP1 andP0 are the powers in the first sideband and the carrier respectively. Using

this equation we estimate the RMS timing jitter caused by a side band that is 68 dB weaker

than the carrier:

σrms =
φm√
2ω

≃ 9 fs (2.38)

When we instead produced the same 25 ps timing dither by electrical phase modulation,

the sidebands increase to only 8 dB below the carrier as shownin Fig. 2.32. Such strong

sidebands will be difficult to remove for later use in the receiver.

Fig. 2.31(b) plots the single-sideband phase-noise of the recovered clock and original

transmitter clock. The integrated phase noise from 100 Hz to1 MHz was 305 fs for the

recovered clock, compared to 323 fs for the original clock.

One of the advantages of this system compared to the system based on offset subtraction

(explained in Sec. 2.3) is lower polarization sensitivity.As discussed in Sec. 2.4, changes
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Fig. 2.32: Output RF spectrum when the timing of a signal generator is electrically
dithered with a 25 ps peak-to-peak. Sidebands are as high as 8dB below the carrier.

in the data polarization can cause a shift in the background level, which in the conventional

system induces a measurable shift in the timing of the recovered clock. The dithering

system by contrast does not require the subtraction of an offset signal, and it is therefore

expected to perform much better in the presence of polarization or power fluctuations.

This effect is clearly illustrated in Fig. 2.33, which plotsthe eye diagram of the received

data when the the recovered clock signal is used as a trigger.In both cases, the polarization

state of the data was randomly varied during the measurement. When the offset-subtraction

method is used, we see a significant broadening of the eye as a result of polarization-

induced timing fluctuations. By contrast, when the new dithering phase detection is used,

the eye diagram remains stable even when the polarization state changes.
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(a)

offset subtraction (no dithering)

(b)

with optical time dithering

Fig. 2.33: Eye diagram of received 10 Gb/s data, measured while the polariza-
tion state is varied. (a) The undithered system exhibits significant polarization-
dependent timing, as described in Sec. 2.4. (b) The dithering clock recovery instead
locks to the peak of the cross-correlation signal, which reduces the polarization de-
pendence.

The dithering system brings a similar improvement to the dynamic range of the clock

recovery system. To quantify this improvement, we varied the power of the data signal

while keeping clock average power fixed at 5 mW. The ratio of the data to the clock power

was varied from -8 dB to +2dB and the system was able to acquireand maintain lock at

all of these power levels. For comparison, the conventionalsubtraction technique requires

adjustment of the offset value whenever the data power changes. Fig. 2.34 (a) plots the

timing jitter of the clock recovery system based on dithering as a function of the ratio of

data to clock power. The variation of timing jitter as a result of changing data power level

is due to the fact that the sensitivity of the PLL phase detector (Appendix A) varies as a

function of the optical power. This change in the sensitivity changes the PLL closed-loop

transfer function and consequently the amount of phase noise in the output.
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Fig. 2.34: Timing jitter in the clock recovery system based on optical dithering as
a function of (a)ratio of data to clock average power and (b) wavelengthof data
signal.

In the prototype 10 Gb/s system described in this section, the data was produced by ex-

ternally modulating a tunable CW laser. This allows us to easily investigate the wavelength

dependence of the clock recovery system – something that is difficult to explore with mode-

locked lasers. We successfully tested the clock recovery system at wavelengths from 1534

nm to 1568 nm, a range limited only by the bandwidth of our EDFAs, and we found that it

functioned properly at wavelengths tested. Fig. 2.34 (b) plots the timing jitter in the recov-

ered clock obtained from this system as a function of wavelength. Forλ < 1530 nm and

λ > 1570 nm the power drops out because of the EDFAs used in the experiment. The vari-

ation of timing jitter as a function of wavelength is relatedto the change in photo-detector

TPA sensitivity as a function of wavelength. Although in theory the nonlinear absorption

coefficientβ should not depend strongly on wavelength, the detector usedhere exhibits sig-
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nificant wavelength dependence because of the non-optimized antireflection coating. We

believe this is due to inefficient antireflection coating on the detector and can be solved by

depositing the right antireflection coating. The topic is explained more in Ref. [46].

2.7 Summary

In summary, we have demonstrated a new technique for opticalclock recovery based on

two-photon absorption in a silicon photodiode. This technique was tested at 80 Gb/s data

rate while it is expected to operate at higher speeds. Main advantages of the system in-

clude low polarization sensitivity and broad wavelength range over which the system can

operate. We investigated the polarization dependence of the TPA in the silicon photodiode.

A method for minimizing the polarization dependence was theoretically proposed and ex-

perimentally demonstrated. We used this technique in our clock recovery experiment and

demonstrated very low polarization sensitivity for the system. Transmission experiments

were performed over 840 km of fiber while polarization scrambling was used in the trans-

mission channel. Error-free transmission over this distance was achieved. At the end, we

studied an optical dithering system that is shown to reduce the dependence of the clock

recovery on data polarization state, power and wavelength.This system was tested at 10

Gb/s but is expected to operate at higher speeds.
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3. POLARIZATION-INDEPENDENT OPTICAL DEMULTIPLEXING

USING HIGHLY NONLINEAR FIBERS

In Chapter 1 we briefly mentioned techniques that have been used for optical demultiplex-

ing. Most of these techniques utilize a nonlinear process asan optical switching gate that

can distinguish between different tributaries in a high-speed data stream. Our focus in this

thesis is the fiber-based techniques meaning the methods that use fibers as their nonlinear

medium. The development of new fibers with ultra high nonlinearity has sparked a renewed

interest in all-optical signal processing using these fibers. One way to realize an optical

switch using nonlinear fiber is to use a process called cross-phase modulation (XPM). This

process like two-photon absorption is aχ(3) process. In the case of two-photon absorp-

tion, the imaginary part of theχ(3) tensor causes an absorption in the nonlinear material

that depends on the light intensity, whereas in the case of cross-phase modulation, the real

part of theχ(3) tensor causes the refractive index to change in proportion to the light in-

tensity. Therefore, a weak optical signal (probe) can be affected by a strong optical signal

(pump). This idea has been used for optical demultiplexing [7,23,26]and wavelength con-

version [71–73] in nonlinear fibers. One method to observe the effect of the pump on the
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Fig. 3.1: Optical signal processing using cross-phase modulation in nonlinear fiber.

probe is to use an interferometric method to detect the nonlinear phase shift induced in

the probe pulse as a result of XPM. The most coomon interferometric configuration is the

nonlinear optical loop mirror (NOLM) [23, 73–75]. Another way to detect the effect of

the pump over the probe through cross-phase modulation is tomonitor the changes in the

probe spectrum [7, 26, 71, 72]. Cross-phase modulation between strong pump pulses and

weak probe signal causes a broadening in the probe spectrum [76, 77]. Fig. 3.1 depicts a

simple diagram that shows how optical switching can be achieved using XPM process in

fiber and bandpass filtering [26]. The role of the bandpass filter is to isolate the broaden-

ing caused by cross-phase modulation. If the pump is pulsed,this broadening only occurs

when the pump pulse in on.

In this thesis we focus on the spectral filtering method shownin Fig. 3.1 for optical

demultiplexing. As we mentioned in Chapter 1, XPM process is polarization dependent

in general. In the case of demultiplexing we are interested in a system that is independent

of probe (data) polarization state while pump (clock) polarization can be fixed. If the

pump signal is circularly polarized (similar to the case of TPA), one can show that the
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XPM is independent of the probe polarization state. However, it is difficult to maintain

circular polarization along the nonlinear fiber. This can bedone by twisting the fiber [30] or

generating circular birefringence while manufacturing the fiber [29]. While these methods

has been shown to work for polarization-insensitive signalprocessing, they have not been

applied to new highly nonlinear fibers. Most highly nonlinear fibers are customized to

provide enough nonlinearity over shorter lengths [3] and controlling the birefringence of

these fibers during manufacturing often proves difficult, especially with microstructured or

photonic crystal fibers. Consequently, a significant amount of linear birefringence can be

seen in these fibers as we will discuss during this chapter.

In this chapter we will introduce two new methods for polarization-independent cross-

phase modulation in highly nonlinear fibers. These methods can be used in fibers with

linear birefringence and do not require maintaining a certain polarization state along the

optical fiber. We will explain our methods using two separateexperiments on two different

nonlinear fibers.
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3.1 Polarization-Independent Demultiplexing in 2-m

Bismuth-Oxide-Based Fiber

The first fiber we consider is a bismuth-oxide doped silica fiber that is manufactured by

Asahi Glass Co [3, 78]. The fiber is designed to provide a high nonlinear parameter (γ).

This nonlinear parameter is defined as [79]:

γ =
2πn2

λAeff

, (3.1)

whereλ is the signal wavelength,Aeff is the effective area of the fiber core andn2 is the

Kerr nonlinear coefficient. The fiber parameters according to data provided by the com-

pany and also from Ref. [3, 78] are listed in the Table 3.1. It isinteresting to compare

these parameters to the ones of standard single-mode fiber, which are also listed in Table

3.1. Most parameters for the standard fiber are taken from thedata sheet for Corning SMF-

28. The nonlinear parameter for standard fiber has been measured in [80]. As seen in this

comparison, doping silica with bismuth-oxide increases the Kerr nonlinear coefficient by

more than 30×. Also, the effective area of the bismuth-oxide-based fiber is about 30×

smaller than that of the standard fiber. As a result, the nonlinear coefficientγ is 1000×

higher for the bismuth-oxide-based fiber. On the other hand,the dispersion and loss for

bismuth-oxide-based fiber are much higher than standard fiber. Unlike many other demon-

stration of optical signal processing that use tens to hundreds of meters of fiber [7, 19],

the high nonlinear parameter of this fiber allows for nonlinear processing in much shorter
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lengths [3].

The only parameter not provided by the company was the differential group delay

(DGD) in the fiber. DGD is defined as the time difference between two optical pulses

that are launched along the two principal axes of the fiber.The DGD was measured using

the standard interferometric technique explained in [81,82]. Fig. 3.2 (a) shows the experi-

mental setup used to measure the DGD. The polarization of theCW laser source is adjusted

such that it equally excites the two eigenstates of the fiber.When the wavelength of the CW

source is scanned, the output light polarization changes periodically with the optical fre-

quency. Using a polarizer at the output this periodic pattern can be measured on a power

meter. Fig. 3.2(b) plots the output power as a function of thewavelength. It is easy to show

that the period in the frequency domain is given by:

Ω =
2π

∆τ
, (3.2)

Fiber Parameter Bismuth-Oxide Fiber Standard Fiber Unit

Dispersion (D) -260 17 ps/nm·km
Loss 3 5 × 10−5 dB/m

Effective Area (Aeff) 3 80 µm2

Kerr Nonlin. Coefficient (n2) 8.2 × 10−15 2.2 × 10−16 cm2/W

Nonlinear Parameter (γ) 1100 1.1 W−1km−1

Tab. 3.1: Comparison between parameters of bismuth-oxide-based and standard
fibers at 1550 nm wavelength.
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Fig. 3.2: (a) Setup used to measure the differential group delay in the nonlinear
fiber. (b) The measured value for output power as a function of CW wavelength.
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Fig. 3.3: DGD as a function of wavelength as measured by optical vector network
analyzer.

where∆τ is the DGD of the fiber. Although the power is not periodic in wavelength

domain, we can write an approximate formula for the wavelength spacing between two

peaks or two minima:

Λ =
λ1λ2

c∆τ
, (3.3)

whereλ1 andλ2 are the wavelengths at the two peaks or minima. Using this equation and

the measurement shown in Fig. 3.2, the DGD of the fiber is estimated to be∆τ =0.17

ps. It is important to note that we are assuming that the fiber principal axes do not rotate

within the fiber. This assumption is equivalent to what is called theshort-length regime

in Ref. [82]. Since the length of the fiber is only 2 m, we expect to be in the short-length

regime. A method to evaluate the length regime is described in [82]. Based on this method

if we draw a horizontal line at the mean output power as shown by the dashed line in Fig. 3.2

(b), the number of mean value crossing should be equal to the total number of minima and
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Fig. 3.4: Effect of Kerr nonlinearity in fiber on the pulsed pump and the CW probe
inputs.

maxima for the short-length regime. This test shows that we can approximately treat this

fiber as a system with fixed principal axes. However, the current measurement is not very

accurate because we were able to measure only two periods using this wavelength scanning

range.

In order to measure the DGD more accurately, we used an optical vector network ana-

lyzer made by Luna Technologies. The principle of operationof this instrument is described

in [83]. The measured DGD as a function of wavelength is plotted in Fig. 3.3. As seen in

this figure, the value of DGD at 1550 nm is about 0.16 ps which isclose to our previous

measurement.

3.1.1 Cross-Phase Modulation Experiment with CW Probe

In the signal processing applications discussed here, the signal will be a stream of optical

pulses representing high-speed data. However, in order to better investigate the polarization-
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dependence of cross-phase modulation, we initially replaced the data with a simple contin-

uous wave (CW) tone, as shown in Fig. 3.1. Such an experiment is easier to perform and

provides clearer information about the cross-phase modulation process in the fiber. Such

a setup can also be used for optical wavelength conversion [71] if the pump signal is on-

off modulated with a data pattern. Fig. 3.4 depicts schematically how the pump and CW

probe evolve in the presence of nonlinearity. The pulsed pump signal that is much stronger

becomes spectrally broadened as a result of self-phase modulation (SPM) [79]. The CW

probe signal also acquires a broad pedestal as result of cross-phase modulation. SPM and

XPM processes have the same origin which is the Kerr nonlinearity in the fiber. In an

ideal fiber with no dispersion both SPM and XPM spectral broadening can be shown to be

symmetric as depicted in Fig. 3.4.

Fig. 3.5 shows the experimental setup used to investigate XPM broadening of a CW

tone. The pump pulses are generated using a mode-locked fiberlaser at 10 GHz rate. A
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CW laser source is used as the probe signal which is combined with the pump signal in a

3dB coupler. The coupler is followed by a high-power EDFA which is connected to the

nonlinear fiber. The FWHM pulse-width the pump pulses is 2.7 psthe average power of

the pump pulse can be controlled using the variable attenuator. The wavelength separation

between the pump and probe is about 7.5 nm. This wavelength separation can not exceed

the maximum amount allowed by the walk-off caused by the dispersion in the 2m fiber. It

is desirable to separate pump and probe signals in wavelength but the group delay walk-off

causes the nonlinear interaction to become inefficient for large separations. For the fiber

discussed here and 7.5 nm wavelength separation, we estimate the maximum walk-off to

be about 2 ps.

Fig. 3.6 (a) plots the measured spectrum of the light coming out of the nonlinear fiber.

The broad pedestal around the CW probe is caused by cross-phase modulation by the strong

pump pulses. Fig. 3.6 (b) plots maximum and minimum XPM pedestals obtained by adjust-

ing the CW polarization. At least 3dB variation in the XPM level is seen even if the pump

polarization is optimized. We will show in the next section that by carefully controlling the

pump power level, the shape of XPM spectrum changes which candramatically affect the

polarization dependence.
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3.1.2 Polarization-Independent Cross-Phase Modulation

Fig. 3.6 (b) shows the XPM pedestal for two extreme probe polarization states. As we see in

this figure, changing the probe polarization state causes the XPM pedestal to simply shift up

or down. In other words the polarization state affects the XPM spectral efficiency similarly

for all frequencies. This does not have to be the case as we will show in this section. By

increasing the pump power level, the simple shape of the XPM pedestal starts to change.

Fig. 3.7(a)-(d) shows how the shape of XPM pedestal changes as the pump power increases.

Each graph is labeled with the average pump power entering the nonlinear fiber. It is clear

that the two extreme polarization states cross at one point on each side of the CW probe

when the pump power is increased. In these measurements, thepump polarization state is

constant. We confirmed that the same behavior can be seen for any fixed pump polarization

state. In an ideal case where the wavelength of pump and probesignals are far enough

from each other, the XPM pedestal will be symmetric. In our experiment the wavelength

separation between the two signals is only 7 nm and the spectral proximity of the strong

pump causes some asymmetry in the XPM pedestal. For this reason the crossing behavior

is not symmetric around the CW probe.

If we consider either one of Fig. 3.7 (a)-(d), we have experimentally confirmed that

all other polarization states generate XPM spectra that liein between of these two extreme

polarization states. This means that they all cross one point on each side of the probe signal.

The physical reason for this crossing is that the equations that describe the evolution ofx
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andy probe electric field components are linear with respect to the probe electric field. As a

result of this linearity, superposition applies to such a system. One can write the input probe

electric field as a linear combination of two orthogonal polarization states. Because of the

linearity, the output probe electric field will also be a linear combination of two orthogonal

electric fields. Conservation of energy requires that if the spectra for the two orthogonal

states intersect at one point, the linear combination of those states also crosses the same

point. This concept can be used for polarization-independent cross-phase modulation. If

the spectrum is filtered with a narrow-band band-pass filter that is tuned to the crossing

point, the output will be polarization-independent.

This peculiar crossing behavior is also confirmed through numerical simulations. We

have developed a vector split-step code in order to solve thevector form of the nonlinear

Schr̈odinger equation as provided in [79,84]. The split-step method is described in [85–87].

In our simulation we assume the fiber has linear birefringence and we take into account the

effect of dispersion and loss in the fiber. The fiber parameters used in the simulation are

taken from Table 3.1. Fig. 3.8 (a) plots the simulated XPM spectra for the two extreme

polarization states as well as for 14 other polarization states equally distributed on the

Poincaŕe sphere. The simulation is performed for the pump average power equal to 150

mW and confirms that all 16 spectra cross at one single wavelength on each side of the

CW probe. The simulation results are spectrally convolved with an 0.2 nm window in or-

der to match the resolution bandwidth of the optical spectrum analyzer that was used in

the measurements. The experimental measurements from Fig.3.7 (c) are reproduced for
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comparison in part (b) of Fig. 3.8. Comparison between the experimental results and the

simulation show excellent agreement between the two. We emphasize that all the param-

eters used in the simulation were based on the fiber data sheetor our measurements. The

only free parameter that was not possible to measure in our experimental setup is the input

pump polarization state.

3.1.3 Simple Analytical Model

As shown in Fig. 3.7, polarization independent behavior canonly be obtained when the

pump power is properly chosen. One important question to askis at what power level the

crossing points occur. Although numerical simulation can accurately describe this system,

it is not easy to generalize to other fibers or pulsewidths. Ifwe simplify the problem by ne-

glecting dispersion and walk-off, it is possible to derive an analytical formula for the power

at which the crossing will occur. As we see in Fig. 3.7 (c) and (d), changing the power

changes the location of the crossing point. Therefore, thisshould be done considering a

specific wavelength offset at which the crossing is to occur.In this subsection, we will

discuss a simple method to find the required power level for a given wavelength offset.

In this model, we first consider the case of pump and probe signals being linearly po-

larized along the same direction. In this case maximum cross-phase modulation efficiency

is achieved. Since the fiber has no birefringence, we can treat the problem as a scalar one.

As we mentioned before, we are neglecting the effects of walk-off, dispersion and bire-
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fringence. In addition, we also neglect the effect of four-wave mixing between pump and

probe on the XPM pedestal. IfA1(z, t) andA2(z, t) are the slowly varying amplitudes of

pump and probe signals as a function of travel distance in thefiber z, the evolution of the

probe signal can be written as:

∂A2(z, t)

∂z
= 2iγ|A1(z, t)|2A2(z, t) , (3.4)

where we have assumed that the pump signal is much stronger than the probe signal. Note

that the time derivatives have been eliminated by moving with the frame of reference trav-

elling at the group velocity and neglecting the dispersion effect. To estimate the conditions

under which polarization independent performance can be attained, we consider a Gaussian

pump pulse at the input of the fiber described by

|A1(0, t)|2 = P (t) = P0e
−t2/T 2

. (3.5)

In a fiber with no dispersion and loss factorα, we can write the pump power as a function

of z:

|A1(z, t)|2 = P0e
−αze−t2/T 2

. (3.6)

The phase of the probe signal gets modulated by the pump pulses based on Eq. 3.4. As-

suming that the amplitude modulation on the probe signal is small, A2(z) can be written

as:

A2(z, t) =
√

PCWe−αzeiφ(z,t) , (3.7)
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wherePCW is the CW probe power andφ(z, t) is the nonlinear phase induced by the pump

signal. Substituting in Eq. 3.4 and integrating over the length of the fiberL, yields:

φ(L, t) = 2γP0

∫ L

0

|A1(z, t)|2dz . (3.8)

Substituting Eq. 3.6, we can write the nonlinear phase shiftin this form:

φ(L, t) = φ0e
−t2/T 2

, (3.9)

where the dimensionless quantityφ0 ≡ 2P0γLeff is the amplitude of the nonlinear phase

shift andLeff = (1 − e−αL)/α is the effective length.

The spectrum of the modulated CW tone cannot be expressed analytically, but it can

be readily computed numerically based on Eqs. 3.7 and 3.9. When φ0 is small, the XPM

spectrum grows in proportion toφ2
0, but as the peak phase shift approachesπ, the XPM

spectrum begins to exhibit oscillations. This effect is shown in Fig. 3.9(a), which plots the

calculated XPM spectral power at an offset frequency of∆ν = ±0.2/T away from the CW

tone, as a function of2P0γLeff .

The foregoing analysis assumed that the pump and probe signals were linearly co-

polarized. If the CW probe signal is instead polarized orthogonal to the pump then the

nonlinearityγ will decrease by a factor of1/3 [88]. In order to show where this factor

of 1/3 comes from, we write the coupled nonlinear Schrodinger equations simplified for
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the case of zero-dispersion, non-birefringent fiber. For simplicity of the calculations, we

assume that the pump signal is polarized along thex axis. The equations that describe the

evolution of thex andy components of the probe signal are [84,89]:

∂A2x(z, t)

∂z
= 2iγ|A1x(z, t)|2A2x(z, t)

∂A2y(z, t)

∂z
=

2iγ

3
|A1x(z, t)|2A2y(z, t) ,

(3.10)

whereA1x is the pump slowly varying amplitude (polarized alongx direction) andA2x and

A2y are thex andy components of the probe slowly varying amplitude. It is clear from

these equations that the probe nonlinear phase shift for thecomponent that is co-polarized

with the pump,x, is 3× higher than that of the cross-polarized component,y.

The two points marked in Fig. 3.9(a) show that for a given peakpowerP0, the nonlinear

coefficientγ can decrease by a factor of1/3 without changing the XPM spectral power.

Under this condition, the two orthogonal polarization states will produce the same XPM

spectral power at the offset frequency, which leads to polarization-independent operation.

Fig. 3.9(b) plots the two calculated XPM spectra that correspond to the points labeled in

(a), showing the distinct crossing points analogous to those observed experimentally.

For the selected offset frequency of∆ν = ±0.2/T , polarization independent behavior

is predicted when2P0γLeff = 5.5, whereas for the actual parameters reported here we in-

stead calculate2P0γLeff = 10.9. The discrepancy arises because the simple theory does

not account for dispersion and signal walk-off, which can significantly decrease the XPM
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efficiency [90, 91]. As demonstrated in Fig. 3.8(a), more exact agreement between theory

and experiment can be obtained by including the measured dispersion and DGD in the sim-

ulation. Nevertheless, the dispersion-free theory described here illuminates the underlying

physical principle and provides a useful order-of-magnitude estimate of the power needed

to obtain polarization independent behavior.
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3.1.4 Cross-Phase Modulation Experiment with Pulsed Probe

The concept of using the crossing point in the XPM spectrum inorder to eliminate the

polarization dependence can be used in optical demultiplexing, if the CW tone is replaced

by a data signal comprised of pulses. Before we describe the demultiplexing experiment it

is important to note that we are considering RZ data signals. Therefore the demultiplexing

experiment can be better understood as cross-phase modulation between two optical pulses

(clock and data). For this reason, we first setup an experiment to investigate the cross-phase

modulation of a weak data pulse by a strong clock pulse. Our goal is to show through both

experiment and numerical simulation that the concept of crossing point can be seen in this

case as well. One key difference between the pulsed and CW cases is that for the pulsed

case the XPM spectrum depends upon the relative delayτ between the clock and data. In

this case the XPM spectral broadening of the probe can be asymmetric. In fact, the cross-

phase modulation process causes the probe spectrum to shiftto higher or lower frequency,

depending on the relative delay between the clock and data. If the probe pulse leads the

pump pulse, blue-shift of the probe spectrum occurs and viceversa. Fig. 3.10 shows the

concept of spectral shift when two optical pulses are passedthrough nonlinear fiber. In parts

(a) and (b) of the figure, blue- or red-shift occur depending on the relative delay between

pulses. The figure shows a simplified picture and in reality the shape of the probe spectrum

changes as it is shifted to blue or red side [77].

The experimental setup is shown in Fig. 3.11 which is similarto the one shown in
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Fig. 3.11: Experimental setup for investigating XPM between two optical pulses.

Fig. 3.5. In this experiment the pulse-widths for probe and pump are 2.5 ps and 1.8 ps

respectively. Both pulses are generated from actively mode-locked fiber lasers. The pump

and probe average powers before entering the nonlinear fiberwere measured to be 22.5

dBm and 12.5 dBm respectively.

3.1.5 Demonstration of Crossing Point for Pulsed Probe

Using the setup shown in Fig. 3.11 we measured the spectrum atthe output of the nonlinear

fiber for a range of probe polarization states while the pump polarization state was held

constant. In this case, the amount of wavelength shift is proportional to the XPM efficiency,

which depends on the relative polarization state of the pumpand probe. This can be seen

in Fig. 3.12 (a) which plots the minimum and maximum spectra obtained by adjusting the

probe polarization. The dashed line depicts the spectrum before entering the fiber. It can

be seen from the spectrum that the wavelength shifts for the two polarization states differ

by a factor of 3.
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As with the CW measurements, these results are confirmed by numerical simulations

using the vector split-step software that we developed and used in Section 3.1.2. Similar to

Section 3.1.2, We plotted the spectra for 16 different polarization states which are shown

in Fig. 3.12 (b). Two of these 16 polarization states are the minimum and maximum cases

while the other 14 are uniformly distributed points on the Poincaŕe sphere. Good agreement

between the measurement and simulation results can be seen.As for the CW case, the

experimental and simulation results show that the XPM spectra for all input polarization

states cross at one wavelength. Polarization-independentdemultiplexing can be achieved

by band-pass filtering the spectrum around the crossing point, as described in the following

section.

It is important to note that the pump power level determines the amount of wavelength

shift for any given probe polarization state. Therefore thelocation of the crossing point

depends upon the pump power level. This especially important for demultiplexing because

we need the crossing point to occur at a wavelength that is sufficiently separated from

the data center wavelength. When the crossing is point is too close to the data center

wavelength, some of the high-bit-rate data signal can leak though the bandpass filter, which

impairs the extinction ratio (or on-off ratio) of the switch. The following section presents a

simple analytical model that approximates the pump power required to produce a sufficient

spectral shift.

92



3.1.6 Simple Analytical Model

If we look at the amount of wavelength shift in Fig. 3.12, we can see that the spectral shift

differs for two extreme polarization states by about a factor of 3. As we discussed in Section

3.1.3, the factor of 3 can be explained by the coupled nonlinear Schrodinger equations. As

Eq. 3.10 shows, the nonlinear phase shift for co-polarized and cross-polarized components

of the probe differ by a factor of 3. Therefore, the frequencyshift for these two components

differ by the same factor. As in Section 3.1.3, this effect can be approximately described

by using a scalar model in the nonlinear Schrödinger equation, allowing the nonlinear co-

efficientγ to vary by a factor of up to 3× depending on the relative polarization states of

the pump and probe. This model considered a nonlinear fiber with no birefringence and

dispersion. In this case if the pump is linearly polarized, the difference between XPM ef-

ficiency when probe is co-polarized or cross-polarized withrespect to the pump is exactly

a factor of 3. Under these conditions, the crossing point is predicted to be approximately

at the midpoint between the two extreme cases. As shown schematically in Fig. 3.13, the

polarization-independent crossing point wavelength is therefore expected to occur at about

2

3
of the maximum wavelength shift. We emphasize that this is only an approximation used

to find a relationship between the pump power and the offset wavelength of the crossing

point. An accurate prediction of the crossing point location requires full numerical solution

of the vector nonlinear Schrodinger equation, using the measured fiber parameters such as

dispersion, birefringence and loss.
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In order to estimate the offset wavelength at which the crossing occurs, we need to

determine the maximum frequency shift caused by cross-phase modulation, a quantity that

depends upon the relative delay between the two signals. We assume that the probe pulse

arrives to the nonlinear fiber at timet = 0 and that both signals travel with the same group

velocity. We consider a Gaussian pulse shape for the pump signal with a time delaytd

relative to the probe pulse. If we use the time variableτ = t + td, we can write the pump

power as:

P (t) = P0e
−τ2/T 2

. (3.11)

The nonlinear phase shift for the probe signal can be writtenas:

φ(t) = 2P0γLeffe−τ2/T 2

= φ0e
−τ2/T 2

, (3.12)

whereφ0 is the amplitude of the nonlinear phase shift. All the parameters are defined as

described in section 3.1.3. We can write the XPM-induced frequency chirp as [79,92]:

∆ν(τ) = − 1

2π

∂φ(τ)

∂τ
= 2φ0τe−τ2/T 2

(3.13)

Fig. 3.14 plots∆ν(τ) as a function ofτ . In order to get the maximum frequency shift

one should choosetd such that|∆ν| is maximum aroundt = 0 (or τ = −td). This is

because the probe pulse is centered aroundt = 0 and if the probe pulse-width is not much

longer than the pump pulse-width, we can assume a constant frequency shift of|∆νmax| for
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the probe pulse. It is clear from Fig. 3.14 that the time delayto satisfy this condition should

be:

td,max = ± T√
2

. (3.14)

Substitutingτ = ±T/
√

(2) in Eq. 3.13, we find a formula for∆νmax:

∆νmaxT =
1

2π

√

2

e
φ0 =

1

π

√

2

e
γP0Leff (3.15)

Using this formula one can find the maximum wavelength shift shown in Fig. 3.13 using

the approximation:

∆λ ≈ λ2

c
∆ν (3.16)
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As we mentioned before, the offset wavelength at the crossing point can be approx-

imated as
2

3
of this maximum wavelength shift. In our experimental results shown in

Fig. 3.12 the crossing point occurs at about 2.5 nm offset wavelength. Using our sim-

ple model the nonlinear phase shift amplitude is predicted to beφ0 = 4.5 which would

correspond, for our fiber, to a peak power ofP0 = 2.4W , or an average power of 80 mW.

This estimate is about 3 dB lower than what was actually used in the experiment. The

discrepancy can be explained by the effect of the walk-off between pump and probe, fiber

birefringence and approximations made in the simple analytical model. Nevertheless, this

analysis provides a simple approximation for the power required to achieve polarization-

insensitive operation.

3.1.7 160 Gb/s Demultiplexing Experiment

In the previous section we demonstrated that in the asymmetric broadening caused by cross-

phase modulation between two pulses, a polarization-independent point can be found. We

now show how this effect can be applied to the case of optical demultiplexing, in which a

base rate (10 GHz) clock is used to extract every 16th pulse from a 160 Gb/s data signal.

The only difference here is that the data spectrum consists of N − 1 pulses that are not af-

fected by cross-phase modulation and 1 pulse that is asymmetrically broadened (spectrally-

shifted) by the XPM process.

Fig. 3.15 shows the experiment used to demonstrate polarization-independent 160 Gb/s
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Fig. 3.15: Experimental setup used for demonstrating 160 Gb/s polarization-
independent demultiplexing.

demultiplexing. The clock and data pulses were generated from two mode-locked fiber

lasers at 10 GHz with 2.8 ps and 2.0 ps pulsewidths, respectively. The data signal was

modulated with a 10 Gb/s,223 − 1 pseudorandom data pattern and passively multiplexed

to 160 Gb/s. The smallest multiplexer delay was approximately 800 ps, to ensure decorre-

lation between adjacent bits. It is important to note that ina real system, the 16 channels

will be separate and independent. A passive multiplexer is used in this experiment to sim-

ulate a real system. The multiplexer uses polarization-maintaining fiber to guarantee that

all channels of the 160 Gb/s signal are co-polarized. The average powers of the data and

clock before entering the nonlinear fiber were 22.5 dBm and 12.5 dBm, respectively. As

discussed before, when the clock and data signals overlap intime, the strong clock signal
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causes spectral shifting of the data signal through cross-phase modulation, and a subsequent

bandpass filter was used to isolate the spectrally-shifted channel [7,26].

Fig. 3.16 (a) plots the spectra at three different points (A,B,C) shown in Fig. 3.15.

Points A, B and C correspond to the spectra before entering the fiber, after passing through

the fiber and after the bandpass filter respectively. These spectra are plotted for one fixed

polarization state of the data signal. In order to achieve polarization-independent demul-

tiplexing, we need to tune the bandpass filter to point at which the spectra for all possible

data polarization states intersect. This is shown in Fig. 3.16 (b) where the XPM-induced

spectral shift is plotted for maximum and minimum cases. It can be seen that the crossing

point and the bandpass filter output are aligned. As seen in this figure, the optimum posi-

tion for the bandpass filter is not necessarily the wavelength at which the XPM spectrum is

maximum.

In order to evaluate the system performance in the presence of polarization fluctua-

tions, a high-speed polarization scrambler was inserted inthe data path. The polarization

scrambler produces the maximum degree of impairment from polarization fluctuations. The

clock power and bandpass filter wavelength were adjusted while monitoring the bit error

rate (BER) and eye diagram in order to achieve the lowest degreeof polarization depen-

dence. Fig. 3.17(a) plots the measured bit error rate (BER) vs.received optical power for

back-to-back 10 Gb/s operation and for the 160 Gb/s demultiplexer. The circles indicate

the BER obtained when the data polarization is constant, and the squares show that nearly

identical performance is obtained when the data polarization is scrambled. The 3dB power
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Fig. 3.16: (a) Measured spectra at three different points (A,B,C) in the demultiplex-
ing experiment for a fixed data polarization state. (b) Magnified XPM-broadened
data spectrum for maximum and minimum cases (solid curves) and the filtered out-
put (dashed curve) showing alignment with the crossing point.
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Fig. 3.17: (a) Bit error rate vs. received power for the 160 Gb/s demultiplexer,
showing little penalty when polarization scrambling is enabled. Measured eye dia-
gram of demultiplexed 10 Gb/s data while (b) polarization scrambling is disabled,
(c) polarization scrambling is enabled but pump power is lower that optimum level
and (d) polarization scrambling is enabled and optimum pump power is used.
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penalty between back-to-back experiment and the demultiplexing results can be seen from

these plots. This is due to extra amplification of the signal in the demultiplexing experiment

which degrades the optical signal-to-noise ratio. Fig. 3.17(b) shows the demultiplexed eye

diagram (10 Gb/s) when the polarization scrambler is disable. Part (c) shows the same eye

diagram when the scrambling is enabled but the pump power is lower than the optimum

level. In this case the crossing point and bandpass filter arenot aligned and the system is

polarization dependent as shown by the partial eye closure.Part (d) shows the eye diagram

while the scrambling is enabled and the pump power is adjusted to the optimum level. In

this case, the system is polarization independent as seen bycomparing with part (b).

Similar behavior is seen for all 16 demultiplexed channels.In order to confirm this, we

measures the BER vs. power for all 16 channels in the presence of polarization fluctuations.

Fig. 3.18 plots the sensitivity curves for the 16 channels. We have plotted the channels in

groups of 4 since it is otherwise difficult to show all 16 channels on one graph. The small

differences seen between the channels is attributed to imperfect multiplexing of the original

10 Gb/s signal up to 160 Gb/s. We also captured the eye diagramfor all 16 channels while

the polarization is scrambled. Fig. 3.19 shows the eye diagrams for 16 channels in the

160 Gb/s data. The time difference between two adjacent channels is 6.25 ps. As seen in

this figure, all channels are almost identical which agrees with out BER measurements in

Fig. 3.18.
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Fig. 3.18: BER vs. received power for 16 channels in the 160 Gb/s data stream.
The channels are plotted in groups of 4 in parts (a)-(d).
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Fig. 3.19: Eye diagrams of the 16 channels in the 160 Gb/s data captured as the
data polarization is scrambled.
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3.2 Polarization-Independent Demultiplexing in Birefringent Photonic

Crystal Fiber

In this section we look at another simple method to eliminatethe polarization-dependence

from the cross-phase modulation process. As we discussed insection 3.1, many new non-

linear fibers have significant linear birefringence. Some birefringence in nonlinear fiber

can be tolerated as long as the total differential group delay (DGD) is small compared to

the pulse-widths used in the experiment. In this section we consider a 30m-long nonlinear

fiber with photonic crystal structure. The measured value for the total DGD in the fiber is

about 1.25 ps which is about 8 times higher that the bismuth-oxide-based fiber. Table 3.2

shows some of the parameters for the photonic crystal fiber used in the experiments in this

section. The fiber is made by Crystal Fiber A/S (NL-1550-NEG-1) and the data provided

in the table is taken from the fiber data sheet except for the DGD that is measured. The

cross-section of the photonic crystal fiber is shown in Fig. 3.20.

Fiber Parameter Value Unit
Nonlinear Parameter (γ) 11 W−1km−1

Dispersion (D) between -0.75 and 0 ps/nm·km
Loss 0.008 dB/m

Effective Area (Aeff) 3.5 µm2

Length 30 m
Differential Group Delay (DGD) 1.25 ps

Tab. 3.2: Parameters of the nonlinear photonic crystal fiber
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Fig. 3.20: Cross-section of the photonic crystal fiber made by Crystal Fiber A/S.
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Fig. 3.21: Measured power as a function of wavelength used to determine the DGD
in the photonic crystal fiber. Setup is shown in Fig. 3.2 (a).
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The DGD is measured using the wavelength scanning method described in 3.1. The

measured power as a function of wavelength is given in Fig. 3.21. From this measurement,

the fiber DGD is calculated to be∆τ = 1.25 ps. It is important to determine if the fiber is

in the short-length regime or the long-length regime [82]. In other words, we are interested

in knowing if the fiber can be treated as a system with fixed principal axes. As we discussed

before, this can be determined by the test given in [82]. By drawing a horizontal line at the

mean power in Fig. 3.21 (that dashed line), we can count the number of mean crossings.

This number is approximately equal to the total number of minima and maxima. This test

shows that the fiber can be treated as one wave plate with fixed axes.

One noticeable difference between the fibers is that the nonlinear coefficient of this

fiber is much lower than that of the bismuth-oxide-based fiber. On the other hand because

of the low group velocity dispersion, one can use a much longer fiber (30m in this case).

The photonic crystal (holey) structure for the fiber is used to increase the nonlinearity by

decreasing the mode size while minimizing the dispersion around 1550 nm wavelength. If

we calculate the parameterφ0 (nonlinear phase shift amplitude) for the same power levels

and pulsewidths used in our previous experiments we getφ0 ∼ 3. This is about 3X lower

than our experiments with bismuth-oxide-based fiber which indicates we need to increase

the power level in order to achieve polarization-independent operation using the method

described in section 3.1. The high power requirements make that approach impractical in

this fiber. In this section we describe a new technique that uses the higher birefringence

of the fiber to eliminate polarization dependence without any specific requirements on the
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optical power. The general method for demultiplexing is based on spectral filtering of the

XPM as described before.

3.2.1 Polarization-Independent cross-phase modulation in birefringent nonlinear fiber

One way to achieve polarization-independent cross-phase modulation is to use a circularly

polarized pump [29,30]. However, in a linearly birefringent fiber, there is no way to main-

tain the circular polarization state for the pump signal along the fiber. As a result of linear

birefringence, any input polarization state that is not aligned with one of the principal axes

will periodically evolve as it propagates along the fiber. The periodicity of this evolution

is characterized by a parameter called the beat length. If∆β is the difference between the

propagation constants of the two principal axes, the beat length (LB) is given by:

LB =
2π

∆β
, (3.17)

and describes the distance over which the two eigenstates acquire a relative phase shift of

2π. The propagation constantβ is generally wavelength dependent and therefore the pump

and probe signals have different beat lengths. We will show that if the difference between

these beat lengths is large enough, polarization-independent XPM is achievable.
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Consider an electric field that consists of two optical frequencies (pump and probe):

E(x, y, z, t) =x̂
[

A1x(z, t)φ1x(x, y)ei(β1xz−ω1t) + A2x(z, t)φ2x(x, y)ei(β2xz−ω2t)
]

+ŷ
[

A1y(z, t)φ1y(x, y)ei(β1yz−ω1t) + A2y(z, t)φ2y(x, y)ei(β2yz−ω2t)
]

,

whereφ(x, y) represents the transverse electromagnetic mode,ω1 andω2 are optical fre-

quencies associated with pump and probe respectively andβij (i = 1, 2 and j = x, y)

represent the propagation constants for each frequency andfor x- andy- polarizations.Aij

are the slowly varying amplitudes of the corresponding electric field components. The cou-

pled equations that describe the evolution of pump and probesignals are given in Ref. [89].

Assuming that the pump (i = 1) signal is much stronger than the probe signal (i = 2),

the probe slowly varying amplitude is governed by the following set of coupled nonlinear

equations:

∂A2x

∂z
+ β′

2x

∂A2x

∂t
+

i

2
β′′

2x

∂2A2x

∂t2
=iγ

(

2|A1x|2 +
2

3
|A1y|2

)

A2x

+
2iγ

3
A∗

1xA1yA2ye
i[(β1y−β1x)+(β2y−β2x)]z

+
2iγ

3
A1xA

∗

1yA2ye
i[(β1y−β1x)−(β2y−β2x)]z

(3.18)

∂A2y

∂z
+ β′

2y

∂A2y

∂t
+

i

2
β′′

2y

∂2A2y

∂t2
=iγ

(

2|A1y|2 +
2

3
|A1x|2

)

A2y

+
2iγ

3
A∗

1yA1xA2xe
i[(β1x−β1y)+(β2x−β2y)]z

+
2iγ

3
A1yA

∗

1xA2xe
i[(β1x−β1y)−(β2x−β2y)]z ,

(3.19)
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whereβ′

ij and β′′

ij are the first and second derivatives of the propagation constant with

respect to the frequency evaluated at the carrier frequency. For exampleβ′′ij is defined as:

β′′

ij =
∂2βj(ω)

∂ω2

∣

∣

∣

∣

∣

ω=ωi

(3.20)

The first and second equations describe the evolution of thex andy components of probe

respectively. The probe polarization componentsA2x andA2y are coupled to one another

through the last two terms on the right hand side of Eqs. 3.18-3.19. Under certain condi-

tions, however, these terms may be neglected.

In a birefringent fiber, the beat length is usually shorter than the length of the fiber (L).

This condition can be expressed as:

|βy − βx|L > 2π (3.21)

In this case, the second term on the RHS of 3.18 and 3.19 can be neglected. This is because

the exponential term will oscillate within the length of thefiber and average to a negligible

value compared to the non-oscillatory terms. The cancellation of the oscillatory terms

has been explained in [79] and [84]. Another way to explain this effect is that the light

polarization evolves inside the fiber as a result of linear birefringence, and if the beat length

for the evolution is smaller than the length of the fiber, the effect averages to a small value.

A stronger condition is required for the last term on the rand-hand-side to be negligible.
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The pump and probe signals have different wavelengths and ingeneral, the beat lengths for

these two wavelengths are different. The third term will be small compared to the other

terms if:

|(β1y − β1x) − (β2y − β2x)|L > 2π (3.22)

One can also think of this in terms of polarization evolution. The pump and probe evolve

with two different beat lengths. In a Poincaré sphere representation, the Stokes vectors

corresponding to the pump and probe signals rotate with different periods. If Eq. 3.22

is satisfied, the effect of the polarization-dependent terms becomes small. The sign of

the birefringence is usually the same for the pump and probe signals. Therefore, if the

inequality 3.22 holds, the inequality 3.21 will hold as well.

It is more useful to write the condition 3.22 in terms of the total differential group delay

∆τ in the fiber and the frequency difference∆ω = |ω1 − ω2|:

∆ω · ∆τ > 2π , (3.23)

where we have used the linear approximation:

|β1x − β2x| ≈ β′

x(ω1 − ω2)

|β1y − β2y| ≈ β′

y(ω1 − ω2) ,

(3.24)

whereβ′

x andβ′

y are the first derivatives of thex andy components of propagation constant

with respect to frequency evaluated at the mean frequencyω = (ω1 + ω2)/2. Condition
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given by Eq. 3.23 can be rewritten in terms of the wavelengthsλ1 andλ2:

c∆λ∆τ

λ1λ2

> 1 , (3.25)

where∆λ = |λ1 − λ2| is the wavelength spacing andc is the velocity of light. In our

experiments with the photonic crystal fiber we use a wavelength spacing similar to that

used in the bismuth-oxide-based fiber experiment. Using this value and the amount of

DGD in the fiber, the product∆ω · ∆τ is about 10 which satisfies the condition.

It is interesting to note that in the bismuth-oxide-based fiber experiments, this product

was about 8 times smaller and therefore it does not satisfy Eq. 3.23. This is why for

lower pump power we saw a minimum of about 3dB of polarizationdependence in the

experimental results shown in Fig. 3.6 (b).

The final step in our analysis is to show that under this condition the XPM process

will be polarization-independent. The key as we explained before is that Eq. 3.18 and 3.19

become decoupled when these conditions are satisfied. In order to have a polarization-

independent behavior, Eqs. 3.18-3.19 should turn into two identical differential equations.

From these equations, it is clear that we should launch the pump pulses such that their

power is equal for both polarization states:

|A1x(0, t)| = |A1y(0, t)| =

√

P (t)

2
(3.26)
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Before we proceed with the simplified formulas that describe the evolution of the probe

components, we need to make one more assumption. In most signal processing appli-

cations, it is required that the total DGD (∆τ ) in the fiber be small compared with the

pulse-widths used in the system. If this holds, we can:

• Eliminate the second term on the left-hand-side of 3.18 and 3.19 by solving the equa-

tions in a reference frame that is travelling at the average group velocity.

• Assume that the pump amplitude envelopes for x and y components remain approxi-

mately equal along the fiber:

|A1x(z, t)| ≈ |A1y(z, t)| ≈
√

P (t)

2
(3.27)

We also assume that the group velocity dispersion (β′′

2 ) is polarization-independent. With

these assumptions, we can rewrite the simplified form of equations 3.18 and 3.19:

∂A2x

∂z
+

i

2
β′′

2

∂2A2x

∂T 2
≈ iγ

4P (t)

3
A2x (3.28)

∂A2y

∂z
+

i

2
β′′

2

∂2A2y

∂T 2
≈ iγ

4P (t)

3
A2y (3.29)

In these equationT = t − β′

2z is the time variable for the frame of reference moving with

the average group velocityβ′

2

−1
. Equations 3.28 and 3.29, describe two identical linear

systems for the two probe polarization components. Therefore, any combination ofx and

y components with constant power generates the same nonlinear phase shift (XPM) at the
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output.

In summary, in order to achieve polarization-independent XPM in birefringent fiber, we

need to choose the fiber DGD and wavelength separation between pump and probe such

that they satisfy Eq. 3.23. We also need to launch the pump signal such that its power is

equally divided between the two fiber principal axes as described by Eq. 3.26.

3.2.2 CW Probe Experiment and Simulation Results

In order to prove this concept using the photonic crystal fiber (PCF) we set up an exper-

iment similar to that shown in Fig. 3.5 . The main difference in this experiment is that

the wavelengths used for pump and probe signals are 1545 nm and 1552 nm respectively.

Fig. 3.22 (a) plots the minimum and maximum observed XPM spectra obtained by adjust-

ing the probe polarization state while the pump polarization is adjusted to worst possible

state. Based on our analysis, the worst choice for the polarization state of the pump signal

is when it is aligned with one of the principal axes of the fiber, in which case only the co-

polarized probe component experiences cross-phase modulation. In the experiment, there

is no easy way to measure the light polarization right beforeentering or right after exiting

the nonlinear fiber, because the PCF is spliced to an intermediate fiber and connector at

each end. We experimentally find the worst state for the pump polarization by maximiz-

ing the observed difference between the minimum and maximumXPM spectra. Fig. 3.22

(b) plots the simulation results for the measurements plotted in part (a), assuming that the
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probe is polarized along the principal axis of the fiber. The simulation is performed using

the actual fiber parameters taking into account dispersion,birefringence and loss. There

is a good agreement between the measurement and simulation and they both predict more

than 6 dB of maximum polarization dependence.

The optimal state for pump polarization can also be achievedexperimentally by ad-

justing the pump polarization until the XPM spectrum becomes insensitive to the probe

polarization. Fig. 3.22 (c) plots the minimum and maximum XPM spectra observed when

the pump polarization is optimally adjusted. In the simulation, we selected the pump po-

larization to be such that it equally excited the fiber principal axes. The result is plotted in

Fig. 3.22 (d) which confirms our theoretical analysis and agrees with the measurements.

3.2.3 80 Gb/s Demultiplexing Experiment

Demultiplexing can be achieved by replacing the probe signal with the high-rate data signal

(as explained in Sec. 3.1.7.) Similar to our previous experiments, we evaluate the system

performance in the presence of polarization fluctuation introduced by a fast polarization

scrambler. Fig. 3.23 shows our experimental setup for 80 Gb/s demultiplexing. In this

experiment we employed a programmable polarization controller that can switch the input

clock polarization state in order to find the best state. The programmable polarization

controller allows us to better explore exactly which pump polarizations yield polarization-

independent behavior. Fig. 3.24 plots the spectra of data and clock signals before they enter
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Fig. 3.22: Part (a) (measurement) and part (b) (simulation) plot the polarization
dependence of XPM spectrum (two extreme probe polarization cases) while the
pump polarization is adjusted to generate the maximum polarization dependence.
Parts (c) and (d) plot the same spectra while the pump polarization state is chosen
to minimize the polarization dependence.
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Fig. 3.23: Experimental setup used to demonstrate polarization-independent de-
multiplexing in the photonic crystal fiber.
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Fig. 3.24: Optical spectra measured at three different points (A,B,C) shown in
Fig. 3.23.

the nonlinear fiber (point A), after exiting the nonlinear fiber (point B) and also after the

bandpass filter (point C).

The 10 Gb/s demultiplexed signal can be analyzed on a sampling oscilloscope or bit-

error-rate tester. Using these monitoring tools, we adjustthe clock polarization state with

the manual polarization controller until the lowest bit-error-rate (or cleanest eye diagram)

is achieved. The goal is to demonstrate that low polarization sensitivity is achievable in

this demultiplexing system. As a baseline for comparison, Fig. 3.25 (a) depicts the 10 Gb/s

demultiplexed eye diagram when the data polarization is unscrambled. Part (b) of this fig-

ure shows the same eye diagram when the data polarization is scrambled while the clock

polarization state is adjusted to the worst state, maximizing the polarization dependence.
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Fig. 3.25: (a) 10 Gb/s demultiplexed data eye diagram when the polarization scram-
bler is off. (b) data eye diagram when polarization scrambler is on and clock po-
larization is adjusted to the worst state. (c) data eye diagram when polarization
scrambler in on and clock polarization is adjusted to the best state.
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Fig. 3.26: BER vs. received power for 8 channels in the demultiplexing (80 Gb/s
to 10 Gb/s) experiment showing very little difference between them. Back-to-back
results are also shown.

Under this condition, the eye diagram is almost completely closed and the bit-error-rate is

more than10−2. Part (c) shows the eye diagram when the scrambler is on and the clock

polarization state is adjusted to give the lowest polarization dependence. In this case, the

eye diagram is very similar to part (a) and the bit-error-rate is less than10−9. We also eval-

uated the demultiplexer by plotting the BER vs. received power for all 8 channels. These

plots are shown in Fig. 3.26 demonstrating similar results for all 8 channels. The back-to-

back results are also plotted showing about 2 dB of power penalty at 10−9 BER between

the demultiplexed data and the back-to-back experiment. This penality is again attributed

to extra amplification of the signal in the demultiplexing experiment which degrades the

optical signal-to-noise ratio.
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Fig. 3.27: (a) The circle including all pump polarization states that lead to
polarization-independent XPM shown on Poincaré sphere with ideal reference
axes. (b) The S parameters for the clock polarization states that lead to bit-error-
rates< 10−9 while data polarization is scrambled (reference for the Poincaré
sphere is arbitrary due to measurement issues.)
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As described in Eq. 3.26, the main condition to achieve polarization-independent XPM

is to adjust the pump polarization state such that its power is divided equally between the

two principal axes of the fiber. There is not just one polarization state that satisfies this con-

dition, but a continuous range of states. On the Poincaré sphere, these states would follow a

great circle passing through the two poles. Consider the Poincaŕe sphere representation for

the input pump polarization state as shown in Fig. 3.27 (a). We choose the reference axes

for this representation such that a linear polarization along the fast and slow axes of the

fiber correspond toS1 = ±1 respectively. It is easy to check that the condition for equally

exciting the eigenstates of the fiber is equivalent to setting S1 = 0 in this representation. As

shown in Fig. 3.23, a programmable polarization controllersystematically varies the pump

polarization in a step-wise manner in order to cover the entire Poincaŕe sphere while data

polarization is scrambled at a high speed. At each clock polarization state, the polarimeter

reading for the clock signal and the bit-error-rate tester reading for the demultiplexed data

signal are recorded. The polarimeter reading shows the Stokes parameters of the clock

signal before entering the fiber in an arbitrary frame of reference. Because there are a few

meters of fiber between the polarimeter and the splitter as well as between the splitter and

the nonlinear fiber, there is no way to find the absolute polarization state going into the

nonlinear fiber using this experimental setup. Nevertheless, the polarimeter does provide

a picture of the relative polarization states, rotated on the Poincaŕe sphere by an unknown

amount. In this experiment we are interested in showing thatall clock polarization states

that cause low bit-error-rates approximately lie on a circle. In this case we choose10−9
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as our threshold for deciding if a bit-error-rate is low or high. Fig. 3.27 plots the Stokes

parameter representation for all the points that lead to lowBER. It can be seen that these

points form a circle which confirms our theoretical analysis.

3.3 Summary

In summary, we developed two methods for performing polarization-independent cross-

phase modulation in nonlinear fibers. Depending on the fiber parameters such as nonlin-

earity and birefringence, we suggested two different techniques for eliminating the polar-

ization dependence. The first method suggests that if the nonlinear length of the fiber is

small compared to the fiber length, a polarization-independent wavelength can be found in

the XPM-induced spectrum. Using a narrow bandpass filter, this polarization-independent

wavelength can be filtered out. The second method suggests that if the fiber birefringence

is high enough, using a certain pump polarization state can make the XPM-induced spec-

trum insensitive to the probe polarization state. Both thesemethods were experimentally

demonstrated and computer simulations were in agreement with the measurements. We

also provided simple theoretical analysis that help in better understanding of these meth-

ods. Finally, we use both methods in high-speed OTDM demultiplexing experiments. In

these experiments we evaluated our systems when the input data polarization was scram-

bled. As predicted, very low polarization dependence was observed in the demultiplexing

experiments.
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4. CONCLUSION AND FUTURE WORK

One of the main issues with optical signal processing using nonlinear optics is the polariza-

tion dependence. The main goal of this research was to provide solutions to this problem.

In particular we tried to find polarization-insensitive techniques that can be used in an op-

tical receiver in an OTDM network configuration. Two main stages in an OTDM receiver

are the clock recovery and the demultiplexer. By building polarization-insensitive clock

recovery and demultiplexing units, one of the main practical issues for these receivers can

be solved.

In this work, we started by developing a clock recovery system based on two-photon

absorption. One of the main motivations was that two-photonabsorption exhibits lower

polarization dependence compared to many other nonlinear processes. However, further

studies showed that there is some polarization dependence in the TPA process. Using a

theoretical model, we found a simple guideline for performing polarization-independent

cross-correlation using TPA. This method was demonstratedexperimentally and was the

basis for our clock recovery experiments. In the clock recovery experiments that were

performed at 80 Gb/s, we demonstrated very low polarizationdependence. One realistic
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method to evaluate the system for polarization dependence is to introduce random polar-

ization fluctuations and monitor the system performance. The timing jitter of the recovered

clock was monitored as the input data polarization was scrambled randomly. The results

show a very low effect from the polarization scrambling on the timing jitter. Other advan-

tages of using TPA for clock recovery include the fast response time allowing high speeds

(much higher than 80 Gb/s) and broad optical wavelength range. Another way to test the

system under realistic conditions is to perform transmission experiments. Our transmission

experiments were done using recirculating fiber loops. Using our clock recovery system,

we reached 840 km of transmission distance at 80 Gb/s while data polarization scrambling

was used. Finally, we tested an improved system that is basedon optical dithering. This

system exhibits even lower polarization dependence and much lower dependence to the

input data power and wavelength. Using this method we demonstrated a 10 dB dynamic

range for the input data power and 40 nm operating wavelengthrange which was primarily

limited by the EDFA bandwidth.

The next step in realizing polarization-independent OTDM receiver is to make a demul-

tiplexing system that is not sensitive to the data polarization. One of the common methods

for demultiplexing is using the cross-phase modulation in nonlinear fibers. There are meth-

ods for eliminating polarization dependence from the XPM process in fibers. All these

methods involve twisting the fiber or using polarization diversity techniques that require

higher powers and more complex systems. In this work, we showed two simple methods

that do not require fiber twisting and do not add to the complexity of the system. This is
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especially important because twisting the optical fiber is not practical for the new highly

nonlinear fibers. Our first method that was demonstrated in bismuth-oxide-based fiber

suggests that a polarization-independent wavelength can be found in the XPM spectrum. If

such wavelength is found, it can be filtered out using a narrowbandpass filter. The nonlinear

length should reach a minimum in order for this method to workproperly. We demonstrated

polarization-independent operation using both CW signal and pulsed signal as the probe in-

put. The results were confirmed by computer simulations. Simple theoretical model was

also provided that explains the principle of operation of this method. Demultiplexing was

demonstrated using this technique at 160 Gb/s data rate. Again, the system evaluation

was done using polarization scrambling. In this case the biterror rate and eye diagrams

were monitored to ensure low polarization sensitivity. Oursecond method for polarization-

independent XPM is based on fiber birefringence. First we showed theoretically that high

enough birefringence in the fiber can lead to the eliminationof the polarization-dependent

terms in the XPM process. The condition under which this occurs depend on the fiber dif-

ferential group delay and the wavelength separation between pump and probe signals. We

used a 30m-long photonic crystal fiber in order to demonstrate this technique. Polarization-

independent XPM was shown using CW probe signal and computer simulations confirmed

the measurements. Optical demultiplexing at 80 Gb/s was performed while input polariza-

tion was scrambled. Very low polarization sensitivity was measured using BER and eye

diagrams.

Due to equipment availability limitations, we were not ableto put the two systems to-
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gether in an OTDM receiver. This is usually difficult to do especially when the systems are

not integrated. Our goal was to show that even though nonlinear processes are generally

polarization dependent, methods can be invented to eliminate or minimize their polariza-

tion sensitivity. In particular, a high-speed polarization-independent OTDM receiver is

realizable by integrating the clock recovery and demultiplexing systems in this work into

one system. Therefore, one idea for future work is to design areceiver that includes the

polarization-independent clock recovery and demultiplexing systems. Another interesting

area to investigate is to study the behavior of the demultiplexing system in a long-haul

transmission experiment similar to the one we described forthe clock recovery experi-

ments. This will demonstrate better the importance of a polarization-insensitive receiver.

Our methods for polarization-independent signal processing can be applied to other

third-order nonlinear processes such as parametric amplification and four-wave mixing.

Using the simulation tools that we developed in this work, such processes can also be

numerically simulated. The concepts we used in cross-phasemodulation experiments using

nonlinear fiber can be modified in the case of these other processes.
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A. PHASE-LOCKED LOOP TRANSFER FUNCTION

In this appendix, we describe some of the details about the characteristics of the phase-

locked loop (PLL). Fig. A.1 shows a simple block diagram for the PLL. Three main blocks

can be seen in this diagram and we will try to explain the characteristics of each block first.

The first stage in a PLL is the phase detector. It is important to note that the termphase

we does not refer to the phase of optical oscillations. It refers to the phase of the intensity

modulation of the optical signal. A phase-detector in the case of optical clock recovery,

measures the phase difference between an incoming data signal and a locally generated

optical clock. Fig. A.2 shows the phase-detector circuit ofour system. The photocurrent

generated from the detector is converted to voltage and as wementioned before an offset

level is subtracted from that voltage in order to provide a bipolar signal. In order to reduce
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Fig. A.1: Block Diagram of a phase-locked loop.
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Fig. A.2: Diagram of the phase-detector section of the PLL used for optical clock
recovery.

the noise from the detector circuit, we also add a low-pass filter after the voltage subtraction

circuit. The bandwidth of this filter should be larger that the closed-loop bandwidth of the

PLL. In our experiments,R1 andC1 were chosen such that the bandwidth of this lowpass

filter is about 25 kHz. The output of this stagev1(t) is usually referred to as the error signal

because it measured the phase discrepancy between the two inputs. The overall transfer

function of this stage can be written as:

HPD(s) =
V1(s)

θ1(s) − θ2(s)
= KPD

ω1

s + ω1

, (A.1)

whereKPD determines the sensitivity of the phase-detector andω1 = 2π × 25 kHz is

the bandwidth of low-pass filter. It is important to measure the phase-detector sensitivity

in order to design the PLL with the desired characteristics.KPD can be calculated by

measuring the error signalv1 as a function of the phase difference(θ1 − θ2).
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Fig. A.3: Measured error signal of the PLL as a function of the phase difference
between the two optical inputs. Phase-detector sensitivityKPD can be calculated
by finding the slope of the tangent to the curve at the origin.

The measurement of this signal was previously described in section 2.3 and shown in

Fig. 2.7. Here we have plotted the same error signal as a function of the phase difference

between data and clock in Fig. A.3. It is important to note that the period of the error signal

is
π

4
. This is because in our experiments we used 80 Gb/s data and 10GHz clock. There-

fore, clock and data pulses are aligned 8 times during one clock cycle. Also, the reference

for the phases are chosen such that the error signal is zero when the phase difference is zero.

Although the relationship between the error signal and the phase difference is nonlinear, it

is linear in the proximity of the origin. When the PLL is locked, the phase difference will

always be very small and in the proximity of the origin. Therefore,KPD can be estimated

by calculating the slope of the tangent to the curve at the origin. In our measurements, the
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phase-detector sensitivity was calculated to beKPD ≈ 1.2 V/rad.

The second part of the PLL is the loop filter that we briefly mentioned in Section 2.3.

In theory, one can design a PLL without using a loop filter. A variable attenuator is enough

to control the bandwidth of the loop. However a simple attenuation of the error signal will

limit the DC voltage entering the VCO. Therefore, the frequency range of the PLL will be

extremely limited. An ideal loop filter for the PLL is comprised of an variable attenuator

and an integrator. The integrator has an infinite DC gain and therefore it can provide any

desired DC voltage to the VCO. Fig. A.4 shows the loop filter circuit. The transfer function

of this circuit can be written as:

HF (s) =
V2(s)

V1(s)
= KA

s + ω2

s
, (A.2)
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whereKA is the attenuation coefficient andω2 is determined byR2 andC2 values. In the

circuit used in our experiments,R1 is a variable resistor which controls the attenuation.

For the representative measurements shown in Section 2.3 wesetKA = 0.006 andω2 =

2π × 350 Hz. The switchS shown in Fig. A.4 is used to enable or disable the PLL. When

the switch is open, the PLL is enabled. When this switch is closed, the loop-filter transfer

function is zero and therefore the PLL is disabled.

The last stage in the PLL is the voltage-controlled oscillator (VCO). If the input to the

VCO is voltagev2 and the output is the angleθ2, the transfer function of an ideal VCO

should be
1

s
. However, most VCOs have a limited bandwidth meaning that their frequency

can follow the input voltage up to a certain speed. If the input voltage changes too rapidly,

the output frequency does not adjust accordingly. Therefore, the sensitivity of the VCO

drops as the input voltage frequency increases. Therefore,in a simplified case, the transfer

function for the VCO can be written as a low-pass filter cascaded with an ideal VCO:

HV CO(s) =
θ2(s)

V2(s)
= KV CO

ω3

s(s + ω3)
, (A.3)

whereω3 is the bandwidth andKV CO is the low-frequency sensitivity of the VCO. The

measured normalized VCO sensitivity as a function of input frequency is plotted in Fig. A.5.

Note that by normalized VCO sensitivity we mean
ω3

s + ω3

. The dashed curve shows the

best fit to the data based on Eq. A.3. The bandwidth used in the dashed curve that fits the

data isω3 ≈ 2π × 4.5 kHz. The measured value for the low-frequency sensitivity of the
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Fig. A.5: Normalized VCO sensitivity as a function of frequency. Circles indicate
the measured data and the dashed curve shows the theoretical fit to the data.

VCO is KV CO ≈ 2π × 530 krad/V. The closed-loop transfer function of the PLL can be

found using the three transfer functions that we discussed above:

HPLL(s) =
HPD(s)HF (s)HV CO(s)

1 + HPD(s)HF (s)HV CO(s)
(A.4)

The frequency response and step response plotted in Fig. 2.8were calculated using this

formula and the transfer functions discussed in this appendix. We can easily see that the

closed-loop PLL has a third order transfer function. The transfer function slope at frequen-

cies higher than the closed-loop bandwidth (5.5 kHz) initially is 40 dB/dec and eventually

changes to 60 dB/dec.
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B. ANALYSIS OF POLARIZATION DEPENDENCE IN TWO-PHOTON

ABSORPTION

In order to analyze the polarization dependence of two-photon absorption in a material,

first we need to know about the nonlinearχ(3) tensor for that material. There are different

symmetry properties for theχ(3) tensor depending on the material structure [57]. In this

Appendix, we only focus on a specific case that applies to isotropic materials as well as

crystalline structure withm3m, 43m or 432 symmetry. In these case there are generally

4 independent variables in theχ(3) tensor: χ1122, χ1212, χ1221, χ1111. For TPA process,

permutation symmetry [57] yields:χ1212 = χ1122. Therefore, in the case of TPA, there are

generally 3 independent parameters.

The difference between isotropic and anisotropic materialin this case is that for an

isotropic material:

χ1111 = χ1122 + χ1212 + χ1221 , (1, 2 = x, y, z) (B.1)

But this relationship is not true for an anisotropic crystal and we can introduce a new
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parameter as the anisotropy factor [52]:

σ =
χ1111 − (2χ1212 + χ1221)

χ1111

(B.2)

where we have usedχ1122 = χ1212 assuming two-photon absorption process. This factor is

zero for an isotropic medium and can be estimated based on quantum mechanics for some

materials. The numerical value ofσ calculated for two some zincblende semiconductor

materials are given in [52]. We were not able to find this number for silicon but our exper-

imental results presented in Chapter 2 confirm that the anisotropy factor is very small for

silicon.

In this analysis we assume a plane wave propagation model forsimplicity. In order

to find the expression for the TPA coefficientβ (defined by Eq. 2.2) we first write the

nonlinear polarization vector [57]:

P
NL = 3ǫ0

[

2χ1212 (E · E∗)E + χ1221 (E · E)E∗ + σχ1111

∑

i

|Ei|2Eîi

]

(B.3)

wherei = x, y, z andE is the electric field vector of a wave propagating in the direction

of a unit vector̂η such that̂η · E = 0. If η is the coordinate in the direction of propagation

(which need not bex, y or z), we can writeE(η) =
1

2
A(η)e−jkη, whereA(η) is the

slowly varying amplitude vector. The factor of
1

2
comes from the fact that we need to add

two terms at frequenciesω and−ω in order to get a real-valued electric field. The wave
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equation can be written as:

d2
E(η)

dη2
+

n2ω2

c2
E(η) = −µ0ω

2
P

NL(η) (B.4)

By substituting the slowly varying amplitude and writing thetime-average intensity of light

as:

I =
n

2

(

ǫ0

µ0

)
1

2

|A|2 , (B.5)

we get to the equation that describes the evolution of light intensity inside the medium:

∂I(η)

∂η
= − 3ω

2ǫ0n2c2

[

2Im(χ1212) + Im(χ1221)
|A · A|2

|A|4
+ σIm(χ1111)

∑

i |Ai|4

|A|4

]

I2(η)

(B.6)

By introducing the unit vector̂p =
A

|A| which is the unit vector representing the polariza-

tion state we can write the TPA coefficient for the medium:

β =
3ω

2ǫ0n2c2

[

2Im(χ1212) + Im(χ1221) |p̂ · p̂|2 + σIm(χ1111)
∑

i

|pi|4
]

(B.7)

This formula is given in [52]. Unit vector̂p can be complex, to accommodate circular and

elliptical states, provided that̂p · p̂∗ = 1.

Now let us consider the special case of isotropic material. We should also note that

different physical mechanisms may lead to the nonlinear susceptibility. In the case of

the semiconductor materials the most important mechanism is the non-resonant electronic
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response which providesχ1221 = χ1212 [57]. Using this condition and assumingσ = 0 we

can simplify Eq. B.6. We rewrite the right-hand-side of this equation in terms ofA instead

of the intensity:

∂I(η)

∂η
= −2ωIm(χ1111)

µ0c2

[

2|A|4 + |A · A|2
]

(B.8)

Therefore, if the detector consists of a thin layer of absorbing material, the time-average

photocurrent generated in the detector can be written as:

iTPA ∝
〈

2|A|4 + |A · A|2
〉

(B.9)

In Section 2.4 we used Eq. 2.22 to derive our theoretical expressions for the polarization

dependence. Therefore, it is desirable to show that Eq. B.9 isequivalent to Eq. 2.22. First

we need to write down an expression that relates the complex field to the real-values electric

field. For simplicity we write the electric field at point (η = 0). This is because the term

exp(−jkη) is just a phase factor that will eventually go away in our calculation of the

amount of power absorbed in the material:

E(t) =
1

2
Aejωt +

1

2
A

∗e−jωt (B.10)

By substituting this expression forE(t) we can find the time-average value of|E(t)|4. After

eliminating all the high-frequency terms we have:

1

8

〈

2|A|4 + |A · A|2
〉

=
〈

|E(t)|4
〉

, (B.11)
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which proves Eq. 2.22. In the case of two optical signals, we can used Eq. 2.22 if the

wavelength separation between the two signals is within theslowly varying amplitude ap-

proximation condition. This means that that wavelength separation should be much smaller

than the mean wavelength. In our experiments, we used optical signals with wavelength

separations that satisfy this condition.
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