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1. INTRODUCTION

The demand for higher communication bandwidth especialiysed by the growth of the
internet has stimulated new changes in the architecturptafad communication networks.
One of the ways to increase the data rate in optical commumicaystems is to define dif-
ferent data channels carried by different optical wavellesigThis method is called wave-
length division multiplexing (WDM) and has been deployed umrent optical networks.

Another approach proposed for next generation optical ordsvs to define different opti-

cal channels carried by the same wavelength and multipksx ih the time domain. This
method is called optical time division multiplexing (OTDMhd future optical communi-
cation systems can be seen as a combination of WDM and OTDModetiNew advances
in high-speed ethernet technology have also shown the sigcés multiplex data from

different users in the time domain. For example in 10 Gb/sreigt system, it is imprac-
tical to assign a different wavelength to each user. OTDNMvosts can be realized using
systems that multiplex and demultiplex optical pulses attme domain. The data rate in
the future OTDM systems will be a multiple of the data rateacledata channel. There-
fore the data rate in such systems will go beyond the speedhdahble electronic circuits

making it almost impossible to perform signal processinghendata by means of current



electrical methods.

One way to process very fast optical signals without relyanghigh-speed electronics
is to use optical nonlinear processes that have very fagonsg times. This method has
been the most common way to demonstrate high-speed OTDMmgsn recent years
[1-4]. However, there are several disadvantages assdeuitethe use of nonlinear optical
processes instead of conventional signal processing m&thOne of these problems is
the polarization dependence of nonlinear processes. Indi& networks, optical data
may travel through thousands of kilometers of fiber, whichses the light polarization
state to fluctuate. In addition, thermal effects and medanibrations cause polarization
fluctuations. The speed of polarization fluctuations candrg tiigh (microsecond scale)
especially when a WDM configuration is desired [5]. Polai@atracking at these high
speeds is both difficult and expensive. These fluctuatiomsiaimportant in most optical
receivers that are currently used in optical networks. Thimecause the process of photo-
detection is polarization independent. In high-speedcaptieceivers that use nonlinear

optics, the polarization dependence issue should be amtes

In this thesis, we investigate methods to build a polarratndependent receiver. We
study two systems that are used as main sections of an OTD&iveedclock recovery
and demultiplexing). The first system is clock recovery das®two-photon absorption in
silicon and the second one is a demultiplexer based on ptesse modulation in fiber. In
the next sections of this chapter we review some of the worledn clock recovery and

demultiplexing. We also review some of the methods for achgepolarization-insensitive

2



systems. Chapter 2 explains the development of clock regmsestem based on two-
photon absorption. In this chapter we also investigate tharzation dependence issue
in the clock recovery process theoretically and experiadgntFinally, we show how the
clock recovery system can be incorporated into a long dist&ransmission system. Chap-
ter 3 presents our work in optical demultiplexing using srplase modulation in nonlinear
fibers. We investigate new techniques for performing paédion-independent cross-phase
modulation in nonlinear fibers. Photonic crystal fiber arsivhith-based nonlinear fiber are
used in our experiments to demonstrate these two technityeprovide computer simu-
lation results that confirm our experiments and prove thanmation-insensitivity of these

methods.

1.1 Signal Processing in OTDM Networks

In the past decade a great deal of attention has been paid aptilications of nonlinear
optical processes. One of the main motivations for reseircthis area is the fast time
response of these processes. One of the first applicatiomandihear optics was perform-
ing autocorrelation measurements on very short opticagsuggenerated by pulsed laser
sources. The introduction of ultra-fast OTDM systems tgblthe research on nonlinear
optics. A simplified diagram of an OTDM system is shown in RidL. In such a scheme,
N data channels with a bit rate ¢gff are generated by N transmitters (TX1,...,TXN). A

multiplexer is used to combine these channels into a sinigge fvith an aggregate rate of
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Fig. 1.1: Diagram of Optical Time Division Multiplexed (OTDM) system.

N x fy. Depending on the distance over which the data is sent, thigitet be a 3R regen-
erator section at a number of intermediate points on thetngsion line. At the receiver,
part of the signal is used to perform clock recovery to getedfee original data clockf{).
This recovered clock is used to demultiplex the data into Ahadkels that can be received
by N receivers (RX1,...,RXN). In some cases a monitoring seatan be added to the re-
ceiver or somewhere along the transmission fiber that cdndaaneasurement of chirp,

pulse shape, polarization mode dispersion, degree ofipateam and eye diagram.

As seen in this diagram, 3R regeneration, clock recovenyuitgplexing and perfor-
mance monitoring all have to be done at the aggregate daeofaY f,, a speed well

beyond the capabilities of electronics. Therefore all asthtasks require some optical



signal processing technique in order to be realized in aptietworks. Clock recovery and
demultiplexing are two major tasks in an OTDM receiver andhis thesis we focus on

these two.

1.2 Optical Clock Recovery

As seen in Fig. 1.1 the first stage in receiver is the clockvego In addition to the re-
ceiver section, one of the regenerating processes thah&sid@R regenerator is re-timing
which requires a clock recovery process as well. Electat@tk recovery systems have
been used for data rates up to 40 Gb/s, a rate that is limitetthdgpeed of electronic
circuits. Optical clock recovery has been demonstratedgusonlinear optical processes
for data rates up to 400 Gb/s [6]. Techniques previously disedptical clock recovery
include injection locked laser cavities [7-9], electricalg oscillators [10-12], and a va-
riety of optical phase-locked loop systems [6, 13—-16]. Thiedtmethod, which is based
on phase locking, can be realized by nonlinear optical m®e® In this method, optical
clock recovery is achieved by measuring the timing disanepd®etween incoming optical
data and a local optical clock using a nonlinear optical @ssc Figure A.1 shows a simple
diagram of this method. In most cases the nonlinear prosdsfiowed by a slow optical
detector. Many nonlinear processes have been exploiteithdéarype of system shown in
this diagram. These processes include four-wave mixingbier fj13] or semiconductor

waveguides [6], cross-absorption modulation in electsogttion modulators (EAM) [14],



and cross-phase-modulation in semiconductor amplifiess Hnd optoelectronic mixing

in modulators [16, 17].

Although these methods have enabled sub-harmonic clookeegat speeds up to hun-
dreds of Gb/s, few of these techniques provide polarizaaod wavelength- independence

comparable to what is routinely achieved in slower eledtralock recovery systems.

Methods for mitigating polarization dependence includappation interleaving [18],
in which neighboring pulses are orthogonally polarized polarization diversity [19, 20],
in which the optical signal is split into orthogonally palsed components that are pro-
cessed separately. Each of these techniques introducg®aaldcomplexity in the sys-
tem that would not be necessary if the underlying opticatess were itself polarization
independent. Injection-locking techniques have been shmwhave lower polarization-

dependence [7], but they are usually tied to a specific repefrequency and wavelength.

Wavelength-dependence is another challenge associatedptical clock recovery.
With the exception of DFB lasers, most components in opticeghmunication systems
(e.g., modulators, amplifiers, photodetectors) can be tmeahany different wavelength
channels without incurring a significant penalty. By corttrasany of the nonlinear optical
techniques used in optical clock recovery systems reqpieeiic wavelengths for both
the clock and data. In some cases the clock and data must fi@esiiy separated in
wavelength to be spectrally distinguishable, for exampleen an optical filter is used

to separate the clock and data after mixing. In some cases;ltick and data cannot
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Fig. 1.2: Diagram of optical subharmonic clock recovery system based orephas
locked loop.

be too far apart because the nonlinear mixing efficiencyedesgs with separation. For
many nonlinear processes, the attainable wavelength rarlgeited by phase-matching
conditions or the wavelength characteristics of the devitsed. In wavelength-division

multiplexed networks, it is especially important that theck recovery not be constrained

in wavelength.

In Chapter 2, we demonstrate a high-speed clock recovergraystised on two-photon
absorption in silicon. In this case, the nonlinear process slow detection shown in
Fig. 1.2 are combined into the same device. The device us#tkse experiments is a
silicon avalanche photodiode. Also, we develop a modelghedicts the polarization de-
pendence, and a new technique to minimize it. We demonstratgolarization sensitivity
and wide optical bandwidth for this system. We also dematest long-haul transmission

experiment using this clock recovery system.



—>CH1J\ j\
_ 1 0
11991919 %—>CH2 j\o “1
MG NANS —fE LA
DATA form Network % P CH3 0 0
()] N
- CH4 A

N N\

Recovered Clock

Fig. 1.3: Diagram of a demultiplexer in OTDM system.

1.3 Optical Demultiplexing

After the clock rate is recovered it can be used in a demelig to extract one tributary
channel from a high-speed data stream. Fig. 1.3 shows aestliggiram of demultiplexing
in an OTDM system. In this example, a high-speed stream af idatemultiplexed into 4
channels atjl the original data rate. Nonlinear optical processes wese @ed in demon-
strating high-speed OTDM demultiplexing for data rateskighan the speed of electronic
circuits. Cross-absorption modulation in electroabsorpthodulator [21], four-wave mix-
ing in fiber [19] and semiconductor optical amplifiers [22hss-phase modulation in non-
linear optical loop mirror containing fiber [23] or semicaratior amplifier [24], cross-phase
modulation with spectral filtering using semiconductor &fige [25] or fiber [7, 26] have

been used to perform optical demultiplexing.



Among the techniques for optical demultiplexing, those tis optical fiber nonlinear-
ities like cross-phase modulation (XPM) or four-wave m{fFWM) are attractive because
of their fast response time and low insertion loss. One rkith fiber-based nonlinear-
ities is that the FWM or XPM efficiency depends on the polararastate of the incoming

data signal, which cannot be controlled in most fiber opt&tesys [26—28].

In theory, polarization-independent mixing can be acldefehe clock signal is cir-
cularly polarized, but in practice the residual birefringe of the fiber makes it difficult
to maintain a circular polarization state over the lengtitheffiber. One method to main-
tain circular polarization is to twist the fiber either dugior after fabrication [29, 30],
but this approach cannot be easily implemented in fibers sighificant linear birefrin-
gence. Another method to overcome polarization dependsruaarization diversity, in
which the clock is split into two orthogonal states that ipeledently interact with the
data [19, 31-34]. In longer fibers, the random polarizatimdendispersion can cause the

polarization dependence to average out, leading to paléwiz-independent operation [35].

In the second part of this thesis, we introduce two new metfadperforming polarization-
independent cross-phase modulation in optical fibers. Woenethods are demonstrated
using two different nonlinear fibers and are both used in d@gphexing systems. These

methods are not based on polarization diversity and do rbtathe system complexity.



2. OPTICAL CLOCK RECOVERY BASED ON TWO-PHOTON

ABSORPTION

In this chapter we describe the concept of using two-phobsogtion (TPA) to synchro-
nize a clock and data signal. We start by explaining the neali process of two-photon
absorption in silicon. Then we describe the principle ofragien of optical phase-locked
loop based on this process. Next, we demonstrate an 80 @lksrelcovery system based
on TPA in back-to-back and transmission experiments. Fintile issue of polarization
dependence in the presented clock recovery system is igatsi. We use theoretical and

experimental results to study the polarization dependeasce.

Constructing a phase-locked loop (PLL) to synchronize datbctock signals requires

input data mixer output clock
——(@— H(w) VCO -

photo- BPF loop
detector filter

\/

&

Fig. 2.1: Diagram of electrical clock recovery system.
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the generation of a cross-correlation signal that meashegsming difference between the
two signals. In electrical clock recovery systems, thiscscmplished using an electrical
mixer as shown in Fig. 2.1. For high-speed systems, the mmegrbe replaced by a faster
nonlinear optical process as shown in Fig. 1.2. One carelidanlinear process that we
explore here is two-photon absorption (TPA). Although TR& been widely used in auto-
correlation measurements [36], it has not been utilizedashnm optical communications

applications.

If £, is the bandgap energy of a semiconductor materialfani$ the photon energy

and the following condition is satisfied:
E
hv > =2 | (2.1)

two photons can be absorbed at the same time and generatectnorelhole pair in the
semiconductor that in turn produces a photocurrent. THerdiice between this process
and linear absorption process in an optical detector is showhe simple diagram of
Fig. 2.2. As seen in this diagram, two-photons can generageetectron-hole pair in the
TPA process. Insilicon, ~ 1.12eV), TPA can be observed for wavelengths ranging from
1100 nm to 2200 nm. The linear absorption in this case is gi&gi becausér < E,. This

is the ideal condition for observing the TPA since the lingsorption (when present) is
much higher than the TPA and can make it difficult to detecTiR&. In our experiments we

utilize a silicon avalanche photodiode which converts thtcal power absorbed thought

11
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Fig. 2.2: The absorption of photons in a two-level system showing the difference
between linear (single-photon) and nonlinear (two-photon) absorptions

the TPA process into an electric current that can be easisared.

Unlike conventional (linear) photo-detection, two-photabsorption produces a pho-
tocurrent proportional to the square of the optical powecaBse of this quadratic nonlin-
earity, two-photon absorption can be used to measure thelaton between high-speed
optical signals, in much the same way that sum-frequencgrgéion is used in optical auto-
correlators to diagnose pulses that are too short to be mezhslectrically. Two-photon ab-
sorption was first used in ultrashort pulse measurements than three decades ago [37].
TPA as an alternative to second order nonlinearity has beerodstrated for measuring

the pulse width of very short laser pulses using autocdrogldechniques. Different de-

12



tectors and devices have been used to perform TPA-basedoawgation measurement.
One of the devices used to build a highly sensitive autotaioefor a 1550 nm wave-
length laser is a silicon avalanche photodiode [38]. Theesarathod can be modified to
be used as a cross-correlation measurement techniqueryytus different signals [39].
Beyond these pulse measurement techniques, the appleatiorPA for ultra-fast opti-
cal signal processing in OTDM systems has not been investigas broadly. There are
few examples of cross-correlation measurements on highespme-division multiplexed
signals [40] and also a chirp measurement technique thabearsed in communication

systems [41].

Detection of TPA is simply done by a single photo-detectarliké some other nonlin-
ear processes such as sum-frequency generation [42] and/é»e mixing [43], TPA does
not require phase-matching. The TPA process has been sbhaxhibit ultra-fast response
time in autocorrelation measurements. In Ref. [44], TPA iiliea® photodiode was used
to measure 20-fs optical pulses. Also, in Ref. [45], TPA in &A6R detector was used to
characterize a 6-fs optical pulse. These examples showfdhe main motivations for this
research, which is the high-speed response of the TPA mpoaad the associated broad
optical bandwidth. Linear (single-photon) detectorsof&hibit nonlinear responses such
as saturation for certain input power levels. These noatities are usually due to elec-
trical effects inside the semiconductor or the detectayutir It is important to note that
these types of nonlinearities are not ultra-fast and thpsed is limited to the speed of the

detector circuit. Therefore, the main advantage of the T@#&aion comes from the fact

13



that the nonlinear process is ultra-fast.

2.1 Nonlinear Absorption of Light in a Photodiode

In a photodiode like the one used in our experiments, therphen layer can be modelled
as a thin slab. The light which is focused onto a small spettsahrough the slab and gets
absorbed as it goes through. There are practical issuesah@omplicate this model such
as the reflection from the back surface of the absorptionrlaybese factors have been
considered in [46], but in this thesis we will briefly congidee simplified case just to give

an estimate of how much light gets absorbed in a thin slab ofmad

The amount of light absorbed in TPA process can be estimatbd beam form and
dimensions of the absorbing layer are given. Consider a dlabsorbing material with
thicknessd and light travelling along the z direction, which is perpeuathr to the slab.
The two-photon absorption coefficiefiigives the rate of change in the intensity of light as

it travels through the medium:
drl

o pr (2.2)

At first let us assume the light beam travelling through thelioma is a plane wave with
constant intensity in a confined arda In that case the power of the beam as a function of

z can be written a®(z) = I(z)A. If the input intensity at = 0 is I, we can write the
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output intensity at = d by solving the differential equation given by Eq. 2.2:

Iy
Therefore, the change in the light intensity = [, — I(d) is given by:
Al = _pdly a5 (2.4)
- 1+ BLI, '

If we assume every two photons that are absorbed throughRAepiocess generate one

electron-hole pair in the detector, the photocurrent dgggnerated in the detector is given

by:

on = (5 = () 225 =

It is interesting to look at this equation in two limiting

e When the absorbed intensit$s () is much smaller than the input Intensity/@f/, <
1, Eqg. 2.5 yields:
efd

[ EPAY 1o
Jrpa & (th) I (2.6)

Therefore, the relationship between the photocurramty(= Jrpa A) and incident

power P is a quadratic relationship:

_efd
T oA

Z.TPA ~ 77P2 ) (27)
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wheren is a quantity that determines the efficiency of the TPA detact

e When most of the incident intensity gets absorbed in the medusdl, > 1,

Eq. 2.5 yields:

Jrpa & (ﬁ) I (2.8)

Therefore, the relationship between the photocurrent acident power is a linear

one:

’ e

= — 2.9
Shy (2.9)

itpa NP, 7

In our experiments we use a silicon photodiode. The TPA awefft for silicon is about
0.8 cm/GW [47,48]. The detector is designed for linear gtisom of light around 800
nm wavelength. For this design the thickness of the abswrpégion is typically 50-100
pm. If we assume 100 mW of CW power focused on a spot wiftn8 diameter, the
incident intensity isl, ~ 1.4 x 10'® W/m?. Using this intensity and assuminig= 100

um, the dimensionless parametgt/, is about 1.12107°. Therefore, only a very small
portion (0.01 percent) of the input power gets absorbed andre/well within the quadratic

operation region of the detector.

The plane wave assumption is not very realistic when the igdlocused on a small spot
using a lens. In this case, the Gaussian beam formulatiobeider describe the intensity
profile. In a Gaussian beam the intensity is a function afd the distancefrom the beam

axis:

I(r,2) = I(0, 2) exp (—wii)) , (2.10)
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wherew(z) shows the beam radius which depends on the distance froneéme Waist by:

1+ (230)2] . (2.11)

2
In this equationy, is the beam radius at the beam waist ané- % As we discussed

before, the beam power stays essentially constant thraghe absorption layer because
a very small portion of the light gets absorbed in the TPA pssc Therefore, the intensity

along the axis of the beam can be related to the incidentalgt@ver by this equation:

(2.12)

Using this equation and integration over the thickness efahsorption layer, the total

absorbed power in the detector is calculated to be:

2nB Ad 9
P,.=—"t P 2.13
abs \ an (27ang> ) ( )

whereP is the power of the incident beam ands the slab refractive index. Now let us

look at the limiting cases of this absorbed power:

e The spot-size is big enough so that the detector can be @asid very thin slab,

. d ) ) . o
mathematically:zg > 2 By approximating the inverse tangent with its argument
n

17



we get:

d P
Py ﬁ——g (2.14)

T Wy

This equation shows that the absorbed power is inverselyoptional torw? which

is the spot area.

The spot-size is very small and the thickness of the detéstouch bigger than the
. d .
confocal parameter of the beam, mathematically 27" In this case the value of
n
the inverse tangent is approximate;iyand we get:
npm P2

P = (2.15)

This equation shows that for very small spot-sizes the &esbpower has a limit
and cannot be further increased by making the spot-sizeleamdlhis is the most
important result of this calculation which indicates a lifiair the TPA photocurrent

as the spot-size of the beam is decreased.

2.2 Principle of Operation of the Phase-Locked Loop

Fig. 2.3 plots the measured photocurrent as a function oingwt optical power for the

silicon avalanche photodiode used in this work, clearlyshg the quadratic relationship

over several orders of magnitude. In these measuremerdstiawous-wave (CW) optical

signal at 1550 nm was focused through a microscope objectav&.m spot on the surface
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Fig. 2.3: Measured photocurrent as a function of the CW optical input power fo
the silicon avalanche photodiode used in this work.

of the silicon detector. A long-pass filter was inserted tocklshorter wavelengths that
would otherwise produce a linear photocurrent. Althouglh T$an inefficient process,
with inherently low quantum efficiency, we can observe a mesdse photocurrent even

for milliwatt CW power levels.

This quadratic response allows us to measure the crosslatoon signal between two
optical pulses. In particular, in a clock recovery systere, ave interested in the cross-
correlation signal between optical data (from the netwak)l optical clock (generated
locally). The cross-correlation signal measures the taiscrepancy between clock and

data which can be used as the error signal in a phase-loc&pdTdis concept is shown in
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Fig. 2.4: Block diagram for Phase-Locked Loop based on TPA (a). Sigrnadiat
"A” showing the typical phase-detector output (b).
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Fig. 2.5: Diagram of 80 Gb/s optical clock recovery system.

Fig. 2.4. As shown in the block diagram, in order to use th@wubf TPA detector as the
error signal, a constant offset voltage should be subigcten the output of the detector
(point A). The PLL synchronized data and clock together atitme delayr, shown in this

figure.

2.3 80 Gb/s Clock Recovery Experiment

2.3.1 Experimental Setup

Fig. 2.5 depicts the experimental setup used to demon&@at&b/s clock recovery using
two-photon absorption [49]. The 10 GHz, 4 ps clock pulsesevgemerated from a semi-
conductor mode-locked laser driven by an electrical veatagntrolled oscillator. Data

pulses with duration of 4 ps were generated using a 10 GHz #iumtted fiber laser, which

21



& 10} -
3 i
o _ool 1
= 20
(o) J
o
= -30 80 Gb/s .
(&)
= 10 GHz Data
o —40 Clock

_50 1 1 1 1 1

1549 1550 1551 1552 1553 1554 1555
Wavelength (nm)

Fig. 2.6: Optical spectrum of the 10 GHz clock and 80 Gb/s data.

was passively multiplexed to 40 GHz and on-off modulatedhai??® — 1 pseudorandom
binary data sequence. One additional multiplexing stageemaployed to produce an 80
Gbit/s data sequence. The average optical powers of datel@cidsignals impinging on
the detector surface were 3 mW and 6 mW respectively. Figlibé/s the optical spectrum

of combined data and clock signals.

Fig. 2.7(a) depicts the cross-correlation between the 1@ gtical clock and 80 Gb/s
RZ data signal, as measured by two-photon absorption in tleersiphotodiode. The
measurement was performed while the phase-locked loosabidid (open) and there is
a constant frequency difference (about 3 kHz) between toesgmthesizers that generate

data and clock signals. As mentioned before, offset-sotibra is necessary in order to
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obtain a bipolar error signal for the PLL. Fig. 2.7 (b) showe of the zero crossing points
to which data and clock signals are synchronized. When thekdgnthesizer is free-
running and the loop is enabled (closed) this bipolar engmad is driven to zero by the

negative feedback in the loop.

The electrical filterHr(w) was designed so that the phase-locked loop would have a
closed-loop transfer function with 5.5 kHz bandwidth. Tlystem diagram for the PLL,
loop filter design and the close-loop transfer function asctdibed in Appendix A of this
thesis. Fig. 2.8 (a) shows the theoretical closed-loogsteariunction of the PLL indicating
a third order response and a 5.5 kHz bandwidth. Part (b) ofZ=&yplots the step response
of the PLL as calculated (dashed curve) and measured (sah@)cshowing good agree-
ment between the two. The step response was measured byiogdesw the error signal
responds when a square wave stimulus is artificially apphsttle of the phase-locked

loop. As seen here, the rise-time of the phase-locked loapasit 0.15 ms.

One important figure of merit of a clock recovery system is tih@ng jitter of the
recovered clock. The output electrical clock is a sinudadmal with a randomly varying
phase deviation(t). The one-sided power spectral density of the phase denistit), (/).
According to [50], the signal phase noise is defined21~8§(f). The factor% is due to the
fact that the measured phase noise is double-sided (on ki#h of the carrier). The

measurement of phase noise is performed using the followelagjonship:

power density in spectral sideband, per Hz

phase noise = , (2.16)

total signal power
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Fig. 2.7: (a) Measured cross-correlation between 10 GHz clock and 80 Gta's da
before and after the offset is subtracted. (b) Magnified view of ecoselation,
showing the zero-crossing location.

which is expressed in dBc/Hz (dB below the carrier per Hz)aurhase jitter is the integral

of S,(f) over the frequency range of the application:

) fo
Porer = /f S (2.17)

whereg;i.., refers to the phase jitter aridh, f») defines the frequency range for integration.
It is usually difficult to measure the spectral density at bfinequency offsets with respect
to the carrier using standard RF spectrum analyzers. Alsceffiect from the phase noise
components at very high frequency offsets may be negligiSlech considerations along
with others that are specific to the application can detegntive frequency range. One

common frequency range in used in optical communicatioreexgents is (100 Hz, 10
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Fig. 2.8: (a) Measured and theoretically-predicted step-response of the-phas
locked loop clock recovery system. The system exhibits a rise time below 0.20
ms. (b) The corresponding closed-loop spectral response of tisedeked loop,
showing a bandwidth of 5.5 kHz.
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MHz). The timing jitter is simply defined as:

(bjitter
— Ljitter 2.1
Ot 27Tf0 ) ( 8)

wheref, is the carrier frequency.

Fig. 2.9 plots the electrical spectrum and single-sidelrase noise of the recovered
clock in comparison to the original clock used in the tranemni Integrating the phase noise
pedestal from 100 Hz to 10 MHz yields a timing jitter of 110 & the recovered clock,
compared to 170 fs of the transmitter clock. In this systdm,recovered clock exhibits
less phase noise than the original clock because the VCO misiegl ¢lock recovery system

is less noisy than the RF synthesizer used in the transmitter.

2.3.2 Bit-Error-Rate Measurements

The clock recovery system was also evaluated using bit-este measurements. As de-
picted in Fig. 2.10, the data was demultiplexed from 80 to #0s@ising an electroabsorp-
tion modulator, driven by a 40 GHz signal derived from theckloecovery system. The
clock recovery system requires a prescribed input powepéoaie, which makes it difficult
to perform conventional BER vs. power measurements. To atsdroblem we instead
maintained a fixed input power and adjusted the optical $ignaoise ratio (OSNR) by in-
jecting broadband amplified spontaneous emission pridrdeliock recovery and receiver.

Instead of BER, we measure the Q-factor which is related to the.Bfa binary system
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mitter.
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Fig. 2.10: Diagram of 80 Gb/s optical transmitter, demultiplexer, and receiver used
to characterize the clock recovery system. Instead of varying thevegteptical
power, the optical signal-to-noise ratio was adjusted by injecting broadiyatical
noise prior to the receiver.
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where the mean values of marks (ones) and spaces (zero®paesented by, and

respectively, one can define the Q-factor as:

Q=i (2.19)

O'1—|—0'0

whereo; andog are the standard deviations for ones and zeros respectiMetystandard
deviations show the noise level on each data rail. In suclst®sy the BER can be written
in terms of these parameters and the decision IBvabsuming a Gaussian model for the

noise:

BER(D) = ;1 {erfc (%) + erfc (W\O/;OOD‘)} : (2.20)

whereerfc(z) is a form of complementary error function given by:

erfe(z) = % /OO e 7dp (2.21)

The Q-value was determined by measuring the BER as a fundtibie decision threshold,
as depicted in Fig. 2.11(a) for one Q-value. By fitting the &rfection to the measured data,
we estimate the value of Q based on Egs. 2.19 and 2.20 asreegbliai [51]. Fig. 2.11(b)
plots the measured Q-value as a function of the OSNR for badlack transmission using
both the recovered clock and the original clock. The OSNRfgdd as the ratio of optical
signal power to the noise power in 0.1 nm bandwidth. Therepisignificant difference
between the two curves, which shows that there is no periocenpenalty associated with

the clock recovery system.
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Fig. 2.11: (a) Measured bit-error-rate vs. decision threshold for the case whe
Q = 7.6. (b) Measured back-to-back Q vs. OSNR for the system depicted in
Fig. 2.10, with and without clock recovery, showing no appreciablelpena

2.4 Polarization Dependence in Clock Recovery

In order to look closely at the polarization dependencegssuhe clock recovery system,
we first have to understand how the two-photon absorptionga®behaves as a function
of the light polarization state. This can be studied bothaf@ingle optical input and also
cross-correlation between two optical pulses. The pa@tion dependence issue in TPA
process has been experimentally [52—-54] and theoreti&8ly66] investigated in different

materials. To the best of our knowledge, none of these fudiesiders silicon as the non-
linear material. Furthermore, these studies have not dereil a two-input system that in

designed to generate the cross-correlation between twoabpulses. In this section we
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first investigate the polarization dependence of TPA wipeet to one continuous wave
optical input. Then we consider the case of two optical inpuita cross-correlation exper-
iment. Using the theoretical and experimental results we diguideline for minimizing

the polarization dependence in the cross-correlatiorasigtext, we get back to the clock

recovery experiment and investigate the effect of poléiondluctuations on the system.

2.4.1 Polarization Dependence of the Two-Photon Absangi@mcess in a Silicon

Photodiode

Under the assumption that two-photon absorption in silisasotropic, the photocurrent

generated through TPA can be modelled by the following stnglation:
1TPA X <|E(t)‘4>7 (2.22)

where(-) indicates the time-average al{t) is the real-valued electric field vector of the
light. In Appendix B we discuss a more general treatment & pé&larization dependence
in the case that the material has some anisotropy. We shawtha isotropic material the
formulas simplify to Eq. 2.22. If the optical signal is a cous-wave (CW) signal with
power P, Eq. 2.22 predicts that the photocurrent is given by:

2
LTPA = 1) (1 - %) P2, (2.23)
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Fig. 2.12: Measured photocurrent produced by two-photon absorption axtidn
of the polarization state. (a) The photocurrent produced by two-pladisarption
is the same for all linear polarization states. (b) When the polarization statgeha
from linear to circular, the photocurrent decreases by a factor abappately2/3.

wheren is an efficiency factor for the process, aff], S, S3) are the normalized Stokes
parameters describing the polarization state, i.e., tledioates on the Poinaaisphere.
Eq. 2.23 predicts that for a given powBr the amount of two-photon absorption depends
only on the degree of ellipticity of the polarization stadkescribed byS;. This equation
predicts that the TPA photocurrent for circularly polad4ggyht is% that of linearly polar-
ized light. The similar factor has been described in [57]tfe nonlinear refractive index

in isotropic media.

Fig. 2.12 plots the measured TPA photocurrent as a functidheoinput polarization
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state when the power is fixed. While the photocurrent is theedamall linear polarization
states, it decreases by a factor2gf for circular polarization states. This 2:3 circular-
to-linear ratio is theoretically expected for isotropi¢) nonlinear processes. The dashed
lines plotted in Fig. 2.12 were calculated using Eq. 2.23| simw excellent agreement

with our experimental measurements.

2.4.2 Polarization Dependence of Cross-Correlation Sigredsvdred by TPA

The analysis of the polarization dependence is more coatplicif there are two optical
signals with different wavelengths and polarization state shown in Fig. 2.13 [58]. We
assume that the difference between the optical carrieuéecjes is higher than the speed
of the electrical detector, so that the optical beating kbetthe two signals is not observed.
The detector is also not fast enough to resolve the individuises in either optical input.
Despite the limited speed of the detector, the time-avelag@tocurrent depends on the
relative delay f) between the two inputs. For example, if we use square pidsdsoth
optical signals, the resulting cross-correlation functeould have a triangular shape as
shown in Fig. 2.13. The average output photocurrént,, consists of the intensity cross-

correlation functiorC'(7) on top of a uniform background levé:

i(t) = B+ C(7). (2.24)
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Fig. 2.13: Cross-correlation between two optical pulses generated by two-photon
absorption. The cross-correlatiofi((r)) is on top of a constant background level
(B).

In general, both the backgroun@ and the cross-correlatiofi(7) depend upon the
polarization states and powers in the two optical signalsef\the simple model given in

Eq. 2.22 is applied to the case of two optical signals, we fitet gome calculation that

B=n [<p2(t)> (1 - %??) + (p*(t)) (1 — %ﬁl"’zﬂ (2.25)

8 1 1
C(r) = é? (p(t — 7)p'(t)) (1 + 55151 + §SQSé> (2.26)
wherep(t) and p/(t) are the power envelopes of the two optical signals (as shown i

Fig. 2.13), and andS’ describe their corresponding normalized Stokes vectors.

In many applications that require cross-correlation betwigvo optical signals includ-
ing the clock recovery system, one optical signal (clockhiea tase of clock recovery) is
generated locally and can therefore have a prescribedizatian state. On the other hand

the second optical signal (data in the case of clock recovexy an arbitrary polarization
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Fig. 2.14: Setup used for investigating polarization dependence of two-photon ab-
sorption when used to measure cross-correlation between two opticaspuls

state. Since the polarization state of the second optigabsiS) is difficult to control or
predict in practice, it is desirable to have a cross-catiganeasurement that is indepen-
dent of the polarization state of this signal. One importargervation that follows from
EqQ. 2.26 is that by fixingp to circular state , i.e., setting = S, = 0, the cross-correlation
componentC(7) becomes independent 8f, the polarization state of the second signal.

Under this condition, Egs. 2.25-2.26 simplify to:

B=n E (1)) + <1 - %) <p’2(t)>} (2.27)
O(r) = T plt — (1) (2.28)

In order to confirm this theoretical result, we performedeskpental measurements us-
ing the setup shown in Fig. 2.14. Each of the two signals wasig¢ed using a tunable laser

and chirp-free (X-cut Lithium Niobate) electrooptic modidr, driven by a programmable
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pulse generator. The resulting rectangular pulses hadaidirof 300 ns, peak power of
8 mW (measured at the detector) and a repetition rate of 1 MHe.relative delay- was
varied electrically. A long-pass filter was used to redueedfiects of ambient light. The
beam was focused to a spotsize of approximately.B5(FWHM) onto the surface of a
silicon APD (EG&G C30902E). We used a chopper and lock-in #mapko improve the
signal-to-noise ratio, but it is also possible to directlgasure the nonlinear photocurrent
on an oscilloscope. The removable near-normal incidencenedirects the beam to a
polarization analyzer, which allowed us to control and nammihe polarization state of

each input signal prior to the measurement by adjusting biee fiolarization controllers.

Fig. 2.15 plot the measured cross-correlation using thgpsgtown in Fig. 2.14. As
shown in Fig. 2.15 (a), when one of the signals has a fixedipekrization, the cross-
correlation magnitudé€’ varies by a factor of aboutx, with the largest correlation occur-
ring for co-polarized linear states and the smallest cati@h occurring for orthogonally-
polarized linear states. Fig. 2.15 (b) shows that when onleeo$ignals instead has a fixed
circular polarization, the cross-correlation signal igaimant to the second polarization
state, and the background level changes by only 25%. Theséis@gree with the sim-
ple theory presented above. For the more general case whemdontrolled polarization
state is elliptical, we have confirmed that the cross-cati@h curve falls between the two
extremes plotted in Fig. 2.15 (b), and that variations ingblarization state cause only the
background level to change. It is important to note that bggighe circular polarization

state for the clock signal we sacrifice part of the efficiency.
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Fig. 2.15: Measured cross-correlation functions (a) when the fixed input igalar
tion state is linear and (b) when the the fixed polarization state is circular.
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This is a significant result for developing the clock recgn@rstem or any other system
that relies on cross-correlation. We use this concept irrotd minimize the effect of
polarization fluctuations on the clock recovery system. wilsir effect is predicted for
other third-order processes in isotropic media. For examiolur-wave mixing in fiber
becomes polarization-independent when one of the inputatsgs circularly polarized.

[59].

2.4.3 Effect of Polarization Fluctuations on the Optical&kl&Recovery

For clock recovery, we are interested in the case where twoadpulses (data and clock)
generate a cross-correlation signal in the detector, agrseohematically in Fig. 2.16(a).
This is very similar to the cross-correlation measuremenfigomed in Section 2.4.2. One
difference is that data and clock pulses have differenteshag therefore the cross-correlation
function will have a different form. The other differencelt the data signal is a random
digital signal meaning that the bits can be one or zero witlmeégrobabilities. Also, in
subharmonic clock recovery, the data rate is a multiple ®ttbck repetition rate as shown

in Fig. 2.16.

TPA photocurrent will again consist of two components: ¢ansbackground levelR)
and cross-correlatior{(7)). B andC(r) follow the formulas give in Egs. 2.25-2.28. Note

thatC'(7) does not necessarily go to zero at some delay

As mentioned before, when the clock is circularly polarizgthnges in the data polar-
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Fig. 2.16: Schematic of cross-correlation measurement produced by two-photon
absorption. (a) Two optical signals are combined and directed to the sileten-d

tor. (b) The time-averaged photocurréitr)) is comprised of a cross-correlation
signalC(7) on top of a constant background levgl

ization state produce only a shift in the background levelenbaving the cross-correlation
signal unchanged. We exploited this polarization insesisitin achieving the results
shown in Figs. 2.9-2.11. Unfortunately, even with a circiylgolarized clock signal, the
background leveB can vary with the data polarization, as described by Eq..2T8s
variationA B can be seen in Fig. 2.17, which plots the measured crosstation between
the clock and data when the phase-locked loop is deactivatesitwo curves in Fig. 2.17
show the maximum shift in the background level that can bainbt by adjusting the data

polarization state, while maintaining a circular statetfa clock.

As shown in Fig. 2.17, after a fixed offset is subtracted, ttess:correlation signal
exhibits a zero-crossing for any input polarization stdieis ensures that the clock recov-
ery system can acquire and maintain lock regardless of tteepadarization; a prediction

that we have verified experimentally. This condition willip@intained provided the max-
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Fig. 2.17: Measured minimum and maximum cross-correlation signals obtained by
adjusting the data polarization, when the clock is circularly polarized. Gisaing

the polarization state produce a chany& in the background level, which can
shift the zero-crossing point by as much as 700 fs.

imum change in the background level does not exceed the togadak amplitude of the

cross-correlation signal, i.eAB < C(0).

The ratioAB/Cj, can be estimated using Egs. 2.27-2.28. For simplicity, vgeras
that the clock and data are comprised of Gaussian pulsepulgbwidths ofl’ and7”, and
that the pulses are sufficiently short that the cross-caticel functionC'(7) goes almost to
zero at the point of minimum overlap. We also assume equk#fylmarks and spaces and

on-off keying modulation. Under this condition we obtain:

AB (p(t)) 1 /T2 4772 (Pévg> , (2.29)

Co 4(pMp(t) 4V 217 \Pu,

whereP,,, and P, , represent the time-averaged powers of the clock and datacteely,
and the data power is averaged over a random sequence olfydddy ones and zeros.

Eq. 2.29 holds for all data rates, and also applies when tterdée is a multiple of the
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Fig. 2.18: Experimental setup used to investigate the effect of polarization fluctua-
tions on the clock recovery system.

clock frequency.

Eqg. 2.29 reveals that once the data and clock pulsewidthaaren, the raticA B/C(0)
depends only on the ratio of the average powers. One carfdherainimize the sensitivity
to polarization fluctuations by choosing the clock to bewmdy polarized with average
power much larger than the data. Unfortunately, this chalse causes the signal ampli-
tudeC'(0) to become much smaller than the total background I&yethich degrades the
signal-to-noise ratio in the avalanche photodiode. Foretipgeriments reported here, we

compromised by choosing the clock power to be twice as higheadata power.
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Fig. 2.19: Measured single-sideband phase noise of the recovered clock,tive
data polarization state is scrambled at two different speeds. When thezatitar
fluctuations are within the PLL bandwidth, the timing jitter increases as a result of
polarization-induced timing fluctuations.
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As shown in Fig. 2.17, when the data polarization changespusition of the zero-
crossing can vary by up to 700 fs, which produces a correspgrshift in the timing of
the recovered clock. In order to study the effect of polamrainduced timing fluctua-
tions, we inserted a variable-speed polarization scranivier to the receiver as depicted
in Fig. 2.18. The electro-absorption modulator used in teeawltiplexer is polarization-
independent. Therefore, this experiment demonstrate@fteet of polarization fluctua-
tions on the clock recovery system. Fig. 2.19 plots the nmealsphase-noise spectrum of
the recovered clock for two different scrambling speeds. Wthe polarization is scram-
bled at 1 MHz, we see no significant increase in the phase wbide recovered clock
compared to the un-scrambled system, because in this @aspekd of the PLL (5.5 kHz)
is not fast enough to track the rapid changes caused by theizaiion scrambling. How-
ever, when the polarization is scrambled at 1 kHz, the phase shows a marked increase
at low frequencies, and the timing jitter increases from ®215 fs as a result of low-
frequency polarization fluctuations. Assuming that theapeation-induced fluctuations
(with o, standard deviation) are uncorrelated with the intrinsackljitter (with o stan-
dard deviation), we have:

2 2 2
Opol = Ototal — 90 (230)

Using this relationship the timing jitter associated withigrization variations isr,, =

180 fs.

The effect of polarization fluctuations can also be measbsedbserving the recov-
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Fig. 2.20: Histograms showing the distribution of the zero-crossing time for the
electrical clock when the oscilloscope is triggered with the original clock.- His
tograms show the results for: (a) without scrambling, (b) with 1 kHz scramblin
and (c)intrinsic jitter measured by using the original clock instead of thevezed
clock.

ered clock signal on a high-speed sampling oscilloscopagubke original clock signal
as a trigger. The histograms shown in Fig. 2.20 (a) and (k)tpeostatistical distribution
in the timing of the recovered clock, accumulated over axpmately 400,000 samples.
We used a precision time-base system (Agilent 86107A) taaedhe effect of intrinsic
sampling jitter. The RMS timing jitter increases from 285 ¢s340 fs when the polar-
ization scrambling is enabled. These figures are consitjelaiger than those obtained
from phase-noise measurements, in part because of thanangsic jitter of the sampling
oscilloscope, which was measured to be 170 fs. Fig. 2.20h@)s the measurement of
this intrinsic jitter associated with the sampling os@tiope. Despite these limitations, the

component of timing jitter due to polarization fluctuatiaran be calculated by subtracting
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the variances, which gives 185 fs, in agreement with thegaddent phase-noise measure-
ments. One advantage of using the sampling oscilloscopgtiEr measurements is that

low frequency (less than 100 Hz) jitter components are aisluded in this measurement.

As shown in Eq. 2.27, the background photocurrent and zersstg point depend
only on the degree of ellipticity of the data polarizatiorieh is described by the azimuthal
angled (cos?(0) = S) on the Poincd sphere. If the cross-correlation is approximated as
a linear function ofr in the vicinity of the zero-crossing point, then Eq. 2.28 barused to

derive the following simple relationship between the zerossing time and the ellipticity:

T, = Tmin + AT cos?(6), (2.31)

where A7 is the maximum shift in the zero-crossing level. From theadalbtted in

Fig. 2.17, we infer thatA™ = 700 fs.

Fig. 2.21(a) plots the measured distribution of polar@astates on the Poin@sphere
when the polarization is scrambled, showing uniform cogerdor a uniform distribution,

we can easily see that the probability distribution for therauthal angle is given by:
1

fo(0) = 3 sin(6) (2.32)

Using this formula and Eq. 2.31, we can find the probabilitytribbution for the zero-
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Fig. 2.21: (a) Sampled distribution of polarization states produced by the polariza-
tion scrambler, showing uniform coverage of the Poigcgphere. (b) Calculated
probability distribution for the azimuthal angéefor a point randomly located on
the Poincak sphere. (c) Probability distribution of zero-crossing time, which de-
pends only on the azimuthal anglehrough Eq. 2.31.

crossing point;

1
() = 2.33
f ( ) 2\/<Tmax - 7—min) (T - 7—min) ( )

Fig. 2.21(b) plots the predicted distribution of azimutlalglesd for points uniformly
distributed on the Poincarsphere, and Fig. 2.21(c) plots the corresponding disimibu
of zero-crossing times, based on Eg. 2.32 and 2.33. Althdbglpolarization states are
uniformly distributed over the Poindaisphere, the distribution of zero-crossing times is
highly skewed towards the shorter times. By calculating tgance of this distribution,
we predict that the RMS timing jitter associated with slowgpi@ation variations will be

2

ol = AT ~ 210 fs. 2.34
Opol 3\/5 T ( )
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Fig. 2.22: Q as a function of the speed of polarization scrambling, measured at
two representative OSNR levels. The dashed line indicates the value da@exb
without scrambling.

This result agrees approximately with the 180 fs figure nef@ifrom experimental mea-
surements. Furthermore, careful examination of the hiatagn Fig. 2.20(b) reveals a
slight asymmetry when compared to the symmetric Gaussiae tndicated by the dashed

line, which is explained by the skewed distribution desadiin Fig. 2.21(c).

In order to determine whether the polarization fluctuatieasl to any real system im-
pairment, we measured the bit-error-rate as a functioneptiiarization scrambling rate
for two representative OSNR levels. The data points in Fig2 lot the measure@-
value for four different polarization scrambling ratesgang from 50 Hz to 12 kHz, and

the dashed lines indicate the value(@fobtained without polarization scrambling. Each
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data point in this plot was computed by making a measuremenilas to the one shown
Fig. 2.11 (a). Although thé&) value depends on the OSNR, we observed no significant

change in the bit-error-rate @} as a result of polarization scrambling.

2.5 Transmission Experiments

At speeds up to 40 Gb/s, there has been a significant effodrtduct laboratory transmis-
sion experiments that accurately simulate the polarinagibects that occur in deployed
fiber systems. In contrast, many of the ground-breaking-bjged optical-time-division
multiplexed (OTDM) transmission experiments have implyciequired manual polariza-
tion control either after the transmitter or before the neme[60—63]. One reason for
this discrepancy is that many of the optical clock recoverg demultiplexing schemes
used at speeds of beyond 40 Gb/s are polarization-depeaddriherefore require an es-
tablished input polarisation state at the receiver. Alsxanse of the stringent require-
ment on fiber dispersion, OTDM experiments often use pad#aon-interleaved multiplex-
ing [62] and sometimes polarization-based demultiplexmaitigate inter-symbol inter-
ference that would otherwise result from uncompensatgaedison. Finally, in order to
overcome the effects of PMD and PDL, many high speed systemsre that the signal
be launched along a principal polarization state of the {®&}. In this experiment we use
out polarization-independent receiver in order to dematshigh-speed data transmission

without polarization control [64].

48



1101 AOM

JUUN= S |
80 Gb/s PS : ] to receiver
(from transmitter)
I Sy (P=0dBm) m
|

EDFA AOM 50/50

Raman pump
(A = 1455 nm) SMF DCF SMF

\.@@@«-

-
25km 7km 10km
N EDFA o ,
X6

PS : Polarization Scrambler
AOM: Acousto-Optic Modulator

Fig. 2.23: Diagram of recirculating loop used to test the clock recovery system in
a transmission environment.

2.5.1 Transmission Setup

In previous sections of this chapter we described a higlkegépck recovery system that
exhibits very low polarization dependence. But measuresng@escribed in the foregoing
sections were all conducted with the transmitter and recaiennected back-to-back. In
reality, clock recovery is only required when the transemittnd receiver are physically
separated. To test the clock recovery system in a transmigsivironment, we used the

recirculating loop configuration shown in Fig. 2.23. Thedases two acousto-optic modu-
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lators to pass one packet of data multiple times through tiee oop. The resulting output
of the recirculating loop system is a stream of data packeiishtave been passed through
the loop an increasing number of times. Therefore a dissettef transmission distances
can be achieved using this method. The transmitter andvweragsed in this experiment are
identical to the ones shown in Fig. 2.10. The length of th@lis®210 km, which is divided
into six identical dispersion maps. Each dispersion mapisprised of 10 km of conven-
tional Corning SMF-28 fiber (D = 17 ps/nmkm), 7 km of disperscmmpensating fiber
(DCF), followed by an additional 10 km of SMF-28. The DCF wasgiesd to compensate
for both the dispersion and dispersion slope of the SMF fdoad,the length of DCF is not
included in the propagation distances quoted here. A coatibim of backward-pumped
Raman amplification and conventional EDFAs were used to casgie for fiber losses.

The average data power at the beginning of each dispersipnsadout 0 dBm.

The signal emerging from the circulating loop consists etdntinuous packets of data
that have each been circulating for increasing numbersufddrips. In order for the clock
recovery system to operate properly in this configuratiompist quickly acquire lock at the
beginning of each packet before bit-error-rate measur&sream commence. In this case,
the error signal is not always zero and it jumps to a non-zaheevany time a discontinuity
in the data packet reaches the clock recovery system. Intezabpommunication system,
the amount of time that the clock recovery takes in order tpuaie lock and drive the error

signal to zero should be much smaller than the length of eackep.

As seen in our measurements shown in Fig. 2.8, the rise timéhéphase-locked
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Fig. 2.24. Phase-locked loop error signal when the clock recovery is usednis-tra
mission experiment with recirculating loop configuration.

51



loop is approximately 0.15 ms, whereas the packet lengtthisos250 km circulating loop
is 1.25 ms. Therefore, the clock recovery system can stabilithin the first 20% of
each packet, still allowing ample time to conduct bit-emate measurements before the
next packet arrives. This can be seen by observing the agwoalan the clock recovery
system as shown in Fig. 2.24. Although the recirculatingliscan artificial way to achieve
long propagation distances, even in real networks, the idadametimes organized into

discontinuous packets and the clock recovery system mgsiradock quickly.

Polarization scrambling was employed both prior to andd@sif the loop in order to
more realistically simulate straight-line performancd grevent spurious performance im-
provements associated with preferred launch conditiorieap periodicity [65—-68]. We
emphasize that polarization scrambling is unique to thikvemd most OTDM transmis-
sion measurements do not use scrambling. The signal ergdrgim the loop was studied

using time-gated optical spectrum, autocorrelation, atidrpor-rate measurements.

2.5.2 Transmission Results

Fig. 2.25 shows the optical spectra of the data after 0, 1, @)@ 4 round trips in the loop,
measured on a spectrum analyzer with a 2 nm resolution batidwiWhile the spectral

shape and bandwidth show very little change after propaggatne background noise level
accumulates steadily as a result of accumulated amplifiedtapeous emission. After

four round-trips (840 km), the ratio of the optical signawmw to the noise in a 0.1 nm
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Fig. 2.25: Time-gated optical spectra of received signal after 0, 1, 2, 3, andrdr

trips in circulating loop.
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bandwidth was measured to be 27.7 dB. Based upon back-to-beagumements of Q vs.
OSNR with noise injection, we predicted that an OSNR leve26f7 dB should be suf-
ficient for error-free operation, provided there are no addal penalties from dispersion
or nonlinearities. Fig. 2.26 (a)-(e) plots the measured@rtelation traces after 0, 1, 2,
3, and 4 round trips. Although the fiber span was nominallpelision-compensated, the
autocorrelation peak broadens from 4 ps to 5.6 ps over 84Gakm,result of uncompen-
sated dispersion. By adding 100 meters of additional SMF8 fhutside of the loop to
compensate for this residual dispersion, we obtained tteearrelation shown in Fig. 3(f),

which closely matches the input autocorrelation.

Fig. 2.27 (a) plots the Q-value vs. distance, as determigaddasuring the bit-error-
rate as a function of the decision threshold. The squarestddhe measured Q-value
obtained without the additional 100 m of post-compensdiioer. The open circle shows
the performance after 840 round trips with the additionatmmmpensation fiber. To help
separate the roles of dispersion and noise in the systempmeared the Q-values ob-
served after propagation to the Q-value obtained in badsattk measurements with the
same OSNR levels. The triangles in Fig. 4(a) plot the baelattk performance obtained
with four-different OSNR levels selected to match the OSEWRIs that were experimen-
tally observed after 1, 2, 3, and 4 round-trips. When perfogrthe back-to-back mea-
surements, the OSNR was varied by artificially injecting afieol spontaneous emission
noise prior to the receiver. The measurements shown in Fg) show that when the

dispersion of the system is fully compensated, the perfooaaf the system approaches
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Fig. 2.26: Time-gated autocorrelation measurements of 80 Gbit/s data after 0, 1, 2,

3, and 4 round trips. The final trace shown in (f) depicts the autoctioelafter
residual dispersion is compensated by adding 100 meters of additional fibe
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that obtained in back-to-back measurements with the sanRO®hich suggests that in
this system the attainable bit-error-rate is limited pritigdby accumulated noise. Fig. 4(b)
plots the bit-error-rate as a function of threshold voltafier 840 km, confirming error-free

operation.

2.6 Dithering Phase Detection

One disadvantage of the clock recovery scheme describeddrat the background level
depends on the input data power and polarization state. #@ided in Sec 2.4, in such a
system, the ratio between the average powers of clock amadsaatals should be selected
carefully in order to provide low polarization sensitivitfeven when selected properly,
variations in the input power levels or ambient light levielshe laboratory can change the
background photocurrent which can cause timing jitter @dmeme cases synchronization

loss.

One solution to this problem is to generate the bipolar esigial using balanced detec-
tors [14,17,69]. This would require two matched silicones#drs with identical avalanche
gain, which adds to the cost and complexity of the system tiWgrapproach that can track
the peak of the cross-correlation using only one detectiordsther the timing of the clock
signal by modulating the phase of the voltage-controlledllasor [19, 70]. When the re-
sulting cross-correlation signal is mixed with the dithegrsignal and low-pass filtered, it

produces a bipolar error signal that approximates the sibtiee original cross-correlation
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Fig. 2.28: Diagram of dithering clock recovery experiment.

function. The only disadvantage of this technique is thatrtovered optical and electri-
cal clocks are dithered and exhibit spectral sidebandsalither frequency. Because it is
hard to remove these components from the final clock sighalrécovered clock may be
unsuitable for later use in optical regeneration or trassman. An ideal dithering system
should dither the timing of the optical clock in a way that ihered electrical and optical
clock are accessible. Also, the ideal dithering system Ishoat have any moving parts

and should be fast compared to the speed of the phase-lcnied |

To overcome those issues, we have developexgbtical time-dithering system depicted
in Fig. 2.28. We have tested the optical dithering systenDab/s as a proof of concept

and we expect the system to operate at higher speeds.

The optical dithering system is comprised of an electroequtase modulator followed
by a length of birefringent (PM) fiber, as depicted in Fig.H&). The clock polarization

is adjusted so that the clock signal entering the phase ratafus linearly polarized at 45

58



Optical Time Dithering _,l |._
4.—!.!—>M : Phase Mod. —x @ :
CLOCK ! 45° PM |

 PC fiber |

(a)

(b)

Fig. 2.29: (a)Simple diagram of the optical dithering system. (b)principle of oper-
ation of the optical dithering.
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@ i (b)

Fig. 2.30: (a) Measured eye diagram of the dithered clock. The dither amplitude
of 25 ps is determined by the length of PM fiber. (b) The measured ernoalsig
always exhibits a zero-crossingzat 0.

degrees to the z-axis of the modulator. The phase modukatbiven with a square wave

at frequencyfy;, = 200kHz. When the amplitude of the square wave is adjusted properly,
the signal emerging from the modulator is periodically stvéd between two orthogonal
polarization states at45 degrees as shown in Fig. 2.29(b). The axes of the PM fiber are
also oriented at-45 degrees with respect to the modulator, so that the signateahinto

the fast and slow axis of the fiber, depending on the appliétdg®e. The amplitude of the
timing dither is then entirely determined by the length adfiingence of the PM fiber.
The advantage of this scheme over other dithering apprsastileat it allows access to the
undithered optical and electrical clock. Another advaatesghere are no moving parts in

the system and the speed of dithering can be very fast.

Fig. 2.30(a) shows the dithered optical clock measured amgbng oscilloscope in

eye diagram mode. The amount of timing dither is 25 ps which aghieved by using
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18 meters of PM fiber. The dithered clock signal alternatéwéen two orthogonal polar-
ization states, and by using a manual polarization comtrdtllis possible to convert these
two states to right- and left-hand circular polarizationbjch is optimal for polarization-

insensitive performance, as described in Section 2.4.

After the clock and data signals are combined and focusealtbetsilicon avalanche
photodiode, the resulting photocurrent is mixed with anexiee dither signal and low-pass
filtered. Fig. 2.30(b) plots the resulting error signé&t), which approximates the deriva-
tive of the original cross-correlation signél(7). Unlike the original cross-correlation
signal which exhibits a non-zero background, the ditheteasp-detection circuit always
produces a bipolar error signa{r) which has a zero-crossing when= 0, as shown in

Fig. 2.30(b).

Fig. 2.31(a) plots the electrical spectrum of the 10 GHz veped clock obtained with
the dithering phase-locked loop. The dithering tones-200 kHz offset frequency can
be seen on the spectrum but they are suppressed by 68 dB @mhtpathe carrier. In
order to estimate the effect of these sidebands on the RM8dijitier, we assume that the

recovered clock voltage can be written as:

V(t) = Vi cos(wt + ¢ sinwpt) (2.35)

wherew,, is the dithering frequency ang,, is the amplitude of phase deviation. For

calculation simplicity we have assumed a sinusoidal varain the phase while the real
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Fig. 2.31: (a) RF spectrum and (b) single-sideband phase noise of the redal@r
GHz electrical clock. The dither tone #4200 kHz is suppressed by 68 dB.
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phase variation in this case is closer to square wave. Thagell (¢) can be expanded in
the form:
+oo

where J,,(-) represents the Bessel function of the first kind. Therefdre,ratio of the

power in the first sideband to the carrier power can be found:

o ‘J1(¢m)|2 ’ (2.37)

where P, and P, are the powers in the first sideband and the carrier respéctilsing
this equation we estimate the RMS timing jitter caused by @ lsa&hd that is 68 dB weaker
than the carrier:

Om g (2.38)

Orms =
V2w

When we instead produced the same 25 ps timing dither by iel@ighbhase modulation,
the sidebands increase to only 8 dB below the carrier as simoWwiy. 2.32. Such strong

sidebands will be difficult to remove for later use in the reee

Fig. 2.31(b) plots the single-sideband phase-noise ofeéhevered clock and original
transmitter clock. The integrated phase noise from 100 Hi MHz was 305 fs for the

recovered clock, compared to 323 fs for the original clock.

One of the advantages of this system compared to the systad ba offset subtraction

(explained in Sec. 2.3) is lower polarization sensitiviys discussed in Sec. 2.4, changes
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Fig. 2.32: Output RF spectrum when the timing of a signal generator is electrically
dithered with a 25 ps peak-to-peak. Sidebands are as high as 8dB beloartier.

in the data polarization can cause a shift in the backgroewel,|which in the conventional
system induces a measurable shift in the timing of the reedvelock. The dithering
system by contrast does not require the subtraction of aetofignal, and it is therefore

expected to perform much better in the presence of polaizat power fluctuations.

This effect is clearly illustrated in Fig. 2.33, which pldite eye diagram of the received
data when the the recovered clock signal is used as a trijgieoth cases, the polarization
state of the data was randomly varied during the measureMéren the offset-subtraction
method is used, we see a significant broadening of the eye asult of polarization-
induced timing fluctuations. By contrast, when the new ditigephase detection is used,

the eye diagram remains stable even when the polarizatbs ghanges.
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offset subtraction (no d_ithering) with optical time dithering

(a) (b)

Fig. 2.33: Eye diagram of received 10 Gb/s data, measured while the polariza-
tion state is varied. (a) The undithered system exhibits significant polarizatio
dependent timing, as described in Sec. 2.4. (b) The dithering clockescimstead
locks to the peak of the cross-correlation signal, which reduces thezadlan de-
pendence.

The dithering system brings a similar improvement to theadiyic range of the clock
recovery system. To quantify this improvement, we variesl pbower of the data signal
while keeping clock average power fixed at 5 mW. The ratio efdata to the clock power
was varied from -8 dB to +2dB and the system was able to acamidemaintain lock at
all of these power levels. For comparison, the conventienhtraction technique requires
adjustment of the offset value whenever the data power @sangig. 2.34 (a) plots the
timing jitter of the clock recovery system based on dithgras a function of the ratio of
data to clock power. The variation of timing jitter as a résdilchanging data power level
is due to the fact that the sensitivity of the PLL phase dete@ppendix A) varies as a
function of the optical power. This change in the sensitigcihanges the PLL closed-loop

transfer function and consequently the amount of phasemoite output.
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Fig. 2.34: Timing jitter in the clock recovery system based on optical dithering as

a function of (a)ratio of data to clock average power and (b) waveleoigtiata
signal.

In the prototype 10 Gb/s system described in this secti@d#ta was produced by ex-
ternally modulating a tunable CW laser. This allows us tolgasrestigate the wavelength
dependence of the clock recovery system — something théficatl to explore with mode-
locked lasers. We successfully tested the clock recovestesyat wavelengths from 1534
nm to 1568 nm, a range limited only by the bandwidth of our EBF#nd we found that it
functioned properly at wavelengths tested. Fig. 2.34 (bdsthe timing jitter in the recov-
ered clock obtained from this system as a function of waggtenFor\ < 1530 nm and
A > 1570 nm the power drops out because of the EDFAs used in the expetimhe vari-
ation of timing jitter as a function of wavelength is relatedhe change in photo-detector
TPA sensitivity as a function of wavelength. Although inahgthe nonlinear absorption

coefficientd should not depend strongly on wavelength, the detector hisedexhibits sig-
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nificant wavelength dependence because of the non-optinazgéreflection coating. We
believe this is due to inefficient antireflection coating ba tletector and can be solved by

depositing the right antireflection coating. The topic iplained more in Ref. [46].

2.7 Summary

In summary, we have demonstrated a new technique for omticek recovery based on
two-photon absorption in a silicon photodiode. This teqkeiwas tested at 80 Gb/s data
rate while it is expected to operate at higher speeds. Mararddges of the system in-
clude low polarization sensitivity and broad wavelengthge over which the system can
operate. We investigated the polarization dependenceedff# in the silicon photodiode.
A method for minimizing the polarization dependence wastégcally proposed and ex-
perimentally demonstrated. We used this technique in aakalecovery experiment and
demonstrated very low polarization sensitivity for theteys. Transmission experiments
were performed over 840 km of fiber while polarization scringbwas used in the trans-
mission channel. Error-free transmission over this distamas achieved. At the end, we
studied an optical dithering system that is shown to redbeedependence of the clock
recovery on data polarization state, power and wavelenfjtis system was tested at 10

Gb/s but is expected to operate at higher speeds.
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3. POLARIZATION-INDEPENDENT OPTICAL DEMULTIPLEXING

USING HIGHLY NONLINEAR FIBERS

In Chapter 1 we briefly mentioned techniques that have beahfaseptical demultiplex-
ing. Most of these techniques utilize a nonlinear procesmasptical switching gate that
can distinguish between different tributaries in a higeexpdata stream. Our focus in this
thesis is the fiber-based techniques meaning the methodsshdibers as their nonlinear
medium. The development of new fibers with ultra high noradiitg has sparked a renewed
interest in all-optical signal processing using these §bé&ne way to realize an optical
switch using nonlinear fiber is to use a process called ggbase modulation (XPM). This
process like two-photon absorption isy& process. In the case of two-photon absorp-
tion, the imaginary part of thg(® tensor causes an absorption in the nonlinear material
that depends on the light intensity, whereas in the caseostgphase modulation, the real
part of they® tensor causes the refractive index to change in proportidhe light in-
tensity. Therefore, a weak optical signal (probe) can becédd by a strong optical signal
(pump). This idea has been used for optical demultiplexmg3, 26]Jand wavelength con-

version [71-73] in nonlinear fibers. One method to obsereeeffect of the pump on the
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Fig. 3.1: Optical signal processing using cross-phase modulation in nonlinear fib

probe is to use an interferometric method to detect the neati phase shift induced in
the probe pulse as a result of XPM. The most coomon interfeteenconfiguration is the
nonlinear optical loop mirror (NOLM) [23, 73—75]. Anotheray to detect the effect of
the pump over the probe through cross-phase modulationntotor the changes in the
probe spectrum [7, 26, 71, 72]. Cross-phase modulation legtwong pump pulses and
weak probe signal causes a broadening in the probe spectiyi?]. Fig. 3.1 depicts a
simple diagram that shows how optical switching can be aeklieising XPM process in
fiber and bandpass filtering [26]. The role of the bandpass fétto isolate the broaden-
ing caused by cross-phase modulation. If the pump is puteedbroadening only occurs

when the pump pulse in on.

In this thesis we focus on the spectral filtering method showhig. 3.1 for optical
demultiplexing. As we mentioned in Chapter 1, XPM processoisijization dependent
in general. In the case of demultiplexing we are interestealsystem that is independent
of probe (data) polarization state while pump (clock) paktion can be fixed. If the

pump signal is circularly polarized (similar to the case &A), one can show that the
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XPM is independent of the probe polarization state. Howeives difficult to maintain
circular polarization along the nonlinear fiber. This cambgee by twisting the fiber [30] or
generating circular birefringence while manufacturing fiber [29]. While these methods
has been shown to work for polarization-insensitive sigmatessing, they have not been
applied to new highly nonlinear fibers. Most highly nonlindi@ders are customized to
provide enough nonlinearity over shorter lengths [3] andti@dling the birefringence of
these fibers during manufacturing often proves difficulpeesally with microstructured or
photonic crystal fibers. Consequently, a significant amo@ihihear birefringence can be

seen in these fibers as we will discuss during this chapter.

In this chapter we will introduce two new methods for polatian-independent cross-
phase modulation in highly nonlinear fibers. These methaasbe used in fibers with
linear birefringence and do not require maintaining a tenp@larization state along the
optical fiber. We will explain our methods using two sepameeriments on two different

nonlinear fibers.
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3.1 Polarization-Independent Demultiplexing in 2-m

Bismuth-Oxide-Based Fiber

The first fiber we consider is a bismuth-oxide doped silicarftbat is manufactured by
Asahi Glass Co [3,78]. The fiber is designed to provide a highlinear parametery.

This nonlinear parameter is defined as [79]:

. 27T7’L2
TT Mg

(3.1)

where\ is the signal wavelengthd.g is the effective area of the fiber core anglis the

Kerr nonlinear coefficient. The fiber parameters accordingata provided by the com-
pany and also from Ref. [3, 78] are listed in the Table 3.1. Ihieresting to compare
these parameters to the ones of standard single-mode fibieth are also listed in Table
3.1. Most parameters for the standard fiber are taken fromiateesheet for Corning SMF-
28. The nonlinear parameter for standard fiber has been meebisu[80]. As seen in this
comparison, doping silica with bismuth-oxide increasesKerr nonlinear coefficient by
more than 3&. Also, the effective area of the bismuth-oxide-based fibesliout 3&

smaller than that of the standard fiber. As a result, the neat coefficienty is 1000x

higher for the bismuth-oxide-based fiber. On the other h#meldispersion and loss for
bismuth-oxide-based fiber are much higher than standand ildike many other demon-
stration of optical signal processing that use tens to redwlof meters of fiber [7, 19],

the high nonlinear parameter of this fiber allows for nordinprocessing in much shorter

71



lengths [3].

The only parameter not provided by the company was the difteal group delay
(DGD) in the fiber. DGD is defined as the time difference betweeo optical pulses
that are launched along the two principal axes of the fiberD&D was measured using
the standard interferometric technique explained in [81, Big. 3.2 (a) shows the experi-
mental setup used to measure the DGD. The polarization @Véaser source is adjusted
such that it equally excites the two eigenstates of the fibéien the wavelength of the CW
source is scanned, the output light polarization changaedeally with the optical fre-
guency. Using a polarizer at the output this periodic pattan be measured on a power
meter. Fig. 3.2(b) plots the output power as a function oftheelength. It is easy to show

that the period in the frequency domain is given by:

2w
0= A (3.2)
| Fiber Parameter | Bismuth-Oxide Fiber | Standard Fiber | Unit |
Dispersion D) -260 17 ps/nmkm
Loss 3 5x107° dB/m
Effective Area A z) 3 80 pm?
Kerr Nonlin. Coefficient {.) 8.2 x 107 2.2 x 10716 cm? /W
Nonlinear Parameterj 1100 1.1 W Tkm ™!

Tab. 3.1: Comparison between parameters of bismuth-oxide-based and standard
fibers at 1550 nm wavelength.
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Fig. 3.2: (a) Setup used to measure the differential group delay in the nonlinear
fiber. (b) The measured value for output power as a function of CWleagth.
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Fig. 3.3: DGD as a function of wavelength as measured by optical vector network
analyzer.

where A7 is the DGD of the fiber. Although the power is not periodic inveiength
domain, we can write an approximate formula for the wavelerspacing between two

peaks or two minima:

Ak
AT

A (3.3)

where)\; and)\, are the wavelengths at the two peaks or minima. Using thiatemjuand
the measurement shown in Fig. 3.2, the DGD of the fiber is estichto beAr =0.17
ps. Itis important to note that we are assuming that the finacipal axes do not rotate
within the fiber. This assumption is equivalent to what idezhthe short-length regime
in Ref. [82]. Since the length of the fiber is only 2 m, we expedbé¢ in the short-length
regime. A method to evaluate the length regime is describg8li]. Based on this method
if we draw a horizontal line at the mean output power as shopthédashed line in Fig. 3.2

(b), the number of mean value crossing should be equal tmtakrtumber of minima and
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Fig. 3.4: Effect of Kerr nonlinearity in fiber on the pulsed pump and the CW probe
inputs.

maxima for the short-length regime. This test shows that areapproximately treat this
fiber as a system with fixed principal axes. However, the cumeasurement is not very

accurate because we were able to measure only two perigdstus wavelength scanning

range.

In order to measure the DGD more accurately, we used an bpéctor network ana-
lyzer made by Luna Technologies. The principle of operatidhis instrument is described
in [83]. The measured DGD as a function of wavelength is ptbth Fig. 3.3. As seen in
this figure, the value of DGD at 1550 nm is about 0.16 ps whiatiase to our previous

measurement.

3.1.1 Cross-Phase Modulation Experiment with CW Probe

In the signal processing applications discussed here jghalswill be a stream of optical

pulses representing high-speed data. However, in ordetterbnvestigate the polarization-
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Fig. 3.5: Setup used for investigating the cross-phase modulation process betwee
pulsed pump and CW probe signals.

dependence of cross-phase modulation, we initially repldlce data with a simple contin-
uous wave (CW) tone, as shown in Fig. 3.1. Such an experimeasisreto perform and
provides clearer information about the cross-phase maduolarocess in the fiber. Such
a setup can also be used for optical wavelength conversigrif[the pump signal is on-
off modulated with a data pattern. Fig. 3.4 depicts schexabiyi how the pump and CW
probe evolve in the presence of nonlinearity. The pulsedgsignal that is much stronger
becomes spectrally broadened as a result of self-phaselatioduSPM) [79]. The CW
probe signal also acquires a broad pedestal as result &-pt@se modulation. SPM and
XPM processes have the same origin which is the Kerr noniitye the fiber. In an
ideal fiber with no dispersion both SPM and XPM spectral bem#ay can be shown to be

symmetric as depicted in Fig. 3.4.

Fig. 3.5 shows the experimental setup used to investigatd B®adening of a CW

tone. The pump pulses are generated using a mode-lockedd#egrat 10 GHz rate. A
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CW laser source is used as the probe signal which is combirntdiva pump signal in a
3dB coupler. The coupler is followed by a high-power EDFA ebhis connected to the
nonlinear fiber. The FWHM pulse-width the pump pulses is 2.Thpsaverage power of
the pump pulse can be controlled using the variable attenuBie wavelength separation
between the pump and probe is about 7.5 nm. This wavelenpg#ra@n can not exceed
the maximum amount allowed by the walk-off caused by theatspn in the 2m fiber. It
is desirable to separate pump and probe signals in wavéléogthe group delay walk-off
causes the nonlinear interaction to become inefficientdagd separations. For the fiber
discussed here and 7.5 nm wavelength separation, we estiheatmaximum walk-off to

be about 2 ps.

Fig. 3.6 (a) plots the measured spectrum of the light comirigpbthe nonlinear fiber.
The broad pedestal around the CW probe is caused by cross-ploasilation by the strong
pump pulses. Fig. 3.6 (b) plots maximum and minimum XPM p&desbtained by adjust-
ing the CW polarization. At least 3dB variation in the XPM leigeseen even if the pump
polarization is optimized. We will show in the next sectibatby carefully controlling the
pump power level, the shape of XPM spectrum changes whiclili@natically affect the

polarization dependence.
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Fig. 3.6: (a) CW probe and pulsed pump spectra at the output of the nonlinear fibe
and (b) Magnified XPM pedestal for two extreme probe polarization states.
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3.1.2 Polarization-Independent Cross-Phase Modulation

Fig. 3.6 (b) shows the XPM pedestal for two extreme proberpation states. As we see in
this figure, changing the probe polarization state causeXfM pedestal to simply shift up
or down. In other words the polarization state affects théD&pectral efficiency similarly
for all frequencies. This does not have to be the case as wshalv in this section. By
increasing the pump power level, the simple shape of the XBdegtal starts to change.
Fig. 3.7(a)-(d) shows how the shape of XPM pedestal chargyib&egpump power increases.
Each graph is labeled with the average pump power enterengdhlinear fiber. It is clear
that the two extreme polarization states cross at one paoiagh side of the CW probe
when the pump power is increased. In these measuremenaiie polarization state is
constant. We confirmed that the same behavior can be seemyfixad pump polarization
state. In an ideal case where the wavelength of pump and mighals are far enough
from each other, the XPM pedestal will be symmetric. In oysegkment the wavelength
separation between the two signals is only 7 nm and the spgetximity of the strong
pump causes some asymmetry in the XPM pedestal. For thisrrélas crossing behavior

is not symmetric around the CW probe.

If we consider either one of Fig. 3.7 (a)-(d), we have experntally confirmed that
all other polarization states generate XPM spectra tha ltween of these two extreme
polarization states. This means that they all cross ond poiaach side of the probe signal.

The physical reason for this crossing is that the equatioaisdescribe the evolution af
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Fig. 3.7: Polarization dependence of XPM spectral density for CW probe signal
and pulses pump signal. Parts (a)-(d) plot two extreme cases of prtdyezation
states for four difference pump average power levels. (RBW = 0.2 nm)



andy probe electric field components are linear with respectégtiobe electric field. As a
result of this linearity, superposition applies to suchstem. One can write the input probe
electric field as a linear combination of two orthogonal paktion states. Because of the
linearity, the output probe electric field will also be a Bmeombination of two orthogonal
electric fields. Conservation of energy requires that if thectra for the two orthogonal
states intersect at one point, the linear combination cddlsiates also crosses the same
point. This concept can be used for polarization-indepehdess-phase modulation. If
the spectrum is filtered with a narrow-band band-pass fittat is tuned to the crossing

point, the output will be polarization-independent.

This peculiar crossing behavior is also confirmed throughmerical simulations. We
have developed a vector split-step code in order to solvedhtor form of the nonlinear
Schibdinger equation as provided in [79,84]. The split-stephodts described in [85-87].
In our simulation we assume the fiber has linear birefringeard we take into account the
effect of dispersion and loss in the fiber. The fiber paramsaised in the simulation are
taken from Table 3.1. Fig. 3.8 (a) plots the simulated XPMcgjefor the two extreme
polarization states as well as for 14 other polarizatiomestaqually distributed on the
Poincaé sphere. The simulation is performed for the pump averagepequal to 150
mW and confirms that all 16 spectra cross at one single wagt#lesn each side of the
CW probe. The simulation results are spectrally convolveti an 0.2 nm window in or-
der to match the resolution bandwidth of the optical sp@&ctamalyzer that was used in

the measurements. The experimental measurements fror8.FFi§c) are reproduced for
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comparison in part (b) of Fig. 3.8. Comparison between theexental results and the
simulation show excellent agreement between the two. Wehagipe that all the param-
eters used in the simulation were based on the fiber data gsheat measurements. The
only free parameter that was not possible to measure in @argmental setup is the input

pump polarization state.

3.1.3 Simple Analytical Model

As shown in Fig. 3.7, polarization independent behavior aaly be obtained when the
pump power is properly chosen. One important question tasagkwhat power level the
crossing points occur. Although numerical simulation cacuaately describe this system,
it is not easy to generalize to other fibers or pulsewidthaelsimplify the problem by ne-
glecting dispersion and walk-off, it is possible to derivesaalytical formula for the power
at which the crossing will occur. As we see in Fig. 3.7 (c) adg ¢hanging the power
changes the location of the crossing point. Therefore,ghaild be done considering a
specific wavelength offset at which the crossing is to ocdarthis subsection, we will

discuss a simple method to find the required power level favengvavelength offset.

In this model, we first consider the case of pump and probealsdreing linearly po-
larized along the same direction. In this case maximum gpbsse modulation efficiency
is achieved. Since the fiber has no birefringence, we canttregroblem as a scalar one.

As we mentioned before, we are neglecting the effects of wélkdispersion and bire-
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Fig. 3.8 (a) Simulation results and (b) measurements at 150 mW pump average
power. Good agreement between the two can be seen. Polarizatioemaded

points on both sides of the CW probe can be predicted with our numerical simula
tion.
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fringence. In addition, we also neglect the effect of foaver mixing between pump and
probe on the XPM pedestal. ¥,(z,¢) and A;(z, t) are the slowly varying amplitudes of
pump and probe signals as a function of travel distance ifiltlee >, the evolution of the
probe signal can be written as:

8142(,2, t)

5 = 2014z )P As(z0) (3.4)

where we have assumed that the pump signal is much stroragettta probe signal. Note
that the time derivatives have been eliminated by moving e frame of reference trav-
elling at the group velocity and neglecting the dispersife&ce. To estimate the conditions
under which polarization independent performance canthaat, we consider a Gaussian

pump pulse at the input of the fiber described by

|4,(0,8)> = P(t) = Pye /T . (3.5)

In a fiber with no dispersion and loss facterwe can write the pump power as a function
of z:

|A1(2,1) ] = Pe™%e /T (3.6)

The phase of the probe signal gets modulated by the pumpspoiésed on Eq. 3.4. As-
suming that the amplitude modulation on the probe signainialls A,(z) can be written
as:

Ay(z,t) = \/Powe et (3.7)
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whereP.yw is the CW probe power angl z, ) is the nonlinear phase induced by the pump

signal. Substituting in Eq. 3.4 and integrating over theytarof the fiberL, yields:
L
6(L.t) = 2Py / Ay D)z (3.8)
0
Substituting Eq. 3.6, we can write the nonlinear phase shiftis form:
S(Lyt) = goe /T (3.9)

where the dimensionless quantity = 2Py L.g is the amplitude of the nonlinear phase

shiftandL.z = (1 — e*L) /a is the effective length.

The spectrum of the modulated CW tone cannot be expressegtieally, but it can
be readily computed numerically based on Egs. 3.7 and 3.9.nWhes small, the XPM
spectrum grows in proportion t¢?, but as the peak phase shift approachgthe XPM
spectrum begins to exhibit oscillations. This effect isvghan Fig. 3.9(a), which plots the
calculated XPM spectral power at an offset frequenciiof= +0.2/7 away from the CW

tone, as a function dfFPyy Lg.

The foregoing analysis assumed that the pump and probelsigmae linearly co-
polarized. If the CW probe signal is instead polarized orthvagd to the pump then the
nonlinearity~ will decrease by a factor aof /3 [88]. In order to show where this factor

of 1/3 comes from, we write the coupled nonlinear Schrodinger &ops simplified for
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the case of zero-dispersion, non-birefringent fiber. Farpdcity of the calculations, we
assume that the pump signal is polarized alongith&is. The equations that describe the
evolution of ther andy components of the probe signal are [84, 89]:

3‘42(;—(2’” = 20| A (2, 1)[* Aoa (2, 1)
2 (3.10)

0Agy(2,t)  2iy
08D 2 g, e )P A 211)

whereA,, is the pump slowly varying amplitude (polarized alondirection) andA,, and
Ay, are thez andy components of the probe slowly varying amplitude. It is cleam
these equations that the probe nonlinear phase shift faxadmponent that is co-polarized

with the pump,z, is 3x higher than that of the cross-polarized compongnt,

The two points marked in Fig. 3.9(a) show that for a given pgeaker Iy, the nonlinear
coefficienty can decrease by a factor df3 without changing the XPM spectral power.
Under this condition, the two orthogonal polarization esawvill produce the same XPM
spectral power at the offset frequency, which leads to pr@on-independent operation.
Fig. 3.9(b) plots the two calculated XPM spectra that cqroes to the points labeled in

(a), showing the distinct crossing points analogous todluirserved experimentally.

For the selected offset frequency&tr = +0.2/7T, polarization independent behavior
is predicted wher PyyL.s = 5.5, whereas for the actual parameters reported here we in-
stead calculate PyyL.s = 10.9. The discrepancy arises because the simple theory does

not account for dispersion and signal walk-off, which cagndicantly decrease the XPM

86



XPM Spectral Density (5 dB/div)

--5.52

/ 20 dB/decade i

I

| | — 2PgyL,, = 5.52|

| | ---2PyyL4 = 1.84 | _
4 L ! H H \ -
Lol Lol /I I B A
1 10 -0.8 -0.4 0 0.4 0.8
2PgyL o V=vT
(@) (b)

Fig. 3.9: (a) Calculated XPM spectral power at an offset frequencfrof 1) =
+0.2/T, as a function o PyyL.¢. The two labeled points show thaican change
by 3x without changing the XPM spectral power. (b) Calculated XPM spectra fo

the two points labeled in (a), showing the crossing pointgat vy) = £0.2/7T.

efficiency [90, 91]. As demonstrated in Fig. 3.8(a), morecex@reement between theory

and experiment can be obtained by including the measurpdmisn and DGD in the sim-

ulation. Nevertheless, the dispersion-free theory dieedrhere illuminates the underlying

physical principle and provides a useful order-of-magietestimate of the power needed

to obtain polarization independent behavior.
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3.1.4 Cross-Phase Modulation Experiment with Pulsed Probe

The concept of using the crossing point in the XPM spectrurarder to eliminate the
polarization dependence can be used in optical demultigdex the CW tone is replaced
by a data signal comprised of pulses. Before we describe theltiplexing experiment it
is important to note that we are considering RZ data signdlerdfore the demultiplexing
experiment can be better understood as cross-phase modudatween two optical pulses
(clock and data). For this reason, we first setup an expetito@mvestigate the cross-phase
modulation of a weak data pulse by a strong clock pulse. Oarigdo show through both
experiment and numerical simulation that the concept adsing point can be seen in this
case as well. One key difference between the pulsed and CW¥ isa®t for the pulsed
case the XPM spectrum depends upon the relative delatween the clock and data. In
this case the XPM spectral broadening of the probe can berastnis. In fact, the cross-
phase modulation process causes the probe spectrum ttodhigher or lower frequency,
depending on the relative delay between the clock and dathe Iprobe pulse leads the
pump pulse, blue-shift of the probe spectrum occurs andwecsa. Fig. 3.10 shows the
concept of spectral shift when two optical pulses are pagsedgh nonlinear fiber. In parts
(a) and (b) of the figure, blue- or red-shift occur dependinghe relative delay between
pulses. The figure shows a simplified picture and in realigystmape of the probe spectrum

changes as it is shifted to blue or red side [77].

The experimental setup is shown in Fig. 3.11 which is sintitathe one shown in
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Fig. 3.10: Cross-phase modulation between two optical pulses. Spectral shift on
the probe can occur to either blue (a) or red (b) side of the spectruendig on
the relative delay between the two pulses.
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Fig. 3.11: Experimental setup for investigating XPM between two optical pulses.

Fig. 3.5. In this experiment the pulse-widths for probe andchp are 2.5 ps and 1.8 ps
respectively. Both pulses are generated from actively mocdleed fiber lasers. The pump
and probe average powers before entering the nonlinearviieer measured to be 22.5

dBm and 12.5 dBm respectively.

3.1.5 Demonstration of Crossing Point for Pulsed Probe

Using the setup shown in Fig. 3.11 we measured the spectrtira atitput of the nonlinear
fiber for a range of probe polarization states while the pumiarzation state was held
constant. In this case, the amount of wavelength shift ipgntional to the XPM efficiency,
which depends on the relative polarization state of the pantpprobe. This can be seen
in Fig. 3.12 (a) which plots the minimum and maximum specbtimed by adjusting the
probe polarization. The dashed line depicts the spectrdordentering the fiber. It can
be seen from the spectrum that the wavelength shifts fortbegoblarization states differ
by a factor of 3.
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Fig. 3.12: Cross-phase modulation between two optical pulses. Part (a) shows the
measured spectra for two extreme polarization states (solid curves) aigptite
spectrum (dashed curve). Part (b) plots the simulation results for thextweres
cases as well as 14 equally-spaced points on the Péispaere.
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As with the CW measurements, these results are confirmed beneahsimulations
using the vector split-step software that we developed aed in Section 3.1.2. Similar to
Section 3.1.2, We plotted the spectra for 16 different podaion states which are shown
in Fig. 3.12 (b). Two of these 16 polarization states are themum and maximum cases
while the other 14 are uniformly distributed points on thé@tare sphere. Good agreement
between the measurement and simulation results can be #eefor the CW case, the
experimental and simulation results show that the XPM spdor all input polarization
states cross at one wavelength. Polarization-indeperdntltiplexing can be achieved
by band-pass filtering the spectrum around the crossingd,@smescribed in the following

section.

It is important to note that the pump power level determitesamount of wavelength
shift for any given probe polarization state. Therefore ltwation of the crossing point
depends upon the pump power level. This especially impboftaialemultiplexing because
we need the crossing point to occur at a wavelength that fecigutly separated from
the data center wavelength. When the crossing is point is mse do the data center
wavelength, some of the high-bit-rate data signal can lealugh the bandpass filter, which
impairs the extinction ratio (or on-off ratio) of the switchhe following section presents a
simple analytical model that approximates the pump poweprired to produce a sufficient

spectral shift.
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3.1.6 Simple Analytical Model

If we look at the amount of wavelength shift in Fig. 3.12, wa sae that the spectral shift
differs for two extreme polarization states by about a feet@. As we discussed in Section
3.1.3, the factor of 3 can be explained by the coupled noati®ehrodinger equations. As
Eqg. 3.10 shows, the nonlinear phase shift for co-polarizebicaoss-polarized components
of the probe differ by a factor of 3. Therefore, the frequestuyt for these two components
differ by the same factor. As in Section 3.1.3, this effect ba approximately described
by using a scalar model in the nonlinear Satinger equation, allowing the nonlinear co-
efficient~ to vary by a factor of up to 8 depending on the relative polarization states of
the pump and probe. This model considered a nonlinear filidrwa birefringence and
dispersion. In this case if the pump is linearly polarizéd, difference between XPM ef-
ficiency when probe is co-polarized or cross-polarized wepect to the pump is exactly
a factor of 3. Under these conditions, the crossing pointesligted to be approximately
at the midpoint between the two extreme cases. As shown stluatly in Fig. 3.13, the
polarization-independent crossing point wavelengthesdfore expected to occur at about
g of the maximum wavelength shift. We emphasize that this g an approximation used
to find a relationship between the pump power and the offseeleagth of the crossing
point. An accurate prediction of the crossing point locatiequires full numerical solution
of the vector nonlinear Schrodinger equation, using thesoneal fiber parameters such as

dispersion, birefringence and loss.
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Fig. 3.13: Simple diagram showing the blue-shift in the probe spectrum. Two ex-
treme cases correspond to co-polarized and cross-polarized punmpcdredcom-
binations. Intersection point is approximately in the midpoint between the two
extreme cases.
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In order to estimate the offset wavelength at which the angseccurs, we need to
determine the maximum frequency shift caused by crossepmasiulation, a quantity that
depends upon the relative delay between the two signals.séleree that the probe pulse
arrives to the nonlinear fiber at time= 0 and that both signals travel with the same group
velocity. We consider a Gaussian pulse shape for the purmalsigith a time delayt,
relative to the probe pulse. If we use the time variable ¢ + t;, we can write the pump
power as:

P(t) = PRe 7T (3.11)

The nonlinear phase shift for the probe signal can be wragen

d(t) = 2PyyLege™ ™ /T = gpe /T (3.12)

whereg, is the amplitude of the nonlinear phase shift. All the pararseare defined as

described in section 3.1.3. We can write the XPM-induceduescy chirp as [79, 92]:

1 0¢(7)
o or

Av(r) = = 2pore /T (3.13)

Fig. 3.14 plotsAv(7) as a function of-. In order to get the maximum frequency shift
one should choosg; such thatAv| is maximum around = 0 (or 7 = —t,). This is
because the probe pulse is centered araguad) and if the probe pulse-width is not much

longer than the pump pulse-width, we can assume a consgapteincy shift of Avy,.x| for
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Fig. 3.14: XPM-induced frequency chirp caused by a Gaussian pump pulse as a
function of r.

the probe pulse. Itis clear from Fig. 3.14 that the time dédesatisfy this condition should

be:
T

V2

tdmax = (3.14)

Substitutingr = +7/+/(2) in Eq. 3.13, we find a formula foA vy,

AumxT——\[ do = \[ PyLas (3.15)

Using this formula one can find the maximum wavelength sliév in Fig. 3.13 using
the approximation:

/\2
AN~ A (3.16)
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As we mentioned before, the offset wavelength at the crggsoint can be approx-
imated as% of this maximum wavelength shift. In our experimental ré&s@hown in
Fig. 3.12 the crossing point occurs at about 2.5 nm offseteleagth. Using our sim-
ple model the nonlinear phase shift amplitude is predictedet¢, = 4.5 which would
correspond, for our fiber, to a peak powerff= 2.4, or an average power of 80 mW.
This estimate is about 3 dB lower than what was actually usetie experiment. The
discrepancy can be explained by the effect of the walk-dffvben pump and probe, fiber
birefringence and approximations made in the simple awalytnodel. Nevertheless, this
analysis provides a simple approximation for the power ireguto achieve polarization-

insensitive operation.

3.1.7 160 Gb/s Demultiplexing Experiment

In the previous section we demonstrated that in the asynmtetadening caused by cross-
phase modulation between two pulses, a polarization-ggggnt point can be found. We
now show how this effect can be applied to the case of optiealudtiplexing, in which a
base rate (10 GHz) clock is used to extract every 16th putse & 160 Gb/s data signal.
The only difference here is that the data spectrum consisi&-e 1 pulses that are not af-
fected by cross-phase modulation and 1 pulse that is asymcaitbroadened (spectrally-

shifted) by the XPM process.

Fig. 3.15 shows the experiment used to demonstrate pdianzadependent 160 Gb/s
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Fig. 3.15: Experimental setup used for demonstrating 160 Gb/s polarization-
independent demultiplexing.

demultiplexing. The clock and data pulses were generatad fivo mode-locked fiber
lasers at 10 GHz with 2.8 ps and 2.0 ps pulsewidths, respdctiihe data signal was
modulated with a 10 Gb/2* — 1 pseudorandom data pattern and passively multiplexed
to 160 Gb/s. The smallest multiplexer delay was approxim&@0 ps, to ensure decorre-
lation between adjacent bits. It is important to note tha mneal system, the 16 channels
will be separate and independent. A passive multiplexeséglun this experiment to sim-
ulate a real system. The multiplexer uses polarizatiomtaaiing fiber to guarantee that
all channels of the 160 Gb/s signal are co-polarized. Theageepowers of the data and
clock before entering the nonlinear fiber were 22.5 dBm an8 @iBm, respectively. As

discussed before, when the clock and data signals overlamén the strong clock signal
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causes spectral shifting of the data signal through crbasggmodulation, and a subsequent

bandpass filter was used to isolate the spectrally-shifiadmel [7, 26].

Fig. 3.16 (a) plots the spectra at three different point8(&) shown in Fig. 3.15.
Points A, B and C correspond to the spectra before enterenfildtr, after passing through
the fiber and after the bandpass filter respectively. Thesetigpare plotted for one fixed
polarization state of the data signal. In order to achievaration-independent demul-
tiplexing, we need to tune the bandpass filter to point at ke spectra for all possible
data polarization states intersect. This is shown in Fig6 3b) where the XPM-induced
spectral shift is plotted for maximum and minimum casesait be seen that the crossing
point and the bandpass filter output are aligned. As seengdritjure, the optimum posi-
tion for the bandpass filter is not necessarily the waveleagthich the XPM spectrum is

maximum.

In order to evaluate the system performance in the presehnpelarization fluctua-
tions, a high-speed polarization scrambler was insertéderdata path. The polarization
scrambler produces the maximum degree of impairment frdarigation fluctuations. The
clock power and bandpass filter wavelength were adjustetéwtonitoring the bit error
rate (BER) and eye diagram in order to achieve the lowest degjrpelarization depen-
dence. Fig. 3.17(a) plots the measured bit error rate (BER)ee=ived optical power for
back-to-back 10 Gb/s operation and for the 160 Gb/s denhenip. The circles indicate
the BER obtained when the data polarization is constant,l@dduares show that nearly

identical performance is obtained when the data poladras scrambled. The 3dB power
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Fig. 3.16: (a) Measured spectra at three different points (A,B,C) in the demultiplex-
ing experiment for a fixed data polarization state. (b) Magnified XPM-denad
data spectrum for maximum and minimum cases (solid curves) and the filtered ou
put (dashed curve) showing alignment with the crossing point.
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Fig. 3.17: (a) Bit error rate vs. received power for the 160 Gb/s demultiplexer,
showing little penalty when polarization scrambling is enabled. Measurediaye d
gram of demultiplexed 10 Gb/s data while (b) polarization scrambling is disabled,
(c) polarization scrambling is enabled but pump power is lower that optimurh leve
and (d) polarization scrambling is enabled and optimum pump power is used.

101



penalty between back-to-back experiment and the demeniipd results can be seen from
these plots. This is due to extra amplification of the sigmé&he demultiplexing experiment
which degrades the optical signal-to-noise ratio. Fig7@)shows the demultiplexed eye
diagram (10 Gb/s) when the polarization scrambler is desaBart (c) shows the same eye
diagram when the scrambling is enabled but the pump powemisrlthan the optimum
level. In this case the crossing point and bandpass filtenatraligned and the system is
polarization dependent as shown by the partial eye clofae.(d) shows the eye diagram
while the scrambling is enabled and the pump power is adjustéhe optimum level. In

this case, the system is polarization independent as seeoniyyaring with part (b).

Similar behavior is seen for all 16 demultiplexed channkelsrder to confirm this, we
measures the BER vs. power for all 16 channels in the presépoéanization fluctuations.
Fig. 3.18 plots the sensitivity curves for the 16 channels. NAve plotted the channels in
groups of 4 since it is otherwise difficult to show all 16 chelsron one graph. The small
differences seen between the channels is attributed tafegtenultiplexing of the original
10 Gb/s signal up to 160 Gb/s. We also captured the eye diaigraai 16 channels while
the polarization is scrambled. Fig. 3.19 shows the eye diagrfor 16 channels in the
160 Gb/s data. The time difference between two adjacentngtais 6.25 ps. As seen in
this figure, all channels are almost identical which agrels @ut BER measurements in

Fig. 3.18.
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Fig. 3.18: BER vs. received power for 16 channels in the 160 Gb/s data stream.
The channels are plotted in groups of 4 in parts (a)-(d).
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Fig. 3.19: Eye diagrams of the 16 channels in the 160 Gb/s data captured as the

data polarization is scrambled.
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3.2 Polarization-Independent Demultiplexing in Birefringent Photonic

Crystal Fiber

In this section we look at another simple method to elimirnlagepolarization-dependence
from the cross-phase modulation process. As we discussatiion 3.1, many new non-
linear fibers have significant linear birefringence. Sonreflingence in nonlinear fiber
can be tolerated as long as the total differential groupyd@sD) is small compared to
the pulse-widths used in the experiment. In this sectionevisicler a 30m-long nonlinear
fiber with photonic crystal structure. The measured valuelfe total DGD in the fiber is
about 1.25 ps which is about 8 times higher that the bismuittesbased fiber. Table 3.2
shows some of the parameters for the photonic crystal fikedt usthe experiments in this
section. The fiber is made by Crystal Fiber A/S (NL-1550-NE&uid the data provided
in the table is taken from the fiber data sheet except for th® [itat is measured. The

cross-section of the photonic crystal fiber is shown in Fig03

Fiber Parameter Value Unit
Nonlinear Parameterj 11 W km ™!
Dispersion (D) between -0.75 and 0 ps/nmkm
Loss 0.008 dB/m
Effective Area A.4) 3.5 pm?
Length 30 m
Differential Group Delay (DGD 1.25 ps

Tab. 3.2: Parameters of the nonlinear photonic crystal fiber
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Fig. 3.20: Cross-section of the photonic crystal fiber made by Crystal Fiber A/S.
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Fig. 3.21: Measured power as a function of wavelength used to determine the DGD
in the photonic crystal fiber. Setup is shown in Fig. 3.2 (a).
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The DGD is measured using the wavelength scanning methadlilded in 3.1. The
measured power as a function of wavelength is given in FRL.3From this measurement,
the fiber DGD is calculated to h&r = 1.25 ps. It is important to determine if the fiber is
in the short-length regime or the long-length regime [8&]other words, we are interested
in knowing if the fiber can be treated as a system with fixedgypad axes. As we discussed
before, this can be determined by the test given in [82]. Byvidrg a horizontal line at the
mean power in Fig. 3.21 (that dashed line), we can count thebeu of mean crossings.
This number is approximately equal to the total number ofim@égand maxima. This test

shows that the fiber can be treated as one wave plate with fke=d a

One noticeable difference between the fibers is that theimean coefficient of this
fiber is much lower than that of the bismuth-oxide-based fider the other hand because
of the low group velocity dispersion, one can use a much Iofiger (30m in this case).
The photonic crystal (holey) structure for the fiber is usethtrease the nonlinearity by
decreasing the mode size while minimizing the dispersiond 1550 nm wavelength. If
we calculate the parametgg (nonlinear phase shift amplitude) for the same power levels
and pulsewidths used in our previous experiments weyget 3. This is about 3X lower
than our experiments with bismuth-oxide-based fiber whichicates we need to increase
the power level in order to achieve polarization-independageration using the method
described in section 3.1. The high power requirements niakteapproach impractical in
this fiber. In this section we describe a new technique thes tise higher birefringence

of the fiber to eliminate polarization dependence withowt gpecific requirements on the
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optical power. The general method for demultiplexing isdabsn spectral filtering of the

XPM as described before.

3.2.1 Polarization-Independent cross-phase modulatibiréfringent nonlinear fiber

One way to achieve polarization-independent cross-phaskiiation is to use a circularly
polarized pump [29, 30]. However, in a linearly birefring&ber, there is no way to main-
tain the circular polarization state for the pump signahglthe fiber. As a result of linear
birefringence, any input polarization state that is najradid with one of the principal axes
will periodically evolve as it propagates along the fiber.eTgeriodicity of this evolution

is characterized by a parameter called the beat lengthjlis the difference between the

propagation constants of the two principal axes, the beagthe(L z) is given by:

2

Lp=—
B AB )

(3.17)

and describes the distance over which the two eigenstatesra@ relative phase shift of
2m. The propagation constaftis generally wavelength dependent and therefore the pump
and probe signals have different beat lengths. We will shhaw if the difference between

these beat lengths is large enough, polarization-indegpen{PM is achievable.
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Consider an electric field that consists of two optical fregues (pump and probe):

E(z,y, 2,t) =& [A1a(2,t)ra(z, y)e" P70 4 Ay (2, 1) oy (2, y) /P22

+9 [Ary (2, 0) iy () P70 4 Ay (2,8) oy (w, y)e!Pi20]

where¢(z, y) represents the transverse electromagnetic modandw, are optical fre-
quencies associated with pump and probe respectivelysgnd = 1,2 andj = z,y)
represent the propagation constants for each frequencipamdandy- polarizations.A;;
are the slowly varying amplitudes of the correspondingteletield components. The cou-
pled equations that describe the evolution of pump and psigmals are given in Ref. [89].
Assuming that the pump (= 1) signal is much stronger than the probe sigriak(2),
the probe slowly varying amplitude is governed by the follugvset of coupled nonlinear

eguations:

0 Az, 0Ay, i, PAy 2
ot B g =i (2\Alx\2 + §\Aly|2> A
L2 4r Ay, Ay el Bt (3.18)
12 4y Ay Ay O~y
DA DA 0?4y, 2
92 % 4+ 623; 2y + ﬁgy at;y =vy (2|Aly|2 + §|Alz|2) Agy

+2i7A* Ay A, ez[(ﬁm B1y)+(B2z—PF2y)]2 (3-19)
3

+227A1yA* A2 6i[(61z_61y)—(521 —Bgy)]z
3 ¥ ;
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where g;; and 3;; are the first and second derivatives of the propagation antstith

respect to the frequency evaluated at the carrier frequémmryexamples”’ij is defined as:

"o 826j(w)
By =52 (3.20)

w=w;

The first and second equations describe the evolution of @redy components of probe
respectively. The probe polarization componefis and A,, are coupled to one another
through the last two terms on the right hand side of Eqgs. 3.18- Under certain condi-

tions, however, these terms may be neglected.

In a birefringent fiber, the beat length is usually shortantthe length of the fiber)).

This condition can be expressed as:

|8y — Bu|L > 27 (3.21)

In this case, the second term on the RHS of 3.18 and 3.19 carglextez. This is because
the exponential term will oscillate within the length of thiger and average to a negligible
value compared to the non-oscillatory terms. The caneafiadf the oscillatory terms
has been explained in [79] and [84]. Another way to explais #ifect is that the light
polarization evolves inside the fiber as a result of lineegflingence, and if the beat length

for the evolution is smaller than the length of the fiber, tliea averages to a small value.

A stronger condition is required for the last term on the raadd-side to be negligible.
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The pump and probe signals have different wavelengths ageraral, the beat lengths for
these two wavelengths are different. The third term will beab compared to the other

terms if:

|(Bry = Brz) — (Boy — Baz)| L > 27 (3.22)

One can also think of this in terms of polarization evolutidime pump and probe evolve
with two different beat lengths. In a Poinéasphere representation, the Stokes vectors
corresponding to the pump and probe signals rotate witlergifft periods. If Eq. 3.22

is satisfied, the effect of the polarization-dependent sebmcomes small. The sign of
the birefringence is usually the same for the pump and prapels. Therefore, if the

inequality 3.22 holds, the inequality 3.21 will hold as well

It is more useful to write the condition 3.22 in terms of th@talifferential group delay

Ar in the fiber and the frequency differentey = |w; — ws|:

Aw - AT > 21 | (3.23)

where we have used the linear approximation:

|ﬁ1m - 52m| ~ 5;(011 - wz)
(3.24)

|61y - 62y| ~ 5;(w1 - W2) )

whereg;, and g, are the first derivatives of theandy components of propagation constant

with respect to frequency evaluated at the mean frequeney (w; + w,)/2. Condition
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given by Eq. 3.23 can be rewritten in terms of the wavelengthend \,:

cANAT -1
Ay ’

(3.25)

where AN = |\, — Xq| is the wavelength spacing amds the velocity of light. In our
experiments with the photonic crystal fiber we use a wavdlespgacing similar to that
used in the bismuth-oxide-based fiber experiment. Using thlue and the amount of

DGD in the fiber, the produchw - A7 is about 10 which satisfies the condition.

It is interesting to note that in the bismuth-oxide-basedrféxperiments, this product
was about 8 times smaller and therefore it does not satisfy3E&$. This is why for
lower pump power we saw a minimum of about 3dB of polarizatiependence in the

experimental results shown in Fig. 3.6 (b).

The final step in our analysis is to show that under this condithe XPM process
will be polarization-independent. The key as we explainefdie is that Eq. 3.18 and 3.19
become decoupled when these conditions are satisfied. &r twchave a polarization-
independent behavior, Egs. 3.18-3.19 should turn into tleatical differential equations.
From these equations, it is clear that we should launch timepppulses such that their

power is equal for both polarization states:

40,1 = [4,(0.0)] =/ 2 (3.26)
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Before we proceed with the simplified formulas that descritedvolution of the probe
components, we need to make one more assumption. In mostl figrcessing appli-
cations, it is required that the total DGIA{) in the fiber be small compared with the

pulse-widths used in the system. If this holds, we can:

¢ Eliminate the second term on the left-hand-side of 3.18 ab@ By solving the equa-

tions in a reference frame that is travelling at the averagamvelocity.

e Assume that the pump amplitude envelopes for x and y compenemain approxi-
mately equal along the fiber:

P

> (3.27)

[ Az (2,1)] = [Any (2,)] =

We also assume that the group velocity dispersig) is polarization-independent. With

these assumptions, we can rewrite the simplified form of tgus3.18 and 3.19:

0Ase i ,0%Ay, . 4AP(t)

P 5 57 R0y 3 Agy (3.28)
OAgy i ,,0%Ay, . 4P(t)
5. T2 ¥y A (3.29)

In these equatioff = ¢ — 3z is the time variable for the frame of reference moving with
the average group velocity, - Equations 3.28 and 3.29, describe two identical linear
systems for the two probe polarization components. Thesgmy combination af and

y components with constant power generates the same nantihase shift (XPM) at the
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output.

In summary, in order to achieve polarization-independdP¥Xn birefringent fiber, we
need to choose the fiber DGD and wavelength separation betaeap and probe such
that they satisfy Eq. 3.23. We also need to launch the pumpabkgych that its power is

equally divided between the two fiber principal axes as desdrby Eq. 3.26.

3.2.2 CW Probe Experiment and Simulation Results

In order to prove this concept using the photonic crystalrflBCF) we set up an exper-
iment similar to that shown in Fig. 3.5 . The main differennethis experiment is that
the wavelengths used for pump and probe signals are 1545 drh5G2 nm respectively.
Fig. 3.22 (a) plots the minimum and maximum observed XPM spaibtained by adjust-
ing the probe polarization state while the pump polarizatoadjusted to worst possible
state. Based on our analysis, the worst choice for the pal#oiz state of the pump signal
is when it is aligned with one of the principal axes of the fjlmewhich case only the co-
polarized probe component experiences cross-phase ntiodultn the experiment, there
is no easy way to measure the light polarization right beémtering or right after exiting

the nonlinear fiber, because the PCF is spliced to an inteateetiber and connector at
each end. We experimentally find the worst state for the pualg@rization by maximiz-

ing the observed difference between the minimum and maxidBiM spectra. Fig. 3.22

(b) plots the simulation results for the measurementsgaatt part (a), assuming that the
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probe is polarized along the principal axis of the fiber. Tineusation is performed using
the actual fiber parameters taking into account disper&imafringence and loss. There
is a good agreement between the measurement and simulatidhey both predict more

than 6 dB of maximum polarization dependence.

The optimal state for pump polarization can also be achievgubrimentally by ad-
justing the pump polarization until the XPM spectrum becsrirmesensitive to the probe
polarization. Fig. 3.22 (c) plots the minimum and maximumNKBpectra observed when
the pump polarization is optimally adjusted. In the simolatwe selected the pump po-
larization to be such that it equally excited the fiber ppatiaxes. The result is plotted in

Fig. 3.22 (d) which confirms our theoretical analysis anaagmwith the measurements.

3.2.3 80 Gb/s Demultiplexing Experiment

Demultiplexing can be achieved by replacing the probe s$igith the high-rate data signal
(as explained in Sec. 3.1.7.) Similar to our previous expenits, we evaluate the system
performance in the presence of polarization fluctuatiorothiced by a fast polarization
scrambler. Fig. 3.23 shows our experimental setup for 8& @bMmultiplexing. In this
experiment we employed a programmable polarization ctetrihat can switch the input
clock polarization state in order to find the best state. Tiwgm@mmable polarization
controller allows us to better explore exactly which pumpapaations yield polarization-

independent behavior. Fig. 3.24 plots the spectra of dat@lack signals before they enter
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Fig. 3.22: Part (a) (measurement) and part (b) (simulation) plot the polarization
dependence of XPM spectrum (two extreme probe polarization casds) tivh

pump polarization is adjusted to generate the maximum polarization dependence.
Parts (c) and (d) plot the same spectra while the pump polarization state énchos
to minimize the polarization dependence.
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Fig. 3.23: Experimental setup used to demonstrate polarization-independent de-
multiplexing in the photonic crystal fiber.
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Fig. 3.24. Optical spectra measured at three different points (A,B,C) shown in
Fig. 3.23.

the nonlinear fiber (point A), after exiting the nonlinearefil{point B) and also after the

bandpass filter (point C).

The 10 Gb/s demultiplexed signal can be analyzed on a sagnpdicilloscope or bit-
error-rate tester. Using these monitoring tools, we adhesiclock polarization state with
the manual polarization controller until the lowest bitegfrate (or cleanest eye diagram)
is achieved. The goal is to demonstrate that low polarinagensitivity is achievable in
this demultiplexing system. As a baseline for comparisamg, ¥25 (a) depicts the 10 Gb/s
demultiplexed eye diagram when the data polarization isnamsbled. Part (b) of this fig-
ure shows the same eye diagram when the data polarizatienaisisled while the clock

polarization state is adjusted to the worst state, maximgithe polarization dependence.
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Fig. 3.25: (a) 10 Gb/s demultiplexed data eye diagram when the polarization scram-
bler is off. (b) data eye diagram when polarization scrambler is on an#t ploc
larization is adjusted to the worst state. (c) data eye diagram when polatizatio
scrambler in on and clock polarization is adjusted to the best state.
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Fig. 3.26: BER vs. received power for 8 channels in the demultiplexing (80 Gb/s
to 10 Gb/s) experiment showing very little difference between them. Babat&-
results are also shown.

Under this condition, the eye diagram is almost completilged and the bit-error-rate is
more than10=2. Part (c) shows the eye diagram when the scrambler is on @&nddlk
polarization state is adjusted to give the lowest polaiopatiependence. In this case, the
eye diagram is very similar to part (a) and the bit-erroe-iatiess than0~". We also eval-
uated the demultiplexer by plotting the BER vs. received pdaeall 8 channels. These
plots are shown in Fig. 3.26 demonstrating similar reswitsafl 8 channels. The back-to-
back results are also plotted showing about 2 dB of powerlpyeaal0~° BER between
the demultiplexed data and the back-to-back experimeris Jémality is again attributed
to extra amplification of the signal in the demultiplexingperment which degrades the

optical signal-to-noise ratio.
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Fig. 3.27: (a) The circle including all pump polarization states that lead to
polarization-independent XPM shown on Poireaphere with ideal reference
axes. (b) The S parameters for the clock polarization states that lead todpit-e
rates< 10~ while data polarization is scrambled (reference for the Po@car
sphere is arbitrary due to measurement issues.)
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As described in Eg. 3.26, the main condition to achieve prdéion-independent XPM
is to adjust the pump polarization state such that its poweivided equally between the
two principal axes of the fiber. There is not just one polditrestate that satisfies this con-
dition, but a continuous range of states. On the Poisphere, these states would follow a
great circle passing through the two poles. Consider thec@rsphere representation for
the input pump polarization state as shown in Fig. 3.27 (a.ctAbose the reference axes
for this representation such that a linear polarizatiomglthe fast and slow axes of the
fiber correspond t®; = +1 respectively. It is easy to check that the condition for digua
exciting the eigenstates of the fiber is equivalent to sglin= 0 in this representation. As
shown in Fig. 3.23, a programmable polarization contraietematically varies the pump
polarization in a step-wise manner in order to cover therefbincae sphere while data
polarization is scrambled at a high speed. At each clockrjzalion state, the polarimeter
reading for the clock signal and the bit-error-rate testading for the demultiplexed data
signal are recorded. The polarimeter reading shows theeStpirameters of the clock
signal before entering the fiber in an arbitrary frame ofnefiee. Because there are a few
meters of fiber between the polarimeter and the splitter disasdoetween the splitter and
the nonlinear fiber, there is no way to find the absolute pddion state going into the
nonlinear fiber using this experimental setup. Nevertlseldge polarimeter does provide
a picture of the relative polarization states, rotated @Rhbincag sphere by an unknown
amount. In this experiment we are interested in showingdhatiock polarization states

that cause low bit-error-rates approximately lie on a eirdh this case we choos®*
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as our threshold for deciding if a bit-error-rate is low oglini Fig. 3.27 plots the Stokes
parameter representation for all the points that lead toB&R. It can be seen that these

points form a circle which confirms our theoretical analysis

3.3 Summary

In summary, we developed two methods for performing podaign-independent cross-
phase modulation in nonlinear fibers. Depending on the fiaesrpeters such as nonlin-
earity and birefringence, we suggested two different teghes for eliminating the polar-
ization dependence. The first method suggests that if thenean length of the fiber is
small compared to the fiber length, a polarization-indepahdavelength can be found in
the XPM-induced spectrum. Using a narrow bandpass filter piblarization-independent
wavelength can be filtered out. The second method suggests the fiber birefringence
is high enough, using a certain pump polarization state calkerthe XPM-induced spec-
trum insensitive to the probe polarization state. Both thresthods were experimentally
demonstrated and computer simulations were in agreeméhntt@ measurements. We
also provided simple theoretical analysis that help indvathderstanding of these meth-
ods. Finally, we use both methods in high-speed OTDM deplaking experiments. In
these experiments we evaluated our systems when the infaupdiarization was scram-
bled. As predicted, very low polarization dependence wasnied in the demultiplexing

experiments.
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4. CONCLUSION AND FUTURE WORK

One of the main issues with optical signal processing usamdimear optics is the polariza-
tion dependence. The main goal of this research was to gr@atlitions to this problem.
In particular we tried to find polarization-insensitive h@ajues that can be used in an op-
tical receiver in an OTDM network configuration. Two maingea in an OTDM receiver
are the clock recovery and the demultiplexer. By buildingapahtion-insensitive clock
recovery and demultiplexing units, one of the main prattgsues for these receivers can

be solved.

In this work, we started by developing a clock recovery sysbased on two-photon
absorption. One of the main motivations was that two-phatisorption exhibits lower
polarization dependence compared to many other nonlineaepses. However, further
studies showed that there is some polarization dependerite iTPA process. Using a
theoretical model, we found a simple guideline for perfargnpolarization-independent
cross-correlation using TPA. This method was demonstrexpérimentally and was the
basis for our clock recovery experiments. In the clock recpwexperiments that were

performed at 80 Gb/s, we demonstrated very low polarizadigmendence. One realistic
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method to evaluate the system for polarization dependenteintroduce random polar-
ization fluctuations and monitor the system performance. tirhing jitter of the recovered
clock was monitored as the input data polarization was dolesirandomly. The results
show a very low effect from the polarization scrambling oa timing jitter. Other advan-
tages of using TPA for clock recovery include the fast respdime allowing high speeds
(much higher than 80 Gb/s) and broad optical wavelengthe:a®gother way to test the
system under realistic conditions is to perform transraissxperiments. Our transmission
experiments were done using recirculating fiber loops. tJsur clock recovery system,
we reached 840 km of transmission distance at 80 Gb/s whiteptdarization scrambling
was used. Finally, we tested an improved system that is basegtical dithering. This
system exhibits even lower polarization dependence andhrioyeer dependence to the
input data power and wavelength. Using this method we detraied a 10 dB dynamic
range for the input data power and 40 nm operating wavelaagte which was primarily

limited by the EDFA bandwidth.

The next step in realizing polarization-independent OT@gkiver is to make a demul-
tiplexing system that is not sensitive to the data polaioratOne of the common methods
for demultiplexing is using the cross-phase modulationanlimear fibers. There are meth-
ods for eliminating polarization dependence from the XPMcpss in fibers. All these
methods involve twisting the fiber or using polarizationasity techniques that require
higher powers and more complex systems. In this work, we sddwo simple methods

that do not require fiber twisting and do not add to the complef the system. This is
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especially important because twisting the optical fiberaspractical for the new highly
nonlinear fibers. Our first method that was demonstrated smbih-oxide-based fiber
suggests that a polarization-independent wavelengthe&ound in the XPM spectrum. If
such wavelength is found, it can be filtered out using a nabr@awdpass filter. The nonlinear
length should reach a minimum in order for this method to wavdperly. We demonstrated
polarization-independent operation using both CW signdlmarsed signal as the probe in-
put. The results were confirmed by computer simulations.p&irtheoretical model was
also provided that explains the principle of operation af thethod. Demultiplexing was
demonstrated using this technique at 160 Gb/s data ratein Atjee system evaluation
was done using polarization scrambling. In this case therpdr rate and eye diagrams
were monitored to ensure low polarization sensitivity. @cond method for polarization-
independent XPM is based on fiber birefringence. First wevskdaheoretically that high
enough birefringence in the fiber can lead to the eliminatdibtine polarization-dependent
terms in the XPM process. The condition under which this c&depend on the fiber dif-
ferential group delay and the wavelength separation betywaep and probe signals. We
used a 30m-long photonic crystal fiber in order to demoresttas technique. Polarization-
independent XPM was shown using CW probe signal and computetations confirmed
the measurements. Optical demultiplexing at 80 Gb/s wdsqmeed while input polariza-
tion was scrambled. Very low polarization sensitivity wasasured using BER and eye

diagrams.

Due to equipment availability limitations, we were not atdeput the two systems to-
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gether in an OTDM receiver. This is usually difficult to do esjally when the systems are
not integrated. Our goal was to show that even though nalipeocesses are generally
polarization dependent, methods can be invented to eltmimaminimize their polariza-
tion sensitivity. In particular, a high-speed polarizatiodependent OTDM receiver is
realizable by integrating the clock recovery and demudtipig systems in this work into
one system. Therefore, one idea for future work is to desiggraiver that includes the
polarization-independent clock recovery and demultiplg»systems. Another interesting
area to investigate is to study the behavior of the demekipg system in a long-haul
transmission experiment similar to the one we describedherclock recovery experi-

ments. This will demonstrate better the importance of araton-insensitive receiver.

Our methods for polarization-independent signal proogssan be applied to other
third-order nonlinear processes such as parametric aogtidn and four-wave mixing.
Using the simulation tools that we developed in this work;lsprocesses can also be
numerically simulated. The concepts we used in cross-phasi@lation experiments using

nonlinear fiber can be modified in the case of these other psese
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A. PHASE-LOCKED LOOP TRANSFER FUNCTION

In this appendix, we describe some of the details about theackeristics of the phase-
locked loop (PLL). Fig. A.1 shows a simple block diagram fog PLL. Three main blocks

can be seen in this diagram and we will try to explain the attarsstics of each block first.

The first stage in a PLL is the phase detector. It is impor@anbte that the termphase
we does not refer to the phase of optical oscillations. knefo the phase of the intensity
modulation of the optical signal. A phase-detector in theecaf optical clock recovery,
measures the phase difference between an incoming data siga a locally generated
optical clock. Fig. A.2 shows the phase-detector circuibof system. The photocurrent
generated from the detector is converted to voltage and aremtioned before an offset

level is subtracted from that voltage in order to providegolar signal. In order to reduce

0 _

1 @61 62‘ Phase Vi | Loop - vCo X
U " | Detector “| Filter g g
.|

Fig. A.1: Block Diagram of a phase-locked loop.
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Fig. A.2: Diagram of the phase-detector section of the PLL used for optical clock
recovery.

the noise from the detector circuit, we also add a low-pass &fter the voltage subtraction
circuit. The bandwidth of this filter should be larger that tlosed-loop bandwidth of the
PLL. In our experimentsiz; andC; were chosen such that the bandwidth of this lowpass
filter is about 25 kHz. The output of this staggt) is usually referred to as the error signal
because it measured the phase discrepancy between thepmts.imrhe overall transfer

function of this stage can be written as:

o s) w1
Hpp(s) = 0:05) — a(5) KPDS o (A.1)

where Kpp determines the sensitivity of the phase-detector and= 27 x 25 kHz is
the bandwidth of low-pass filter. It is important to measure phase-detector sensitivity
in order to design the PLL with the desired characteristié§., can be calculated by

measuring the error signaj as a function of the phase differengg — 6,).
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Fig. A.3: Measured error signal of the PLL as a function of the phase difteren
between the two optical inputs. Phase-detector sensitijty, can be calculated
by finding the slope of the tangent to the curve at the origin.

The measurement of this signal was previously describeddtian 2.3 and shown in
Fig. 2.7. Here we have plotted the same error signal as aifumot the phase difference
between data and clock in Fig. A.3. Itis important to notd tha period of the error signal
is %. This is because in our experiments we used 80 Gb/s data aGtHz@lock. There-
fore, clock and data pulses are aligned 8 times during orek @gcle. Also, the reference
for the phases are chosen such that the error signal is zenotlvb phase difference is zero.
Although the relationship between the error signal and tresp difference is nonlinear, it
is linear in the proximity of the origin. When the PLL is lockdgtle phase difference will
always be very small and in the proximity of the origin. THere, Kpp can be estimated

by calculating the slope of the tangent to the curve at thgirarin our measurements, the
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Loop Filter, H.(s)

Fig. A.4: Loop filter circuit.

phase-detector sensitivity was calculated tokhe, ~ 1.2 V/rad.

The second part of the PLL is the loop filter that we briefly n@red in Section 2.3.
In theory, one can design a PLL without using a loop filter. Aalale attenuator is enough
to control the bandwidth of the loop. However a simple atégimun of the error signal will
limit the DC voltage entering the VCO. Therefore, the freqryerange of the PLL will be
extremely limited. An ideal loop filter for the PLL is comped of an variable attenuator
and an integrator. The integrator has an infinite DC gain hedefore it can provide any
desired DC voltage to the VCO. Fig. A.4 shows the loop filtecwit: The transfer function

of this circuit can be written as:

HF(S) = = KA ) (A2)
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where K 4 is the attenuation coefficient ang is determined by?, andC; values. In the
circuit used in our experiments?; is a variable resistor which controls the attenuation.
For the representative measurements shown in Section 2s&we, = 0.006 andw, =

27w x 350 Hz. The switchS shown in Fig. A.4 is used to enable or disable the PLL. When
the switch is open, the PLL is enabled. When this switch isedlpthe loop-filter transfer

function is zero and therefore the PLL is disabled.

The last stage in the PLL is the voltage-controlled osalgyCO). If the input to the
VCO is voltagev, and the output is the angtg, the transfer function of an ideal VCO
should beé However, most VCOs have a limited bandwidth meaning that treguency
can follow the input voltage up to a certain speed. If the tnjoltage changes too rapidly,
the output frequency does not adjust accordingly. Theeeftbre sensitivity of the VCO

drops as the input voltage frequency increases. Therafoaesimplified case, the transfer

function for the VCO can be written as a low-pass filter casdadi¢éh an ideal VCO:

w3
s(s + ws)

)> = Kvco : (A.3)

wherews is the bandwidth and<y ¢ is the low-frequency sensitivity of the VCO. The

measured normalized VCO sensitivity as a function of inpefiency is plotted in Fig. A.5.
Note that by normalized VCO sensitivity we meanj:?’—. The dashed curve shows the
S w3

best fit to the data based on Eqg. A.3. The bandwidth used inableed! curve that fits the

data isw; ~ 27 x 4.5 kHz. The measured value for the low-frequency sensitivitthe
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Fig. A.5: Normalized VCO sensitivity as a function of frequency. Circles indicate
the measured data and the dashed curve shows the theoretical fit to the data

VCO is Kyco ~ 27 x 530 krad/V. The closed-loop transfer function of the PLL can be

found using the three transfer functions that we discusbedea

HPD(S)HF(S)cho(S)

Hprr(s) = 1+ Hpp(s)Hr(s)Hyco(s)

(A.4)

The frequency response and step response plotted in Figvete8 calculated using this
formula and the transfer functions discussed in this appentfe can easily see that the
closed-loop PLL has a third order transfer function. Thagfar function slope at frequen-
cies higher than the closed-loop bandwidth (5.5 kHz) itiytis 40 dB/dec and eventually

changes to 60 dB/dec.
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B. ANALYSIS OF POLARIZATION DEPENDENCE IN TWO-PHOTON

ABSORPTION

In order to analyze the polarization dependence of twogrhabsorption in a material,
first we need to know about the nonlineg?) tensor for that material. There are different
symmetry properties for the® tensor depending on the material structure [57]. In this
Appendix, we only focus on a specific case that applies todpat materials as well as
crystalline structure witm3m, 43m or 432 symmetry. In these case there are generally
4 independent variables in the® tensor: y1122, Y1212, X1221, X1111. For TPA process,
permutation symmetry [57] yields¢1212 = x1122. Therefore, in the case of TPA, there are

generally 3 independent parameters.

The difference between isotropic and anisotropic matemniahis case is that for an

isotropic material:

X1111 = X1122 + X1212 + X1221 , (1,2 =12,9,2) (B.1)

But this relationship is not true for an anisotropic crystatlave can introduce a new
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parameter as the anisotropy factor [52]:

- X1111 — (2x1212 + X1221)
X1111

(B.2)

where we have useg 2o = Y1212 @ssuming two-photon absorption process. This factor is
zero for an isotropic medium and can be estimated based ariigqnanechanics for some
materials. The numerical value ofcalculated for two some zincblende semiconductor
materials are given in [52]. We were not able to find this nunibesilicon but our exper-
imental results presented in Chapter 2 confirm that the aojgpfactor is very small for

silicon.

In this analysis we assume a plane wave propagation modsirfgglicity. In order
to find the expression for the TPA coefficieft(defined by Eq. 2.2) we first write the

nonlinear polarization vector [57]:
P =3¢ [2x1212 (E - E*)E + x1921 (E- E)E* + ox1111 Z |E;|Eji (B.3)

where: = x,y, z andE is the electric field vector of a wave propagating in the dicec
of a unit vector) such thatj - E = 0. If n is the coordinate in the direction of propagation
(which need not be:, y or z), we can writeE(n) = %A(n)e‘j’m, where A(n) is the
slowly varying amplitude vector. The factor éfcomes from the fact that we need to add

two terms at frequencies and —w in order to get a real-valued electric field. The wave
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eqguation can be written as:

d2E 2, .2
(n) , nw

i 5 E0) = T e O (B.4)

By substituting the slowly varying amplitude and writing tirae-average intensity of light

as:

1:9<6—°)2|Al2 ? (B.5)
2 \ o

we get to the equation that describes the evolution of ligterisity inside the medium:

Al

oI(n) 3w

2
— [2Im(X1212) + |m(X1221)| |

+ olm(XHll)m—Ail] I*(n)

an  2egn2c? A

(B.6)
By introducing the unit vectop = W which is the unit vector representing the polariza-

tion state we can write the TPA coefficient for the medium:

3w

5= Degn2c? [2|m(X1212) +Im(x1221) B - B° + olm(xiin1) Xz: |Pz'\4] (B.7)

This formula is given in [52]. Unit vectgb can be complex, to accommodate circular and

elliptical states, provided that- p* = 1.

Now let us consider the special case of isotropic materiagé shbuld also note that
different physical mechanisms may lead to the nonlineaceqtgility. In the case of

the semiconductor materials the most important mecharggheinon-resonant electronic
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response which provideg»o; = x1212 [57]. Using this condition and assumiag= 0 we
can simplify Eq. B.6. We rewrite the right-hand-side of thigation in terms ofd instead

of the intensity:

oI(n) . 2wim(x1111) 4 9
o = — e [Z\A\ +]A- Al } (B.8)

Therefore, if the detector consists of a thin layer of abswyinaterial, the time-average

photocurrent generated in the detector can be written as:
irpa o (2|A|" + |A - A?) (B.9)

In Section 2.4 we used Eq. 2.22 to derive our theoreticalesgions for the polarization
dependence. Therefore, it is desirable to show that Eq. R2§usralent to Eq. 2.22. First
we need to write down an expression that relates the complebtd the real-values electric
field. For simplicity we write the electric field at poing & 0). This is because the term
exp(—jkn) is just a phase factor that will eventually go away in our gkltion of the
amount of power absorbed in the material:

1 . 1 .
B(f) = A + JATe! (B.10)

By substituting this expression f&il(#) we can find the time-average valug Bf(t)|*. After

eliminating all the high-frequency terms we have:

QA"+ |A-AP) = ([EQ)[") (B.11)

o |
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which proves Eq. 2.22. In the case of two optical signals, ae used Eq. 2.22 if the
wavelength separation between the two signals is withirskbly varying amplitude ap-
proximation condition. This means that that wavelengtlasgon should be much smaller
than the mean wavelength. In our experiments, we used bptgrzals with wavelength

separations that satisfy this condition.
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