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1 Introduction

This thesis focuses on the dynamics of projective vector fields for Levi-Civita

connections near their non-linearizable singularities, and implications on the

global geodesic rigidity of semi-Riemannian manifolds. We start by studying

the relationships between the dynamics of a projective vector field for a semi-

Riemannian metric g near its singularity and the dynamics of the action of its

flow on metrics projectively equivalent to g. In some situations, the metriz-

able connections in a given projective structure is unique. This property is

sometimes referred as the geodesic rigidity of the projective class, since the

projective class determines both the unparametrized curves and the specific

parametrizations of the geodesics induced by the Levi-Civita connection in

this projective structure.

To begin, we give a brief review of the following basic definitions in pro-

jective geometry. Let ∇ be a torsion-free affine connection on a manifold

Mn. The projective class [∇] of ∇ consists of the torsion-free affine connec-

tions on M having the same unparametrized geodesics as those defined by

∇. Two metrics on M are projectively equivalent if their Levi-Civita connec-

tions are in the same projective class. The class [∇] is said to be metrizable

if there is a Levi-Civita connection contained in [∇]. It is said to be flat if
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[∇] is induced by a flat affine connection. It is well known that:

∇ ∈ [∇] ⇐⇒ ∇ = ∇+ η ⊗ Id+ Id⊗ η, ∃η ∈ Γ(T ∗M).

Given (M,∇), a smooth diffeomorphism f : M → M is a projective trans-

formation of the projective class [∇] if f ∗∇ ∈ [∇]. Let X be a vector field on

M , and denote φt the flow generated by X. Then X is a projective vector

field for ∇ if φt preserves the unparametrized geodesics defined by ∇. Denote

by LX∇ the Lie derivative of ∇ with respect to X. This is equivalent to:

LX∇ = η̂ ⊗ Id+ Id⊗ η̂, η̂ ∈ Γ(T ∗M).

The projective vector field X is affine for ∇ if LX∇ = 0. It is essential if it

is not affine for any connection in [∇].

It is a classical topic to study projective structures induced by Levi-Civita

connections. Some classical results have been obtained by mathematicians

like Dini, Levi-Civita, Weyl, and Solodovnikov. One can refer to Theorems

7-10 from [4] for a summary of their results. The local description of pro-

jectively equivalent metrics is well understood by Bolsinov and Matveev in

[10] and [8] in terms of BM structures (See Definition 2.4 in Section 2.3).

Kobayashi and Nagano give a concrete description of projective structures in

terms of Cartan geometries in [1].
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One of the main motivations for my thesis is to understand on closed man-

ifolds how a metrizable projective class and its projective transformation

group determine each other. For example, I tried to study what additional

assumptions on the projective transformation group or algebra are sufficient

to deduce that the projective structure is flat on the manifold or some spe-

cial subsets. Sometimes it turns out [∇] is determined by assumptions less

than expected, and we obtain rigidity results. One of the most important

topics in the global theory of projective geometry about geodesic rigidity is

the following projective Lichnerowicz-Obata conjecture.

Conjecture 1. Let G be a connected Lie group acting on a complete con-

nected or closed connected semi-Riemannian manifold (Mn, g) by projective

transformations. Then either G acts on M by affine transformations, or

(Mn, g) is Riemannian with positive constant sectional curvature.

In addition to the Riemannian cases [4], this conjuncture has been proved

for closed connected Lorentzian manifolds [21], and the case g has the degree

of mobility of at least three [3]. (See Definition 2.4 in Section 2.3.) This

dissertation focuses on the case that the degree of mobility of the metric

is precisely two. In such cases, the applicable techniques are different from

the cases where the degree of the mobility of the metric is at least three.

Let Isom(M, g), Proj(M, g) and Aff(M, g) be the groups of isometric, pro-

jective and affine transformations of (M, g) respectively. One of the most

useful approaches comes from [5] by Zeghib, where he proves the following
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important result for discrete groups of projective transformations on closed

semi-Riemannian manifolds.

Theorem 1.1 (Zeghib [5]). Let (M, g) be a closed semi-Riemannian manifold

with Proj(M, g)/Aff(M, g) infinite. Then the following holds:

1. |Aff(M, g)/Isom(M, g)| is finite, and Aff(M, g) is a normal subgroup of

Proj(M, g).

2. There is a representation ρ : Proj(M, g)→ SL2(R) such that Ker(ρ) is

a finite index subgroup of Aff(M, g), and Im(ρ) has a subgroup of finite

index contained in a 1-parameter hyperbolic subgroup of SL2(R).

Though the paper [5] focuses on global analysis on closed manifolds, the

methods can be adapted in some cases to study the local properties of pro-

jective geometries near a singularity of a projective vector field. The key

assumption in [5] is that the degree of mobility for the metric is precisely

two, which will be explained in detail in this thesis.

Another motivation for this thesis is to find the maximal possible gener-

alizations of the global and local results presented by Nagano and Ochiai in

[2]. A vector field X vanishes to order 2 at o if Xo = 0 and the flow φt of

X satisfies (Dφt)o ≡ Id. Their result for projective vector fields on closed

Riemannian manifolds is as follows.

Theorem 1.2 (Nagano, Ochiai [2]). Let (Mn, g) with n > 1 be a closed

connected Riemannian manifold. Suppose that X is a projective vector field
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for (M, g) such that it has a vanishing point of order 2 at some o ∈M . Then

(M, g) is either Sn or RPn.

In my doctoral research, I studied what would be a good generalization for

the assumption that a projective vector field vanishes up to order two at

some point. It turns out when the singularity o of a projective vector field

X is non-linearizable, as shown in Section 2.2, at least on some special sets

containing o the flow generated by X will have dynamics similar to the case

presented in Theorem 1.2. Also, for a projective vector field, if it has a

non-linearizable singularity, its flow cannot preserve any connections in the

projective class (See Section 2.2 for details), so we may use the terms “es-

sential singularity” and “non-linearizable singularity” interchangeably. By

analyzing the properties of the projective structures on these special sets to-

gether with the global techniques used by Zeghib and Matveev, I obtain the

following result for closed semi-Riemannian manifolds.

Theorem 1.3. Let (Mn, g) be a closed connected semi-Riemannian manifold

with n > 1. Suppose X is a projective vector field for (M, g) which admits

an essential singularity o ∈ M . Then g is Riemannian, and (Mn, g) is a

quotient of the standard sphere Sn.

For non-closed connected manifolds, how a projective vector field with an

essential singularity could determine the global metrizable projective struc-

ture is still open. However, for the special cases of 3-dimensional Riemannian

manifolds, the restriction on the upper bound of degree of mobility gives the
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following result analogous to Theorem 1.3.

Theorem 1.4. Let (Mn, g) with n ≥ 3 be a connected Riemannian manifold.

Suppose it admits a projective vector field with an essential singularity o ∈M .

Then (Mn, g) has degree of mobility at least three. When n = 3, then (M3, g)

has constant sectional curvature.

The local theory of projective structures near a singularity of a projective

vector field is fundamental to the proofs of Theorem 1.3 and Theorem 1.4 in

this thesis and Theorem 1.2 presented in [2]. For example, the key lemma in

[2] is the following.

Lemma 1.1 (Nagano, Ochiai [2]). Let ∇ be a symmetric affine connection

on some open set U ⊂ Rn with n ≥ 3. Suppose X is a projective vector field

for ∇ vanishing to order 2 at o, then there exists an open subset V 3 o of U

where [∇] is flat.

This lemma is proved by analyzing the dynamics of the flow φt generated

by X near o with the fact that the Weyl curvature of [∇] is φt-invariant.

Though a projective vector field may admit dynamics similar to the case in

Lemma 1.1 on some subset of the manifold of smaller dimension containing

its essential singularity o, if it is assumed that o is not a higher order zero of

X, we may not be able to get an open set containing o on which [∇] is flat.

In fact for non-metrizable projective structures, we can construct examples

of a projective class [∇] which is not flat on any neighborhood of o while

admitting a projective vector field X with an essential singularity at o (See
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Section 5.1 for details). For metrizable projective structures, whether such

examples exist leads to the following question for my doctoral research.

Problem 1. Let g be a metric defined on some open set U ⊂ Rn with n ≥ 2.

Suppose X is a projective vector field for g with an essential singularity o ∈ U .

Does there always exist an open V ⊂ U containing o such that g is projectively

flat on V ?

The answer to the problem still remains open, though I am able to give

answers in some special cases. For example, for 3-dimensional Riemannian

metrics, the metric g has to be projectively flat by Theorem 1.4 on the entire

connected component containing o. The dynamics of the flow at a general

essential singularity are much more complicated compared to the case in

Lemma 1.1, especially for metrics with indefinite signatures. Determining

the maximal possible open set containing o on which g is projectively flat

leads to the following result for the 3-dimensional metrics.

Theorem 1.5. Let g be a smooth metric defined on some open set U ⊂ R3

with o ∈ U . Let X be a projective vector field for g admitting an essential

singularity at o. Then there is some open set V with o ∈ V such that g is

projectively flat on V .

Another motivation for Problem 1 comes from the observations in conformal

geometries. In Cartan geometries, both projective and conformal geometries

are |1|-graded parabolic geometries. In conformal geometries we have the

following result from [13].
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Theorem 1.6 (C. Frances, K. Melnick [13]). Let X be a conformal vector

field for a semi-Riemannian manifold (Mn, g) with n ≥ 3 with a singularity

o. If the 1-parameter group {(DφtX)o : t ∈ R} is bounded, one of the following

is true:

• There exists a neighborhood V of o on which X is complete and gener-

ates a bounded flow. In this case, it is linearizable.

• There is an open set U0 ⊂ M , with o ∈ U0 such that g is conformally

flat on U0.

There are several variations for the theorem above, see [13] and [12]. All of

them assert the existence of some open set containing the non-linearizable

singularity o of X in its closure on which the metric g is conformally flat.

On the other hand, it is shown in Section 6 of [16] this estimate is sharp for

Lorentzian metrics, so there are examples in which g is not conformally flat

on any neighborhood of a non-linearizable singularity of a conformal vector

field. Our construction of the example in Section 5.1 is analogous to the

method used to obtain the examples in Section 6 of [16]. Since conformal

and projective geometries have a lot of similarities in terms of Cartan ge-

ometries, it is natural to expect statements analogous to the results above in

projective geometries.

In this thesis, the main methods used are the geometrical PDE methods

for projectively equivalent metrics applied by Matveev and the dynamical
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methods by Zeghib in [5]. The local results for general projective structures

near the essential singularities of projective vector fields use concepts from

projective Cartan geometries established by people like Nagano, Kobayashi

and Ochiai in [2], [1].

The general structure of this thesis is as follows. In Chapter 2, I show that

the non-linearizable singularities are actually essential. Chapter 3 gives the

adaptation of the dynamical method of Zeghib for closed manifolds to our

settings which can be used to study the local theory of projective structures.

The main theorems on the global analysis of projective geometries are proved

in Chapter 4. In Chapter 5, the cases of 3-dimensional Lorentzian metrics

are analyzed which leads to the conclusion of Theorem 1.5.
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2 Background

The content my work in this chapter is essentially from the preprint [17]. We

adopt the basic definitions of projective Cartan geometries in [1] as our focus

in this chapter is entirely on projective structures induced by torsion-free

affine connections.

2.1 Cartan model for projective geometries

We begin this section by reviewing the basic concepts of Cartan geometries

used in this thesis. Let G be a Lie group, and G′ is a closed subgroup of

G. Denote g, g′ their Lie algebras, respectively. The definition of a Cartan

geometry is as follows.

Definition 2.1. A Cartan geometry modelled on (g, g′) with the structure

group G′ is a triple (M,B, ω). Here B is a G′ principal bundle over M , and

the Cartan connection ω is a g valued 1-form. In addition, it satisfies the

following conditions:

• ∀b ∈ B, the map ωb : TbB → g is an isomorphism.

• ∀g ∈ G′, R∗gω = Ad(g−1)ω, here Rg is the right translation by g of the

principal G′-bundle.

• ω
(
d

dt
|t=0b exp(tg̃)

)
= g̃, ∀b ∈ B, ∀g̃ ∈ g′,
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Here the g-valued 1-form ω is the Cartan connection, and κ = dω +
1

2
[ω, ω]

is the curvature of this Cartan geometry. The Cartan geometry is flat if κ

vanishes. A flat Cartan geometry modelled on (g, g′) is locally isomorphic to

the flat model (G/G′, G, ωG), where ωG is the Maurer-Cartan form on G(See

Page 116 of [19]). In addition, we have the following definition of exponential

maps in Cartan geometries.

Definition 2.2. Suppose (M,B, ω) is a Cartan geometry modelled on (g, g′).

Given any v ∈ g, we have a vector field ω−1(v) on B. Denote by Φv the flow

generated by ω−1(v). The exponential map of ω at b ∈ B is a map from g to

B given by expb(v) = Φv(1, b), wherever it is well defined. Thus, expb gives

a local diffeomorphism between a neighborhood of 0 of g and a neighborhood

of b ∈ B.

Because flows of vector fields on principal bundles commute with right trans-

lation if and only if they are right translation invariant, we define the in-

finitesimal automorphisms of Cartan bundles as follows.

Definition 2.3. An automorphism of the Cartan bundle (M,B, ω) is a prin-

cipal bundle automorphism F with F ∗ω = ω. An infinitesimal automorphism

on (M,B, ω) is a G′-invariant vector field X̃ on B together with LX̃ω = 0.

The projective classes on M can be described in terms of Cartan geometries

by the following. Choose e0 = [1, 0, · · · , 0] ∈ RPn, and let H be its stabilizer.

Denote by g, h the Lie algebras of G and H, respectively. We know G =
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PGL(n + 1,R) acting on RPn transitively. Then, we have the following

identification (see Page 216 of [2]):

sl(n+ 1,R) = g = g−1 ⊕ g0 ⊕ g1 ' Rn ⊕GL(n,R)⊕ (Rn)∗, h = g0 ⊕ g1. (1)

Note that the standard Euclidean metric gives an identification Rn ' (Rn)∗.

The identification is given by

u⊕ A⊕ v∗ 7→

− 1

n+ 1
Tr(A) vT

u A− 1

n+ 1
Tr(A) · Id

 ∈ sl(n+ 1,R). (2)

The following is the standard chart of RPn near e0.

i0 : [x0, · · · , xn] 7→ (
x1

x0

, · · · , xn
x0

)

In this chart i0, any h ∈ H is a local diffeomorphism at 0 ∈ Rn with h(0) = 0

. If f is a local diffeomorphism at 0 ∈ Rn with f(0) = 0, let Jk(f)(0) be its k-

jet at the origin. Define Gk(n) as the k−jet at 0 of all such functions. Clearly

elements in Gk(n) form a group. Since every h ∈ H is such a diffeomorphism

in the standard chart i0, we have the following subgroup H2(n) of G2(n):

H2(n) = {J2(h)(0) : h ∈ H}.

This gives an identification H2(n) ∼= H ∼= GL(n,R) n Rn. Since G1(n) is
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induced by invertible linear maps on Rn, we can identify G1(n) with the

subgroup GL(n,R) of H2(n). Let F 2(M) be the 2-jet frame bundle of M ,

then it is a G2(n) principal bundle. We can take F 2(M) as a sub-bundle

of F 1(F 1(M)). Denote θ the canonical form on F 1(F 1(M)), then it is a

gln(R)
⊕

Rn-valued 1-form. Then θ|F 2(M) has the following decomposition:

θ = θi + θij, θ
i ∈ Γ(Hom(T (F 2M),Rn)), θij ∈ Γ(Hom(T (F 2M), gln(R))).

Here θ = θi + θij is the canonical form on F 2(M). One can refer to Page 224

of [1] for a more precise definition.

A projective Cartan geometry on M is a Cartan geometry (M,B, ω) mod-

elled on the pair (g, h). It is normal if the components of its curvature κ

satisfies Equation (2) and (3) from [1]. Under the identification given by

Equations (1) and (2), we have by Proposition 3 of [1], on any H2(n) sub-

bundle P of F 2(M), there is a unique normal projective Cartan connection

ω = ωi + ωij + ωi with ωi = θi, and ωij = θij. We call this connection the

normal projective Cartan connection associated to P .

We give the following way of identifying torsion-free affine connections on

Mn with GLn sub-bundles of F 2(M).

Given a torsion-free affine connection ∇, ∀x ∈ M , the exponential map
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of ∇ at x, denoted as exp∇x , is a map:

exp∇x : U ⊂ TxM →M, 0 7→ x

Here U is an open set of TxM containing the origin.

We define a bundle inclusion i∇ : F 1(M) → F 2(M) as follows. Any p ∈

F 1(M) in the fibre of x can be uniquely identified with a linear map p̃ :

Rn → TxM . Then we define

i∇(p) = J2(exp∇x ◦p̃)(0), ∀p ∈ F 1(M).

Let F 2
1 (M) = F 2(M)/GLn(R), and π2

1 : F 2(M) → F 1(M) be the canonical

projection. Notice that every section Γ of F 2
1 (M) induces a unique natural

bundle inclusion:

γΓ : F 1(M)→ F 2(M), π2
1 ◦ γΓ = id.

The identification∇ 7→ i∇ in fact gives a 1-1 correspondence between torsion-

free affine connections on M and GLn reductions of F 2(M) by the following

summary of Proposition 10 and 11 of [1].

Theorem 2.1 (Nagano,Kobayashi[1]). Let θ = θi + θij be the canonical form

on F 2(M) as usual. There is a 1-1 correspondence between sections of F 2
1 (M)

and symmetric affine connections on M . For a symmetric connection ∇,
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denote Γ the corresponding section of F 2
1 (M), then the following holds:

• The natural bundle inclusion γΓ is exactly i∇.

• (i∇)∗θi is the canonical form on F 1(M).

• (i∇)∗θij is the connection form for ∇.

For every torsion-free connection ∇ on M , the map i∇ gives a GLn reduction

of the G2(n)-principal bundle F 2(M). Since GLn(R)nRn ∼= H2(n) ≤ G2(n),

it induces aH2(n) sub-bundle P (∇) of F 2(M). From Proposition 12 of [1], we

have P (∇) = P (∇) if and only if ∇ and ∇ are projectively equivalent. This

gives a 1-1 correspondence between the projective structures on M and H2(n)

reductions of F 2(M). Here P (∇), along with its associated normal projective

Cartan connection, is called the projective Cartan geometry associated to

[∇].

2.2 Infinitesimal automorphisms of projective Cartan bundles

In this section we study the local theory of infinitesimal automorphisms of

projective Cartan bundles induced by projective vector fields with singular-

ities. Every projective vector field X on M for ∇ can be uniquely lifted

to an infinitesimal automorphism X̃ on P = P (∇). For the flat model

(RPn, G, ωG), the infinitesimal automorphisms are just right invariant vector

fields on G.
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Given any torsion-free connection ∇ on Mn, set P = P (∇), and let ω

be the normal projective Cartan connection associated to P . Denote by

π : P → M the standard projection. If X vanishes at o ∈ M , then

∀p ∈ π−1(o), ω(X̃)(p) ∈ h. We can prove the following local result.

Proposition 2.1. Let X be a projective vector field for (M,∇). Assume

Xo = 0 for some o ∈M . Then the following are equivalent:

• X is linearizable at o.

• There exist a neighborhood U of o and a torsion-free affine connection

∇′ ∈ [∇|U ] such that X is an affine vector field for ∇′.

Before proving the proposition above, we need to derive the canonical forms

of a projective vector field near its singularity. Denote by ω the normal

projective Cartan connection associated to P = P (∇) as before. Fix any

p in the fiber of o, and let expp be the exponential map of ω at p. Then

there is a small neighborhood U of 0 ∈ g−1 ' Rn such that σp = π ◦ expp :

U → M gives a local coordinate system of M at o. Such coordinates are

the normal coordinates for P (∇) at o. The GLn sub-bundle given by local

section expp(g−1) over U induces an affine connection ∇U ∈ [∇|U ] near o.

By Theorem 2.1, σp is also a normal coordinate for the affine connection

∇U ∈ [∇|U ] at o.

Lemma 2.1. Suppose X is a projective vector field for ∇ such that Xo = 0.

Let P = P (∇), and set ω to be the corresponding normal projective Cartan
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connection on P induced by ∇ as before. Choose any p ∈ π−1(o), then in the

normal coordinate chart σp for P at p, the form of φt in the coordinate chart

σp is uniquely determined by the value of ω(X̃)(p), regardless of the choice of

the projective Cartan connection ω induced by the projective structure [∇].

Proof. Let X̃ be the lift of X to P such that LX̃ω = 0. Because Xo = 0, we

have ω(X̃)(p) = vh ∈ h. Define the following identification along fibers over

o:

∆ : H → pH, h 7→ ph.

It follows that ∆∗ω|π−1(o) is the Maurer–Cartan form ωH on H. Let Xh

be a right-invariant vector field on G with ωG(Xh)(1) = vh. Note that

ωG(Xh)|H ∈ h, and LXh
ωG = 0. It follows that ∆∗(Xh) = X̃|π−1(o).

Denote Φ the flow generated by X̃ on P , so Φ projects to a flow φt on

M fixing o. We have Φ(t, p) = ph(t), where the function h(t) = exp(tvh)

evidently depends only on vh. Fix any t0 ∈ R and v ∈ g−1 = Rn, and define

the curve l(s) = expp(sv). Note that π ◦ l(s) is a geodesic of [∇]. Because

LX̃ω = 0, the following equality holds:

lt0(s) := Φ(t0, l(s)) = expph(t0)(sv).

We also obtain

φt0 ◦ π ◦ l = π ◦ lt0 = π ◦Rh(t0)−1 ◦ lt0 .
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By the axioms of the Cartan connections, we have

Rh(t0)−1 ◦ lt0(s) = expp(s(Ad(h(t0)(v)))).

Define v′ = Ad(h(t0)(v)), then v′ is totally determined by the values of v and

h(t0). We define the curve f(s) by

f(s) := Rh(t0)−1 ◦ lt0 .

Because π ◦ l(s) is a geodesic of [∇], the projected curve π ◦ f(s) is also a

geodesic of [∇]. Denote v′−1 the g−1 component of v′. We have that π ◦ f(s)

and π◦expp(sv
′
−1) are geodesics for [∇] with the same initial condition. Then

on a small interval I containing 0, we can write f(s) : I → P in the following

form:

f(s) = expp(r(s)v
′
−1)g(s), r(s) : I → R, g(s) : I → H.

r(0) = 0, g(0) = 1.

Differentiating the equation above, we get

v′ = ω(
df

ds
) = Ad(g(s)−1)(r′(s)v′−1) + ωH(g′(s)).

Given a pair of functions {r(s), g(s)}, whether this pair is a solution to

this equation depends only on v′, independent of the connection ω. On the
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other hand, the definition of the exponential map implies that the solution

{r(s), g(s)} satisfying the condition g(0) = 1 and r(0) = 0 is unique. Note

that v′ and v′1 only depend on v and h(t0). It follows from the uniqueness

that {r(s), g(s)} depends only on v and h(t0). In particular, the function

r(t) and v′ ∈ Rn depend only on the parameters v, vh, t0, regardless of the

connection ω. Given any two projective connections ω and ω′ on the H2(n)

bundle P , as long as the parameters v, vh, t0 are the same, we get the same

the function r(t) and v′ ∈ Rn. It follows that the form of φt0 in the normal

coordinates of P at p depends only on h(t0). This completes the proof.

Suppose X is a projective vector field for (M,∇) vanishing at o, and fix any

p ∈ π−1(o) as before. Because the algebra of the projective vector fields

has the maximum dimension for the flat bundle, we can choose some right

invariant vector field Ỹ on G such that ωG(Ỹ )(1G) = ω(X̃)(p) ∈ h. Let Y

be the projection of Ỹ on RPn. Then X in the normal coordinates of P at p

has the same form of Y in the normal coordinates of the flat model at 1 ∈ G.

Thus, by computations on the flat model, we obtain all possible forms of

projective vector fields with a singularity at o in the normal coordinates for

P at p.

Lemma 2.2. Let X be a projective vector field for (M,∇) with Xo = 0. For

any p ∈ π−1(o), the vector field X has the form Xx = Ax + 〈w, x〉x in the

normal coordinates of P (∇) at p, where A ∈ Mn(R), w ∈ Rn. In addition,

X is linearizable if and only if w ∈ ImAT .
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Proof. Let X be a projective vector field for (M,∇) such that Xo = 0, and

choose any p ∈ π−1(o). First we show X has the form: Xx = Ax + 〈w, x〉x

in the normal coordinates of P (∇) at p. By Lemma 2.1 and the argument

in the previous paragraph, we only need to prove for the flat bundle P =

(RPn, G, ωG), any projective vector field X vanishing at [e0] is in this form

in the normal coordinates at p = 1 ∈ G. In this case, the exponential map

expp gives the canonical coordinate i−1
0 of RPn near e0, where the chart i0 is

given by

i0 : [x0, x1, · · · , xn] 7→ (
x1

x0

, · · · , xn
x0

).

The projective vector fields fixing o = [e0] ∈ RPn are induced by linear vector

fields in Rn+1 fixing the line [e0]. Projecting these vector fields to RPn, we

get X has the form Xx = Ax+ 〈w, x〉x in the normal coordinates at p.

Next we show X in this form is linearizable if and only if w ∈ ImAT . If

w /∈ ImAT , we write w = wk + w′ with wk 6= 0, where wk ∈ KerA and

w′ ∈ ImAT . Denote φt the flow generated by X as usual. In the normal

coordinates for P (∇) at p, for some small interval I containing 0, we have

φt(swk) =
s

1 + tas
wk, s ∈ I, a 6= 0.

Note that Dφt(wk) = wk 6= 0. Without loss of generality, we can assume a >

0. For s > 0, we have
s

1 + tas
→ 0 as t → +∞. Then X is not linearizable

by Lemma 4.6 of [12]. Conversely, if w ∈ ImAT , the following calculation in
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Remark 1 shows we can find some p′ ∈ π−1(o) such that Xx = (Ap′)x in the

normal coordinates at p′. Hence it is linearizable.

Remark 1. To simply the calculations later, Suppose X vanishes at o. Note

that for any A ∈ Mn(R), we have Rn = Im(AT )
⊕

KerA. Then for any

p ∈ π−1(o), this decomposition of Rn gives

Sp = ω(X̃)(p) =

−b wTi A+ wk

0 B

 ∈ sln+1(R).

A = B + b · Id, wk ∈ KerA.

Define C =

1 −wTi

0 Id

, we have CSpC
−1 =

−b wk

0 B

. In other words,

given any local coordinate system σ̃ : U ⊂ Rn → M , with σ̃(0) = o, we can

choose some p̃ ∈ π−1(o) such that the normal coordinate system σp̃ at p̃ for

P satisfies:

J1(σ̃)(0) = J1(σp̃)(0), ((σ−1
p̃ )∗X)x = Ax+ 〈w, x〉x, w ∈ KerA.

With the results above, we can prove Proposition 2.1.

Proof of Proposition 2.1. By Remark 1, we can always choose some p ∈

π−1(o) such that in the normal coordinate system σp of P (∇) at p, X has

the following form:

Xx = Ax+ 〈w, x〉x, w ∈ KerA.
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If X is linearizable at o, we have w ∈ ImAT by Lemma 2.2. It follows that

w = 0, then X is linear in σp. According to Theorem 2.1 by Nagano, the

local section of F 2
1 (M) induced by the local section expp(g−1) corresponds

to a connection ∇′ projectively equivalent to ∇ locally defined near o. From

the last statement of Theorem 2.1, it is clear that σp is a normal coordinate

of ∇′ at o. Thus X is an affine vector field for ∇′. The converse is trivial

as affine vector fields of ∇′ vanishing at o are clearly linear in the normal

coordinates of ∇′ at o.

Suppose that X is a non-linearizable projective vector field for (M,∇) van-

ishing at o ∈M . For each a > 0, we can choose a neighborhood Ua of o such

that φt is well defined on Ua for t ∈ I = [−a, a]. Then on Ua, the connection

∇t = φt∗∇ is projectively equivalent to ∇ for t ∈ I. If γ(s) is a geodesic

segment for ∇ contained in φt0(Ua) with t0 ∈ I, we have φ−t0 ◦ γ(s) is a

geodesic segment on Ua for ∇t0 . This leads to the following:

Corollary 2.1.1. Let X be a projective vector field for (M,∇) admitting a

non-linearizable singularity o ∈M . Then for each t 6= 0, we have

∇t = ∇+ ηt ⊗ Id+ Id⊗ ηt, (ηt)o 6= 0.

Proof. Suppose that ηt0(o) = 0 for some t0 6= 0. The connection ∇ induces

a GLn sub-bundle P1 of P (∇). Choose p ∈ π−1(o) ∩ P1. Let ∇p be the

connection induced by the local section expp(g−1) at p. Then the type (2,1)-

tensor (∇p −∇) vanishes at o. Thus, we can assume ∇ is ∇p in this proof.
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In the normal coordinates of ∇ at o, denote by Γki,j and Γki,j the Christoffel

symbols of ∇ and ∇t0 , respectively. It follows that Γki,j(o) = Γki,j(o) = 0,

because of (ηt0)o = 0. Following the calculations of the proof of Theorem 2.1

of Nagano in [1], we can conclude the exponential maps of ∇ and ∇t0 at o

have the same 2-jets. Denote exp∇o and exp
∇t0
o the exponential maps of ∇

and ∇t0 at o, respectively. Note σp is a normal coordinate of ∇ at o. Since

X is non-linearizable at o, in the coordinate chart σp, we may write

Xx = Ax+ 〈w, x〉x, 0 6= w /∈ ImAT .

In the coordinate chart σp, choose wk ∈ KerA with 〈w,wk〉 6= 0. Then in

the coordinate chart σp, the curve γ(s) = swk is a non-trivial parametrized

geodesic of ∇. In the coordinate chart σp, there exists some s0 > 0 such that

γt0(s) = φ−t0 ◦ γ(s) is well defined for |s| < s0. Note that wk ∈ KerA implies

the flow φt preserves the unparametrized geodesic γ. Because 〈w,wk〉 6= 0,

we have

γt0(s) = φ−t0 ◦ γ(s) =
s

1 + as
wk, a 6= 0.

Then near s = 0, define the function

f(s) := (γ−1 ◦ γt0)(s) =
s

1 + as
.

It is a local diffeomorphism fixing 0 ∈ R. The map φ−t0 takes geodesics of ∇
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to geodesics of ∇t0 , so γt0(s) is a geodesic for ∇t0 such that

(γt0)′(0) = γ′(0) = wk.

Near s = 0, we have

γ(s) = exp∇o (swk), γ
t0(s) = exp

∇t0
o (swk).

The exponential maps ∇ and ∇t0 have the same 2-jets at o, so γ(s) and

γt0(s) have the same 2-jets at s = 0. This implies the function f(s) has a

trivial 2-jet at s = 0. But we have

d2

ds2

∣∣∣∣
s=0

f(s) = −2a.

Thus, we have a contradiction.

2.3 Metrizable projective structures

This section provides a short review of the tools to study metrizable projec-

tive structures. Most of these are from papers [3] by Matveev. Fix a general

symmetric affine connection ∇ on Mn, then there is a 1-1 correspondence

between elements in the projective class [∇] and 1-forms on Mn. The lat-

ter is an infinite dimensional vector space. However, if the connection is a

Levi-Civita connection induced by g, the metrics projectively equivalent to

g form a finite dimensional manifold. The following gives a way to identify
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those metrics.

Fix a metric g on M . Then for any metric g on M , the g-strength of g

is defined to be the (1,1)-tensor Kg such that

g(u, v) = g

(
K−1
g

| det(Kg)|
· u, v

)
, ∀u, v ∈ TxM, ∀x ∈M. (3)

To proceed, we need the following definition from Section 2 of [4]:

Definition 2.4. Suppose g is a metric on Mn, the space of BM-structures

on M for g, denoted as B(M, g), is the space of g-adjoint (1,1)-tensors on

M satisfying the following linear PDE, ∀u, v, w ∈ TxM, ∀x ∈M :

g((∇wK)u, v) =
1

2
(d(trK)(u)g(v, w) + d(trK)(v)g(u,w)). (4)

The degree of mobility of g on Mn, denoted as D(Mn, g), is the dimension

of the vector space B(Mn, g).

According to Equation (7)-(9) of [3], the non-degenerate elements of B(M, g)

are exactly the g-strengths of the metrics projectively equivalent to g on

M . Equation (4) is finite-type by Remark 5 of [3], so the solutions on each

connected component are uniquely determined by the k-th jet at a single

point for some k ∈ N. Thus we always have D(Mn, g) < ∞. In fact,

according to Section 3 of [7] , [∇] defines a linear connection on some vector

bundle VM '
⊙2 TM ⊕TM ⊕C∞(M). By Theorem 3.1 of [7], solutions to
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Equation (4) are in 1-1 correspondence with parallel sections on VM . From

Introduction of [6], if Mn is connected, then D(Mn, g) is at most equal to

the rank of VM :

D(Mn, g) ≤ (n+ 1)(n+ 2)

2

For any K ∈ B(Mn, g), the eigenfunctions of K, counting multiplicity, can

always be chosen to be continuous. Suppose λi with 1 ≤ i ≤ n is such a

choice. Fix any x ∈M . We say the eigenfunctions of K admit a partition on

some neighborhood Ux of x if there are non-empty sets S1,S2 with S1∪S2 =

{λi}1≤i≤n so that the following holds:

λi(y1) 6= λj(y2), ∀λi ∈ S1, ∀λj ∈ S2, ∀y1, y2 ∈ Ux. (5)

Suppose the eigenfunctions of K admit such a partition on Ux. Denote

the χ(K) the characteristic polynomial of K in z. Then χ(K) admits a

factorization according to the partition above, namely:

χ(K) = χ(K1)χ(K2), χ(Ki) =
∏
λj∈Si

(z − λj).

With the notations above, the Splitting Lemma in Section 2.1 of [8] gives

coordinates to write g and K in block-diagonal forms as follows.

Theorem 2.2 (Bolsinov, Matveev [8]). Suppose K ∈ B(Mn, g) admits a

partition on some neighborhood of x as above. Then there is a local coordinate

system (x1, · · · , xr, y1, · · · , yn−r) at x so that the pair (g,K) can be written
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in the following block diagonal form.

g =

h1χ2(K1) 0

0 h2χ2(K1)

 , K =

K1 0

0 K2

 (6)

Here the pair (h1, K1) and (h2, K2) depend only on the xi and yj coordinates,

respectively. In addition, Ki is a BM-structure for the metric hi on each

corresponding sub-manifold.

If the metric g is Riemannian, any K ∈ B(M, g) is clearly real-diagonalizable.

For closed connected semi-Riemannian manifolds, the non-constant eigen-

functions of BM-structures are always real-valued by Theorem 6 of [10]. In

addition, by the following theorem from Section 2.2 of [4], the eigenfunctions

of K are globally ordered on connected convex sets for Riemannian metrics.

Theorem 2.3 (Matveev [4]). Let (Mn, g) be a Riemannian manifold such

that every two points can be connected by a geodesic. Suppose K ∈ B(Mn, g),

and let (λi)1≤i≤n with λi ≤ λi+1 be the eigenfunctions of K. The following

statements hold:

• λi(x) ≤ λi+1(y), ∀x, y ∈M , ∀1 ≤ i ≤ n− 1,

• If λi(x) < λi+1(x) for some x ∈ M , then λi < λi+1 almost everywhere

on M .
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3 Local dynamics of projective vector fields for metric connec-

tions

In this chapter we adapt the dynamical method by Zeghib in [5] to our

setting to study the local behavior of metrizable projective structures. For

a metrizable projective structure [∇] induced by a metric g on Mn, the

available methods used in studying the projective structure of (Mn, g) depend

on D(Mn, g). We cannot use the methods from [11] when D(M, g) = 2,

instead the adapted dynamical method from [5] by analyzing the action of

Proj(M, g) on B(M, g) for closed manifolds can be applied our problems after

making proper adaptations.

3.1 Dynamics of a projective vector field near its singularity

We start with a brief review of the main approach in [5]. Suppose (Mn, g)

is a closed semi-Riemannian manifold. According to Section 2 of [5], the

natural action of the group Proj(M, g) on metrics projectively equivalent to

g defines a representation ρ : Proj(M, g)→ GL(B(M, g)) as follows. For any

f ∈ Proj(M, g), let Kf be the g-strength of f ∗g. We have

ρ(f)(L) = f∗L ◦Kf , ∀L ∈ B(M, g). (7)

Since M is closed, we can always choose a basis of B(M, g) consisting of

non-degenerate elements.
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Now further assume that D(M, g) = 2 and f ∈ Proj(M, g) is non-affine

for g. Then, {Kf , Id} is a basis of B(M, g). As in Section 4 of [5], there are

some constants α, β ∈ R such that

ρ(f)(Id) = Kf , ρ(f)(Kf ) = f∗Kf ◦Kf = αKf + βId. (8)

That is to say, for the basis {Kf , Id}, the linear map ρ(Kf ) has the matrix

representation:

α 1

β 0

.

Then we define the Möbius map Tf : Ĉ→ Ĉ associated to f by

Tf (z) =
αz + β

z
. (9)

According to Equation (8), we have

Tf (Spec(Kf )(x)) = Spec(Kf )(f(x)), ∀x ∈M. (10)

In addition, the map Tf preserves the Jordan types of each eigenvalue of Kf ;

see Section 4 of [5] for details.

Now we adapt the approach above so it can be applied to study local theory of

incomplete projective vector fields near the singularities. Let f : (Mn, g)→

(Nn, g′) be a smooth projective embedding. Denote by Kf the g-strength of
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f ∗g′. Define the linear map ρf (g, g′) : T 1,1N → T 1,1M by

ρf (g, g′)(L) = f∗L ◦Kf . (11)

We claim that the map above actually maps B(N, g′) into B(M, g). For

any L ∈ B(N, g′) and any y ∈ N , choose a neighborhood Uy of y so that

B(Uy, g
′) has a basis {Ki} with each det(Ki)|Uy non-vanishing. Because f ∗g′

is projectively equivalent to g, the map ρf (g, g′) takes the g′-strength of a

metric projectively equivalent to g′ to the g-strength of a metric projectively

equivalent to g. Thus we have ρf (g, g′)(Ki) ∈ B(f−1(Uy), g) for all i. Since

L|Uy is a linear combinations of Ki, it follows that

ρf (g, g′)(L)|f−1(Uy) ∈ B(f−1(Uy), g).

Then ρf (g, g′)(L) is linear solution to Equation (4) on all of Mn. We have

ρf (g, g′)(L) ∈ B(M, g).

In addition, the map defined by Equation (11) is multiplicative. Let f1 :

(N1, g1) → (N2, g2) and f2(N2, g2) → (N3, g3) be smooth projective embed-

dings. We have

ρf1◦f2(g1, g3) = ρf1(g1, g2) ◦ ρf2(g2, g3). (12)
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From now on, assume M is connected. Let U be an open subset of M . We

have ∀K ∈ B(M, g), K|U ∈ B(U, g). Since M is connected, the following

restriction map is injective.

RU : B(M, g)→ B(U, g), K ′ 7→ K ′|U .

We can view B(M, g) as a linear subspace of B(U, g). Suppose X is a pro-

jective vector field for (Mn, g), and denote φt the flow generated by X.

Also suppose that ∃a > 0 such that φt(x) is defined for ∀x ∈ U , and

∀t ∈ I = [−a, a]. Then the flow φt induces a 1-parameter family of maps

Lt : B(M, g)→ B(U, g) for t ∈ I simply by

Lt(K) = ρφ
t

(g, g)(K ′), ∀t ∈ I, ∀K ′ ∈ B(M, g). (13)

If we further assume that D(U, g) = D(M, g), every K ′ ∈ B(U, g) can be

uniquely extended to an element in B(M, g). Then we can take Lt as a

map B(M, g) → B(M, g) for each t ∈ I. To simplify the notation, set

B = B(M, g) from now on. A natural question to ask is whether Lt can be

extended to a 1-parameter subgroup of GL(B). This leads to the following

lemma.

Lemma 3.1. Let (Mn, g) be connected with a projective vector field X. Sup-

pose X vanishes at o ∈M . Assume that U with D(U, g) = D(M, g) is a con-

nected open set containing o such that φt is defined on U for t ∈ I = [−a, a]
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for some a > 0. Then the map Lt : B → B defined in the previous paragraph

satisfies the following:

• Lt+s = Lt ◦ Ls for t, s, t+ s ∈ I.

• The representation L : I → GL(B) is continuous in t.

In other words, we can extend Lt to a 1-parameter subgroup of GL(B).

Proof. Fix any K ′ ∈ B = B(M, g). For any t ∈ I, Lt(K
′) is the unique

element in B(M, g) such that

Lt(K
′)|U = φt∗(K

′) ◦Kt ∈ B(U, g).

Note that given the embedding φt : U →M , we have on U :

Lt(K
′)|U = ρφ

t

(g, g)(K ′).

The embedding φs : U →M gives

Ls(Lt(K
′))|U = ρφ

s

(g, g)(Lt(K
′)).

Because X vanishes at o, there is some neighborhood Uo of o such that

φs(Uo) ⊂ U . Then we have a sequence of embeddings:

Uo
φs−→ U

φt−→M.
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Because t, s, t+ s ∈ I, by Equation (12) we have on Uo:

Ls(Lt(K
′))|Uo =

(
ρφ

s

(g, g) ◦ ρφt(g, g)
)

(K ′) (14)

= ρφ
t+s

(g, g)(K ′) (15)

= Lt+s(K
′)|Uo (16)

Since U is connected, any BM-structure on U is uniquely determined by its

k-th jet at o for some k ≥ 0. Then Lt+s(K
′) = Ls ◦ Lt(K ′) on Uo implies

Lt+s(K
′) = Ls ◦ Lt(K ′) in B.

Next we show the representation Lt : I → GL(B) is continuous in t. Be-

cause Lt is linear for each t, and B is a finite dimensional vector space, it

is sufficient to show for any fixed K ′ ∈ B, Lt(K
′) is continuous in t. Fix

a compact neighborhood Vo ⊂ U of o and a basis {Ki} for B. Then we

can write Lt(K
′) =

∑
ci(t)K

i, where ci : I → R. Equation (4) is of fi-

nite type, implying {Ki} are linearly independent over Vo. On U ⊃ Vo, we

have Lt(K
′) = φt∗(K

′) ◦ Kt. Then for any fixed t0 ∈ I, as t → t0, we have

Lt(K
′) → Lt0(K

′) uniformly on V0. It follows that ci(t) → ci(t0) for each i

as t→ t0. This proves the continuity of Lt : I → GL(B).

The following shows the neighborhood U in Lemma 3.1 always exists.

Lemma 3.2. Let (Mn, g) be a connected manifold. Suppose X is a projective

vector field for g vanishing at o ∈M . Then there exists a connected open set
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U containing o such that D(U, g) = D(Mn, g), and ∃a > 0 such that φt is

well defined on U for t ∈ I = [−a, a].

Proof. Define the following sets:

Si = {x ∈M : φt(x) is well defined for t ∈ [−1

i
,
1

i
]}.

Without loss of generality, we can assume o ∈ Int(Si) for all i. Let Ui be the

component of Int(Si) containing o. Since each Ui is open and connected, it

is also path connected. Given any x ∈ Ui, let γx be a curve in Ui joining o

and x. Then we have γx ⊂ Int(Si+1). It follows that Ui ⊂ Ui+1. Similarly,

given any x ∈ M , we can choose a curve γ′x in M joining o and x. Then

there exists ε > 0 and a neighborhood Uε of γ′x such that φt is well defined

on Uε for t ∈ [−ε, ε]. It follows that x ∈ Ui for some i, hence
⋃∞
i=1 Ui = M .

We obtain an increasing sequence of open sets containing o:

o ∈ U1 ⊂ U2 ⊂ · · · ,
∞⋃
i=1

Ui = M.

Because each Ui is connected, the restriction map gives a sequence of injective

linear maps:

B(U1, g)
r1←− B(U2, g)

r2←− · · ·

We have D(Ui, g) ≥ D(M, g), and D(U1, g) < ∞. It follows that there

exists some i0 such that rj : B(Uj+1, g) → B(Uj, g) are linear isomorphisms

for all j ≥ i0. Then any K̃ ∈ B(Ui0 , g) can be uniquely extended to an

34



element in B(Uj, g) for all j ≥ i0. Because a BM-structure on a connected

manifold is uniquely determined by its finite jet at some point, we have K̃

can be extended to an element in B(M, g). Thus D(Ui0 , g) = D(M, g). This

completes the proof.

Let X be a projective vector field of (M, g) vanishing at o. We have shown

although the projective vector field X may be incomplete, it is possible to

obtain a 1-parameter group Lt of GL(B) from φt. Next thing we need to

check is whether the action of Lt on B agrees with the one induced by metric

pull-back by the flow φt near o. This is clearly true by the following.

Corollary 3.0.1. Let X be a projective vector field for (M, g) vanishing at o.

Suppose M is connected. Let U ,I, and Lt be constructed as above. Given any

t0 ∈ R, there exists some neighborhood Vt0 of o such that φt is well defined

for |t| ≤ |t0|, and Lt0(K
′)|Vt0 = φt0∗ (K ′) ◦Kt0 on Vt0.

Proof. Without loss of generality, assume t0 > 0. Let U , I be the same as

in Lemma 3.2, and t0 = nt1 with t1 ∈ I. Given any K ′ ∈ B ' B(U, g) and

t ∈ I, there is some neighborhood Vt of o such that φt(Vt) ⊂ U . In particular,

we haveLt1(K
′)|Vt1 = φt1∗ (K ′) ◦ Kt1 . Assume there is some neighborhood

Vmt1 ⊂ U of o such that φs(Vmt1) is defined for s ∈ [−mt1,mt1], and

Lmt1(K
′)|Vmt1

= φmt1∗ (K ′) ◦Kmt1 .
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We can choose some V(m+1)t1 such that

o ∈ V(m+1)t1 ⊂ Vmt1 ⊂ U, φt
′
(V(m+1)t1) ⊂ Vmt1 for t

′ ∈ I.

Then φs is well defined on V(m+1)t1 for s ∈ [−(m + 1)t1, (m + 1)t1]. This

implies on V(m+1)t1 , we have

L(m+1)t1(K
′)|V(m+1)t1 = Lt1(Lmt1(K

′))|V(m+1)t1 (17)

= φt1∗ (Lmt1(K
′)) ◦Kt1 (18)

= φt1∗ (φmt1∗ (K ′) ◦Kmt1) ◦Kt1 (19)

= φ(m+1)t1
∗ (K ′) ◦K(m+1)t1 (20)

By induction, on Vt0 = Vnt1 , we have Lt0(K
′)|Vt0 = φt0∗ (K ′) ◦Kt0 .

3.2 The case that the degree of mobility is exactly 2

In this section we study the local dynamics of projective vector fields on

(Mn, g) with D(Mn, g) = 2. The case D(Mn, g) ≥ 3 is well understood

from works like [4], [11], [3]. For D(M, g) ≥ 3, we always have the so-called

Gallot-Tanno Equation, see [11] for details. As in [11], we can study the

parallel structures on the cone-manifold to obtain the results for B(M, g).

In addition, for D(M, g) ≥ 3, the parametrizations of geodesics for a metric

projectively equivalent to g are restricted by Equation (68) from [3]. The case

D(M, g) = 2 is more difficult to analyze as generally there are not enough
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symmetries of the projective structure.

Let (Mn, g) be a connected manifold with D(M, g) = 2. Let X be a projec-

tive vector field for g with a singularity o. Denote φt the flow generated by

X as before. Suppose X is not linearizable at o. Then Lt is a 1-parameter

subgroup of GL(B) ' GL2(R). By Corollary 3.0.1, for any fixed t ∈ R, on

some neighborhood Vt of o, we have

Lt(K
′) = φt∗(K

′) ◦Kt.

Then on Vt, we have Lt(Id) = Kt. By Corollary 2.1.1, for any t 6= 0, the

metrics gt and g are not affine equivalent on any neighborhood of o. This

implies the eigenfunctions of Kt are not all constant on any neighborhood of

o. Otherwise Using Equation (4), we get ∇Kt = 0 near o, implying gt and

g are affine equivalent near o. If Lt is elliptic, we have ∃t0 6= 0 such that

Kt0 = Lt0(Id) = rt0Id for some rt0 6= 0. It follows that Lt cannot be an

elliptic 1-parameter subgroup of GL(B). The following theorem shows Lt is

indeed parabolic.

Theorem 3.1. Let (Mn, g) be a connected semi-Riemannian manifold with

D(M, g) = 2. Let X be a projective vector field for g vanishing at o. Suppose

X is not linearizable at o ∈ M , then Lt is a 1-parameter parabolic subgroup

of GL(B).

The idea of the proof of Theorem 3.1 follows from [5] by Zeghib. Before
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proving the theorem, we make the following observations: Let U, I, Lt be as

before. Fix any t0 6= 0, then {Lt0(Id), Id} is a basis for B. Write K for

Lt0(Id) for simplicity. Let T be the Möbius map associated to φt0 by (9).

Then Equation (10) becomes:

T (Spec(Kx)) = Spec
(
Kφt0 (x)

)
, ∀x ∈ U. (21)

To prove Theorem 3.1, first we need the following lemma.

Lemma 3.3. Suppose Lt is induced by a projective vector field admitting

a non-linearizable vanishing point o ∈ M . Fix any t0 6= 0, and define K

and T as before. Note that Lt defines a non-trivial 1-parameter parabolic

or hyperbolic subgroup of PGL(B) acting on P(B). Its fixed set on P(B) is

exactly the following:

Do = {[K − rId] : r ∈ Spec((K)o) ∩ R}.

Moreover, the fixed set of the Möbius map T on Ĉ is exactly Spec(Ko).

Proof. We know Lt is either hyperbolic or parabolic. Then for any t0 6= 0,

the fixed set of Lt0 on P(B) is the fixed set of Lt on P(B). It is clearly

non-empty. For any fixed t0 6= 0, by Corollary 3.0.1, there is a neighborhood

V of o such that

Lt0(K
′)|V = φt0∗ (K ′) ◦Kt0 , ∀K ′ ∈ B.

38



Then (Lt0(K
′))o is degenerate if and only if (K ′)o is degenerate. Note Do is

the set of elements in B degenerate at o. This implies Lt0 takes Do ⊂ P(B)

to itself. Because Do is a finite discrete subset of P(B), we have Lt fixes all

elements in Do.

Suppose there is some [K − r0Id] /∈ Do fixed by Lt. We seek to derive a

contradiction. Let K1 = K − r0Id, then Lt(K
1) = ectK1 for some c ∈ R.

Because K1 is non-degenerate near o, we have K1 defines a metric gK1

projectively equivalent to g on some neighborhood Vo ⊂ U of o. Because

Lt(K
1)|U = φt∗(K

1) ◦ Kt for t ∈ I, then X is a homothetic vector field for

gK1 . This is impossible. Also note that Lt does not fix the line [Id], otherwise

it is a homothetic vector field for g. This proves the fixed set of Lt on P(B)

is exactly Do

For any fixed t0 6= 0, the associated Möbius map is of the form T (z) =

αz + β

z
. Under the basis {K, Id}, Lt0 has the following matrix representa-

tion: α 1

β 0


Denote F (T ) the fixed set of T on Ĉ. The fixed set of Lt0 is exactly Do.

This implies F (T ) ∩ R is exactly Spec(Ko) ∩ R. Note F (T ) ∩ R is non-

empty, because Lt is not elliptic. Then the equation z2 = αz + β has 1 or

2 distinct real root. In both cases F (T ) has to be a subset of R, so we get
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F (T ) = Spec(Ko) ∩ R. In addition, the finite subsets of Ĉ preserved by T

are subsets of F (T ). According to Equation (21), we have Spec((K)o) is a

finite set fixed by T . It follows that F (T ) = Spec((K)o). This completes the

proof.

Now we can prove Theorem 3.1.

Proof of Theorem 3.1. The general scheme of the proof is as follows. First

we fix some t0 6= 0, and use the normal forms of projective vector fields to

obtain the dynamics of φt on some special geodesic curve γ for gt0 and g.

For the hyperbolic case, the Splitting Lemma allows us to write gt0 and Kt0

in block diagonal forms. The dynamics of φt0 on γ and the dynamics of the

associated Möbius map T are related by (21). Using this and the properties

of the map T , we derive a contradiction.

By Lemma 3.3, Lt is either hyperbolic or parabolic. Suppose Lt is hyperbolic.

Choose 0 6= t0 ∈ I, then Kt0 is the g-strength of gt0 on U . Denote ∇ the

Levi-Civita connection for g. Let P = P (∇) be the projective Cartan bundle

for ∇. Then ∇ induces a GLn sub-bundle Γ of P . Choose p ∈ Γ ∩ π−1(o).

The section given by expp(g−1) locally defines a symmetric affine connection

∇ ∈ [∇|V ] on some neighborhood V of o. Let σp be a normal coordinate of P

at p. Clearly by Theorem 2.1, σp is a normal coordinate of ∇ at o. Because
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X is not linearizable at o, by Lemma 2.2, (σp)
−1
∗ X has the following form:

Xx = Ax+ 〈w, x〉x, w /∈ Im(AT ).

Choose v ∈ KerA such that 〈w, v〉 6= 0. In the coordinate chart σp, there

exists a 6= 0 and ε > 0 such that

φt(yv) =

(
y

1 + tay

)
v, y ∈ (−ε, ε), t ∈ I. (22)

Let γ(s) and γ(s(y)) be geodesics with initial vector (σp)∗v for ∇ and ∇,

respectively. Denote E : ToM → M and E : ToM → M the exponential

maps for ∇ and ∇ at o, respectively. From Theorem 2.1 by Nagano, we have

J2(E)(0) = J2(E)(0), because p ∈ Γ ∩ π−1(o), we get

ds

dy
(0) = 1,

d2s

dy2
(0) = 0. (23)

Note that φt preserves the unparametrized geodesic given by γ. Then for

small s, we can define a parametrized family of functions τt with τt(0) = 0

for t ∈ I by

φt ◦ γ(s) = γ(τt(s)).

Let τ = τt0 for simplicity. From Equation (22), we have
dτ

ds
(0) = 1. As in

Equation (5) of [3], define the function:

ψ(s) = −1

2
log(det(Kt0))(γ(s)).
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Then for small s, by Equation (2) and (3) of [3], we obtain

dψ

ds
=

1

2

d

ds
(log(

dτ

ds
)).

It follows that
dψ

ds
(0) =

1

2

d2τ

ds2
(0). According to Lemma 3.3, Spec((Kt0)o) =

{λu, λb} ⊂ R. Here λu, λb are the unstable and stable fixed point of the

associated Möbius map T (z) =
αz + β

z
, respectively. We can apply the

Splitting Lemma by Matveev and Bolsinov stated in Theorem 2.2. On some

neighborhood V ′ ⊂ V of o, there is a smooth local coordinate system in

which Kt0 can be written in the following block-diagonal form:

Kt0 =

Ku 0

0 Kb

 , Spec((Ku)o) = {λu}, Spec((Kb)o) = {λb}.

We may choose V ′ small enough so that Spec(Ku)|V ′ ⊂ Du, and Spec(Kb)|V ′ ⊂

Db. Here Du, Db are pairwise disjoint disks in C centered at λu, λb, respec-

tively. It follows that

ψ(s) = −1

2
[log(det(Ku))(γ(s)) + log(det(Kb))(γ(s))]. (24)

Define fu(s) = det(Ku)(γ(s)), and fb(s) = det(Kb)(γ(s)). Without loss of

generality, let us assume t0a > 0. From Equation (22), for small s > 0, we

have τ(s) < s, and φmt0(γ(s))→ o as m→ +∞.
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Choosing the eigenfunctions of Ku and Kb to be continuous on V ′, we use

Equation (24) and
dψ

ds
(0) =

1

2

d2τ

ds2
(0) to derive a contradiction. First we

show the eigenfunctions of Ku have to be constant on γ(s) for small s > 0.

Suppose this is not the case. Let k̃u be an eigenfunction of Ku, and write

ku(s) = k̃u(γ(s)). Then there is some s0 > 0 such that γ([0, s0]) ⊂ V ′ and

ku(s0) 6= λu. Then we have

γ([0, s0]) ⊂ V ′ ⊂ V =⇒ φt0 ◦ γ([0, s0]) ⊂ γ([0, s0]).

Because T is a continuous map on Ĉ, we have Tm ◦ ku : [0, s0] → Ĉ is a

continuous map for each m. For large m, we get Tm(ku(s0)) ∈ Db. On the

other hand, for any s′ ∈ [0, s0], we have

Tm(ku(s
′)) ∈ Spec

(
(Kt0)(φ

mt0 ◦ γ(s′))
)
⊂ Du ∪Db.

Because Tm(ku(0)) = λu for all m, we have Tm ◦ ku([0, s0]) is not connected

for large m. This contradicts the continuity.

The above implies fu(s) is constant for small s ≥ 0. Similarly, we can prove

fb(s) is constant for small s ≤ 0. From Equation (24), we have
dψ

ds
(0) = 0.

It follows that

d2τ

ds2
(0) = 0.

Define the Möbius map T̂ (y) =
y

1 + t0ay
. From Equation (22), we have near
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0 that

τ ◦ s(y) = s ◦ T̂ (y).

By Equation (23), we get J2(τ)(0) = J2(T̂ )(0). This gives
d2

dy2
(T̂ )(0) = 0,

which is clear impossible because t0a 6= 0. This gives a contradiction. Hence

Lt can only be a 1-parameter parabolic subgroup of GL(B).

44



4 Application to global results for metrizable projective struc-

tures

4.1 Proof of the theorem for 3-dimensional Riemannian mani-

folds

In this section, we give the proof of Theorem 1.4 stated in the introduction.

Before proving the theorem, we make the following observations. First sup-

pose (M̂3, g) is a simply-connected and connected manifold admitting a pro-

jective vector field X with an essential singularity. By Theorem 1 of [6], the

possible values of D(M̂3, g) are either 1,2 or 10. According to Section 1.2

of [9], the degree of mobility of an n-dimensional connected manifold with

n > 1 achieves the upper bound
(n+ 1)(n+ 2)

2
only when the manifold is

projectively flat. It follows that D(M̂3, g) = 2 if (M̂3, g) is not projectively

flat. For a connected 3-dimensional manifold (M3, g), after lifting everything

to its universal cover, we see that D(M3, g) ≤ 2 unless (M3, g) is projectively

flat.

Let (Mn, g) with n ≥ 3 be a connected Riemannian manifold withD(Mn, g) =

2. Then ∀K ′ ∈ B(M, g), the BM-structure K ′ is real diagonalizable, because

it is a self-adjoint operator for the Riemannian metric g. Let U, I, Lt be as

before. Fix any 0 6= t0 ∈ I, by Lemma 3.3, (Kt0)o has only 1 real eigenvalue
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λ > 0. Thus (Kt0)o = λId. Because X is not linearizable at o, by Lemma

2.2, we have (Dφt)o fixes some non-zero v ∈ ToM . It follows that

g(v, v) = gt0(v, v) =
1

det((Kt0)o)
g((Kt0)

−1
o v, v).

This gives λ = 1, and (Kt0)o = Id. By Lemma 3.3, the associated Möbius

map for Lt0 is T (z) =
2z − 1

z
.

Now we are ready to prove Theorem 1.4.

Proof of Theorem 1.4. First we showD(Mn, g) ≥ 3. Suppose thatD(M, g) =

2, and we try to obtain a contradiction.

Let U, I, Lt be constructed as before. Fix some 0 < t0 ∈ I. We have

(φt)∗g(o) = g(o), ∀t ∈ I.

This implies (Dφt)o is a 1-parameter subgroup of SO(g) at o. By Remark 1,

we can choose p ∈ π−1(o) such that in the normal coordinate system σp for

P = P (∇) at p, the projective vector field X has the following form:

Xx = Ax+ 〈w, x〉x, A ∈ so(n), w = −e1 ∈ KerA.

Then in the local coordinate system σp, the flow φt of X has the following
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form:

φt(x) =
1

1 + tx1

(
etAx

)
, x = (x1, · · · , xn). (25)

Choose a convex neighborhood C of o which lies in the image of the coordi-

nate chart σp. According to Theorem 2.3 by Matveev, for all i ∈ {1, · · · , n−

1}, the eigenfunctions λi of Kt0 are globally ordered on C in the following

sense:

• λi(x) ≤ λi+1(y) for all x, y ∈ C.

• If ∃x ∈ C such that λi(x) < λi+1(x), then λi(y) < λi+1(y) for almost

all y ∈ C.

At o, we have λi(o) = 1 for all i. For n ≥ 3, this implies λ2 = · · · = λn−1 ≡ 1

on C. It follows that for n ≥ 3, λ1(x) ≤ λ2(x) = 1, and λn(x) ≥ λn−1(x) = 1

for all x ∈ C.

We show all eigenfunctions λi have to be constant on C. In the coordinate

chart σp, define the following subsets of C:

C+ = {x ∈ C : x1 > 0}, C− = {x ∈ C : x1 < 0}.

If ∃x1 ∈ C such that λ1(x1) < 1, we can find x0 ∈ C+ such that λ1(x0) < 1,

and φt(x0) ∈ C+ for all t ≥ 0. Denote by D the closure of the integral curve of

φt(x0) for t ≥ 0, then clearly D ⊂ C. From Equation (25), we can see that D
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is compact and connected. Hence λ1(D) is an interval I1 = [d, 1] with d < 1.

The eigenfunctions of Kt0 are all positive on U , so we have 0 < d < 1 and

0 < λ1(x) ≤ 1 ∀x ∈ D. Because T (z) =
2z − 1

z
is monotonically increasing

on R+, we have T (λ1(x)) = λ1(φt0(x)) for all x ∈ D. It follows that

T ([d, 1]) = T (λ1(D)) = λ1(φt0(D)) ⊂ λ1(D) = [d, 1], 0 < d < 1.

This is clearly impossible for the Möbius map T (z) =
2z − 1

z
as T (d) < d

for 0 < d < 1. Hence λ1 ≡ 1 on C. Replacing C+ with C−, and T with T−1,

respectively, we can show λn ≡ 1 on C. It follows that all eigenfunctions of

Kt0 are constant on C.

If all eigenfunctions of Kt0 are constant on C, then φt0g and g are affine

equivalent on C. This is clearly impossible by Corollary 2.1.1. It follows

that D(M, g) 6= 2.

Since X is a projective vector field for (Mn, g), according to Section 2.1

of [4], we have

K ′ = g−1LXg −
1

n+ 1
Tr(g−1LXg) · Id ∈ B(M, g).

Then D(M, g) = 1 implies that X is a homothetic vector field for g, which

is impossible. Hence we have D(M, g) ≥ 3.
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When n = 3, it follows from the discussion earlier in this section that (M3, g)

has constant sectional curvature.

4.2 Proof of theorem for closed connected semi-Riemannian

manifolds

In this section, we give the proof of Theorem 1.3 stated in the introduction.

Proof of Theorem 1.3. Since X is not linearizable at o, we have D(M, g) ≥ 2.

First suppose D(M, g) = 2, then Lt is a 1-parameter parabolic subgroup by

Theorem 3.1. This is in fact impossible by the following argument. This

argument is analogous to the proof of the parabolic case of Theorem 1.7 of

[5], see page 51 of [5] for details.

Because Lt is parabolic, there exists K ∈ B = B(M, g) such that

Lt(Id) = etb(tK + Id), b ∈ R.

We know X is complete because M is compact. Just fix t = 1, then

L1(Id) = eb(K + Id) is the g-strength of (φ1)∗g on M . Because M is closed

and connected, all non-real eigenfunctions of L1(Id) are constant by Theo-

rem 6 of [10]. It follows that all non-real eigenfunctions of K are constant

on M . On the other hand, all real eigenfunctions of K are identically zero.

Otherwise, ∃t0 ∈ R such that Lt0(Id) = Kt0 is degenerate. Then all eigen-
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functions of K are constant. This implies gt and g are affine equivalent for

all t ∈ R, which is impossible.

From above we have D(M, g) ≥ 3. The projective Lichnerowicz conjecture

is proved for an arbitrary closed connected manifold (Mn, g) with n > 1 and

D(Mn, g) ≥ 3, see Corollary 5.2 of [11] for details. Thus, g is Riemannian

with positive constant sectional curvature.
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5 Local dynamics for 3-dimensional Lorentzian metrics

5.1 Examples of non-metric connections

In this section, we give an example of a torsion-free affine connection defined

on a neighborhood of o ∈ Rn admitting a projective vector field X with a

non-linearizable singularity at o while not projectively flat on any neighbor-

hood of o.

First we start with the case n = 2. Let ∇ be the canonical flat connec-

tion on (x, y)-plane, i.e. with all vanishing Christoffel symbols. Note that

X(x,y) = (y−x2)∂x−xy∂y is a projective vector field for ∇. Clearly X admits

a non-linearizable singularity at the origin. Denote φtX the flow generated by

X. We have

φtX(x, y) =

(
x+ ty

1 + tx+ t2y/2
,

y

1 + tx+ t2y/2

)
.

Denote by H the lower half plane.

H = {z = (x, y) ∈ R2 : y < 0}.
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It is straightforward to check the half line {z = (x, y) : x = 0, y < 0} is a

cross section for H. Then on H, we have the following change of coordinates:

ψ(t, r) = φtX(0, r)

Note that r(x, y) =
2y2

2y − x2
, so we have |r(x, y)| < |y| on H.

Clearly on H, the 1-forms dt, dr are well defined. Also ∂t is just X on

H. Define the following connection:

∇̃ = ∇+ ω, ω(x, y) =


exp(1/r(x, y))dt⊗ dt⊗ ∂t, y < 0,

0 otherwise.

Clearly X is a projective vector field for ∇̃. We claim that ∇̃ is a well-defined

smooth connection near 0 ∈ R2 while not projectively flat on any neighbor-

hood of 0.

First we show that ω is smooth near 0. We have on H that:

dt = d

(
x

y

)
=

1

y2
(ydx− xdy).
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We define the following function:

h(x, y) =


e1/r(x,y)

y4
, y < 0,

0, y ≥ 0.

Define the tensor ω1 by ω = hω1. We can see that ω1 always has bounded

partial derivatives of all orders. Also note ω1 is smooth except possibly on

the x-axis. According to the formulas above, if we can show that h is smooth

near 0, then all partials of all orders of h vanish on the x-axis. Then we can

deduce that ω is smooth near 0. Since |r(x, y)| < |y| on H, we have h is

continuous on the x-axis. By induction, assume that h is Ck. Let gk be one

of the k-th partials of h. Note that gk vanishes on the x-axis by continuity.

On H, any partial of any order of h is a linear combination of products of

rational functions and e1/r. In addition, the denominator of every term is a

polynomial in y and (2y − x2). Note we have the following on H:

|r(x, y)| < |y| < |2y − x2|.

We need to show ∂xgk and ∂ygk exist and are continuous on the x-axis. Fix

any d > 0, and let B = Bd(0) be the ball centered at 0. Because of the

inequality above, we have ∂xgk and ∂ygk go to zero as y → 0− on B ∩ H.

Pick any p = (x0, 0). Note ∂xgk(x0, 0) = 0 as gk vanishes on the x-axis by
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continuity. For any fixed x0, we have

lim
y→0−

∣∣∣∣gk(x0, y)

y

∣∣∣∣ ≤ lim
y→0−

∣∣∣∣gk(x0, y)

r(x0, y)

∣∣∣∣ = 0.

Hence partials of gk are continuous. By induction, we can see h is smooth

near 0. It follows that ∇̃ is a smoothly defined connection on R2.

Next we show that ∇̃ is not projectively flat on any neighborhood of 0. It

is straightforward to compute the components of the Ricci curvature tensor

Ric of ∇̃ on H, which yields the following on H:

(Ric)tt = −e1/r

(
tr

1 + t2r/2

)
, (Ric)rr = (Ric)tr = 0, (Ric)rt =

1

r2
e1/r.

For n = 2, the projective Schouten tensor P is given by the following:

P (Z1, Z2) = Ric(Z1, Z2) +
1

3
(Ric(Z2, Z1)−Ric(Z1, Z2)).

Let Cabc = ∇̃aPbc − ∇̃bPac be the projective Cotton tensor (See Sec 2.1 of

[18]). Using the formulas above, we can conclude that in the (t, r) coordinate

of H:

Ctrr = − 2

3r3
e1/r.

It is clear the term Ctrr does not vanish identically on any neighborhood of

0. It follows that the class [∇̃] is not flat on any neighborhood of 0. This
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completes the proof.

This example can be generalized to arbitrary dimension as follows. Define

the vector field Xx = Ax+ 〈w, x〉x, and denote φtX its flow. Here we set

w = −(1, 0, · · · , 0), Aij =


1, i = 1, j = 2,

0, otherwise.

The flow is given by

φtX =
1

1 + tx1 + t2x2/2
(x1 + tx2, x2, · · · , xn).

Then the open set H = {x ∈ Rn : x2 < 0} has a cross section where x1 = 0.

Then we have a change of coordinate analogous to the case n = 2:

Φ(t, r) = φtX(0, r), r = (r2, · · · , rn) ∈ Rn−1.

On H, let r2(x) be the x2-component of px, which is the intersection of the

curve φtX(x) with hyperplane {x1 = 0}. Note that for x ∈ H, we have

0 < |r2(x)| < |x2|. Denote ∇ the canonical flat connection on Rn as before.

Now define the connection ∇̃ on Rn analogously:

∇̃ = ∇+ ω, ω =


e1/r2(x)dt⊗ dt⊗ ∂t, if x ∈ H,

0, otherwise.
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Then similar to the case n = 2, we can prove ∇̃ is smoothly defined on Rn.

On the negative x2-axis, it is straightforward compute the component Ctr2r2

to check it is not identically zero on any neighborhood of 0. It follows that

[∇] is not flat on any neighborhood of 0.

5.2 Normal forms near the essential singularity of the projec-

tive vector field

In this section, we will find a criterion to divide the proof of Theorem 1.5

into several cases and write the projective vector fields in normal forms case

by case to reduce the calculations.

5.2.1 List of metrics and projective vector fields in normal

forms

Denote φt the flow generated by X and ∇ the Levi-Civita connection of the

Lorentzian metric g as usual. Let P = P (∇) be the projective Cartan bundle

and π : P → U be the projection. By the Remark 1, for any local coordinate

system σ′ at o with σ′(0) = o, we can choose some p ∈ π−1(o) ∩ P such

that X has the following form in the normal coordinate system σp at p with

J1(σp)(0) = J1(σ′)(0):

Xx = Ax+ 〈w, x〉x, w ∈ KerA, . (26)
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By shrinking U if necessary, we can assume that σp is a normal coordinate

at o of ∇ ∈ [∇|U ].

We only need to prove the theorem when g is not projectively flat on any

neighborhood of o. For any connected open set U ′ with o ∈ U ′ ⊂ U , we

have D(U ′, g) = 2 according to Section 4.1. In addition, the flow φt defines

a non-trivial 1-parameter parabolic subgroup Lt by Theorem 3.1. We can

choose some basis {K, Id} of B(U, g) with Ko nilpotent so that Lt has the

following matrix representation:

etD, D =

α̂ 1

0 α̂

 . (27)

Thus, we have the following:

Kt = Lt(Id) = etα̂(tK + Id). (28)

Denote gt = φt∗g, which is well defined on some open set containing o. It

follows the definition of BM-structures that for any v1, v2 ∈ TxU, x ∈ U :

gt(v1, v2) = g(K̂tv1, v2), K̂t =
K−1
t

|Kt|
=

1

e4tα̂|tK + Id|
(tK + Id)−1. (29)

We split the problem into cases by the values of dim(KerA) and α̂. For each

case we can choose some special normal coordinate of σp at o so that the
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forms X and g are relatively easy to analyze by computation. The following

is a complete list of all such cases. The detailed calculations on how to obtain

them are given in the next section.

For the case in which KerA is 2-dimensional, we have the constant α̂ = 0.

The flow φt can be written in one of the following forms in some normal

coordinate σp.

φt(x) =
1

1 + tx2 + t2x3/2
(x1, x2 + tx3, x3), (I)

φt(x) =
1

1 + tx1

(x1, x2 + tx3, x3). (II)

When KerA is 1-dimensional and α̂ 6= 0, we can choose the normal coor-

dinate system σp in which the flow has the following form:

φt(x) =
1

1 + tx1

(x1, e
−2tx2, e

−tx3). (III)
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In addition, the metric g has the following matrix form at o under the canon-

ical basis {∂i} in σp:

(Mg)o =


0 ε 0

ε 0 0

0 0 1

 , ε = ±1.

When KerA is 1-dimensional and α̂ = 0, we find that the flow has one

of the following forms in the coordinate chart σp.

φt(x) =
1

p(t, x)


x1 + tx2 +

1

2
t2x3

x2 + tx3

x3

 , p(t, x) = 1 + tx1 +
t2x2

2
+
t3x3

6
.

(IV)

φt(x) =
1

1 + tx1


x1

x2 cos t− x3 sin t

x2 sin t+ x3 cos t

 . (V)
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φt(x) =
1

1 + tx1


x1

etx2

e−tx3

 . (VI)

5.2.2 The case in which KerA is 2-dimensional

In this case, we first show the constant α̂ is zero. Suppose that α̂ 6= 0.

Without loss of generality, we can assume α̂ > 0. Because Ko is nilpotent,

we have the following at o by Equation (29):

lim
t→+∞

(gt)o = lim
t→+∞

e−4tα̂(g(tK + Id)−1)o = 0. (30)

On the other hand, we have gt|KerA = g|KerA at o. Because g is non-zero on

any 2-dimensional subspace of ToU , this gives a contradiction. Hence in this

case, we have α̂ = 0 and Kt = tK + Id.

Next we deduce all the possible forms Ko. For a given basis of ToU , de-

note Mg and MK the matrix representation of g and K at o, respectively.

Then we have

Mg(K̂t)o = (etA)TMge
tA.

Differentiating with respect to t at t = 0, we obtains

−MgMK = ATMg +MgA. (31)
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Define B = (Bij) = MgA, we obtain

−MgMK = BT +B.

If MK is the zero matrix, we have A ∈ so(g). This contradicts the assumption

KerA has dimension 2. Using the canonical forms of self-adjoint operators for

Minkowski metrics given in Case 2 of Appendix A, we can choose some basis

{ei} of ToU so that g and K has one of the following matrix representations:

Mg =


0 0 1

0 1 0

1 0 0

 , MK =


0 1 0

0 0 1

0 0 0

 . (a)

Mg =


0 ε 0

ε 0 0

0 0 1

 , ε = ±1, MK =


0 1 0

0 0 0

0 0 0

 . (b)

For case (a), Under the basis {ei} we have

BT +B = −MgMK =


0 0 0

0 0 1

0 1 0

 .

It follows that (Bii) = 0 and B12 +B21 = B13 +B31 = 0. Using B = MgA has

a 2-dimensional kernel, we have B12 = 0. It follows that either B13 = B23 = 0
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or B13 = B32 = 0. Then under the basis {ei}, we have A is in one of the

following forms:

A =


0 −1 0

0 0 0

0 0 0

 , or


0 0 0

0 0 −1

0 0 0

 .

For case (b),similarly, we can choose under some basis {ei} so that

Mg =


0 ε 0

ε 0 0

0 0 1

 , ε = ±1, A =


0 0 − ε

2

0 0 0

0 0 0

 .

It follows that for both (a) and (b), the matrix A has the Jordan form
0 0 0

0 0 1

0 0 0

.

It follows from Equation (26) we can choose coordinate σp so that X has

the following from in σp:

Xx = A′x+ 〈w′, x〉x, A′ =


0 0 0

0 0 1

0 0 0

 , w′ = (w1, w2, 0) 6= 0.
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Now we make the following change of coordinate to simplify computations

in later sections. First suppose that w1 6= 0. Under the basis {−w′, ∂2, ∂3},

we have

Xx = Ax+ 〈w, x〉x, A′ = A, w = (−1, 0, 0). (32)

Note that the above is a linear change of coordinates. Then the flow φt is

in the following form:

φt(x) =
1

1 + tx2 + t2x3/2
(x1, x2 + tx3, x3). (33)

For the case w1 = 0, similarly, under the basis {∂1,−w′,−w2∂3} we have

Xx = Ax+ 〈w, x〉x, A = A′, w = (0,−1, 0). (34)

In this case, the flow is given by

φt(x) =
1

1 + tx1

(x1, x2 + tx3, x3). (35)

5.2.3 The case in which KerA is 1-dimensional and α̂ 6= 0

By changing X to −X if necessary, we assume α̂ > 0. In this case, we have

(gt)o → 0 as t → +∞ by Equation (30). Because g is non-zero on any 2-
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dimensional subspace of ToU , the characteristic space for 0 of A is at most

1-dimensional. Furthermore, the matrix A has no eigenvalue with positive

real-part because KerA ⊂ ToU is light-like. Then A has one of the following

real Jordan form:
0 0 0

0 b 0

0 0 c

 (1),


0 0 0

0 b −d

0 d b

 (2), b ≤ c < 0, d 6= 0.

Denote {fi} the basis of ToU under which A has the Jordan form. First note

that f1 ∈ KerA is null, so we have g(f1, f1)(o) = 0. Because Ko is nilpotent

with (Ko)
3 = 0, according to Equation (29), for any u, v ∈ ToU we have

gt(u, v) = g(K̂tu, v) = e−4tα̂g((Id− tK + t2K2)u, v) (36)

= e−4tα̂(g(u, v)− tg(Ku, v) + t2g(K2u, v)). (37)

For fixed u, v, the expression in Equation (37) is a product of an exponential

term with a polynomial. The exponential term e−4tα̂ is universal at o. Then

regardless of u, v ∈ ToU chosen, the term gt(u, v) decays exponentially with

the same exponential rate e−4tα̂

For Case (1), we have g(f1, f2) and g(f1, f3) cannot both vanish. In ad-

dition, g is non-zero on space spanned by {f2, f3}. For any 1 ≤ i, j ≤ 3, we

64



can write gt(fi, fj) in terms of g(fi, fj), b, c. For example:

gt(f2, f3) = e(b+c)tg(f2, f3).

On the other hand, the exponential term e−4tα̂ is universal, so the terms

gt(fi, fj) shall have same exponential decay rate for all 1 ≤ i, j ≤ 3. Under

the basis {fi}, the only possibility at o is the following:

b = 2c < 0, (g11)o = (g22)o = (g13)o = (g23)o = 0.

Similarly, we can show Case (2) is actually impossible. Hence by a scaling

of the vector field X, we assume A has the Jordan form:


0 0 0

0 −2 0

0 0 −1

 .

By a linear change coordinate if necessary, in σp we have

Xx = Ax+ 〈w, x〉x, A =


0 0 0

0 −2 0

0 0 −1

 , w = (−1, 0, 0). (38)
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(Mg)0 =


0 1 0

1 0 0

0 0 1

 . (39)

In this case, the flow is given by

φt(x) =
1

1 + tx1

(x1, e
−2tx2, e

−tx3). (40)

5.2.4 When KerA is 1-dimensional and α̂ = 0

In this case, we can also find some basis {ei} of ToU so that g and K have one

of the following matrix representations by Case 2 and Case 3 of Appendix A.

Mg =


0 0 1

0 1 0

1 0 0

 , MK =


0 1 0

0 0 1

0 0 0

 . (41)

Mg =


0 ε 0

ε 0 0

0 0 1

 , MK =


0 1 0

0 0 0

0 0 0

 , or


0 0 0

0 0 0

0 0 0

 , ε = ±1.

(42)
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In all the cases above, we have M2
g = Id. It follows that

−MK = MgA
TMg + A.

By taking trace of both sides of the equation above, we get tr(A) = 0. Scaling

X if necessary, the matrix A is in one of the following Jordan forms:


0 1 0

0 0 1

0 0 0

 ,


0 0 0

0 0 −1

0 1 0

 ,


0 0 0

0 1 0

0 0 −1

 . (43)

By taking a linear change of coordinate if necessary, we can assume in σp that

X has the form Xx = Ax+ 〈w, x〉x, with A in one of the forms in Equation

(43) and w = (−1, 0, 0). It follows that the flow φt is in one of the following
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forms in coordinate σp, depending on A.

φt(x) =
1

p(t, x)


x1 + tx2 +

1

2
t2x3

x2 + tx3

x3

 , p(t, x) = 1 + tx1 +
t2x2

2
+
t3x3

6
.

(44a)

φt(x) =
1

1 + tx1


x1

x2 cos t− x3 sin t

x2 sin t+ x3 cos t

 . (44b)

φt(x) =
1

1 + tx1


x1

etx2

e−tx3

 . (44c)

5.3 Finding the open set V where g is projectively flat

In this section, we obtain the open set V on which g is projectively flat for

each case (I-VI) listed in Section 5.2.1.

5.3.1 The cases in which KerA is 2-dimensional

Case (I):

In the coordinate chart σp, the flow is in the following form given by Equation

(I):

φt(x) =
1

1 + tx2 + t2x3/2
(x1, x2 + tx3, x3).
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Define the function p1(t, x) by

p1(t, x) = 1 + tx2 + t2x3/2. (45)

Define the subset D′ = {x ∈ R3 : x3 > 0}. Clearly for x ∈ D′, the polynomial

p1(t, x) in t cannot have real roots of opposite signs. Then for x ∈ D′,

Equation (33) is well defined for t ≥ 0 or t ≤ 0. We have φt(x) → 0 as

t → +∞ or −∞, provided it is well defined. Suppose that the vector field

X is defined on the Euclidean ball Bδ(0) in coordinate σp for some δ > 0.

Define the subset

D = {x ∈ Bδ(0) : x3 > 0, x3 <
1

2
x2

2}.

Then for x ∈ D, the flow φt(x) is defined for either t ≥ 0 or t ≤ 0.

We want to show that on D, the projective Weyl curvature W vanishes.

Firstly, we prove under the standard basis {∂i}, the tensor W l
ijk = 0 if at

least one of the covariant indices is 1. The differential of the flow is given by

Dφt(x) =
1

p2
1(t, x)


1 + tx2 + x3t

2/2 −x1t −x1t
2/2

0 1− 1

2
t2x3 t+ x2t

2/2

0 −tx3 1 + tx2

 . (46)
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Now fix an arbitrary point x ∈ D, and define p1(t) = p(t, x). Suppose for

some fixed j, k, we have W (∂1, ∂j, ∂k)(x) = v = vi(∂i)x 6= 0. This gives

Dφt(x)(v) =
1

p2
1(t)

(q1(t), q2(t), q3(t)).

Here each qi(t) is a polynomial in t. Then it is either constant zero or has

finitely many zeros. Now suppose that qi′(t) is a non-zero polynomial for

some 1 ≤ i′ ≤ 3. In this case, we have qi′(t) is a polynomial in t with degree

0 ≤ d ≤ 2. On the other hand, we have

Wφt(x)(Dφ
t
∗∂1, Dφ

t
∗∂j, Dφ

t
∗∂k) =

1

p1(t)
Wφt(x)(∂1, Dφ

t
∗∂j, Dφ

t
∗∂k). (47)

=
1

p2
1(t)

(q1(t), q2(t), q3(t)). (48)

Now denote A(t) := (Dφt)x. Using that qi′(t) is a non-zero polynomial, we

obtain

qi′(t)

p1(t)
= Arj(t)A

s
k(t)(W

i′

1rs)φt(x). (49)

The functions |(W i′
1rs)φt(x)| are uniformly bounded by some constant C2 > 0

along the part of the integral curve φt(x) approaching the origin. Moreover,

all coefficients in the matrix A(t) are rational functions with the absolute

values bounded above by C1/t
2 for some C1 > 0 for t large enough. Then,

the right hand side of the Equation (49) has norm bounded above by C/t4

for some C > 0 for large t. On the other hand, for t large enough, there
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exists C ′ > 0 so that |qi
′(t)

p1(t)
| > C ′

t2
. This gives a contradiction. Note this

argument above does not depend on the position of the lower index i0 = 1.

Next, we show all components of the Weyl curvature vanish on D. By the

argument above, we only need to show that W l
232 and W l

233 are zero on D.

Since W is totally trace-free, the following sums vanish.

W l
jkl = W l

jlk = W l
ljk = 0. (50)

This gives the equations:

W 3
232 +W 2

222 +W 1
212 = 0, W 1

132 +W 2
232 +W 3

332 = 0.

Then we have W 3
232 = W 2

232 = 0. Similarly, using the equations:

W l
23l = W l

l33 = 0.

We get W 2
233 = W 3

233 = 0. Then at a particular point x ∈ D we have

Dφt∗Wx(∂2, ∂3, ∂2) = v1Dφ
t
∗(∂1)x.

It follows that

v1/p1(t) = (W 1
ijk)φt(x)A

i
2(t)Aj3(t)Ak2(t).
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Analogous to the argument after Equation (49), if the equation holds for all

large t, we need to have v1 = 0. This gives W 1
232 = 0. Similarly, we can get

W 1
233 = 0. Then it is proved that W = 0 on D. If we set V = D, it follows

that W = 0 on V and 0 ∈ V .

Case (II):

The flow φt has the following formula as in Equation (II):

φt(x) =
1

1 + tx1

(x1, x2 + tx3, x3).

The differential is given by

Dφt(x) =
1

(1 + tx1)2


1 0 0

−t(x2 + tx3) 1 + tx1 t(1 + tx1)

−tx3 0 1 + tx1

 .

Suppose the vector field X is defined on some open set U containing the

origin. Define Cr = {x ∈ R3 : |x3| < r|x1|} for r ≥ 0. It follows that ∃r0 > 0

such that on U ∩Cr0 , the flow is defined for either t ≥ 0 or t ≤ 0, depending

on the sign of x1, and stays in U ∩ Cr0 . Note the origin is in the closure of

U ∩ Cr0 . Define the following vector fields on U ∩ Cr0 :

u1 = (1,
x1x2 − x3

x2
1

,
x3

x1

), u2 = ∂2, u3 = ∂3.
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Then under the basis {ui}, the differential Dφtx for any x ∈ U ∩ Cr0 can be

written in the following matrix form:


1

(1 + tx1)2
0 0

0
1

1 + tx1

t

1 + tx1

0 0
1

1 + tx1

 .

Note the matrix above has 2 distinct eigenfunctions: λ1 =
1

(1 + tx1)2
, and

λ2 =
1

1 + tx1

. Since W is φt-invariant, we have

Dφt∗Wx(ui, uj, uk) = Wφt(x)(Dφ
t
∗ui, Dφ

t
∗uj, Dφ

t
∗uk). (51)

Denote W l
ijk the components of W under the basis {ui}. If (W l

ijk)x 6= 0 for

x ∈ U ∩ Cr0 , at least one of the lower indices has to be 3 by an argument

analogous to Case (I). In addition, let (W 3
233)x = v3. It follows that

v3

1 + tx1

=
t

(1 + tx1)3
(W 3

232)φt(x) +
1

(1 + tx1)3
(W 3

233)φt(x).

Then we have v3 = 0. We obtain the following equation:

(W 2
233)x =

t

(1 + tx1)2
(W 2

232)φt(x) +
1

(1 + tx1)2
(W 2

233)φt(x).

This gives W 2
233 = 0 at x. Using the same method, we can show that

(W l
232)x = 0, for any 1 ≤ l ≤ 3. It follows from the symmetries of W
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that W 1
133 = 0 at x, because W 1

133 = −W 2
233 = 0. By comparing the growth

of both sides of Equation (51), we have for x ∈ U ∩ Cr0 , if one of the lower

indexes is 1, then (W l
ijk)x = 0. Assume that at x, W 1

233 = v1. Then we have

v1

(1 + tx1)2
=

t

(1 + tx1)3
(W 1

232)φt(x) +
1

(1 + tx1)3
(W 1

233)φt(x).

Since (W 1
232)φt(x) = 0 by above, it follows that v1 = 0. Hence all components

of the Weyl curvature shall vanish on U ∩ Cr0 . Then ∇ is projectively flat

on V = U ∩ Cr0 .

5.3.2 The cases in which KerA is 1-dimensional and α̂ 6= 0

Case (III):

Without loss of generality, we assume α̂ > 0. In the coordinate chart σp, the

flow and the metric have the following forms as in Section 5.2.1:

φt(x) =
1

1 + tx1


x1

e−2tx2

e−tx3

 , (Mg)0 =


0 ε 0

ε 0 0

0 0 1

 , ε = ±1.

The differential of the flow is given by

Dφt(x) =
1

(1 + tx1)2


1 0 0

−te−2tx2 (1 + tx1)e−2t 0

−te−tx3 0 (1 + tx1)e−t

 .

74



Choose some δ > 0 so that (Mg)12 6= 0 on Bδ(0). We can assume if x ∈ Bδ(0)

with x1 > 0, the flow φt(x) is well defined for t ≥ 0. Moreover, φt(x)→ 0 as

t→ +∞.

First we prove W l
ijk = 0 if x ∈ Bδ(0) with x1 > 0, and one of the lower

indices is 2. Set i = 2. Fix such an x, and suppose v = Wx(∂2, ∂j, ∂k) 6= 0.

Define p̃(t) = (1 + tx1)2, and A(t) = Dφt(x). Now define the functions qi′(t)

for each 1 ≤ i′ ≤ 3 using the following equation:

Dφt∗v =
e−2t

p̃(t)
(q1(t), q2(t), q3(t)).

One of the qi′(t) for some 1 ≤ i′ ≤ 3 is not identically zero. In addition, we

have |qi′(t)| > C > 0 for large t > 0. Similar to the Case (I), we have

qi′(t) = (1 + tx1)(W i′

2sr)φt(x)A
r
j(t)A

s
k(t).

The right hand side of the equation above approaches 0 as t → +∞. This

gives a contradiction. Similarly, we can prove that if j = 2 or k = 2, we have

W l
ijk = 0 at x.

Next, by the argument above and (50), we can show on B+ = {x ∈ Bδ(0) :

x1 > 0} the components of W of the form W i
jkl are zero, where i, j, k, l ∈

{1, 3}. Then on V , the non-zero components ofW can only be: W 2
133,W

2
313,W

2
131,W

2
311.

Suppose that (W 2
133)x = v2 6= 0. By using that φt∗W = W and W 1

133 = 0, we

75



obtain

(1 + tx1)v2e
−2t

p̃(t)
=

e−2t

p̃2(t)
(W 2

133)φt(x). (52)

This gives v2 =
1

(1 + tx1)3
(W 2

133)φt(x) 6= 0. However, the right hand side of

the equation tends to 0 as t→ +∞. This leads to a contradiction. Similarly,

we have W 2
313 = 0. Hence the only possible non-zero components of W are

W 2
131 and W 2

311, with W 2
131 + W 2

311 = 0. In addition, at the origin o, we can

show (W 2
131)o = (W 2

311)o = 0, using a calculation similar to Equation (52).

Hence all components of W vanishes at o.

For the 3-dimensional case, denote Pij =
1

2
(Ric)ij = Rk

ikj and W 2
131 = f .

Note that Pij = Pji. We show the Weyl tensor is not metrizable near the

origin unless f = 0. By a classical result of Weyl (See Page 101 of [22]),

we have the following decomposition of the curvature tensors of Levi-Civita

connections:

Rl
ijk = W l

ijk + δliPkj − δljPki. (53)

We may write the following curvature endomorphisms in the matrix forms:

R(∂1, ∂2) =


P12 P22 P32

−P11 −P21 −P31

0 0 0

 ,
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R(∂2, ∂3) =


0 0 0

P13 P23 P33

−P12 −P22 −P32

 ,

R(∂1, ∂3) =


P13 P23 P33

f 0 0

−P11 −P21 −P31

 .
Since ∀T ∈ so(g), the matrix MgT is skew symmetric. This leads to the

following equation:

(Mg)1iR
i
121 = (Mg)1iR

i
231 = (Mg)1iR

i
131 = 0.

It follows the following matrix consisting of the first columns from the cur-

vature endomorphisms R(∂1, ∂2), R(∂2, ∂3), R(∂1, ∂3) has zero determinant.


P12 0 P13

−P11 P13 f

0 −P12 −P11

 .

This gives (P12)2f = 0. Suppose at some point x ∈ B+, we have f(x) 6= 0.

It follows that P12(x) = 0. Similarly, we also have the following equation:

(Mg)2iR
i
122 = (Mg)2iR

i
232 = (Mg)2iR

i
132 = 0.
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This equation gives

(Mg)21(x)P22(x) = (Mg)22(x)P23(x)+(Mg)23(x)P22(x) = (Mg)21(x)P23(x) = 0.

Since (Mg)12(x) 6= 0 by assumption, it follows that P22 = P23 = 0. Be-

cause R(ei, ej) ∈ so(g), we have |Ker(R(∂i, ∂j))| = 1 or R(∂i, ∂j) = 0. Note

that the matrix R(∂1, ∂2) has a kernel of dimension at least 2. This implies

P11 = P31 = 0. Similarly, we obtain P33 = 0 by using the matrix R(∂2, ∂3).

It follows that at x, we have Pij(x) = 0. This implies f = 0, otherwise the

matrix R(∂1, ∂3) has a precisely 2-dimensional kernel which leads to a con-

tradiction.

From the above, we conclude that W = 0 on V = B+.

5.3.3 The case in which KerA is 1-dimensional and α̂ = 0

Case (IV):

In this case, the flow is given by Equation (IV) as follows.

φt(x) =
1

p(t, x)


x1 + tx2 +

1

2
t2x3

x2 + tx3

x3

 , p(t, x) = 1 + tx1 +
t2x2

2
+
t3x3

6
.

Write p for p(t, x) for simplicity. The differential of the flow is the following.
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Dφt(x) =
1

p2


p− tx1 − t2x2 −

1

2
t3x3 −

1

2
t2x1 + t(p− 1

2
t2x2)− 1

4
t4x3 −

1

6
t3(x1 + tx2) +

1

2
t2(p− 1

6
t3x3)

−t(x2 + tx3) p− 1

2
t2x2 −

1

2
t3x3 −1

6
t3x2 + t(p− 1

6
t3x3)

−tx3 −1

2
t2x3 p− 1

6
t3x3

 .

Let E be the following cone containing the x3-axis:

E = {x ∈ R3 : |x1| ≤ |x3| and |x2| ≤ |x3|}.

For δ > 0, define the sets

Bδ = {x ∈ R3 : |xi| < δ, 1 ≤ i ≤ 3}.

Then ∃δ′ > 0 such that B = Bδ′ satisfies: ∀x ∈ B ∩ E, φt(x) is defined and

stays in U for t ≥ 0 whenever x3 ≥ 0, and for t ≤ 0 whenever x3 ≤ 0. Define

V = Int(E) ∩B.

We show that on V + = {x ∈ V : x3 > 0}, the Weyl curvature vanishes.

Fix any x ∈ V + and set the matrix representation A(t) = Dφt(x) under the

canonical under {∂i}. We see that p(t, x) is a polynomial in t with degree

3. Also, all the components in the matrix Ã(t) = p2A(t) are polynomials in

t with degree at most 4. Suppose that Wx(∂i, ∂j, ∂k) = v is non-zero. We

have dx2(A(t)(v)) =
1

p2
q(t, x), where q(t, x) is a non-zero polynomial in t.

We prove for x ∈ V + and v 6= 0, the function q(t, x) is a polynomial in t with

degree at least 1. By expanding the polynomial q(t, x), we have for v 6= 0,
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the polynomial q(t, x) has degree zero only if the following matrix has zero

determinant. 
−x2 x1 1

−x3 0 x1

0 −x3

3

x2

3

 .

The matrix above has determinant
x2

3

3
, so q(t, x) is non-constant polynomial

in t.

The fact that φt∗W = W gives the following equation:

q(t, x)

p2
= (W 2

rsl)φt(x)A
r
i (t)A

s
j(t)A

l
k(t). (54)

For any fixed x ∈ V +, all terms |Wm
rsl| are uniformly bounded by some con-

stant C along φt(x) for t ≥ 0 . Each component in A(t) is a rational function

with degree at most −2. Then Equation (54) cannot hold by comparing the

degrees of both sides, which is a contradiction. Similarly, we can show that

on V − = {x ∈ D : x3 < 0}, the Weyl curvature also vanishes.

Case (V):
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In this case, the flow φt has the following form as in Equation (V).

φt(x) =
1

1 + tx1


x1

x2 cos t− x3 sin t

x2 sin t+ x3 cos t

 .

One can choose a smaller open set V ⊂ U such that ∀x ∈ V , φt(x) is defined

for t ≥ 0 or t ≤ 0, for x1 ≥ 0 or x1 ≤ 0, respectively. Moreover, for x ∈ V

with x1 > 0, we have φt(x) → 0 as t → +∞. Also, for x ∈ V with x1 < 0,

we have φt(x)→ 0 as t→ −∞.

The differential of the flow is given by

Dφt(x) =


1

(1 + tx1)2
0 0

−t(x2 cos t− x3 sin t)

(1 + tx1)2

cos t

1 + tx1

− sin t

1 + tx1

−t(x2 sin t+ x3 cos t)

(1 + tx1)2

sin t

1 + tx1

cos t

1 + tx1

 . (55)

Define the open set V + = {x ∈ V : x1 > 0}. First we prove if x ∈ V +, then

W 1
ijk = 0. Suppose for some x ∈ V +, we have Wx(∂i, ∂j, ∂k) = v = (v1, v2, v3)

with v1 6= 0 for some i, j, k. As for previous cases, write A(t) = (Dφt)x. It

follows that

v1

(1 + tx1)2
= (W 1

rsl)φt(x)A
r
i (t)A

s
j(t)A

l
k(t). (56)
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By a simple observation, we have ∃C > 0 such that |Amn (t)| < C/t for t > 0

large enough. Because all components of the Weyl tensor are bounded along

the integral curve φt(x) for t ≥ 0, we obtain a contradiction similar to the

first case (I).

Next, we prove all other components of W vanish on V +. Fix any x ∈ V +,

and let Wx(∂i, ∂j, ∂k) = v 6= 0 for some i, j, k. For t ≥ 0, we have that

‖Dφt∗(v)‖ =
‖v‖

1 + tx1

> 0, since v1 = 0 by above. Here the norms is induced

by the standard Euclidean metric defined on this geodesic normal coordinate.

On the other hand, we have

Wφt(x)(Dφ
t
∗∂i, Dφ

t
∗∂j, Dφ

t
∗∂k) = Ari (t)A

s
j(t)A

l
k(t)(W

2
rsl∂2 +W 3

rsl∂3)φt(x).

(57)

Then the norm of right hand side of Equation (57) is bounded by C ′/t3 for

large t with a constant C ′ > 0. But the quantity give by Equation (57) shall

have norm
‖v‖

1 + tx1

, where ‖v‖ > 0. This gives a contradiction. Thus W = 0

on V +. Define V − = {x ∈ V : x1 < 0}. Analogously, we can show that W

also vanishes on V −. It follows that W = 0 on V .

Case (VI):

For the last case, in the coordinate chart σp, the flow is in the following form
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as in Equation (VI).

φt(x) =
1

1 + tx1

(x1, e
tx2, e

−tx3).

The differential of the flow is the following:

Dφt(x) =



1

(1 + tx1)2
0 0

−tetx2

(1 + tx1)2

et

1 + tx1

0

−te−tx3

(1 + tx1)2
0

e−t

1 + tx1

 . (58)

Denote gij the matrix representation of g under the basis {∂i} in σp. Note

that Equation (36, 37) also hold when α̂ = 0, since (K)o is nilpotent. Then

for any u, v ∈ ToU , the following equality holds:

gt(u, v) = g(u, v)− tg(Ku, v) + t2g(K2u, v).

The right hand side of this equation is a polynomial in t. On the other hand,

the differential of the flow gives

gt(∂2, ∂2)(o) = e2t(g22)o.
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Then gt(∂2, ∂2)(o) has exponential growth with respect to t. This implies

(g22)o = 0. Using the same method, we conclude that

(g22)o = (g33)o = (g12)o = (g13)o = 0, (g11)o 6= 0. (59)

Hence by a linear change of coordinate and a scaling on the metric g, we can

assume in σp:

(gij)o =


1 0 0

0 0 1

0 1 0

 . (60)

Equation (58) and (60) imply that (Dφt)o is 1-parameter subgroup of SO(g)o

in σp. Thus Ko is in fact the zero matrix

We first show that the Weyl curvature vanishes at the origin o of σp. We

exam the values of W l
ijk on the x1-axis. On the x1-axis, the differential Dφt

becomes a diagonal matrix under the basis {∂i}. Pick x = (x1, 0, 0) with

x1 6= 0, and suppose that Wx(∂i, ∂j, ∂k) = v = (v1, v2, v3). By φt∗W = W , we

have

(Wφt(x))
l
ijk =

emtvl
(1 + tx1)n

, m, n ∈ Z. (61)
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Depending on the sign of x1, we have φt(x) → o as t → +∞ or −∞. As

φt(x) → o, the right hand side of Equation (61) tends to 0 or ∞, unless

m = n = 0. Observe that it is impossible to have n = 0. If right hand side of

Equation (61) approaches ∞, this implies W blows up at the origin, which

is impossible. On the other hand, if this value approaches zero, this implies

(Wo)
l
ijk = 0. Hence W vanishes at the origin.

Next we show that Ric is a multiple of g at the origin o. Because W l
ijk(o) = 0,

at the origin, Equation (53) gives

Rl
ijk(o) = δljPki(o)− δliPkj(o).

Similar to Case (III), we can write the components of R(ei, ej) at o in terms

of the components of the Schouten tensor P , for example:

R(e1, e2)(o) =


P12 P22 P32

−P11 −P21 −P31

0 0 0

 .

As R(ei, ej) ∈ so(g), we know the matrices gR(ei, ej) shall all be skew sym-

metric. Then by using Equation (60), we have P11 = P23 = P32, and all other

Pij are 0 at o. This shows (Ricij)o is a multiple of (gij)o.

Now we study the behavior of the eigenfunctions of K along the x1-axis of σp.
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Because in this case α̂ = 0, it follows from Equation (28) that Kt = tK+ Id.

Define the function ψt = −1

2
log(detKt) as in Section 2.1 of [3]. Let ∇ be

the Levi-Civita connection for g as before. Denote Rict and Ric the Ricci

curvatures of gt and g, respectively. We have the following from Equation

(3)-(5) of [20]:

∇∇ψt −∇ψt ⊗∇ψt =
1

n− 1
(Rict −Ric). (62)

We have (Ricij)o = c(gij)o for some constant c. Then (Dφto) ⊂ SO(g)o gives

(Rict)o = (φt∗Ric)o = φt∗(cgo) = cgo = (Ric)o.

Let γ(s) be a geodesic for g with γ(0) = o. We obtain the following equation

from Equation (62):

d2ψt

ds2
(0)−

(
dψt

ds
(0)

)2

= 0. (63)

Denote λi for 1 ≤ i ≤ 3 the eigenfunctions of K defined on some neighbor-

hood of the origin. We have the following:

ψt = −1

2
log(det(tK + Id)) = −1

2
log(

∏
i

(tλi + 1)) = −1

2

∑
i

log(tλi + 1).

(64)
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For x on the positive x1-axis, the curve φt(x) is well defined for t ≥ 0, and

φt(x)→ 0 as t→ +∞. By Equation (27) and α̂ = 0, the orbit of K under the

action of the 1-parameter subgroup Lt of GL(B(U, g)) satisfies the following:

Lt(K) = K.

According to Corollary 3.0.1, for any t0 > 0, there is some neighborhood

Vt0 ⊂ U of o and an interval I = [−t0, t0] so that

Lt(K)|Vt0 = φt∗K ◦Kt = φt∗K ◦ (tK + Id), t ∈ I.

The positive x1-axis is contracted by the flow φt as t→ +∞. On the positive

x1-axis, this gives

φt∗K = K(tK + Id)−1, t ≥ 0. (65)

Then for t ≥ 0, the parametrized Möbius map T t(z) =
z

tz + 1
takes the

eigenvalues ofKx to eigenvalues ofKφt(x) while preserving the forms of Jordan

blocks. It follows that λi can be chosen smoothly on the positive x1-axis with

λi(φ
t(x)) =

λi(x)

tλi(x) + 1
, for t ≥ 0. Taking the derivative with respect to t at

t = 0, this gives

LXλi = −λ2
i . (66)
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In the coordinate chart σp, the projective vector field X is in the following

form:

Xx = −x2
1∂1 + (x2 − x1x2)∂2 − (x3 + x1x3)∂3.

Then in σp, for x = (x1, 0, 0) with small x1 > 0, we have

−x2
1∂1λi(x) = −λ2

i .

For x = (x1, 0, 0) with x1 > 0, we have

λi(x) =
x1

cix1 + 1
, or λi ≡ 0. (67)

We want to combine Equations (63) and (64) to get the information of λis on

the x1-axis. However, the eigenfunctions λis may not be ∂1-differentiable at

o. The eigenfunctions of K can be chosen smoothly on the negative x1-axis,

but the left and right derivatives of a given λi on the x1-axis may not agree at

o. To work around this difficulty, we extend the functions λis to λ̂is smoothly

defined on some interval on the x1-axis containing o using (67). Note ψt is

always a smooth function. Then we may define equations analogous to (63)

and (64) to study the values of λ̂is on the x1-axis near o instead. This allows

us to examine the values of λis on the positive x1-axis near o.

The functions in the form of Equation (67) are actually smooth on an open

interval Î of the x1-axis containing 0. We can define the functions λ̂i on Î
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for 1 ≤ i ≤ 3 so that the following equations hold.

λ̂i(x) =
x1

cix1 + 1
, or λ̂i(x) ≡ 0. (68)

λ̂i(x) = λi(x), if x ∈ Î , x1 > 0. (69)

In other words, the function λ̂i is the unique extension of λi on Î by formulas

in (67). Then for any t, there is some interval Ît on the x1-axis containing o

so that the following function ψ̂t is well defined.

ψ̂t(x) = −1

2

3∑
i=1

log(tλ̂i(x) + 1). (70)

We have ψt(x) = ψ̂t(x) for x on the positive x1-axis.

To simplify the calculation using (63), let σ be a normal coordinate of ∇

at o having the same 1-jet as σp at o. Denote by ∇ the connection induced

by the local section expp(g−1) as on Page 16. Remember that σp is a normal

coordinate of ∇ at o. By Equation (63), in the coordinate chart σ we have

∂2
1ψ

t(o)−
(
∂1ψ

t(o)
)2

= 0, t ≥ 0. (71)

Because ∇ and ∇ are projectively equivalent, then σ and σp have the same

positive x1-axis with possibly different parametrizations. It follows that in
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the coordinate chart σ:

∂m1 ψ
t(o) = ∂m1 ψ̂

t(o), m ∈ N. (72)

It follows from (71) and (72) that the following holds for t ≥ 0 in the coor-

dinate chart σ.

∂2
1 ψ̂

t(o)−
(
∂1ψ̂t(o)

)2

= 0.

For simplicity, denote by ∂1λ̂i = λ̂′i and ∂2
1 λ̂i = λ̂′′i in the coordinate chart σ.

Because each λ̂i is smooth on Î, substituting Equation (70) into the equation

above, we get the following for t ≥ 0.

−1

2

3∑
i=1

tλ̂′′i (tλ̂i + 1)− (tλ̂′i)
2

(tλ̂i + 1)2
(o)− 1

4
(

3∑
i=1

tλ̂′i

tλ̂i + 1
)2(o) = 0. (73)

Suppose K has exactly k non-identically vanishing eigenfunctions on the

positive x1-axis, counting multiplicity. Because σ and σp have the same 1-

jet at o, if λ̂|Î =
x1

cix1 + 1
in σp, we have λ̂′i(o) = ∂x1(

x1

cix1 + 1
)(o) = 1 by

(68, 69). Also, it is clear λ̂i(o) = 0 for all i. Substituting these into Equation

(73), it is reduced to the following

(
k

2
− k2

4
)t2 − 1

2

3∑
i=1

λ̂′′i t = 0.

Because all coefficients of the left hand side of the equation above vanish, we

have k = 0 or 2. Hence K has either exactly 0 or 2 non-zero eigenfunctions
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on the positive x1-axis, counting multiplicity.

We prove K has exactly two non-zero eigenfunctions on the positive x1-axis.

If K is nilpotent on the positive x1-axis, then ψt is always constant on the

positive x1-axis. Thus in the coordinate chart σ, the curve γ(s) = (s, 0, 0)

with s > 0 is a parametrized geodesic segment for gt for any t ∈ R. On

the other hand, φ−t ◦ γ(s) is a geodesic for gt with the same initial vec-

tor. Then we have φ−t ◦ γ(s) = γ(s) for s ≥ 0. This is clearly impossible by

(VI). Hence K has exactly 2 non-zero eigenfunctions on the positive x1-axis.

In the coordinate chart σp, fix a point x = (x1, 0, 0) with x1 > 0. From

now on, denote u′ = ∂1(x), u = ∂3(x) in σp. Then K(x) has one of the fol-

lowing real Jordan forms:


0 0 0

0 a −b

0 b a

 (VI-a),


0 0 0

0 z 1

0 0 z

 (VI-b),


0 0 0

0 b 0

0 0 d

 (VI-c),


0 0 0

0 b 0

0 0 b

 (VI-d).

bdz 6= 0, d− b 6= 0.
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Next, we show that for all cases listed above, a contradiction can always be

derived.

Case (VI-a):

In this case, K(x) has a pair of complex conjugate eigenvalues. Then we

have λ1(x) = 0, λ2(x) = a + bi, λ3(x) = a − bi with b 6= 0. According to the

normal forms of self-adjoint operators of 3-dimensional Minkowski metrics

(all possible cases of Appendix A), we can choose a basis {êi} of TxU such

that K(x) and g(x) have the following matrix representations:

M ′
K =


0 0 0

0 a −b

0 b a

 , M ′
g =


1 0 0

0 1 0

0 0 −1

 . (74)

Define the polynomial p̂(t) = (a2 + b2)t2 + 2at+ 1, which is the determinant

of Kt(x) = (tK + Id)(x). Under the basis {êi}, we have the following matrix

representation for (tK + Id)−1(x):

M ′
(tK+Id)−1 =

1

p̂(t)


1 0 0

0 ta+ 1 −bt

0 −bt ta+ 1

 .
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Remember that (gt)ij = gik

(
K−1
t

det(Kt)

)k
j

. Under the basis {êi}, the metric

gt(x) has the matrix representation:

M ′
gt =

1

p̂2(t)


p̂(t) 0 0

0 ta+ 1 bt

0 bt −(ta+ 1)

 . (75)

In the coordinate chart σp, denote gij the components of g under the frame

{∂i}. We have

gt(u, u) = φt∗g(u, u) = e−2t(1 + tx1)−2g33(φt(x)). (76)

For x = (x1, 0, 0) and x1 > 0, we have φt(x) → o as t → +∞. Then

g33(φt(x)) is uniformly bounded for t ≥ 0. Then the right hand side of

Equation (76) has exponential decay. On the other hand, under the basis

{êi}, let u = (r1, r2, r3). We obtain the following using Equation (75):

gt(u, u) =
1

p̂2(t)

(
r2

1p̂(t) + a(r2
2 − r2

3)t+ 2r2r3bt+ r2
2 − r2

3

)
. (77)

Note that right hand side of Equation (77) is a rational function. This

implies both (76) and (77) shall vanish identically for t ≥ 0. Because (77) is

identically zero, we have

r1 = 0, 2r2r3b = 0, r2
2 − r2

3 = 0.
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Then we have ri = 0 for all i, since b 6= 0. We get u = 0, which is impossible.

Case (VI-b):

In this case, we have λ1(x) = 0, λ2(x) = λ3(x) = z 6= 0. Similar to Case

(VI-a), we can find a basis {êi} of TxM such that K(x) and g(x) have the

following matrix representations:

M ′
K =


0 0 0

0 z 1

0 0 z

 , M ′
g =


1 0 0

0 0 ε

0 ε 0

 , ε = ±1. (78)

This gives the following

det(tK + Id)(x) = (tz + 1)2.

Under the basis {êi}, we have the following matrix representation of (tK +

Id)−1(x):

M ′
(tK+Id)−1 =

1

(tz + 1)2


(tz + 1)2 0 0

0 tz + 1 −t

0 0 tz + 1

 .
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Then gt(x) has the following matrix representation:

M ′
gt =

1

(1 + tz)4


(1 + tz)2 0 0

0 0 ε(1 + tz)

0 ε(1 + tz) −εt

 . (79)

Under the basis {êi}, let u′ = (r′1, r
′
2, r
′
3) and u = (r1, r2, r3). Then Equation

(79) gives

gt(u, u) =
1

(1 + tz)4
(r2

1(1 + tz)2 + 2εr2r3(1 + tz)− εr2
3t). (80)

On the other hand, the following calculation analogous to (76) gives

gt(u, u) = φt∗g(u, u) = e−2t(1 + tx1)−2g33(φt(x)). (81)

This equation has exponential decay. It follows that gt(u, u) = 0 for t ≥ 0.

Similarly, we can show gt(u
′, u) ≡ 0 for t ≥ 0. Using Equation (80) and

gt(u, u) = 0 for t ≥ 0, we have

r1 = r3 = 0, r2 6= 0.

Then gt(u
′, u) = 0 gives r′3 = 0. It follows that

gt(u
′, u′) =

(r′1)2

(1 + tz)2
. (82)
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On the other hand, denote gij the components of g for the canonical frame

{∂i} of σp. We have

gt(u
′, u′) =

g11(φt(x))

(1 + tx1)4
. (83)

Because g11(φt(x)) is uniformly bounded for t ≥ 0, we get r′1 = 0. This

implies u′ is a light-like vector for g. But the x1-axis of σp is a space-like

geodesic for g. This leads to a contradiction.

Case (VI-c):

For this case, we can choose {êi} so that g(x) and K(x) have the follow-

ing matrix forms:

M ′
K =


0 0 0

0 b 0

0 0 d

 , b− d 6= 0. (84)

M ′
g =


1 0 0

0 1 0

0 0 −1

 (i), or


−1 0 0

0 1 0

0 0 1

 (ii) (85)
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Then under the basis {êi}, we have the following matrix representation of

(tK + Id)−1(x):

M ′
(tK+Id)−1 =


1 0 0

0
1

tb+ 1
0

0 0
1

td+ 1

 .

We also have

det(tK + Id)(x) = (tb+ 1)(td+ 1).

Define β1(t) = tb + 1, β2(t) = td + 1. Under the basis {êi}, denote u =

(r1, r2, r3).

For Case (i), under the basis {êi}, we have

M ′
gt =

1

β2
1β

2


β1β2 0 0

0 β2 0

0 0 −β1

 . (86)

Then Equation (86) gives

gt(u, u) =
1

(tb+ 1)2(td+ 1)2

(
r2

1(tb+ 1)(td+ 1) + r2
2(td+ 1)− r2

3(tb+ 1)
)
.

(87)
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Similar to Case (VI-b), we have gt(u, u) ≡ 0 for t ≥ 0. Using Equation (87),

we obtain

r2
1 = 0, r2

2 − r2
3 = 0, r2

2d = r2
3b. (88)

If r2
2 = r2

3 6= 0, we obtain b = d, contradicting the assumption. In addition,

r2 = r3 = r1 = 0 gives u = 0, which is also impossible.

For Case (ii), we have under the basis {êi}:

M ′
gt =

1

β2
1β

2
2


−β1β2 0 0

0 β2 0

0 0 β1

 .

Then we have

gt(u, u) =
1

(tb+ 1)2(td+ 1)2

(
−r2

1(tb+ 1)(td+ 1) + r2
2(td+ 1) + r2

3(tb+ 1)
)
.

We have gt(u, u) = 0 for t ≥ 0 analogous to (i). This gives the following

equalities:

r2
1 = 0, r2

2 + r2
3 = 0.

Then again we have u = 0, which is impossible.

Case (VI-d):
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For this case, fix some x on the positive x1-axis. We have K(x) is real

diagonalizable, and λ1(x) = 0, λ2(x) = λ3(x) = b 6= 0. We can choose {êi}

so that g(x), K(x) have the following matrix representations:

M ′
g =


ε1 0 0

0 ε2 0

0 0 ε3

 , M ′
K =


0 0 0

0 b 0

0 0 b

 , εi = ±1.

Then we have

M ′
(tK+Id)−1 =


1 0 0

0
1

tb+ 1
0

0 0
1

tb+ 1

 , det(tK + Id)(x) = (tb+ 1)2.

Under the basis {êi}, we have the following matrix representation for gt(x):

M ′
gt =

1

(tb+ 1)3


ε1(tb+ 1) 0 0

0 ε2 0

0 0 ε3

 , εi = ±1. (89)

Under the basis {êi}, define u′ = (r′1, r
′
2, r
′
3). Remember that

gt(u
′, u′) =

g11(φt(x))

(1 + tx1)4
. (90)
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We have g11(φt(x)) is uniformly bounded for t ≥ 0. On the other hand, we

have by Equation (89):

gt(u
′, u′) =

1

(tb+ 1)3
(ε1(r′1)2(tb+ 1) + ε2(r′2)2 + ε3(r′3)2). (91)

By comparing (90) and (91), we get gt(u
′, u′) = 0 for t ≥ 0. This implies

g(u′, u′) = 0. This is impossible since x1-axis is a space-like geodesic for g.

In summary all the cases listed above are impossible.

5.3.4 The case in which KerA is 3-dimensional

In this case, the projective vector field X vanishes at o with O(X, o) = 2. It

follows from Lemma 5.6 of [2] that g is projectively flat on a neighborhood

of o.

In conclusion, we have showed there is a always an open set V with o ∈ V

on which g is projectively flat. This proves Theorem 1.5.
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A Normal forms of 3-dimensional Minkowski Self-adjoint op-

erators

We give the normal forms of self-adjoint operators of 3-dimensional Minkowski

space-times, starting with the following well-known result of algebra (See

Proposition 2 of [10]).

Proposition A.1. Let g be a real non-degenerate quadratic form defined on

Rn. Suppose T is a self-adjoint operator for g. Then there exists an ordered

basis {ei} such that g and T can be simultaneously reduced to the following

block diagonal canonical forms.

gcan =



g1

g2

. . .

gk


, Tcan =



T1

T2

. . .

Tk


. (92)

For each 1 ≤ i ≤ k, the matrices gi and Ti are square matrices of the same

size, where

gi = ±



1

1

. .
.

1


. (93)
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Each Ti is a real Jordan block under this basis. In the case Ti has a real

eigenvalue λ, we have

Ti =



λ 1

λ
. . .

. . .

λ


.

In the case Ti has a pair of complex conjugate eigenvalues a ± ib, let Λ and

D2 be the following matrices:

Λ =

a −b

b a

 , D2 =

1 0

0 1

 .
We have

Ti =



Λ D2

Λ
. . .

. . .

Λ


.

Note we have may have Spec(Ti) = Spec(Tj) with i 6= j. Denote Ei the

T -invariant subspace corresponding to Ti. It is clear from this proposition

Ei ⊥ Ej, for any i 6= j. Hence g|Ei
is non-degenerate for all 1 ≤ i ≤ k.

As we are only dealing with 3-dimensional Lorentzian metrics in this the-
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sis, we assume g is a Minkowski metric on R3 from now on. Then the normal

forms of the pair (g, T ) split into the following cases.

1. The case T has a pair of complex conjugate eigenvalues.

In this case, the spectrum of T is the following:

{a+ ib, a− ib, λ : a, b, λ ∈ R, b 6= 0}.

Because a Jordan block Ti of T is at most 2-dimensional, it is clear that

T is complex diagonalizable. Since T is not real diagonalizable on the

characteristic space E1 of {a+ ib, a− ib}, we know g|E1 is not positive

definite. It follows that the eigenspace of λ has to be space-like. By

Proposition A.1, we have under the basis {ei}:

gcan =


0 ε 0

ε 0 0

0 0 1

 , Tcan =


a −b 0

b a 0

0 0 λ

 , ε = ±1. (94)

2. The case T is not complex diagonalizable.

We know from Case 1 that all eigenvalues of T have to be real. If T has

two Jordan blocks T1 and T2, we can assume T1 is non-diagonalizable

with the corresponding T -invariant subspace E1. Then g|E1 is not pos-
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itive definite. In this case we have

gcan =


0 ε 0

ε 0 0

0 0 1

 , Tcan =


λ1 1 0

0 λ1 0

0 0 λ2

 , ε = ±1. (95)

If T has a single 3-dimensional Jordan block, it is immediate from

Proposition A.1 that

gcan =


0 0 1

0 1 0

1 0 0

 , Tcan =


λ 1 0

0 λ 1

0 0 λ

 . (96)

3. The case T is real diagonalizable.

From Proposition A.1, we have the following normal forms.

gcan =


−1 0 0

0 1 0

0 0 1

 , Tcan =


λ1 0 0

0 λ2 0

0 0 λ3

 . (97)
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