
ABSTRACT

Title of thesis: Minimum-energy transmission
and effect of network architecture
on downlink performance of
wireless data networks

Adarsh Sridhar, Master of Science, 2005

Thesis directed by: Professor Anthony Ephremides
Department of Electrical and
Computer Engineering

The increasing demand for wireless data services in the recent years has led to

traditionally voice and video oriented network architectures such as satellite and cel-

lular systems being adapted for data transmission. Also, since most wireless systems

are battery-powered, energy consumption has become an important consideration

in the research community.

In this thesis, we first examine the problem of controlling transmission power

in order to achieve minimum-energy broadcast packet transmission subject to a

minimum QoS requirement. We study the structure of the optimal policy when the

transmitter chooses between two power levels, and then extend the results to the

continuous-power case.

Subsequently, we examine the effect of network architecture on the downlink

performance of the network. Satellite and Cellular systems are compared on the

basis of energy, delay and throughput. We then show that having a hybrid network

architecture can provide additional throughput benefit, at the cost of energy.
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Chapter 1

Introduction

1.1 Challenges in wireless systems

Wireless systems have seen an explosive growth in the recent years. For ex-

ample, in the year 2004, a growth in GSM coverage of over 72% was reported in the

United States alone. The number of mobile phone units sold worldwide increased

by over 30%, and the leading computer manufacturers in the United States reported

a 31% increase in the number of laptops sold last year. This sudden growth in the

market has led to a significant interest in the field of wireless networks.

The field of wireless networks is relatively unexplored, as compared to their

wired counterparts. A lot of new challenges arise in wireless networks that are not

present in wired networks. We shall take a look at some of the issues that arise in

this context, and see how they fundamentally differ from the wired case.

1. Nodes, not links

The primary difference in wireless networks comes from the fact that we can

no longer talk about links between nodes. This is because the existence of

a link depends on the transmit power chosen at each node. Also, the links

between nodes are no longer independent of each other, since increasing the

transmit power at one node to establish a link causes added interference to

the other links in the vicinity, potentially disrupting their performance. As a
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result of this, most of the existing work on wired networks, which is based on

the idea of point-to-point links, is inapplicable to wireless systems.

2. Broadcast nature of channel

The broadcast nature of the channel is the underlying cause of many problems

in wireless networks. For example, as discussed earlier, transmission at one

node can disrupt transmission at other nodes, owing to the broadcast nature

of the channel. However, this broadcast nature can be useful depending on the

type of application that is being used. In broadcast and multicast applications,

wireless systems offer an inherent performance bonus, owing to the idea of

”‘Wireless Multicast Advantage”’ [15]. The idea of multicast advantage is that

a single high-power transmission would be enough to reach a lot of nodes, a

phenomenon which is absent in wired networks.

3. Mobility

Mobility is an important consideration in wireless systems, since mobile sys-

tems are inherently wireless in nature. Mobility introduces a whole host of new

problems because it causes the network topology to change constantly. Also,

the link quality between nodes that are connected varies with the distance and

location of the nodes. Recently, however, it was proposed that mobility might

increase the capacity of wireless networks [11], indicating that mobility may

not be completely harmful.

4. Channel quality

A big challenge in the wireless environment is that of channel quality. The
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wireless channel is orders of magnitude more error-prone than the wired chan-

nel. This requires that error-detection and error-correction schemes be more

robust, which increases the overhead required. Moreover, the transmitted

energy dissipates rapidly with increasing distance in wireless systems, which

limits the range of transmissions. In conjunction with the broadcast nature of

the channel, such rapid dissipation leads to the hidden-terminal and exposed-

terminal problems [3], complicating the MAC layer protocols. Wireless net-

works are also extremely prone to the problem of fading, wherein a transmis-

sion can be almost completely killed by the channel going into an extremely

bad state for a short period of time. This problem is not present in wired

networks.

5. Security

Wireless networks are inherently less secure than their wired counterparts.

The primary reason for this, again, is the broadcast nature of the channel. It

is now possible for an eavesdropper to scan the entire traffic on the network

without actively being a part of it. This makes detection of such malicious

entities extremely difficult. Also, mobility introduces further complications,

since it now makes masquerading easier. A good list of papers relating to

security in Mobile Ad-Hoc networks can be found online here [37].

6. Energy efficiency

An important idea that has surfaced recently in this context is one of energy

conservation. Most wireless systems run on batteries, and since battery tech-
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nology has not made much progress in the recent years, it becomes important

to design systems that run for as long as possible on the limited energy stored

in the battery, without significant degradation in the performance. While this

is not so critical for networks consisting of rechargeable devices (for example,

laptop computers and cellphones), it becomes paramount for cases like sen-

sor networks, since the very operation of the network depends on the energy

available in the nodes. However, even for rechargeable devices, energy is still

an important consideration. It is now well recognized that the conventional

idea of layering does not perform well in wireless networks, and cross-layer

interaction is a primary focus of research in the community today. Power

control, which is part of the physical layer, is now being used increasingly in

conjunction with higher layer functions such as routing and MAC.

1.2 Review of existing literature

In this thesis, we examine two aspects of wireless networks, and see how they

affect performance. These aspects are those of cross-layer interaction, involving

power control and ARQ, and that of network architecture. We look at the existing

literature on these two aspects, and see how our work differs from what has already

been done.
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1.2.1 Power control

A lot of work has been done on power-control schemes, both in the context of

energy efficiency as well as for improving the performance of wireless systems. Most

of the work in this area can be classified into the following categories :

1. CDMA systems

Code-Division Multiple Access (CDMA) systems are a form of spread-spectrum

communication, where all transmitters in a CDMA system transmit on all

available bandwidth all the time. The resource division takes place in the

form of nearly-orthogonal codes assigned to each transmitter which modulate

the transmitted symbols. Such spread-spectrum technology has a large band-

width but a low power spectral density, which makes the signal significantly

more tolerant to narrowband interference.

A CDMA receiver receives simultaneous transmissions from multiple sources,

and attempts to decode all of them from the same received signal. Depending

on the decoding method being used, the performance of the receiver depends

critically on the received powers. For example, if a matched-filter detector is

being used, it is possible that the nearby transmitter drowns out transmissions

of the farther transmitter, if they are both transmitting using the same power,

leading to a phenomenon called the Near-far problem [31]. On the other hand,

the optimum multi-user detector works best if the received powers are quite

disparate. In either case, however, power control is an important aspect of

CDMA systems. A wealth of literature is dedicated to the subject of equalizing
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received powers and minimizing interference in CDMA systems (e.g. [5], [26],

[35], [27], [14]).

2. Multicasting in Ad-Hoc Networks

As mentioned earlier, the algorithms for multicasting and broadcasting in wire-

less environments are significantly different from that of wired environments.

This is because connectivity in wireless networks is determined by the trans-

mit power chosen, and hence existing link-based algorithms do not function

optimally. For example, in wired networks, the problem of minimum-energy

broadcasting reduces to finding a minimum-cost spanning tree, which can be

done in O(N2) time. However, the same problem in wireless networks is NP-

complete [4], and heuristics are needed. Many such algorithms have been

proposed in the literature (see [15], [17], [32], [6]), where power control is used

to simultaneously determine the network connectivity and the energy expen-

diture.

3. Interference mitigation

Since transmissions by a node can affect the transmissions of other nodes in its

vicinity, it becomes important to control the transmit powers of all the nodes

in the network in such a fashion that they cause minimum interference to each

other, while still maintaining transmission quality. Scheduling, for example, is

a technique that is commonly used to prevent nodes from interfering with each

other. A significant amount of work has been done in this area (for example,

[22], [21], [30]).
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It is now widely accepted that the concept of layering does not extend itself to

wireless networks as it does to wired networks. We cannot divide the functionality

of the different layers into independent problems, since the process at the different

layers influence each other significantly. Power control, which is a physical-layer

function, is used in conjunction with multicast routing (a network-layer function),

or scheduling (a MAC-layer function) as shown above. We look at a similar cross-

layer interaction, namely that of power control with ARQ in a broadcast network.

1.2.2 Network Architecture

Network architecture has always been a critical factor in determining network

performance. For example, in wired networks, topology plays an important role in

determining how routing protocols perform. This behavior carries over into wireless

networks as well.

Networks can be classified into two types on the basis of their architecture.

1. Infrastructure-oriented

These consist of networks that require certain amount of infrastructure before

they can be deployed. Examples of this kind of network are Satellite, Cel-

lular and Cable-based networks. While such networks have the disadvantage

of requiring a large initial investment and maintenance, they are inherently

simpler to design, because having a fixed structure makes it easier to design

and implement protocols that are optimized for that infrastructure.

2. Infrastructure-less or Ad-Hoc networks

7



This is a type of network where there is no existing infrastructure. Nodes

that are spread out over a geographical area communicate directly with each

other to facilitate communication. While they are quicker to deploy, making

them very useful in situations such as search-and-rescue, they are much more

complicated to design. Ad-hoc networks are the current focus in the research

community.

Until recently, the primary application of infrastructure-based wireless sys-

tems was real-time traffic such as voice and video. Currently, data-transfer over

wireless links is facing an increasing demand. As a result, existing infrastructure

is being adapted to carry data traffic, for example, text and picture messaging in

cellular phones. However, there does not appear to be any work in the literature

where they compare the performance of these architectures when data traffic is be-

ing sent. Also, energy considerations were not taken into account in the existing

literature. For example, the work in [25] deals with allocating channels for voice in

a dynamic fashion to the mobile nodes, for both satellite and cellular architectures.

[36] and [23] consider the performance of LEO satellite networks, but do not have

any comparison with cellular/hybrid architectures. A comparison of the IRIDIUM

and AMPS systems is done in [13], but this is on the basis of the methods used for

call registration, handoff and other aspects.

Hybrid networks is another concept that has been introduced recently in the

literature ([16], [34]). Ayyagari and Ephremides [1] studied the performance of the

hybrid network in terms of blocking probability for voice calls. Following this, Fried-
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man and Ephremides [9] looked at using a hybrid network intelligently to improve

throughput. The idea they formulated was that while the first transmission would

be through satellite, the retransmissions are sent through the terrestrial link, which

was then shown to have higher throughput. A point-to-point transmission was as-

sumed here. A performance analysis involving blocking probability due to handoffs

was studied in [18], and further work was done on planning of such networks in [8]

and [12].

1.3 Contribution

In broadcast applications, a single node transmits packets to multiple recipi-

ents. However, there are many instances where it is not necessary that each packet

reach all the destinations, but it is sufficient that each packet reaches a minimum

number of nodes. Examples of this type can be found in military applications, dis-

tributed control, and search-and-rescue operations. Flooding is another instance

where this may be useful. In all these examples, we look at wireless nodes which are

inherently energy-limited. Therefore, we would like to look at minimizing energy

expenditure in such a situation. In this thesis, we consider the problem of finding

the optimal power-control policy when power control is used with Stop-and-Wait

ARQ [3], in order to minimize energy expenditure, subject to a minimum number of

nodes receiving each packet. To the best of our knowledge, this has not been looked

at before.

We also look at the effect of network architecture and the advantage of hybrid
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networks in network performance. We choose satellite and cellular systems for com-

parison, and look at how data traffic behaves when transmitted on these networks.

The key difference between our work and existing literature is that these networks

have been traditionally designed and used for real-time traffic such as voice and

video. While there is earlier work comparing satellite systems with each other, and

cellular systems with each other, there do not seem to be such studies comparing

the two architectures, especially for data traffic. Moreover, we compare them on the

basis of energy expenditure as well, which has not been done earlier. Hybrid net-

works, which consist of both satellite and cellular components, are also examined,

and a trade-off between energy and throughput is established in this case as well.

1.4 Organization of the thesis

Chapter 2 deals with the problem of power control in order to achieve minimum

energy expenditure, when the transmitter broadcasts packets subject to certain

Quality of Service requirements. We describe the problem in detail, formulate it as

a Markov decision process, and study the structure of the optimal policy and the

performance of the system as the parameters are varied.

Chapter 3 examines the relative benefits of the satellite and cellular archi-

tectures when guaranteed broadcast data transmission is considered. We describe

a method of comparing them based on sample-path arguments, and confirm the

comparison using simulations.

Chapter 4 extends the network architecture into a hybrid structure which
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consists of both satellite and cellular sections. We discuss the ramifications of such

an extension, and see how this architecture can give a higher throughput than the

individual components. We also demonstrate a trade-off between throughput and

energy in this case.

Chapter 5 summarizes the work, and looks at directions in which this may be

extended.
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Chapter 2

Optimum power control for minimum-energy transmission

2.1 Introduction

As we have described earlier, energy is of prime concern in wireless networks.

Power control is one of the ideas employed in order to efficiently use the limited

stock of energy. Choice of transmission power has many implications in wireless

networking, such as interference, success probability, energy, delay and buffer over-

flow.

The main motivation of existing work on power control was in mitigating the

effect of interference in order to increase capacity. A power control strategy to

maximize battery lifetime under a QoS constraint on the throughput was outlined

in [20]. In this paper they considered a wireless network affected by the interfer-

ence, and outlined an algorithm to find the optimal transmission power given the

instantaneous interference value. The model was memoryless and no error control

mechanism was specified. Zorzi et al. [19] considered Go-Back-N ARQ in a wire-

less link and described an improvement to enhance the energy efficiency. However,

the analysis was done for point-to-point transmission. Girici and Ephremides [29]

derived a power control scheme for a point-to-point link with Stop-and-wait ARQ,

where the transmitter had to choose between two powers at each transmission in or-

der to optimize a weighted combination of energy consumption and buffer overflow.
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All the work that has been done on this topic are limited to point-to-point

transmissions. There appear to be no results of this type for broadcast transmissions.

In this thesis, we look at the problem of optimizing the energy consumption when

the transmitter has to reach multiple destinations. Another important idea in our

problem is that we do not constrain ourself to have guaranteed delivery; however, we

do require that a minimum number of receivers receive each packet. It is important

to study the structure of the optimal policy, so that we can gain some insight into

the design of the control mechanism. The system model and the assumptions are

described in detail below.

2.2 System model and assumptions

The network is taken to be a simple broadcast network, with one transmitter

and N receivers. Data is in the form of fixed-length packets, and each packet is in-

tended for all N receivers. Time is assumed to be slotted, and all transmissions take

place at the beginning of the slot. For simplicity, we assume that each transmission

takes exactly one slot.

2.2.1 Channel model

We model each transmitter-receiver channel as an AWGN channel that is in-

dependent of all other receivers, and also independent over time. Assuming BPSK

modulation, each receiver can successfully receive a packet transmission with a prob-
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ability µ independent of all other receivers, where µ is given by

µ =

[
1−Q

(√
Ptr

N0

)]L

(2.1)

where Ptr is the transmit power, N0 is the variance of the AWGN and L is the

length of the packet (in bits), and Q is the tail probability for the Standard Normal

random variable.

Q(x) =

∫ ∞

x

1√
2π

e−t2/2dt (2.2)

2.2.2 Transmission model

At the beginning of each slot, the transmitter chooses a transmit power Ptr

from a set Ω of allowed powers, and transmits the packet. Depending on the channel

conditions, some of the receivers get the packet correctly, while others do not. Each

receiver who receives the packet correctly sends an ACK back to the transmitter,

which we shall assume is sent instantaneously and is received error-free. Depending

on how many receivers have not yet received the packet, the transmitter retransmits

it. This process continues until a preset goal is met for each packet.

2.2.3 ARQ

We use a form of Stop-and-Wait ARQ that is adapted to broadcast systems

[10], called Stop-and-Wait with full-memory. In this form of ARQ, the transmitter

maintains a list of receivers who have received the packet correctly, updating it with

every retransmission. The transmitter ignores any feedback from receivers who have

received the packet prior to the current slot.
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2.2.4 Goal

We consider the situation where it is sufficient for the transmitter to reach

any K out of the N receivers, where K ≤ N . The transmitter discards the packet

as soon as K or more receivers receive it, and moves on to the next packet. We

assume that the transmitter always has a packet to transmit. Guaranteed delivery

is modeled as a special case of this formulation, with K = N .

2.2.5 Control Problem

We need to find the optimal choice of transmit power at every transmission,

in order to minimize the energy expended per packet transmitted. Initially, we

constrain the set of possible powers to take only two values Ω = {P1, P2} where

P1 < P2. Later, we extend this to multiple transmit powers, and look at how the

system behaves in the case of a fine-grained choice of transmit powers.

The power control policy not only determines the total energy consumption

per packet, it also determines the average service time of the packet, which in turn

affects the delay. Since we seek to optimize only the total energy consumption, the

delay does not enter the problem formulation. Therefore, the state of the system is

determined by the current packet alone. However, even considering just the total

energy is a non-trivial problem. The reason for this is the following observation.

Using a lower transmission power means less energy used per transmission.

However, this also leads to lower probability of successful reception, and hence more

retransmissions. Overall, the total energy consumption may be greater than just
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using a higher power in the first place. However, if the higher power were too high,

that would clearly be a waste of resources. Clearly, the choice of transmit power

must depend on the number of nodes that are yet to receive the packet, and the set

of powers to choose from.

2.3 Control problem as Markov Decision Process

We model the problem described above as an optimal first-passage problem in

a Markovian decision process.

2.3.1 State

Define the state xt of the system as the number of receivers yet to be reached

at the beginning of slot t in order to achieve the goal for the packet in service.

Therefore, xt ∈ {0, 1, . . . , K}, with x0 = K. The value of xt continuously reduces

from K to 0, at which time the system is reset to the initial state.

2.3.2 Control

The control ut denotes the choice of transmit power at time t, where ut ∈

{1, 2}. Control ut = 1(2) means that transmit power P1(P2) is being used at time

t. Also, ut can be either 1 or 2 as long as xt > 0. The state xt = 0 represents the

goal having been reached, so we do not associate a control with it.

16



2.3.3 Stopping time

The stopping time τ is defined to be the first time that xt = 0 is reached for

the current packet.

τ = min
t>0

{xt = 0|x0 = K} (2.3)

2.3.4 Control problem

We need to compute the policy {u(x), x = 1, 2, . . . , K} which minimizes

σ = E

[
τ−1∑
t=0

Put

]
(2.4)

where the cost incurred at every stage is Put .

2.3.5 State transitions

If power Pu is used for transmission, call the corresponding probability of

successful reception by a single receiver µu, where µu is given by (2.1).

For i = 1, 2, ..., K,

State x = i =⇒ At least i more need to receive packet to reach goal

=⇒ K − i nodes have received packet

=⇒ N −K + i nodes have not yet received the packet

Therefore, a transition from state i to state j will have the following probability:

dij(u) =





(
N−K+i

i−j

)
µi−j

u (1− µu)
N−K+j i = 1, . . . , K j = 1, ..., i

∑N−K+i
l=i

(
N−K+i

l

)
µl

u(1− µu)
N−K+i−l i = 0, . . . , K j = 0

0 otherwise

(2.5)
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2.4 Existing results for the Optimal first-passage problem

Derman proves in [7] that for a system with non-negative stage costs (as is

the case here), a stationary policy exists that minimizes the cost function involved.

Also, he outlines an algorithm to compute the optimal policy. This algorithm is

described here, and later the implementation of the algorithm with respect to the

above problem is discussed.

2.4.1 Computing optimal policy

The optimal policy can be computed using the method of value iteration. In

the present context, it is as follows. Let {v0(i), i ∈ I − {0}} be arbitrary (where I

is the index set of possible states), and define

vn+1(i) = min
u∈Ω

{
Pu +

∑

j 6=0

dij(u)vn(j)

}
, i ∈ I − {0} (2.6)

It is proved in [7] that limn→∞ vn(i) converges to the optimal value σ∗(i) independent

of {v0(i)}. As a corollary to this, we also have that the function {σ∗(i), i ∈ I−{0}}

uniquely satisfies

σ∗(i) = min
u∈Ω

{
Pu +

∑

j 6=0

dij(u)σ∗(j)

}
, i ∈ I − {0} (2.7)

Thus, we start the method of value iteration with an arbitrary vector {v0(i), i ∈

I − {0}}, and iterate it according to (2.6). In the limit, we get equation (2.7) with

the optimal policy R∗ as that policy determined by those actions which minimize the

right hand side of (2.7). In practice, the limit may sometimes not be attained, but

a large number of iterations of (2.6) should in most cases yield the optimal policy

18



or a good approximation. The theory behind value iteration and other algorithms

is also discussed in detail in [2].

2.5 Results for the two-power case

The value iteration algorithm was applied to the problem of minimizing the

energy expenditure to reach K out of N receivers. Simulations were run for various

values of K and N , and the following results were observed.

2.5.1 Structure of optimal policy

It was observed that the policy is always of the threshold type, i.e., P1 is

used for all states xt < Nth, and P2 for all xt ≥ Nth, where Nth is the threshold

that is determined by the parameters of the system. In other words, for any set of

parameters (N, K, P1, P2), the optimal policy is one where the lower transmit power

is used when the system is closer to reaching the goal, and the higher transmit

power is used when many receivers need to be reached. Also, the threshold does not

depend solely on the difference between P1 and P2, but rather on the actual values

of P1 and P2.

- For low values of P1, with P2 only slightly greater than P1, the optimal policy

is the one that uses P2 always. As P2 increases, keeping P1 fixed, the optimal

policy favors using P1 for the cases when the number of nodes remaining is

small. This threshold increases with P2, until P1 becomes optimal for all states.
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Figure 2.1: Threshold Nth when P1 and P2 vary from 0.5 to 10 in steps of 0.5

- For large values of P1 (and larger values of P2), the optimal policy was to

always use P1. It appears that increasing P1 beyond a certain point itself is

overkill, and using higher power P2 is simply a waste.

The results of running the algorithm for the case of N = 20, K = 18 (and

L = 16, N0 = 1) with powers varying from 0.5 to 10 is shown in figure 2.1. The

numbers indicate the threshold at which the transmit power switches from P1 to P2,

with ∞ indicating that P2 is never used. 0 is used to indicate that P1 = P2, so the

choice becomes immaterial. As we can see from the figure, for small values of P1,

the higher power P2 is favored even when there are only a few nodes to be reached.

This is because the probability of reaching a single node is too low using P1. As P1

increases, the system tends to favor it more and more, with P2 being used only for
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the higher states, i.e. ones where a large number of nodes are yet to be reached.

Finally, as P1 becomes too high, P2 is not used at all.

2.5.2 Service time and comparison of threshold policies

While the above algorithm and results describe the structure of the optimal

minimum-energy policy, they do not describe its delay performance. We define the

Service time of the packet as the number of transmissions it undergoes until it finally

reaches the goal. We would like to see how the average service time of the packet

under the optimal-energy policy compares with other policies. This comparison is

done in figure 2.2.

It is quite clear that the optimal-service-time policy is one where we always

transmit with the higher power. Moreover, we expect the service time to reduce as

the threshold moves toward lower values, i.e. the higher power is used for more and

more states. In order to see this, we take a closer look at figure 2.2, ignoring the

first point (which is the one where the lower power is used exclusively). The energy

and service times are plotted against the threshold values in figures 2.3 and 2.4.

2.5.3 Varying the goal

So far, we have examined the structure of the optimal policy and the delay for a

fixed goal. We would like to see how the optimal policy and the cost of transmission

behave when we change the minimum number of nodes that need to be reached. We

illustrate the behavior using figures 2.5 and 2.6 for the energy cost, and figure 2.7
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for the service-time performance.
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Figure 2.5: Optimal energy per packet vs. Goal - Varying P1

The following inferences can be made from the figures.

1. As we can see from the figures, for most choices of P1 and P2, the curve steadily

increases, and then flattens out for a while, before it starts increasing again.

The only cases where this does not happen is when the optimal policy (for

all goals) is always P1 or always P2, which are not interesting cases. Such

behavior implies that there exists a range of goals which can all be reached

using the same energy cost. Therefore, if we are operating at that energy level,
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we could insist on having the higher goal, thus ensuring a higher quality of

service for the same energy cost.

2. The width of the flat portion of the curve and the point where it starts depend

on the powers chosen. It appears that fixing P1 and varying P2 causes the

flattening to start later as P2 increases. Similar behavior is observed when

P2 is held fixed and P1 varied. An interesting observation can be made with

regard to the optimal policy when the curve starts to flatten. We shall discuss

this a little later.

3. Note also, that for a fixed P1 and variable P2, the energy cost when the goal is

small are all the same. This is because the optimal policy in these situations

favor using P1 always. However, as the goal increases, both P1 and P2 are

used. Here we observe that higher values of P2 perform worse for intermediate

goals, but become better as the goal becomes high. For the other case, i.e.

variable P1 with fixed P2, the higher goals all have the same performance. This

is because P1 is used only for a few lower states, and its contribution to the

net cost is minimal. At low goals, however, higher values of P1 prove costlier.

This is because for the values of P1 that we considered (for eg, 3, 4, 5 in the

graph), a single transmission is sufficient to reach the low goal. However, if

we consider low values of P1 (for eg, 0.3, 0.4, 0.5) where multiple transmissions

are needed in order to meet the goal, the costs in the low-goal region seem

to be reducing with increase in P1. Therefore, it is difficult to generalize the

behavior in this case.
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4. We see from the service-time curve (Figure 2.7) that when the optimal-energy

policy is used, the service time steadily increases until a certain point, at which

it suddenly drops and starts increasing again. The interesting aspect is that

the goal at which the service time drops is the same as the point at which the

energy curve flattens out. In order to better understand this, we need to look

at the optimal policies.

Let us consider the example for which the graphs are shown, i.e. (N = 20, P1 =

2, P2 = 6, N0 = 1, L = 16). The optimal-energy policy for all goals K ≤ 11 turns

out to be the one that always uses P1. However, when the goal is 12, the optimal

policy is one where P2 is used for the two highest states, i.e. when the packet has

just begun transmission, or has reached just one receiver. And it is exactly at this

goal (i.e. 12), that the service time drops and the energy curve flattens out. This

behavior is seen in all cases - the point at which P2 enters the optimal policy is the

point at which the energy and the delay curves change their behavior (which we

shall refer to as the ’critical goal’). For higher goals, P2 is used for more and more

states, i.e. the threshold moves lower. Therefore, looking at the energy curves, we

know the optimal policy for all goals less than the critical goal. For goals higher

than the critical value, we know that P2 is being used, but the threshold cannot be

seen directly from the energy-goal graph.
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2.5.4 Dynamic interpretation of the energy-goal curve

The energy-goal figures (Figures 2.5 and 2.6) are plots of optimal energy ex-

pended versus the minimum number of nodes to be reached. They may appear

to offer a dynamic interpretation as well, but closer inspection reveals the inter-

pretation is inaccurate. Further explanation of this is best accomplished using an

example.

Let us again consider the example that we have used so far. Say, we have

N = 20 nodes totally, and our goal is to reach at least K = 13. We operate

according to the optimal policy, and say we reach 3 nodes. That leaves us in state

10. By the Principle of Optimality, we may be tempted to argue that the optimal

policy from here on is the same as the optimal policy when starting with a goal of

10. However, a look at the optimal policies for goals 13 and 10 reveal that it is not

so. The optimal policies turn out to be :

Goal Optimal policy

10 P1 for all states (1, . . . , 10)

13 P1 for states (1, . . . , 8) and P2 for states (9, . . . , 13).

Therefore, the optimal policy for state 10 is different depending on whether we start

from 10 or whether we reach state 10 starting from state 13. The reason for this

apparent discrepancy is as follows.

When we start off with a goal of 10, it implies that we have to reach 10 out

of 20 nodes, and can ignore 10 nodes. However, when we start off with a goal of 13

and reach 3 nodes, it implies that we now have to reach 10 out of the remaining 17

nodes, and not 10 out of 20. The two problems are not equivalent and therefore the
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optimal policies are different in the two cases.

2.6 Extension to multiple powers

The previous sections where the transmitter was constrained to choose between

two powers gave some insight into the structure of the problem. However, most

transmitters capable of power control can usually choose between multiple transmit

powers, if not over a continuous range of values. Therefore, we also extend the

algorithm and results from the previous sections to a problem where the transmitter

has a choice of more than two powers.

The extension of the problem to multiple powers is straightforward. We now

need to choose control u ∈ {1, 2, . . . , Npow}, where there are totally Npow powers to

choose from, and choosing u = i implies that power Pi will be used for transmission.

Also, without loss of generality, P1 < P2 < . . . < PNpow . The probability of successful

reception, the stopping time and the state transitions are the same as earlier.

2.6.1 Results for multiple-power case

We find that for the multiple-power case, the optimal policy is always of the

separation type, i.e., it has the structure of using P1 for states {1, ..., n1}, P2 for

states {n1 + 1, ..., n2}, and so on, where n1 ≤ n2 ≤ . . . ≤ K.

When the goal is varied, the system exhibits behavior similar to the two-

power case, as shown in figure 2.8 where we choose between three powers. The

curve flattens at two points (6 and 14), and those points represents the goals at
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which P2 and P3 enter the optimal policy. The behavior of the service-time curve is

also similar to the two-power case, as shown in figure 2.9.

2.6.2 Continuous power control

We would like to extend the problem to approximate continuous power control,

i.e., where the transmitter can choose over a range of values. In order to do this,

we divide the fixed interval [Pmin, Pmax] into Npow − 1 equal intervals, where Npow

is large. The transmitter has to now optimally choose between Npow powers.

Structure of optimal policy

As we can see from figure 2.10, the optimal choice of transmit power increases

with the state (number of nodes to be reached), in a concave fashion. Also, the

optimal power for every state increases with the goal, which is also as expected.

Effect of granularity of division on optimal policy

As we can see from figure 2.11, the optimal policy converges as the interval

becomes more and more fine-grained. We can see, in this example, that even dividing

the interval [1, 10] into 9 equal parts comes close to optimal. There is almost no

difference in the policies when dividing the interval [1, 10] into 50 or 500 parts.

However, using only two powers is quite wasteful, especially if the higher power is

large (as in figure 2.11), since the optimal transmission power does not much go

above 4.
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Energy and service time for continuous-power approximation

Figures 2.12 and 2.13 show how the optimum energy and service time vary

with the goal. We observe here, that the optimum energy tends to grow linearly

with the goal (for small goals), but increases rapidly as the goal gets closer to the

total number of nodes. The delay also tends to be roughly constant over most goals,

increasing as the goal gets close to the total number of receivers in the network.
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2.7 Conclusions

In this chapter, we studied the problem of finding the power-control policy

that will give us the minimum energy consumption, when it is sufficient to reach

a subset of the total number of receivers. Initially, we considered the case when

the transmitter could only choose between two powers, and found that the optimal

policy was always of the threshold type. As a result of this, the control mechanism

can be implemented using a simple switch. Also, since it does not involve constant

swings in transmit power, the electronics can be much simpler to design. Simpler

electronics also leads to some power savings in the node, which is an added bonus.

We also studied how the threshold varied as functions of the two powers, when all

other parameters of the system were fixed.

The variation of the optimum energy with the goal was studied, and it was

found that there exist a range of goals for which the energy cost is the same. There-

fore, if we are willing to operate at that energy cost, we could insist on having the

highest among those goals as the target. The average service time also reduces if

we operate in this region. We also found that the goal at which the higher power

enters the optimal policy is the same goal at which the energy curve flattens and

the service-time curve drops.

This study was extended to the case when the transmitter could choose be-

tween more than two powers, and it was found that the optimal policy was now of

the separation type. Again, the energy and delay performance was studied as the

goal was varied. The results were then further extended to approximate continuous
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power control. The conclusion that can be drawn from this is that it is expensive (in

terms of energy and delay) to insist on guaranteed delivery. Instead, if we can build

in some amount of redundancy into the system, by which most (but not all) nodes

receive each packet, we will save significantly on the energy and the delay, since they

seem to rise sharply as the goal moves closer to the total number of nodes.
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Chapter 3

Effect of Network Architecture on Downlink Performance

3.1 Introduction

Network architecture plays an important role in determining the performance

of network protocols. In this chapter, we compare the downlink performance of

satellite and cellular network architectures, in terms of energy consumption and

delay performance, as the parameters of the system are varied.

3.2 Differences between Satellite and Cellular architectures

While both satellite and cellular networks both are infrastructure-based wire-

less networks, they have some important differences. Some of these differences are

discussed in the following section.

1. Infrastructure cost

Both satellite and cellular networks require a significant infrastructure to be

set up before they can be deployed. While it is incredibly expensive to design

and launch a satellite, the cellular architecture is no less expensive because it

involves setting up a large number of base stations.

2. Integration with existing infrastructure

This is a significant advantage that cellular networks have over satellite net-
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works. They can be integrated seamlessly into the existing telephone in-

frastructure, whereas satellite networks require more infrastructure in the form

of earth stations in order to be integrated with the telephone network.

3. Effect of mobility

Mobility is a big issue with cellular networks, with handoffs being an important

consideration in network design. Geo-stationary satellites, owing to their fixed

position and their great distance, are relatively unaffected by node mobility

on the ground. However, Low-Earth Orbit (LEO) satellites have to deal with

handoffs, not only because of node mobility, but also because of the satellite’s

motion in its orbit.

4. Re-configurability

Cellular networks win hands-down on this issue, since it is much easier to up-

grade the base stations than it is to perform upgrades on a satellite. Therefore,

satellites have to be designed keeping in mind the long-term requirements of

the network.

5. Energy availability

Satellites are powered by batteries that are charged by solar cells, while base

stations in a cellular network are usually connected to power mains. Therefore,

energy is a critical consideration in satellite networks. This, combined with

limited processing capability, makes energy-efficient network protocols a very

important factor in network design.
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6. Round-trip time

Satellites, owing to their great distance, have the associated problem that the

round-trip time is comparable to the packet transmission time. This requires

special protocols in many cases. For example, CSMA, which is an efficient pro-

tocol for small-scale terrestrial networks cannot be used with satellites. This

also imposes a minimum delay on packet transmissions, limiting the through-

put that can be achieved.

3.3 Problem Statement

We would like to compare the downlink broadcast performance of satellite and

cellular network architectures, in terms of energy and delay, as the parameters of the

network such as the input rate and the transmit power are varied. The system model

that we use, along with the simplifying assumptions that we make, are described in

the section below.

3.4 System model

3.4.1 Architecture

Satellite

The network consists of a satellite orbiting at a height h, serving N nodes which

lie in the satellite’s footprint. In this thesis, we consider the case of LEO satellites,

where h = 1000km. The nodes on the ground are assumed to be stationary. We
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assume that the satellite has a single spot-beam.

The issue of handoffs arising due to the movement of the satellite footprint is

not addressed. The time period of interest is when the satellite is directly overhead

and has connectivity with the area in consideration.

Cellular network

The satellite footprint is also served by a cellular network, consisting of M

non-overlapping cells of radius r. We shall make a simplifying assumption that the

N nodes are equally distributed among the M base stations (N >> M), and are

stationary.

3.4.2 Bandwidth

In order to make a fair comparison between the two architectures, we assume

that both have the same bandwidth of W bits/second. The satellite can use this

bandwidth completely, while for the cellular network it is divided into equal, non-

overlapping bands. Because of frequency re-use, and taking the reuse-factor to be

7 as in the GSM case, each base station is therefore allotted bandwidth W/7. By

this scheme, for any given cell, the cells adjoining it use different frequency bands,

and we assume that transmissions over the same band by base stations that are not

adjacent to it do not cause any interference.
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3.4.3 Data

Data is assumed to be in the form of fixed-length packets of length L bits

each. Because of the nature of data traffic, we do not have any strict deadlines on

the delay that these packet incur. However, we do require that they be delivered

error-free.

3.4.4 Discrete-time model

We assume time to be slotted, and the slot length is chosen to be equal to

a packet transmission time when the entire bandwidth W is used for transmis-

sion. In other words, slot length ∆ = L/W . All transmitters are taken to be

slot-synchronous.

3.4.5 Round-trip time

Since we consider LEO satellites (which are at a height of 1000 km), the round

trip time is equal to

RTT =
2× 1000 km

3× 108 m/s
= 6.66 msec (3.1)

The round-trip time of the satellite is approximated to an integral number of

slots. Terrestrial transmissions are assumed to have zero round-trip time.

3.4.6 Type of service

We are interested in the broadcast case, where each packet is intended for all

N nodes. Also, we consider the guaranteed-delivery situation, where we require that
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all N destinations receive the packet correctly.

3.4.7 Queuing

Each of the transmitters (terrestrial and satellite) has a single queue for the

packets. The buffer size is assumed to be unlimited in both cases. Packets at the

head of the queues are broadcast to all the receivers.

3.4.8 Arrivals

Since we are primarily interested in the downlink performance, we shall assume

the packet generation process to be as follows.

Satellite

In each slot, a source generates a packet with a probability λ, independent

across slots. Upon generation, it is put into the queue in the satellite, awaiting

transmission.

Cellular

In each slot, a central source generates a packet with a probability λ, inde-

pendent across slots. This packet is then put into the queues at all the base

stations. We assume that this process happens instantaneously, so the arrival

processes at all M queues is identical.
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3.4.9 Channels

The channel between each transmitter-receiver pair is modeled as an AWGN

channel with attenuation. As a simplifying assumption, all channels are assumed to

be independent of each other, and independent from bit to bit. The amplitude of

the received signal y when the transmitted signal is x is given by

y = d−γx + w (3.2)

where w is white Gaussian noise with variance N0, and d is the distance between

the transmitter and the receiver.

1. Satellite channel

Considering BPSK modulation, if the satellite transmits a bit with a power P ,

then the received amplitude is h−γs
√

P , where h is the height of the satellite

and γs is the path-loss exponent for the satellite. The received signal power is

therefore h−2γsP .

2. Terrestrial channel

BPSK modulation with transmit power P will result in a received signal power

of r−2γtP and a received amplitude of r−γt
√

P , where r is the radius of the cell

and γt is the path-loss exponent for the cellular case. The received power will

actually vary with distance from the base station, but we consider the lower

bound to apply for all nodes. While we make this assumption for simplicity,

we recognize that the actual energy consumption and the end-to-end delay in

the cellular architecture will be lower than the values computed here.
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3.4.10 Successful reception

For a packet of L bits, assuming BPSK modulation, the entire packet is re-

ceived successfully with a probability

P [success] =

[
1−Q

(
arecd√

N0

)]L

(3.3)

where arecd is the received amplitude and N0 is the noise variance.

Therefore, for the satellite and terrestrial channels respectively,

ps =

[
1−Q

(
h−γs

√
Ptr

N0

)]L

(3.4)

pt =

[
1−Q

(
r−γt

√
Ptr

N0

)]L

(3.5)

where Ptr is the transmit power used.

3.4.11 The transmission process

Satellite network

The satellite transmits the packet at the head of the queue with a power Ptr

for the duration of the packet transmission. Each node receives the packet correctly

with a probability ps described earlier. If the transmission takes A slots and the

round-trip time is R slots, then the satellite expends energy for the first A slots,

and receives ACKs from all the nodes at the end of A+R slots. If any node has not

received the packet correctly, the satellite then retransmits the packet with the same

power Ptr. We assume that the transmit power does not vary with the state of the

system, i.e., no power control scheme is present. When all nodes receive the packet
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successfully, the packet is removed from the queue and the next packet is served.

Acknowledgments are assumed to be instantaneous, and Stop-and-wait ARQ (with

full-memory) is followed.

Cellular network

The terrestrial case is similar to the satellite case. All base stations transmit

with the same power Ptr, which is fixed. If any node that is associated with a

base station does not receive the transmitted packet successfully, the base station

retransmits the packet with power Ptr. Once all nodes in the cell receive the packet

correctly, it is removed from the queue and the base station transmits the next

packet.

3.5 Quantities of interest

We would like to compare the performance of the two architectures, based on

the following criteria. The parameters that are under our control are the packet

arrival rate and the power used for transmission. Varying these two, we would like

to see how the following quantities behave.

1. Energy expended per packet

This is defined as the total energy expended in transmitting the packet (over

all queues). We consider only the transmission energy here, processing and

other factors are ignored.
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2. End-to-end delay

We define the end-to-end delay of a packet as the time between its arrival

instant and the time at which all N receivers receive the packet correctly. In

the satellite case, this translates to the instant at which the packet leaves the

queue. In the cellular case, however, this implies the time at which the packet

leaves the last queue.

3. Maximum stable throughput

This refers to the maximum arrival rate that the queue can sustain, without

becoming unstable. This depends on the service time of each packet, which

depends on the power used for transmission.

3.6 Mathematical modeling of the network architectures

We model both architectures as systems of queues, fed by a Bernoulli arrival

process [33]. For the satellite network, this consists of a single queue into which

all packets are put, while for the cellular network we have M queues operating in

parallel, but having identical arrival processes. Also, the Bernoulli arrival process

enables us to model these systems as discrete-time Geo/G/1 queues.

Because the behavior of all queues involved is similar, we can derive results for

a generic Geo/G/1 queue having a structure similar to the queues in consideration.

The results for the satellite and cellular cases can then be obtained by substituting

the appropriate parameter values into the generic results.
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3.6.1 A Generic Geo/G/1 queue

Consider a queue that has a Bernoulli process with rate λ as the input process.

This queue serves Nc nodes, repeatedly re-transmitting packets until all Nc nodes

receive the packets correctly. The packet transmission time is A slots and the round-

trip time is R slots. In order to describe the queue, we need to describe the service-

time process.

From the channel model, we see that transmissions from the transmitter to a

particular receiver is independent of transmissions to any other receiver. Also, for a

given power level Ptr, the receiver receives a transmission correctly with probability

p, where p is determined by the channel model (Equations 3.4, 3.5). Therefore, for a

given packet, node i requires a number of transmissions Xi, where Xi is distributed

according to a Geometric distribution with parameter p. In other words,

P [Xi = r] = (1− p)r−1p r = 1, 2, . . . i = 1, . . . , Nc (3.6)

The packet has to be transmitted atleast Xi times to node i. However, owing

to the Wireless Multicast Advantage [15], each transmission reaches all Nc nodes.

Therefore, the total number of transmissions that a packet undergoes is equal to the

maximum of {Xi i = 1, ..., Nc}. The number of transmissions required for successful

reception of the packet can therefore be computed as follows.

Ntr = max
i=1,...,Nc

Xi Xi ∼ Geo(p) (3.7)
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P [Ntr = n] = P

[
max

i=1,...,Nc

Xi = n

]
= P [all Xi ≤ n]− P [all Xi < n] (3.8)

We know that for Geometric distributions,

P [Xi ≤ n] =
n∑

j=1

p(1− p)j−1 = 1− (1− p)n (3.9)

Combining this with the independence of the Xi, we get the distribution for

Ntr to be of the following form.

P [Ntr = n] = (1− qn)Nc − (1− qn−1)Nc n = 1, 2, ... (3.10)

where q = 1−p is the probability that a receiver fails to receive a packet transmission.

PGF of Ntr

We would like to compute the Probability Generating Function of the num-

ber of transmissions that each packet undergoes, in order to determine the delay

experienced by the packets in the queue.

F (z) = E[zNtr ] =
∞∑

y=1

P [Ntr = y]zy

=
∞∑

y=1

[
(1− qy)Nc − (1− qy−1)Nc

]
zy

=
∞∑

y=1

(1− qy)Nczy −
∞∑

y=1

(1− qy−1)Nczy

=
∞∑

y=1

(1− qy)Nczy −
∞∑

y=0

(1− qy)Nczy.z

=
∞∑

y=0

(1− qy)Nczy(1− z)

(3.11)
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∞∑
y=0

(1− qy)Nczy =
∞∑

y=0

Nc∑
n=0

(
Nc

n

)
(−1)nqynzy

=
Nc∑

n=0

(
Nc

n

)
(−1)n

∞∑
y=0

(zqn)y

=
Nc∑

n=0

(
Nc

n

)
(−1)n 1

1− zqn
for |z| < 1/qn

(3.12)

=⇒ F (z) =
Nc∑

n=0

(
Nc

n

)
(−1)n 1− z

1− qnz
|z| < 1 (3.13)

Simplifying,

F (z) = 1 +
Nc∑

n=1

(
Nc

n

)
(−1)n 1− z

1− qnz
|z| < 1 (3.14)

From this, we can derive the mean and the second moment of Ntr.

E[Ntr] = lim
z→1

F ′(z) =
Nc∑

n=1

(
Nc

n

)
(−1)n+1

1− qn

E[N2
tr] =

Nc∑
n=1

(
Nc

n

)
(−1)n+1 1 + qn

1− qn

(3.15)

Service-time distribution

The service time Y of a packet is equal to the number of transmissions of the

packet scaled by the number of slots taken per transmission i.e. Y = (A + R)Ntr.

Therefore, the distribution of the service time (measured in slots), and the PGF are

given by

P [Y = y] =





(1− qn)Nc − (1− qn−1)
Nc if y = (A + R)n, n = 1, 2, . . .

0 otherwise

(3.16)

Fy(z) = F (zA+R) = 1 +
Nc∑

n=1

(
Nc

n

)
(−1)n 1− zA+R

1− qnzA+R
|z(A+R)| < 1 (3.17)
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3.7 Application to Satellite and Cellular queues

The results from the above section can now be applied to the particular cases

of the satellite and cellular architecture that we are considering. For the satellite

architecture, we have Nc = N, A = 1, p = ps, while for each of the queues in the

cellular architecture, the parameters are now Nc = N/M,A = 7, R = 0, p = pt.

Applying these values to the equations above, we get the following results.

3.7.1 Satellite

For the satellite network, we have the distribution, mean and second moment

of the service time to be the following.

P [Y = y] =





(1− qn
s )N − (1− qn−1

s )
N

if y = (1 + R)n, n = 1, 2, . . .

0 otherwise

(3.18)

E[Y ] =
N∑

n=1

(
N

n

)
(−1)n+1(1 + R)

1− qn
s

(3.19)

E[Y 2] =
N∑

n=1

(
N

n

)
(−1)n+1(1 + R)2 1 + qn

s

1− qn
s

(3.20)

3.7.2 Cellular

For each of the queues in the cellular network, the distribution, mean and

second moment are as follows.
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P [Y = y] =





(1− qn
t )N/M − (

1− qn−1
t

)N/M
if y = 7n, n = 1, 2, . . .

0 otherwise

(3.21)

E[Y ] =

N/M∑
n=1

(
N/M

n

)
7(−1)n+1

1− qn
t

(3.22)

E[Y 2] =

N/M∑
n=1

(
N/M

n

)
(−1)n+172 1 + qn

t

1− qn
t

(3.23)

Since we assume that the nodes are divided equally between the cells, N/M

is an integer.

We are now in a position to compute the average energy and delay of the two

architectures, which we shall do in the following section.

3.8 Energy consumption

Before we derive the expressions for the average energy consumption for the

two cases, it would be instructive to study the variation of the consumed energy

with transmit power, when the transmitter has to reach only a single user.

3.8.1 Energy consumption for single user

Following the analysis done above, it can be quite clearly seen that for a

single user, the number of transmissions of a packet is Geometrically distributed

with probability p, which depends on the transmit power Ptr as described earlier

(equation 3.4). Without loss of generality, let us assume that there is no attenuation,
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and that N0 = 1. The average energy consumption per packet is then given by

Eavg = NavgEtrans (3.24)

where Navg is the average number of transmissions, and Etrans is the energy expended

per transmission. Therefore, the average energy expenditure is given by

Eavg =
Ptr∆

p
=

Ptr∆[
1−Q

(√
Ptr

N0

)]L
(3.25)

Assuming ∆ = 1, we study the behavior of this curve with Ptr. As we can

see, for low values of Ptr, the denominator rapidly increases to 1, while the nu-

merator does not increase so rapidly. Therefore, the slope of Eavg is negative near

Ptr = 0. However, at high Ptr, the denominator flattens out close to 1, while the

numerator increases linearly. Therefore, the slope of the curve is now positive. This

indicates that there exists a point of minimum on the curve. To compute this point

of minimum, we take the derivative as shown below.

d

dP
Eavg =

[
1−Q

(√
P
N0

)]L

− P d
dP

[
1−Q

(√
P
N0

)]L

([
1−Q

(√
P
N0

)]L
)2 (3.26)

Equating this to 0 for minimum and substituting N0 = 1,

[
1−Q

(√
P

)]L

+ LP
[
1−Q

(√
P

)]L−1 d

dP
Q

(√
P

)
= 0 (3.27)

We also know that

Q(x) =
1√
2π

∫ ∞

x

e−t2/2dt (3.28)

=⇒ d

dx
Q(x) = − 1√

2π
e−x2/2 (3.29)

56



Therefore, the above equation simplifies to

[
1−Q

(√
P

)]
=

L
√

P

2
√

2π
e−P/2 (3.30)
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Figure 3.1: Graph to determine optimal-energy point in single-receiver transmission

In order to see the behavior of this equation, we plot both sides of the equation,

as shown in Figure 3.1. We can see that there exists a power P which satisfies this

equation, and that this P increases with increasing L. Therefore, if the packet

length is larger, we require higher transmit power to reach the optimal-energy point

for a single receiver.

57



2 3 4 5 6 7 8 9
7

8

9

10

11

12

13

14

15

16

17
Energy vs. Power for single receiver

Transmit power

E
ne

rg
y 

co
ns

um
ed

 p
er

 p
ac

ke
t

Figure 3.2: Energy vs. Power for single receiver

To confirm this, we also plot the energy consumed versus transmit power, as

shown in figure 3.2. As we can see the optimum power matches that from figure 3.1.

It would be reasonable for us to expect a similar behavior even when each packet

has to reach multiple recipients.

3.8.2 Satellite network

For the satellite case, the energy consumed per packet is equal to the number

of times it gets transmitted, times the energy expended per transmission. Therefore,
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from equation 3.19, we get the energy consumption at the satellite to be equal to

Eavg,sat =
N∑

n=1

(
N

n

)
(−1)n+1Ptr∆

1− (1− ps)n

=
N∑

n=1

(
N

n

)
(−1)n+1Ptr∆

1−
(

1−
[
1−Q

(
h−γs

√
Ptr

N0

)]L
)n

(3.31)

3.8.3 Cellular network

Using a reasoning similar to the previous case, each base station consumes

energy equal to

Esingle queue =

N/M∑
n=1

(
N/M

n

)
(−1)n+1Ptr7∆

1− (1− pt)n

=

N/M∑
n=1

(
N/M

n

)
(−1)n+1Ptr7∆

1−
(

1−
[
1−Q

(
r−γt

√
Ptr

N0

)]L
)n

(3.32)

The total energy consumed in all M queues, is simply equal to this scaled by

M . Therefore,

Eavg,cell =

N/M∑
n=1

(
N/M

n

)
(−1)n+17MPtr∆

1−
(

1−
[
1−Q

(
r−γt

√
Ptr

N0

)]L
)n (3.33)

3.9 Delay comparison

The energy computation is fairly straightforward for both the satellite and the

cellular cases. However, the average end-to-end delay is not so straightforward. We

will see in the subsequent section that while this can be computed without much

trouble for the satellite case, the cellular case is almost impossible to handle.
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3.9.1 Satellite case

Since the queue is basically a Geo/G/1 queue, we can use the Pollaczek-

Khintchine formula to compute the average waiting time, following which we can

compute the average end-to-end delay. The Mean Pollaczek-Khintchine formula is

given by

Wavg =
λE[Y 2]

2(1− λE[Y ])
(3.34)

where Y is the random variable indicating the service time.

The average waiting time can be computed by substituting equations 3.19 and

3.20 in the above equation, and the end-to-end delay is given by the Wavg + E[Y ].

This is a straightforward process, but the end result is not reproduced here, since it

is a long and complicated expression that does not give much insight.

3.9.2 Cellular case

It is quite easy to compute the average delay experienced by a packet in a

single queue, using the same idea as in the satellite case. However, this is not

the same as the average end-to-end delay of the packet, since we define it as the

time between arrival and the time that the last queue finishes processing the packet.

Therefore, the end-to-end delay of the packet is given by the maximum of the delays

of the M queues. If the delay in queue i is denoted by Di, the end-to-end delay is

given by maxi=1,...,M Di. Therefore, the average end-to-end delay is given by

Davg = E

[
max

i=1,...,M
Di

]
(3.35)

However, we still need to determine the distribution of Di for queue i. Since
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the queues are statistically identical, it is sufficient to find the distribution of end-to-

end delay for a single queue. An expression for the Probability Generating Function

of Di is found in [28], namely,

D(z) =
(1− ρ)(1− z)B(z)

1− λ− z + λB(z)
(3.36)

where B(z) is the Probability Generating Function of the service time distribution

which can be found from equation 3.13 and ρ = λE[Y ], where E[Y ] is given by

equation 3.22.

In principle, we can find the expression for the average end-to-end delay in

the cellular case. It involves computing the PGF of Di using the above equation,

then computing the distribution from the PGF, after which the distribution of the

maximum should be computed, following which the average can be found. However,

in practice, it is very difficult to obtain any closed-form expressions, or even perform

the computation numerically. Therefore, we need to resort to alternate means of

comparing the two architectures.

3.10 Throughput comparison

Since all queues in consideration are Geo/G/1 queues, the criterion for stability

in those cases are given by ρ < 1, where ρ = λE[Y ]. We have already found

expressions for the average service time, given by equations 3.19 and 3.22. The

maximum stable input rate (and hence the maximum stable throughput) is given

by the reciprocal of the average service time in both cases.

61



3.11 Alternate scheme for comparison

Since the earlier comparison did not give us much insight into the problem,

we look at an alternate means of comparing the two network architectures, based

on sample-path arguments. Before we explain this idea further, it would help to

look at the values of some parameters that we will be using, in order to justify the

method of comparison.

3.11.1 Parameter values used

As we discussed earlier, we shall be comparing LEO satellite architecture with

cellular network. LEO satellites orbit around a height of 1000 km. Also, we assume

the radius of the cell to be 10 km, which is a very reasonable value. The path-loss

exponent has been determined experimentally, and the values for different environ-

ments are given in [24]. For free space propagation, as in the case of satellites, γs = 1

(received power α d−2), while for the cellular case γt = 1.5 (received power α d−3),

owing to the presence of obstacles and reflections on the path. Thermal noise at the

receiver (N0) has an average value of 10−12. We assume the data rate (bandwidth)

to be a 1 Mbps link, and the packet length to be 1024 bits (i.e., 1 Kbit). All these

values are standard numbers found in literature. However, they have an interesting

relationship that we discuss below.

The packet transmission time is now equal to 1 Kb/1 Mbps = 1 msec. We have

seen earlier that the round-trip time is approximately 6 msec. This means that the

round-trip time is equal to 6 slots, which makes each transmission 7 slots long. In the
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cellular case, though the round-trip time is assumed to be zero, each transmission

in itself takes 7 slots, since the available bandwidth at each base station is equal

to 1/7 of the total bandwidth. Therefore, the time between the start of successive

transmissions is the same in both cases.

Also, from the channel model that we assume, for a given transmission power

at the satellite, the received power is equal to Ph−2, which is equal to P.(106)−2 =

P.10−12. For the cellular network, the received power at the nodes is equal to

Pr−3 = P.(104)−3 = P.10−12. Therefore, we see that the same transmit power gives

us the same received power in both cases. This enables us to compare the two

architectures on the basis of the number of transmissions of a packet alone. We now

provide an argument by which we show that the total number of transmissions that

a packet undergoes is greater in a cellular network than the satellite network, but

the end-to-end delay, measured in number of transmission intervals, is greater for

the satellite network. Later, we extend this argument to different data rates and

packet lengths.

3.11.2 Example to motivate argument

To motivate the idea behind the sample-path argument, let us look at the

following argument. Say, we have two cells, both empty to start with. Consider the

following sequence of events.

1. At time t = 0, one packet arrives, which requires 3 transmissions to complete

in cell 1, and 9 transmissions in cell 2.
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2. The second packet arrives at the end of the first transmission, and requires 10

and 2 transmissions to reach cells 1 and 2 respectively. Therefore, now, the

first queue has 2 more transmissions for the first packet to complete and 10

for the second to complete. The second queue has 8 transmissions for the first

packet and 2 for the second packet. Let us consider the service times of both

the packets.

If we were using the single-queue mechanism (i.e. satellite architecture), the

first packet would take max{9, 3} transmissions to complete, and the second packet

would take max{10, 2} transmissions. Therefore, the delay for the first packet would

be 9, and for the second packet would be 9+10− 1 = 18 transmission intervals (the

−1 comes because the second packet arrived at the end of the first transmission).

On the other hand, if we were using the multi-queue mechanism, the first

packet would finish serving in queue 1 in 3 intervals and in queue 2 in 9 intervals,

making the delay for this packet equal to 9, which is the same as in the earlier case.

The second packet, however, finishes in queue 1 after 12 intervals, and in queue 2

after 10 intervals, giving it an end-to-end delay of 12 transmission intervals, which

is lesser than in the first case.

The enhancement in delay comes from the fact that in a single-queue mecha-

nism, each packet sees the worst-case transmissions for every packet that is ahead of

it in the queue, before it starts its own transmission. However, in the other case, the

worst-case transmissions get spread out over different queues, which shortens the

end-to-end time for each queue. Using this idea, we present a formalized argument,
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and compare the energy and end-to-end delays of the two architectures.

3.11.3 Sample-path comparison

In this section, we show that the number of transmissions a packet undergoes

(and hence the energy consumption) is greater in the cellular architecture than the

satellite architecture, but the end-to-end delay (measured in number of transmis-

sions) is lower for the cellular case. Since our parameters are such that the transmit

power and the length of a transmission interval is the same under both architec-

tures, this suffices to compare them against each other. We also extrapolate the

results obtained to different sets of parameters, where the satellite and the cellular

architectures take different number of slots per transmission.

Number of transmissions experienced by a packet

We know that each packet has to reach N users, and that the number of

transmissions required to reach user i is denoted as Xi, which is Geometrically

distributed with probability p, as discussed earlier.

• For the satellite (single-queue) case, the number of transmissions is equal to

Ntrans,sat = max
i=1,...,N

Xi. (3.37)

• Each queue in the cellular case serves N/M nodes, i.e., queue i serves nodes

{(i− 1)(N/M) + 1, ..., iN/M}. Therefore, the number of transmissions expe-
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rienced by a given packet in queue i is given by

ri = max
j=(i−1)(N/M)+1,...,iN/M

Xi. (3.38)

Therefore, the total number of transmissions that this packet undergoes in

the cellular case is equal to Ntrans,cell =
∑M

i=1 ri. In the satellite case, we can

see that Ntrans,sat = maxi=1,...,M ri.

We know that for any set of positive numbers {ai, i = 1, ..., M}, the maximum

of the M numbers is always less than their sum. This is true for every realization of

the Xi. Therefore, we can conclude that the number of transmissions experienced by

every packet in the single-queue case is less than that experienced in the multiple-

queue case.

Energy consumption

We know that for the satellite case, power is consumed only during one slot;

the remaining slots are basically the round-trip time. So, the energy consumed per

transmission is one-seventh in the case of the satellite than in the cellular architec-

ture. We have also just seen that satellite architecture leads to fewer transmissions

per packet than the cellular case. Therefore, we can conclude that satellite archi-

tecture is more energy-efficient than the cellular case.

Delay performance

As we have done in the previous case, we show that the end-to-end delay (in

terms of the number of transmissions that a packet sees, from the time it enters
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the queue(s) to the time it finishes service) is lesser for the cellular case than the

satellite case.

Consider a packet that has just arrived and has been put into the queue.

Upon arrival, say it sees K − 1 packets ahead of it. In order to make notation more

convenient, we shall label this packet as packet K. We study the cellular case first,

as it involves some notation that can be carried over easily to the satellite case.

The state of the system (i.e., the number of transmissions of each packet ahead

of it in the queue) that packet K sees can be depicted in the following table. We

assume, without loss of generality, that the same packet is being transmitted in all

queues when packet K arrives. It is easy to see that if this were not so, the inequality

is further strengthened. Therefore, we see that end-to-end delay for a packet in the

satellite case can at best be equal to the cellular case.

Packet Queue 1 Queue 2 ... Queue M

1 r1,1 r1,2 ... r1,M

2 r2,1 r2,2 ... r2,M

...
...

...
...

...

K-1 rK−1,1 rK−1,2 ... rK−1,M

K rK,1 rK,2 ... rK,M

Table 3.1: Number of outstanding transmissions seen by packet K upon arrival

Here, ri,j denotes the number of outstanding transmissions of packet i in queue

j. Therefore, the total number of transmission that packet K sees in queue i before

it completes is given by
∑K

i=1 ri,j. The end-to-end delay is the maximum of the
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delays in the individual queues, so the net end-to-end delay for this case is equal to

Dcell = max
j=1,...,M

[
K∑

i=1

ri,j

]
(3.39)

In the satellite case, with the same realizations of the random variables ri,j,

we know that the number of transmissions experienced by packet i is the equal to

maxj=1,...,M ri,j, and therefore the end-to-end delay experienced by packet K under

the satellite architecture would be equal to

Dsat =
M∑
i=1

[
max

j=1,...,M
ri,j

]
(3.40)

Clearly, Dcell ≤ Dsat for any realization of the ri,j (in effect, for any realization

of the Xi,j). Here the Dcell and Dsat denote the number of transmissions seen in

either case, but since in both cases each transmission requires 7 slots, the comparison

still remains valid.

Another thing that emerges from the above analysis is that a packet can ex-

perience the same delay under both architectures, only under one of the following

conditions.

1. It is the first packet in all the queues, i.e., the system is empty when the packet

arrives.

2. All packets ahead of it in the queue must have their worst receiver lying in the

same base station. Because of the independent nature of the channel, this is

very unlikely, especially if the number of packets ahead of it is large.

Implicit in this argument is the assumption that packet K arrives just at the

beginning of a transmission. This need not be the case, especially with multi-slot
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transmissions where arrivals can occur at the beginning of each slot. However, we

can easily see that this does not affect the argument. For a packet that arrives

during an ongoing transmission, the end-to-end delay in the two cases is equal to

Dsat + f1 (satellite) and Dcell + f2 (cellular), where f1 and f2 represent the residual

transmission interval when packet K arrives (for the two architectures). Because

f1 and f2 are fractions, the inequality above for any sample path changes only if

Dcell = Dsat. However, if Dcell = Dsat because the system is empty, then f1 = f2 = 0,

since there is no ongoing transmission when the packet arrives. Therefore, the only

sample paths for which the inequality may change are those for which the worst-

case transmission for all packets in the queue fall in the same cell, which as we

have said before is very unlikely. Consequently, on the average, we conclude that

the end-to-end delay in the cellular architecture is lesser than that of the satellite

architecture.

We also see that the disparity in the number of transmissions between the two

architectures (i.e., equations 3.40 and 3.39) increases with the following conditions :

1. Arrival rate - As the arrival rate increases, the average number of packets

already in queue, as seen by an incoming packet gets larger. This increases

the differences between the delay in the two architectures.

2. Variance in ri,j - As the variance of ri,j increases, the worst-case number of

transmissions becomes much greater than the average case. Since the satellite

sees the worst-case number for every packet, this leads to the delay increasing.

3. Number of queues - As the number of queues gets larger, the worst-case gets
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spread out further, leading to lower delays in the cellular case as compared to

the satellite case.

Extension to other parameter sets

While the above argument is valid for the transmissions seen by an incoming

packet, making the actual delay and energy comparisons depend critically on the

channel capacity and the packet length. We shall try to extend the above argument

to different packet lengths and data rates.

Let us see, for example, what happens when we reduce the packet length by

a factor of two (i.e., change it to 512 bits). Because of this, the slot length (defined

as a packet transmission time) becomes half of what it was earlier (i.e. 0.5 msec).

Since the round-trip time is still 6 msec, the satellite now takes 13 slots between

the start of successive transmissions (1 transmit time + 12 round-trip time). The

cellular case, on the other hand, still takes only 7 slots, since it still has the same

bandwidth. This increase in the inter-transmission interval of the satellite compared

to the cellular case only worsens the already poor delay. As far as energy goes,

though an inter-transmission interval is longer for the satellite, the satellite is still

expending power for only one slot, as compared to 7 in the cellular case. Therefore,

the energy comparison also remains the same. Thus we see that reducing the packet

length (or in effect, increasing the data rate) does not affect the results obtained.

Doubling the packet length doubles the slot length to 2 msec. Because of this,

the satellite now takes 4 slots per transmission (1 transmission + 3 rtt), as compared
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to the cellular which takes 7 slots of transmission. Again, the energy comparison

remains valid (since the number of transmissions is always smaller for the satellite

case than for the cellular case, and the satellite consumes power for only one slot

compared to 7 in the other case). The delay comparison, however, may change

depending on the arrival rate and the transmit power. While we cannot determine

which is lesser, we can surely say that as we increase the arrival rate the cellular

case will perform better than the satellite case above a certain arrival rate. This is

because the disparity between the number of transmissions in the two cases grows

with the arrival rate, and above a certain rate this disparity becomes large enough

to compensate for the longer packet transmission interval in the cellular case.

3.12 Simulation results

In order to confirm the results obtained above, we run simulations for the var-

ious comparisons, which are shown in the following sections. The simulations were

written using C++ on Linux, and run on a computer with a Pentium 4 (2.4 GHz)

processor and 512 MB RAM. The memory management for the queues was done

using the C++ STL container deque, and the drand48() random number generator

was used throughout. The simulation was run for the length of time taken to com-

plete transmission of 2000020 packets starting from an empty queue, and the first

twenty packets were ignored while computing the averages.
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3.12.1 Energy consumption

The simulation results for the energy consumption of the two architectures are

shown in figure 3.3, and the following conclusions can be reached.
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Figure 3.3: Energy vs. Power for Satellite and Cellular architectures

1. The energy consumed per packet is higher in the case of the cellular architec-

ture than the satellite architecture, as we expected.

2. The energy consumed per packet has a minimum point, like in the single-

receiver case. The minimum-energy point is not the same for the two cases,

however.
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3. As we can see from the graph, the average energy consumed in the two cases

differ by orders of magnitude. Therefore, we can see that reducing the base

station radius (say, by a factor of two) does not affect this comparison, since

the difference between the two cases is large enough to overwhelm the gain

achievable by shrinking the cell size by a small amount. Consequently, we

expect the actual energy consumption in the satellite and cellular architectures

(taking node location into consideration) to behave similarly.

3.12.2 Maximum stable throughput

The maximum stable throughput, as discussed earlier, is equal to the reciprocal

of the average service time of the packet. For the cellular case, we require all

queues to be stable. However, since the queues are statistically indistinguishable,

the stability criterion is the same for all of them. Since now each queue serves only

part of the total number of customers, we expect that the cellular system has a

higher stability threshold. This is verified by the graph in figure 3.4.

We also see from the figure that at high transmit powers, the two systems

have the same stable throughput. This is because at such high powers, the prob-

ability of correct reception is almost equal to 1. Therefore, each packet completes

in approximately one transmission, irrespective of whether the satellite or cellular

architectures is being used. Thus, the maximum throughput for the two cases is the

same at high powers.
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3.12.3 Delay performance

Again, from our arguments in the previous sections, we expect that the delay

performance of the satellite case is worse than that of the cellular case. We verify

that this is actually the case, from figures 3.5 and 3.6.
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Figure 3.5: Delay vs. Source rate, both architectures, N = 64

The following conclusions can be reached from these figures.

1. As we can see from the figures, the cellular case always has a better delay

performance than the satellite case, for all source rates and transmit powers.

2. We notice that as the transmit power increases, the delays become close to
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each other, tending to a single transmission per packet.

3. For low transmission powers, the number of transmissions required per packet

is high, hence the service times of the packets in the queues is high. The

systems are therefore close to capacity (for the chosen source rate) when the

transmit power is low. Under this case, we can see greater difference between

the delays of the two architectures, as predicted by the sample-path compari-

son.

4. The effect of higher maximum throughput in the cellular case is also visible

in figure 3.5. The satellite quickly reaches capacity (at around 0.034 packets

per slot), whereas the delay for the cellular case at that load is quite low. The

cellular system reaches capacity much later.

3.12.4 Variation with N

As the number of people using wireless services increases rapidly, the average

number of wireless devices per unit area also increases. This prompts us to explore

how the two architectures in consideration behave as we increase N , keeping all

other parameters the same.

In order to gain some insight into how the architectures perform, let us first

take a look at the average number of transmissions a packet in a single-queue system

undergoes, when it has to reach N users. This is shown in figure 3.7, and can be

used to come up with some interesting conclusions.

Because of the concave nature of this curve, we make the observation that
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the average number of transmissions in a single-queue architecture (when there are

N receiver nodes) is lower than the total number of transmissions when operating

under the multiple-queue architecture (when each queue serves N/M receivers). In

other words, Ntr(N) ≤ MNtr(N/M), where Ntr is the average number of transmis-

sions shown in figure 3.7. Also, we expect this difference to increase as N increases,

keeping the number of base stations fixed. Therefore, we expect the energy con-

sumption to also follow the same trend, i.e., as the number of nodes increases, the

energy difference between the satellite and the cellular architectures increases. This

can be verified through simulation, and shown in figure 3.8.
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As we can see from the figure, the energy consumed per packet for the satellite

architecture increases far lesser as compared to the cellular architecture when N is

increased from 64 to 128. Owing to the scale of the numbers involved, the increase

in energy in the satellite case is not very visible in figure 3.8. Therefore, we show

the energy increase in the satellite architecture in figure 3.9.
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Figure 3.9: Energy increase in satellite architecture when N increases

The variation of delay with N is shown in figure 3.10. As we can see, the delay

increases for both architectures as N increases. However, the increase is dependent

on the source rate. For lower powers, the satellite architecture with N = 128 is much
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closer to the stability threshold than the satellite case with N = 64. Therefore, the

delay is much higher in this case than in the other cases. The cellular case is quite

far from being unstable, so the delays are not as affected by the increase in N .

1 2 3 4 5 6 7 8
0

100

200

300

400

500

600

700

Variation of delay with transmit power for different values of N,
for a given source rate

Transmit power

A
ve

ra
ge

 e
nd

−
to

−
en

d 
de

la
y 

(s
lo

ts
)

Cellular, N = 64
Cellular, N = 128
Satellite, N = 64
Satellite, N = 128

Parameters: M = 16, N
0
 = 1e−12,

λ = 0.01, L = 1024 bits

Figure 3.10: Delay vs. Power for different N values

3.13 Conclusions

In this chapter, we modeled the satellite and cellular systems using Geo/G/1

queues, and developed a formulation for comparing them on the basis of energy,

throughput and delay. Using first queuing theory formulation, and then sample-
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path arguments, we see that the satellite is more energy-efficient than the cellular

system. However, the cellular architecture provides a lower delay and a higher

maximum stable throughput (for the same transmit power) than the satellite does.

Thus, a trade-off between energy and delay is demonstrated in this context. Also,

the systems were studied when the density of nodes (number of nodes per unit area)

increases, and trends were established in this case as well.
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Chapter 4

Hybrid Satellite-Cellular Networks

4.1 Introduction

In the previous chapter, we have seen the trade-offs associated with satellite

and cellular networks, and how one performs better in terms of energy while the

other performs better in terms of delay. It seems reasonable to then extend this

idea into hybrid networks, which consist of both satellite and cellular components.

This is an idea which has been proposed recently in the literature. Since most of the

work has been done for voice applications or point-to-point links, we try to extend

our results to hybrid networks and establish trade-offs in those as well. The key

result that we obtain through simulation is that using hybrid networks, we can get

higher throughputs than by using only one of the components. However, this again

comes at the expense of energy consumption, which we shall demonstrate later.

4.2 Extension of Satellite and Cellular networks

We extend the existing models of satellite and cellular networks to a hybrid

network model as follows. We assume that the nodes are now capable of receiving

transmissions from both the satellite and the base station of the cell that they are

a part of. In order to keep the comparison fair, we keep the total bandwidth of the
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system (W ) constant. However, an additional parameter that arises in the context

of hybrid networks is the portion of bandwidth allocated to the two components. Let

us call this parameter α, where 0 ≤ α ≤ 1. α = 1 indicates that all the bandwidth

is alloted to the satellite, and α = 0 indicates that all bandwidth is allocated to the

terrestrial section. We still have the idea of frequency re-use in the base stations,

which implies that each base station gets a bandwidth equal to (1 − α)W/7. The

system is modeled as a set of M + 1 parallel discrete-time Geo/G/1 queues (M

base stations and 1 satellite queue). We assume the input processes to the satellite

and cellular components to be independent Bernoulli processes with rate λs and λt

respectively.

4.2.1 Discrete-time model

With the bandwidths of the two sections of the hybrid network being different,

defining a slot time as the time taken for a packet transmission no longer works,

since packet transmissions in the satellite and cellular sections can take different

times that are not integral multiples of each other. Therefore, in order to retain the

models that we have, we choose a slot length such that the packet transmission time

in both sections are integral multiples of the slot time. This can be easily done for

any α rational, as we see below.

Consider the total bandwidth W and the packet length L. For a given band-

width split α, the packet takes time equal to L/(αW ) in the satellite, and 7L/(1−

α)W in the cellular section. If α is rational, it can be cast in the form of a/(a + b),
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where a and b are integers. Therefore, the packet transmission times can now be

expressed in the following form.

Psat = L(a+b)
aW

(4.1)

Pcell = 7L(a+b)
bW

(4.2)

Therefore, if we now choose the slot length to be equal to ∆ = L(a + b)/abW ,

the packet transmission times are now integral multiples of ∆ (i.e. b∆ at the satellite

and 7a∆ at the base stations).

4.2.2 Arrival rates

Since the slot lengths differ with α, we can no longer define the input rate in

terms of packets per slot. Instead, we specify all input rates in packets per second,

which then means that the input rate in terms of packets per slot varies with the

fraction of bandwidth allocated to the two components.

4.2.3 Parameters

The hybrid network now has double the parameters as that of the single-

component networks. We now have N nodes, M + 1 queues, two arrival rates (ter-

restrial and satellite), two transmit powers, and a parameter indicating the fraction

of bandwidth allocated to each component. The quantities of interest, i.e., energy,

delay and throughput depend on all these parameters, which makes any meaningful

comparison very difficult. Therefore, we study a simpler problem in the context of

hybrid networks.
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4.3 Problem Statement

For a given set of transmit powers, we would like to determine if the hybrid

network architecture gives a higher maximum stable throughput than using only

one of the components and allocating the bandwidth completely to it. We would

also like to study the average energy consumed per packet, and show that in the

case of the hybrid network, the average energy consumed per packet is greater than

using only one of its components.

4.4 Energy consumption

From the model that we have been considering, the probability of successful

reception of a packet does not depend on the bandwidth (and hence the transmit

time). Therefore, the number of transmissions that a packet undergoes does not

depend on the bandwidth split, but only on the transmit power chosen. However, the

energy consumed per packet is equal to the PtrNtrans(Ptr)∆, which depends on the

bandwidth split only through ∆. For the satellite (or cellular) architecture, denote

the average energy consumed per packet (for a given transmit power) when the

entire bandwidth is allocated to the satellite (or cellular) component by Esat,f (P ) (or

Ecell,f (P )) where the f indicates that bandwidth is fully allocated to it, and P is the

transmit power. Therefore, the energy consumption for the two architectures when

the bandwidth is split between them can be given by Esat,f (P )/α and Ecell,f (P )/(1−

α) for the same transmit power.

If the source generates packets at rates λs and λt packets per second, and the
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satellite and base stations use transmit powers Ps and Pt respectively, the average

energy consumed per packet is given by the following expression.

Eavg =

(
λs

λs + λt

)
Esat,f (Ps)

α
+

(
λt

λs + λt

)
Ecell,f (Pt)

1− α
(4.3)

While we know that Esat,f (P ) < Ecell,f (P ) for given P , we cannot say the same

about Esat,f (Ps)/α < Ecell,f (Pt)/(1−α), since they now depend on the value of α, Ps

and Pt. However, it is clear that the energy expended is a linear combination of the

two energy terms.

Say, for our choice of Ps, Pt, Esat,f (Ps)/α < Ecell,f (Pt)/(1 − α). In this case,

we achieve minimum energy by sending all packets to the satellite (i.e., λt = 0).

Also, if we now allocate the entire bandwidth to the satellite (since the terrestrial

component receives no packets), the energy required per packet reduces further to

be equal to Esat,f (Ps). Similarly, if the inequality above were reversed, allocating the

entire bandwidth and all packets to the cellular architecture would give us energy

equal to Ecell,f (Pt), which is still lower than what we would get if we used the

hybrid architecture (λs, λt > 0, 0 < α < 1). Therefore, we see that using the hybrid

architecture leads to higher energy expenditure per packet than using only one of

the components.

4.5 Maximum stable throughput

We have seen that using the hybrid architecture leads to higher energy con-

sumption per packet. However, we would like to see if there are any benefits in doing
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so. We will see, through simulation, that for some choices of Pt and Ps, using the

hybrid architecture can give us a higher maximum stable throughput than allocating

the entire bandwidth to one of the components, but using the same transmit power.

From the model, we know that the average service time (and hence the max-

imum stable throughput) for the satellite (or terrestrial) queues depend on the

transmit power Ps (or Pt) and the bandwidth split α. We determine whether a

hybrid network can help increase throughput in the following fashion.

For any given pair of transmit powers {Ps, Pt}, we compute the average service

time (and hence the stability threshold) for the satellite and terrestrial queues for

different values of α between 0 and 1. Let us denote these by λmax,t(α) and λmax,s(α).

The maximum stable throughput for the set (Ps, Pt, α) is then given by λmax,t(α) +

λmax,s(α). For any given pair {Ps, Pt}, we compute the maximum stable throughput

for different values of α, and compute the α for which the maximum occurs. If this

value of α is neither 0 or 1, this indicates that the hybrid architecture can provide

a higher throughput than using only one of the components.

We show the result of the simulation in figure 4.1. The shading in the figure

indicates the bandwidth split that gives the maximum throughput. White in this

case refers to the entire bandwidth being allocated to the base stations, and black

indicates that the entire bandwidth is allocated to the satellite. The various shades

of grey indicate that hybrid architectures provide the maximum stable throughput.

As we can see from the figure, for Ps > Pt we find that the hybrid architecture can

provide higher throughput. Also, as Ps increases, with respect to Pt, the bandwidth

split that gives maximum throughput shifts more toward the satellite.

88



Bandwidth that produces maximum stable throughput in hybrid network
White = Cellular only, Black = Satellite only, Grey = Hybrid
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Figure 4.1: Hybrid networks provide higher throughput
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Chapter 5

Conclusions and Future Work

In this thesis, we investigated the effect of power control and network archi-

tecture on the downlink performance of wireless networks. In the first part, we

formulated the control problem of optimal-energy transmission, when a subset of

the total number of nodes have to be reached. The problem was formulated as a

Markov decision process, and the optimal policy was found to be of the threshold

type. We studied the variation of the threshold with the choice of transmit powers.

The performance of the optimal-energy policy was studied as the goal was varied,

and an interesting relation between the shape of the energy-goal curve and the opti-

mal policy was discovered. The results of this were extended to the multiple-power

case, and the optimal policy was found to be of the separation type. This was

then extended to approximate the continuous-power case, and the energy and delay

performance with variable goal was studied. The structure of the optimal policy

enables the power control mechanism to be simpler to implement, which could also

lead to additional energy savings and lower cost.

In the second part, we compared the downlink performance of satellite and

cellular networks in terms of energy and end-to-end delay. The two architectures

were modeled as systems of queues, and existing queuing theory results were applied

to this case. The lack of closed-form expressions for the delay led us to compare
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the architectures based on sample paths. We found that the satellite architecture

is more energy efficient, however it experiences greater delays and lower throughput

than the cellular architecture. This was further confirmed by simulations. The effect

of increasing the node density was also explored.

The idea of hybrid network architecture proposed in the literature was also

extended to the above model. It was found that hybrid networks could give higher

throughputs than the individual components, at the expense of energy.

5.1 Future work

An important aspect that is missing in the power-control formulation is a

formal proof of the optimal policy being of the threshold type. This is something that

needs to be explored. Also, extensions of the channel model to more realistic cases,

such as fading channels or correlated channels could be looked at. Modifications

of the problem, where we also take the service time into the optimization criterion

could also be useful.

A few enhancements are possible in the second part as well. For instance, we

could modify the problem to one where there are finite buffers at the satellite and at

the base stations, and compare blocking probabilities. Again, more realistic channel

models could be used. Also, we have used Stop-and-wait ARQ, which is known to

be inefficient for satellite channels. Therefore, other forms of ARQ could be studied,

and performance comparisons could be found. Another important enhancement that

can be considered is incorporating node locations with respect to the base stations

91



in the cellular architecture and computing the actual energy, delay and throughput

values as opposed to considering the bounds as we have done.

An important problem that can be looked at is the joint optimization of up-

link and downlink in hybrid networks. When nodes have the option of transmitting

to either the satellite or to their base stations, it would be instructive to consider

the problem of how to choose between the two. This then leads to the joint con-

sideration of uplink ARQ and MAC protocols with those on the downlink. Also,

the enhancements that have been listed for the above section, such as finite buffers,

improved ARQ schemes, improved channel models and incorporating node locations

can all be extended to the hybrid network.
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