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Much of decision making is now rendered at least partly through algorithms which were

originally designed to optimize an objective such as accuracy or revenue while mostly ignoring

the possible unfairness or harm that could be caused. As a result several case studies have demon-

strated empirically that deployed algorithmic decision making systems do in fact violate standard

notions of fairness. This has made the issue of fairness an important consideration in algorithm

design. In this thesis we will consider fair variants of fundamental and important problems in

machine learning and operations research.

We start by considering clustering where we focus on a common group (demographic) fair-

ness notion and address important variants of it: (I) We start with the frequent case where group

memberships are imperfectly known. Based on stochastic optimization we propose probabilistic

fair clustering which is a generalization of fair clustering that handles the case of unknown group

memberships. We derive approximation algorithms for this setting and empirically test their

performance. (II) As largely known in fair algorithms achieving fairness mostly comes at the



expense of degrading the value of the optimization objective. In fact, in the case of fair clustering

the degradation (price of fairness) can be unbounded. To handle this, we propose fair cluster-

ing under a bounded cost where we define a measure of unfairness and minimize this measure

subject to a pre-set upper bound on the clustering objective. We derive lower bounds on the ap-

proximation ratio and give approximation algorithms as well. (III) We consider the downstream

effects of clustering where the center (prototype) of each cluster is examined and each cluster is

assigned a label of a specific quality based on its prototype. These labels are shared over a collec-

tion of clusters and as a result traditional fair clustering is too restrictive. We therefore propose

fair labeled clustering where proportional demographic representation is to be preserved over the

labels instead of the clusters and derive algorithms for it. (IV) Motivated by the fact that at least

seven different fairness notions have been introduced so far in fair clustering, we take a step to-

wards understanding how these notions relate to one another. Specifically, we consider two group

representation-based fairness notions and show that an approximation algorithm for one can be

used to satisfy both notions simultaneously at a bounded degradation to the approximation ra-

tio. We further show how these two notions are incompatible with a collection of distance-based

fairness notions in clustering.

We then move to another problem, namely online bipartite matching which in its most

common form involves three interacting entities: two sides (buyers and sellers) to be matched and

the platform operator. Unlike the existing literature we derive online algorithms with competitive

ratio guarantees for the operator’s revenue as well as fairness guarantees for the two sides to be

matched, thus providing utility guarantees for all sides of the market.

Finally, we consider a problem where the incentives of the individuals and organizations

involved is a major consideration. Specifically, we consider the problem of redistricting and



gerrymandering. Inspired by the Kemeny rule for rank aggregation, we introduce a simple and

interpretable family of distances over redistricting maps and define the medoid map which mirrors

the Kemeny ranking. Interestingly, we show that a by-product of our framework is that it can

detect some gerrymandered instances. Specifically, the 2011 and 2016 enacted maps of North

Carolina and the 2011 enacted map of Pennsylvania (all considered to be gerrymandered) are all

shown to be at least in the 99th distance percentile in comparison to an ensemble of redistricting

maps. This gives a significant advantage in gerrymandering detection since the previous methods

relied on election outcomes whereas our method is purely distance-based.
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Chapter 1: Introduction

Fairness has become an important consideration in algorithm design. An unsurprising fact

given the widespread use of algorithms in decision making systems that have serious consequence

on the lives of individuals. Recidivism prediction [2], kidney exchange [3], loan approval [4],

hiring [5], and many others are examples of real-life situations where algorithms now play a key

role in deciding the outcome. Several studies have documented what can be easily considered

fairness violations done by algorithmic decision making systems, see for example [6,7] for many

instances of algorithmic fairness violations.

Given the undeniable fact that algorithms can indeed violate various notions of fairness,

the recent years have seen a significant surge in the design of fair algorithms. In this thesis we

address fairness issues in a collection of fundamental problems in machine learning and opera-

tions research. We start with clustering –arguably the most fundamental problem in unsupervised

learning– and consider various notions of group fairness. We then move to online bipartite match-

ing where in contrast to previous work we consider the welfare of all three sides of the market:

the platform operator and the two sides to be matched.

In addition to fairness, the incentives of individuals and organizations is also an important

consideration which algorithm design should take into account. In this direction, we consider

redistricting –a problem which dates back to over two centuries– where inspired by the Kemeny
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rule we introduce a simple and interpretable family of distances over redistricting maps and define

a medoid map which mirrors the Kemeny ranking. Interestingly, we show that a by product of

our framework is that it can detect gerrymandered instances. Specifically, the 2011 and 2016

enacted maps of North Carolina and the 2011 enacted map of Pennsylvania (all considered to be

gerrymandered) are all shown to be at least in the 99th distance percentile in comparison to an

ensemble of redistricting maps.

1.1 Overview of the Thesis

Chapter 2 is dedicated to fair clustering where a collection of group fairness notions are

studied. Chapter 3 is concerned with fairness in online matching. Finally, in chapter 4 we dis-

cuss our work on redistricting and gerrymandering. Finally, in chapter 5 we point out some

remarks and possible opportunities for future work specifically for fair clustering and redistrict-

ing/gerrymandering. Below, we give a more detailed description of the results of chapters 2, 3,

and 4.

1.1.1 Fair Clustering

The fair clustering problem was introduced by [8]. In its most basic form the problem

receives as input a collection of points in a metric space that are to be grouped into k clusters

according to some clustering objective such as the k-means. However, unlike the typical set-

ting each point has a color associated with it which indicates its group membership. Based on

disparate impact [9] the clustering is fair if each cluster contains close to population level pro-

portions of each color. We identify various modifications and generalizations of this setting and

2



give algorithms with theoretical guarantees for them. We consider a collection of problems in

this setting as discussed below.

1.1.1.1 Probabilistic Fair Clustering

In many applications group memberships may not be fully known (see [10–13]). This can

be caused by various factors such as the the group memberships not being available in the dataset,

incorrect or noisy reporting of group memberships. This issue requires a generalization of fair

clustering. We therefore introduce probabilistic fair clustering where the group memberships are

known probabilistically instead of deterministically. More specifically, in the typical fair cluster-

ing setting each point j has a single color associated with it from the set of colors H. However,

in probabilistic fair clustering, each point j now has a set of values phj associated with it where

phj denotes the probability that point j has color h, clearly phj ≥ 0 and
∑

h∈H phj = 1. Having

generalized the color assignments to the probabilistic setting, we also generalize the fairness con-

straint. Specifically, now the fairness constraint is for each cluster to have the right proportions

of colors in expectation instead of deterministically. This setting proves to be much more chal-

lenging then the deterministic setting. For the two color case, we show algorithms with bounded

fairness violations. For the multiple color case, we show a fixed parameter tractable algorithm

under an assumption that the size of each cluster in the optimal solution is lower bounded by

some large enough value.

This work was published in NeurIPS-2020, see [14].
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1.1.1.2 Fair Clustering under a Bounded Cost

Like most optimization problem once a fairness constraint is imposed, a degradation in

the optimization objective is mostly unavoidable [15, 16]. In fact, in the case of fair clustering

the degradation in the clustering objective, i.e. the price of fairness is unbounded. We there-

fore, introduce the problem of fair clustering under a bounded cost where instead of minimizing

the clustering objective subject to the fairness constraint, we are instead given a pre-set upper

bound on the clustering cost and we are supposed to minimize a measure of “unfairness” instead.

Clearly, the first issue in this problem is to define a suitable measure of unfairness, this is done us-

ing standard notions from welfare economics. Specifically, we define three notions of unfairness

objectives to be minimized based on the utilitarian, egalitarian, and leximin objectives. Having

defined these objectives, we prove that these problems are NP-hard and derive lower bounds

on the approximation guarantees of any algorithm. We then show algorithms with theoretical

guarantees for this setting.

This work was published in NeurIPS-2021, see [17].

1.1.1.3 Fair Labeled Clustering

A lacking issue in fair clustering work and arguably in clustering in general [18] is that the

downstream effects are not often considered. It is natural in a clustering setting to expect that

different clusters will receive different outcomes and that these outcomes will be of a different

quality. Therefore, an individual in a given cluster receives a specific utility for being in that

cluster. Accordingly, it maybe desired to maintain the right demographic proportions not within

4



the clusters but rather across the labels of the clusters. We therefore introduce the problem of fair

labeled clustering. In fair labeled clustering each cluster (center) has a label associated with it

and we minimize the clustering objective subject to having the right proportions across the labels

instead of within the clusters. We further consider other constraints on this problem such as lower

and upper bounds on the number of individuals in each label. Moreover, we consider a setting

where the labels of the centers are assigned and known and where the labels are unknown and

free to be assigned subject to possible lower and upper bounds on the number of centers of each

label.

This work was published in KDD-2022, see [19].

1.1.1.4 Doubly Constrained Fair Clustering

In addition to the group fairness constraint considered in the previous outlined research,

there have been other fairness notions that had been considered in fair clustering. One can count

six more different constraints that had been considered in the literature as well [20]. The issue is

that while each constraint is well-justified, it is considered exclusively in isolation. Therefore, the

relation between these constraints and how one may satisfy more than one constraint simultane-

ously is an important question. We take the first step in this direction. Specifically, we consider

the above mentioned group fairness (GF) notion of [21] and the diversity in center selection (DS)

notion of [22, 23] which essentially states that different groups should be represented in the se-

lected centers according to some pre-set lower and upper bound values specific to each group,

thereby ensuring group diversity in the selected centers. We show that given an approximation

5



algorithm for either problem (GF or DS only) the solution can be post-processed to satisfy both

constraints simultaneously at a bounded degradation to the clustering cost. We also study the

price of fairness –the degradation in the clustering cost due to imposing fairness constraints– and

show that any GF solution can be post-processed at a bounded degradation to the clustering cost

whereas the reverse is not true. Further, we show the GF and DS are each incompatible with a

collection of distance based fairness notions, i.e. having an empty feasible set in general.

This work is currently under review, see [24].

1.1.2 Fairness in Online Bipartite Matching

Matching is among the most fundamental problems in combinatorial optimization and eco-

nomics. The online and bipartite variant of matching [25, 26] has found numerous applications

in many domains including ad allocation, ridesharing, and crowdsourcing to name a few. Since

the vertices on one side of the bipartite graph are often used to represent users, workers, or

drivers and on the other side they represent ads, employers, or riders; the matching outcomes and

their quality have a clear effect on the welfare of the vertices (which are workers or employers,

etc). Therefore, fairness considerations in this setting are well-founded. In most online matching

applications, there are three entities: the platform operator and two sides to be matched. The

previous work has considered fairness/utility in this setting [27–29] but only for one or two sides

simultaneously. In our work, we consider Rawlsian fairness considerations for each side as well

as utility considerations for the platform operator. We consider both individual and group fair-

ness. Moreover, we show hardness results which bound the performance of any algorithm as well

6



as other results that show an intrinsic conflict between individual and group notions of fairness.

This work was published in AAAI 2023, see [30].

1.1.3 Implications of Distance over Redistricting Maps: Central and Outlier

Maps

Redistricting is an important problem in any representative democracy. Given a state, re-

districting is the process of partitioning the state into a collection of districts such that a collection

of rules are satisfied. The most common of these rules are contiguity, equal population, and com-

pactness. Further additional rules are also often imposed and some are state-dependent. The am-

biguity of these rules, leads to a large collection of possible redistricting maps and therefore the

entity in charge of redistricting (often a collection of elected representatives) tend to select maps

that place their political party at an unfair advantage. This phenomenon is well-recognized and

referred to as gerrymandering [31]. As a result, in the last decade a collection of Markov Chain

Monte Carlo (MCMC) methods for sampling valid redistricting maps were introduced [32, 33].

These MCMC based methods could in some situations be used to show that an enacted map is

gerrymandered. For example, a histogram over the set of all possible redistricting maps of the

won seats for each party can be estimated. Using such a histogram, it maybe possible to arrive

at the conclusion that the election outcome is “rare”. That is, it occurs only over a small set of

maps in comparison to the whole set of other possible maps. Arguments of this kind were used

to show that some enacted redistricting maps are in fact gerrymandered [34].

In our work we study the implications of a distance measure over redistricting maps. More
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specifically, inspired by the Kemeny rule, we introduce a distance measure over redistricting

maps and define the medoid map which mirrors the Kemeny ranking. We discuss computational

and statistical results for obtaining the medoid map. Furthermore, we also define the centroid

map –which is not a valid map but a helpful mathematical object– and discuss some of its im-

portant properties and applications. Finally, we show that our framework can be used to detect

gerrymandered instances. Specifically, the 2011 and 2016 enacted maps of North Carolina and

the 2011 enacted map of Pennsylvania (all considered to be gerrymandered) are all shown to be

at least in the 99th distance percentile in comparison to an ensemble of redistricting maps. Im-

portantly, unlike previous methods for detecting gerrymandered maps our distance based method

does not use election results.

This work is currently under review, see [35].
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Chapter 2: Fair Clustering

This chapter focuses on fair clustering. Most of the sections are dedicated to generalizations

of the original group fairness definition that was introduced in [8]. Further, we focus on center

based clustering objectives, i.e. k-center, k-median, and k-means clustering.

2.1 Preliminaries

Let C be the set of points in a metric space with distance function d : C ×C → R≥0. The

distance between a point j and a set S is defined as d(j, S) = minj∈S d(j, j). In a k-clustering

an objective function Lk(C) is given, a set S ⊆ C of at most k points must be chosen as the set

of centers, and each point in C must get assigned to a center in S through an assignment function

ϕ : C → S, forming a k-partition of the original set: C1, . . . , Ck. The optimal solution is defined

as a set of centers and an assignment function that minimizes the objective Lk(C). The well

known k-center, k-median, and k-means can all be stated as the following problem:

min
S:|S|≤k,ϕ

Lk
p(C) = min

S:|S|≤k,ϕ

(∑
j∈C

dp(j, ϕ(j))
)1/p

(2.1)

where p equals ∞, 1, and 2 for the case of the k-center, k-median, and k-means, respectively.

For such problems the optimal assignment for a point j is the nearest point in the chosen set of
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centers S. However, in the presence of additional constraints such as imposing a lower bound on

the cluster size [36] or an upper bound [37, 38] this property no longer holds. In general, this is

also true in fair clustering.

To formulate the fair clustering problem, a set of colorsH = {h1, . . . , h, . . . , hm} is intro-

duced and each point j is mapped to a color through a given function χ : C → H. Previous work

in fair clustering [1, 8, 39, 40] adds to (2.1) the following proportional representation constraint,

i.e.:

∀i ∈ S,∀h ∈ H : lh| Ci | ≤ | Ci,h | ≤ uh| Ci | (2.2)

where Ci,hℓ
is the set of points in cluster i having color hℓ. The bounds lh, uh ∈ (0, 1) are given

lower and upper bounds on the desired proportion of a given color in each cluster, respectively.

Objective 2.1 and constraint 2.2 are essentially the main problem we study in this chap-

ter. In particular, in section 2.2 we consider the problem under probabilistic knowledge of group

memberships. Moreover, in section 2.3 we consider the problem is what is essentially a reverse

format, i.e. the clustering cost is set as a constraint and an unfairness measure is instead min-

imized. Additionally, in section 2.4 we consider fairness while thinking about the downstream

effects of clustering. Specifically, we consider the case where each center has a label assigned

to it and where we are supposed to achieve demographic fairness over the labels not the centers.

Finally, in section 2.5 we consider the constraint of 2.2 and another fair clustering constraint si-

multaneously. Specifically, we consider the diversity in center selection constraint [22, 23]. We

show algorithms that satisfy both constraints simultaneously. Further, we show how both of these

constraints are incompatible with a collection of distance based fair clustering notions.
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2.2 Probabilistic Fair Clustering

In many applications the group memberships (colors of each point or vertex) are not fully

known (see [10–13]). Therefore, we introduce probabilistic fair clustering where we generalize

the problem by assuming that the color of each point is not known deterministically but rather

probabilistically. That is, each point j has a given value phj for each h ∈ H, representing the

probability that point j has color h, with
∑

h∈H phj = 1.

The constraints are then modified to have the expected color of each cluster fall within the

given lower and upper bounds. This leads to the following optimization problem:

min
S:|S|≤k,ϕ

Lk
p(C) (2.3a)

s.t. ∀i ∈ S,∀h ∈ H : lhℓ
|ϕ−1(i)| ≤

∑
j∈ϕ−1(i)

phℓ
j ≤ uhℓ

|ϕ−1(i)| (2.3b)

Following [40], we define a γ violating solution to be one for which for all i ∈ S:

lhℓ
|ϕ−1(i)| − γ ≤

∑
j∈ϕ−1(i)

phℓ
j ≤ uhℓ

|ϕ−1(i)|+ γ (2.4)

This effectively captures the amount γ, by which a solution violates the fairness constraints.

2.2.1 Approximation Algorithms and Theoretical Guarantees

We essentially have two algorithms although they involve similar steps. One algorithm is

for the two-color case which is discussed in section (2.2.1.1) and the other algorithm is for the

multiple-color case under a large cluster assumption which is discussed in section (2.2.1.2).
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2.2.1.1 Algorithms for the Two Color Case

Our algorithm follows the two step method of [40], although we differ in the LP rounding

scheme. Let PFC(k, p) denote the probabilistic fair clustering problem. The color-blind cluster-

ing problem, where we drop the fairness constraints, is denoted by Cluster(k, p). Further, define

the fair assignment problem FA-PFC(S, p) as the problem where we are given a fixed set of cen-

ters S and the objective is to find an assignment ϕ minimizing Lk
p(C) and satisfying the fairness

constraints 2.3b for probabilistic fair clustering. We prove the following (similar to theorem 2

in [40]):

Theorem 2.2.1. Given an α-approximation algorithm for Cluster(k, p) and a γ-violating algo-

rithm for FA-PFC(S, p), a solution with approximation ratio α + 2 and constraint violation at

most γ can be achieved for PFC(k, p).

Proof. Let IPFC a given instance of PFC(k, p), SOLPFC = (S∗
PFC, ϕ

∗
PFC) is an optimal solution

of IPFC and OPTPFC is its corresponding optimal value. Also, for Cluster(k, p) and for any

instance of it, the optimal value is denoted by OPTCluster and the corresponding solution by

SOLCluster = (S∗
Cluster, ϕ

∗
Cluster).

The proof closely follows that from [40]. First running the color-blind α approximation

algorithm results in a set of centers S, an assignment ϕ, and a solution value that is at most

αOPTCluster ≤ αOPTPFC. Note that OPTCluster ≤ OPTPFC since PFC(k, p) is a more con-

strained problem than Cluster(k, p). Now we establish the following lemma:

Lemma 2.2.2. OPTFA-PFC ≤ (α + 2)OPTPFC

Proof. The lemma is established by finding the instance satisfying the inequality. Let ϕ′(j) =
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argmini∈S d(i, ϕ
∗
PFC(j)), i.e. an assignment that routes the vertices from the optimal center to

the nearest center in color-blind solution S. For any point j the following holds:

d(j, ϕ′(j)) ≤ d(j, ϕ∗
PFC(j)) + d(ϕ∗

PFC(j), ϕ
′(j))

≤ d(j, ϕ∗
PFC(j)) + d(ϕ∗

PFC(j), ϕ(j))

≤ d(j, ϕ∗
PFC(j)) + d(j, ϕ∗

PFC(j)) + d(j, ϕ(j))

= 2d(j, ϕ∗
PFC(j)) + d(j, ϕ(j))

stacking the distance values in the vectors d⃗(j, ϕ′(j)), d⃗(j, ϕ∗
PFC(j)), and d⃗(j, ϕ(j)). By the virtue

of the fact that
(∑

j∈C x
p(j)

)1/p is the ℓp-norm of the associated vector x⃗ and since each entry in

d⃗(j, ϕ′(j)) is non-negative, the triangular inequality for norms implies:

(∑
j∈C

dp(j, ϕ′(j))
)1/p ≤ 2

(∑
j∈C

dp(j, ϕ∗
PFC(j))

)1/p
+
(∑

j∈C

dp(j, ϕ(j))
)1/p

It remains to show that ϕ′ satisfies the fairness constraints 2.3b, for any color h and any center i

in S, denote N(i) = {j ∈ S∗
PFC| argmini′∈S d(i

′, j) = i}, then we have:

∑
j∈ϕ′−1(i) p

h
j

|ϕ′−1(i)|
=

∑
j∈N(i)

(∑
j∈ϕ∗−1

PFC(j)
phj

)
∑

j∈N(i) |ϕ∗−1
PFC(j)|
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It follows by algebra and the lower and upper fairness constrain bounds satisfied by ϕ∗
PFC:

lh ≤ min
j∈N(i)

(∑
j∈ϕ∗−1

PFC(j)
phj

)
|ϕ∗−1

PFC(j)|

≤

∑
j∈N(i)

(∑
j∈ϕ∗−1

PFC(j)
phj

)
∑

j∈N(i) |ϕ∗−1
PFC(j)|

≤ max
j∈N(i)

(∑
j∈ϕ∗−1

PFC(j)
phj

)
|ϕ∗−1

PFC(j)|

≤ uh

This shows that there exists an instance for FA-PFC that both satisfies the fairness constraints

and has cost ≤ 2OPTPFC +αOPTCluster ≤ (α + 2)OPTPFC.

Now combining the fact that we have an α approximation ratio for the color-blind problem,

along with an algorithm that achieves a γ violation to FA-PFC with a value equal to the optimal

value for FA-PFC, the proof for theorem 2.2.1 is complete.

Now we describe the steps of the algorithm:

Step 1, Color-Blind Approximation Algorithm: At this step an ordinary (color-blind) α-

approximation algorithm is used to find the cluster centers. For example, the Gonzalez algo-

rithm [41] can be used for the k-center problem or the algorithm of [42] can be used for the

k-median. This step results in a set S of cluster centers. Since this step does not take fairness into

account, the resulting solution does not necessarily satisfy constraints 2.3b for probabilistic fair

clustering.

Step 2, Fair Assignment Problem: In this step, a linear program (LP) is set up to satisfy

the fairness constraints. The variables of the LP are xij denoting the assignment of point j to
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center i in S. Specifically, the LP is:

min
∑

j∈C,i∈S

dp(i, j)xij (2.5a)

s.t. ∀i ∈ S and ∀h ∈ H : (2.5b)

lh
∑
j∈C

xij ≤
∑
j∈C

phjxij ≤ uh

∑
j∈C

xij (2.5c)

∀j ∈ C :
∑
i∈S

xij = 1, 0 ≤ xij ≤ 1 (2.5d)

Since the LP above is a relaxation of FA-PFC(S, p), we have OPTLP
FA-PFC ≤ OPTFA-PFC. We

note that for k-center there is no objective, instead we have the following additional constraint:

xij = 0 if d(i, j) > w where w is a guess of the optimal radius. Also, for k-center the opti-

mal value is always the distance between two points. Hence, through a binary search over the

polynomially-sized set of distance choices we can obtain the minimum satisfying distance.

What remains is to round the fractional assignments xij resulting from solving the LP.

Step 3, Rounding for the Two Color Case: Our rounding method is based on calculating

a minimum-cost flow in a carefully constructed graph. For each i ∈ S, a set Ci with |Ci| =⌈∑
j∈C xij

⌉
vertices is created. Moreover, the set of vertices assigned to cluster i, i.e. ϕ−1(i) =

{j ∈ C |xij > 0} are sorted in a non-increasing order according to the associated probability pj

and placed into the array A⃗i. A vertex in Ci (except possibly the last) is connected to as many

vertices in A⃗i by their sorting order until it accumulates an assignment value of 1. A vertex in A⃗i

may be connected to more than one vertex in Ci if that causes the first vertex in Ci to accumulate

an assignment value of 1 with some assignment still remaining in the A⃗i vertex. In this case the
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second vertex in Ci would take only what remains of the assignment.

Algorithm 1 Form Flow Network Edges for Cluster Ci

A⃗i are the points j ∈ ϕ−1(i) in non-increasing order of pj
initialize array a⃗ of size |Ci| to zeros, and set s = 1

put the assignment xij for each point j in A⃗i in z⃗i according the vertex order in A⃗i

for q = 1 to |Ci| do
a⃗(q) = a⃗(q) + xiA⃗i(s)

, and add edge (A⃗i(s), q)

z⃗i(s) = 0
s = s+ 1 {Move to the next vertex}
repeat
valueToAdd = min(1− a⃗(q), z⃗i(s))

a⃗(q) = a⃗(q) + valueToAdd, and add edge (A⃗i(s), q)
z⃗i(s) = z⃗i(s)− valueToAdd
if z⃗i(s) = 0 then
s = s+ 1

end if
until a⃗(q) = 1 or s > |A⃗i| {until we have accumulated 1 or ran out of vertices}

end for

We denote the set of edges that connect all points in C to points in Ci by EC,Ci
. Also, let

Vflow = C ∪(∪i∈SCi) ∪ S ∪ {t} and Eflow = EC,Ci
∪ ECi,S ∪ ES,t, where ECi,S has an edge from

every vertex in Ci to the corresponding center i ∈ S. Finally ES,t has an edge from every vertex

i in S to the sink t if
∑

j∈C xij >
⌊∑

j∈C xij

⌋
. The demands, capacities, and costs of the network

are:

• Demands: Each v ∈ C has demand dv = −1 (a supply of 1), du = 0 for each u ∈ Ci,

di =
⌊∑

j∈C xij

⌋
for each i ∈ S. Finally t has demand dt = |C| −

∑
i∈S di.

• Capacities: All edge capacities are set to 1.

• Costs: All edges have cost 0, expect the edges in EC,Ci
where

∀(v, u) ∈ EC,Ci
, d(v, u) = d(v, i) for the k-median and d(v, u) = d2(v, i). For the k-

center, either setting suffices.
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Figure 2.1: Network flow construction.

See Figure 2.1 for an example. It is clear that the entire demand is | C | and that this is the

maximum possible flow. The LP solution attains that flow. Further, since the demands, capacities

and distances are integers, an optimal integral minimum-cost flow can be found in polynomial

time. If x̄ij is the integer assignment that resulted from the flow computation, then violations are

as follows:

Theorem 2.2.3. (1) The number of vertices assigned to a cluster (cluster size) is violated by at

most 1, i.e. |
∑

j∈C x̄ij−
∑

j∈C xij| ≤ 1. (2) The fairness violation is at most 2, i.e. |
∑

j∈C x̄ijpj−∑
j∈C xijpj| ≤ 2.

Proof. Part (1) follows by the demands and capacities set by the network flow scheme. To prove

part (2), then note that for a given center i, every vertex q ∈ Ci is assigned some vertices and

adds value
∑

j∈ϕ−1(i,q) pjx
q
ij to the entire average (expected) value of cluster i where ϕ−1(i, q)

refers to the subset in ϕ−1(i) assigned to q. After the rounding,
∑

j∈ϕ−1(i,q) pjx
q
ij will become∑

j∈ϕ−1(i,q) pjx̄
q
ij . Denoting maxj∈ϕ−1(i,q) pj and minj∈ϕ−1(i,q) pj by pmax

q,i and pmin
q,i , respectively.
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The following bounds the maximum violation:

|Ci|∑
q=1

( ∑
j∈ϕ−1(i,q)

pjx̄
q
ij

)
−

|Ci|∑
q=1

( ∑
j∈ϕ−1(i,q)

pjx
q
ij

)

=

|Ci|∑
q=1

∑
j∈ϕ−1(i,q)

(
pjx̄

q
ij − pjx

q
ij

)

≤ pmax
|Ci|,i +

|Ci|−1∑
q=1

pmax
q,i − pmin

q,i

= pmax
|Ci|,i +

(
pmax
1,i − pmin

1,i

)
+
(
pmax
2,i − pmin

2,i

)
+
(
pmax
3,i − pmin

3,i

)
+ · · ·+

(
pmax
|Ci|−1,i − pmin

|Ci|−1,i

)
≤ pmax

|Ci|,i +
(
pmax
1,i − pmin

1,i

)
+
(
pmin
1,i − pmin

2,i

)
+
(
pmin
2,i − pmin

3,i

)
+ · · ·+

(
pmin
|Ci|−2,i − pmin

|Ci|−1,i

)
≤ pmax

|Ci|,i + pmax
1,i − pmin

|Ci|−1,i

≤ 2− 0 = 2

where we invoked the fact that pmax
k,i ≤ pmin

k−1,i. By a similar argument it can be shown that the

maximum drop is −2.

Our rounding scheme results in a violation for the two color probabilistic case that is at

most 2. We show a lower bound of at least 1
2

for any rounding scheme applied to the resulting

solution.

Theorem 2.2.4. Any rounding scheme applied to the resulting solution has a fairness constraint

violation of at least 1
2

in the worst case.

Proof. Consider the following instance (in Figure 2.2) with 5 points. Points 2 and 4 are chosen
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as the centers and both clusters have the same radius. The entire set has an expected value of:

2(0)+2( 3
4
)+1

2+2+1
=

5
2

5
= 1

2
. If the upper and lower values are set to u = l = 1

2
, then the fractional

assignments for cluster 1 can be: x21 = 1, x22 = 1, x23 =
1
2
, leading to average color

3
4
+0+ 1

2

1+1+ 1
2

= 1
2
.

For cluster 2 we would have: x43 =
1
2
, x44 = 1, x45 = 1 and the average color is ( 3

4
+ 1

2
)

5
2

=
5
4
5
2

= 1
2
.

Only assignments x23 and x43 are fractional and hence will be rounded. WLOG assume that

x23 = 1 and x43 = 0. It follows that the change (violation) in the assignment
∑

j pjxij for a

cluster i will be 1
2
. Consider cluster 1, the resulting color is 3

4
+1 = 7

4
, the change is |7

4
− 5

4
| = 1

2
.

Similarly, for cluster 2 the change is |5
4
− 3

4
| = 1

2
.

Figure 2.2: Points 2 and 4 have been selected as centers by the integer solution. Each points has
its probability value written next to.

2.2.1.2 Algorithms for the Multiple Color Case Under a Large Cluster Assump-

tion:

First, we point out that for the multi-color case, the algorithm is based on the assumption

that the cluster size is large enough. Specifically:

Assumption 2.2.5. Each cluster in the optimal solution should have size at least L = Ω(nr)

where r ∈ (0, 1).

We firmly believe that the above is justified in real datasets. Nonetheless, the ability to
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manipulate the parameter r, gives us enough flexibility to capture all occurring real-life scenarios.

Theorem 2.2.6. If Assumption 2.2.5 holds, then independent sampling results in the amount of

color for each clusters to be concentrated around its expected value with high probability.

Proof. The proof follows by invoking a Chernoff bound (see [14] for the full proof).

Given Theorem 2.2.6 our solution essentially forms a reduction from the problem of prob-

abilistic fair clustering PFC(k, p) to the problem of deterministic fair clustering with lower

bounded cluster sizes which we denote by DFCLB(k, p, L) (the color assignments are known

deterministically and each cluster is constrained to have size at least L). Our algorithm (2) in-

Algorithm 2 Algorithm for Large Cluster PFC(k, p)

Input: C, d, k, p, L, {(lh, uh)}h∈H
Relax the upper and lower by ϵ: ∀h ∈ H, lh ← lh(1− ϵ) and uh ← uh(1 + ϵ)
For each point j ∈ C sample its color independently according to phj
Solve the deterministic fair clustering problem with lower bounded clusters DFCLB(k, p, L)
over the generated instance and return the solution.

volves three steps. In the first step, the upper and lower bounds are relaxed since -although we

have high concentration guarantees around the expectation- in the worst case the expected value

may not be realizable (could not be an integer). Moreover the upper and lower bounds could

coincide with the expected value causing violations of the bounds with high probability.

After the color assignments are sampled independently, we have to solve the deterministic

fair clustering with lower bounded cluster sizes problem DFCLB. We can establish the following

theorem for DFCLB:

Theorem 2.2.7. Given an α approximation algorithm for the color blind clustering problem

Cluster(k, p) and a γ violating algorithm for the fair assignment problem with lower bounded
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cluster sizes FA-PFC-LB(S, p, L), a solution with approximation ratio α + 2 and violation at

most γ can be achieved for the deterministic fair clustering problem with lower bounded cluster

size DFCLB(k, p).

Proof. The proof follows by arguments similar to the proof of Theorem 2.2.1.

Having established the above theorem for DFCLB(k, p) we only have to solve the fair

assignment problem with lower bounded cluster sizes FA-PFC-LB(S, p, L). The approach is

similar to the two color case. Specifically, we have to solve the following LP:

min
S:|S|≤k,ϕ

Lk
p(C) (2.6a)

s.t. ∀i ∈ S : (1− ϵ)lh| Ci | ≤ | Ci,h | ≤ (1 + ϵ)uh| Ci | (2.6b)

∀i ∈ S : | Ci | ≥ L (2.6c)

Note that the bounds are relaxed by ϵ and a lower bound L is required on the cluster size. Since a

center might be assigned no points and the above LP imposes a lower bound on each center, we

run multiple versions of the LP with each closing a set of centers (removing them from S). This

leads to a fixed-parameter tractable solution where the run-time is O(2kpoly(n)). Once the LP is

solved a min-cost rounding scheme from [1] is used. Now we establish the final approximation

ratio of α + 2:

Theorem 2.2.8. Given an instance of the probabilistic fair clustering problem PFC(k, p) where

assumption 2.2.5 holds, then with high probability algorithm 2 results in a solution with violation

at most ϵ and approximation ratio (α + 2) in O(2kpoly(n)) time.

21



Proof. First, given an instance IPFC of probabilistic fair clustering with optimal value OPTPFC

the clusters in the optimal solution would with high probability be a valid solution for the de-

terministic setting, as showed in Theorem 2.2.6. Therefore, the resulting deterministic instance

would have OPTDFCLB
≤ OPTPFC. Hence, the algorithm will return a solution with cost at most

(α + 2)OPTDFCLB
≤ (α + 2)OPTPFC.

For the solution SOLDFCLB
returned by the algorithm, each cluster is of size at least L, and

the Chernoff bound guarantees that the violation in expectation is at most ϵ with high probability.

The run-time comes from the fact that DFCLB is solved in O(2kpoly(n)) time.

2.2.2 Experiments

We now evaluate the performance of our algorithms over a collection of real-world datasets.

We give experiments in the two color case (§2.2.2.1) as well as under the large cluster assumption

(§2.2.2.2). We include experiments for the k-means case here.

Color-Blind Clustering. The color-blind clustering algorithms we use are as follows.

• [41] gives a 2-approximation for k-center.

• We use Scikit-learn’s k-means++ module.

• We use the 5-approximation algorithm due to [43] modified with D-sampling [44] accord-

ing to [40].

Generic-Experimental Setup and Measurements. For a chosen dataset, a given color h

would have a proportion fh = |v∈C |χ(v)=h|
| C | . Following [40], the lower bound is set to lh = (1−δ)rh

and the upper bound is to uh = fh
(1−δ)

. For metric membership, we similarly have f =
∑

j∈C rj

| C | as
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the proportion, l = (1 − δ)f and u = f
1−δ

as the lower and upper bound, respectively. We set

δ = 0.2, as [40] did, unless stated otherwise.

For each experiment, we measure the price of fairness PoF = Fair Solution Cost
Color-Blind Cost . We also

measure the maximum additive violation γ as it appears in inequality 2.4.

2.2.2.1 Two Color Case

Here we test our algorithm for the case of two colors with probabilistic assignment. We

use the Bank dataset [45] which has 4,521 data points. We choose marital status, a categorical

variable, as our fairness (color) attribute. To fit the binary color case, we merge single and

divorced into one category. Similar to the supervised learning work due to [46], we make Bank’s

deterministic color assignments probabilistic by independently perturbing them for each point

with probability pnoise. Specifically, if j originally had color cj , then now it has color cj with

probability 1− pnoise instead. To make the results more interpretable, we define pacc = 1− pnoise.

Clearly, pacc = 1 corresponds to the deterministic case, and pacc = 1
2

corresponds to completely

random assignments.

First, in Fig. 2.3(a), we see that the violations of the color-blind solution can be as large as

25 whereas our algorithm is within the theoretical guarantee that is less than 1. In Fig. 2.3(b), we

see that in spite of the large violation, fairness can be achieved at a low relative efficiency loss,

not exceeding 2% (PoF ≤ 1.02).

How does labeling accuracy level pacc impact this problem? Fig. 2.4 shows pacc vs PoF for

δ = 0.2 and δ = 0.1. At pacc = 1
2
, color assignments are completely random and the cost is, as

expected, identical to color-blind cost. As pacc increases, the colors of the vertices become more
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Figure 2.3: For pacc = 0.7 & pacc = 0.8, showing (a): #clusters vs. maximum additive violation;
(b): #clusters vs. PoF .

differentiated, causing PoF to increase, eventually reaching the maximum at pacc = 1 which is

the deterministic case.

Figure 2.4: Plot showing pacc vs PoF, (a):δ = 0.2 and (b):δ = 0.1.

Next, we test against an “obvious” strategy when faced with probabilistic color labels:

simply threshold the probability values, and then run a deterministic fair clustering algorithm.

Fig. 2.5(a) shows that this may indeed work for guaranteeing fairness, as the proportions may be

satisfied with small violations; however, it comes at the expense of a much higher PoF. Fig. 2.5(b)

supports this latter statement: our algorithm can achieve the same violations with smaller PoF.
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Further, running a deterministic algorithm over the thresholded instance may result in an infeasi-

ble problem.1

Figure 2.5: Comparing our algorithm to thresholding followed by deterministic fair clustering:
(a)maximum violation, (b) PoF.

2.2.2.2 The Large Cluster Assumption

Here we test our algorithm for the case of probabilistically assigned multiple colors under

Assumption 2.2.5, which addresses cases where the optimal clustering does not include patho-

logically small clusters. We use the Census1990 [47] dataset. We note that Census1990 is large,

with over 2.4 million points. We use age groups (attribute dAge in the dataset) as our fairness

attribute, which yields 7 age groups (colors).2 We then sample 100,000 data points and use them

to train an SVM classifier3 to predict the age group memberships. The classifier achieves an accu-

racy of around 68%. We use the classifier to predict the memberships of another 100,000 points

1An intuitive example of infeasibility: consider the two color case where pj = 1
2 + ϵ,∀ j ∈ C for some small

positive ϵ. Thresholding drastically changes the overall probability to 1; therefore no subset of points would have
proportion around 1

2 + ϵ.
2Group 0 is extremely rare, to the point that it violates the “large cluster” assumption for most experiments;

therefore, we merged it with Group 1, its nearest age group.
3We followed standard procedures and ended up with a standard RBF-based SVM; the accuracy of this SVM is

somewhat orthogonal to the message of this paper, and rather serves to illustrate a real-world, noisy labeler.
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not included in the training set, and sample from that to form the probabilistic assignment of

colors. Although as stated earlier we should try all possible combinations in closing and opening

the color-blind centers, we keep all centers as they are. It is expected that this heuristic would not

lead to a much higher cost if the dataset and the choice of the color-blind centers is sufficiently

well-behaved.

Fig. 2.6 shows the output of our large cluster algorithm over 100,000 points and k = 5

clusters with varying lower bound assumptions. Since the clusters here are large, we normalize

the additive violations by the cluster size. We see that our algorithm results in normalized vio-

lation that decrease as the lower bound on the cluster size increases. The PoF is high relative to

our previous experiments, but still less than 50%.

Figure 2.6: Plot showing the performance of our independent sampling algorithm over the
Census1990 dataset for k = 5 clusters with varying values on the cluster size lower
bound:(a)maximum violation normalized by the cluster size, (b)the price of fairness.

2.3 Fair Clustering Under a Bounded Cost

An acknowledged fact in fair clustering—and, indeed, in many allocation and matching

settings—is that the fairness (e.g., proportion) constraint could cause degradation in the clustering
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objective [48, 49]. A point may be assigned to a further away center (cluster) to satisfy the

proportion constraint [8]. The degradation in the objective due to the imposed fairness constraint

is called the price of fairness (PoF), mathematically defined as PoF = cost of fair solution
cost of agnostic solution .

Group Fair Color-blind

𝐶!𝐶"

𝐶" 𝐶!

𝐶"

𝐶!

𝐶"

𝐶!

Figure 2.7: Comparison between group fair (left) and color-blind (right) clustering. Unlike color-
blind clusters, group fair clusters may combine faraway points (bottom-left).

Unlike some examples in the literature [48, 50], the price of fairness in the case of fair

clustering is unbounded, as seen in Figure 2.7. By enforcing a form of group fairness requiring

an even split across colors in each cluster, a fair clustering algorithm would perform arbitrar-

ily poorly as the two groups of points separate in space, while a “color-blind” algorithm would

remain unchanged (bottom-left and bottom-right of Figure 2.7, respectively). The possibly un-

bounded increase in the clustering cost (unbounded price of fairness) indicates that fair clustering

can yield clusters consisting of points that are far apart in the metric space instead of combining

nearby points—often the main motivation behind clustering in machine learning and data anal-

ysis. Furthermore, the legal notion of disparate impact does not force an organization to output

a fair clustering if it can justify an unfair one due to “business necessity,” i.e., potential loss in

quality [51,52]. This possible conflict between the clustering objective and the fairness constraint

indicates the need for fair clustering algorithms that operate in a setting where the clustering cost

cannot exceed a pre-set upper bound.
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The fundamental idea of fair clustering under a bounded cost (FCBC) is to minimize a

measure of unfairness subject to an upper bound on the clustering cost:

min Unfairness (2.7a)

s.t. Clustering Cost ≤ Given upper bound (2.7b)

Next, we transform (2.7a) and (2.7b) above into a clear mathematical optimization problem.

The Constraint (2.7b): The clustering cost is
(∑

j∈C d
p(j, ϕ(j))

)1/p. Let U denote the

exogenous upper bound on clustering cost. Then, (2.7b) becomes
(∑

j∈C d
p(j, ϕ(j))

)1/p ≤ U .

Note that for the case of the k-center where p = ∞, the constraint reduces to a simpler form,

specifically ∀j ∈ C, d(j, ϕ(j)) ≤ U .

The Objective (2.7a): In prior work, a given clustering is considered fair if for each cluster,

the proportions of each color lie within pre-specified lower and upper bounds, i.e.: ∀i ∈ S,∀h ∈

H : βh| Ci | ≤ | Chi | ≤ αh| Ci |. However, bounding the clustering cost may make it impossible to

have a fair feasible solution. Therefore, we instead set a measure of unfairness for each color and

try to minimize this measure. Let ∆h denote the worst proportional violation across the clusters

for a color h. Specifically, for a given clustering, ∆h ∈ [0, 1] is the minimum non-negative value

such that:

∀i ∈ S : (βh −∆h)| Ci | ≤ | Chi | ≤ (αh +∆h)| Ci |. (2.8)

Clearly, if ∆h = 0, then color h is within the desired proportion in every cluster. Having set

∆h to be a measure of the unfair treatment that group h receives, we are faced with the question

of setting the fairness objective, for which there are many reasonable options. We consider two
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prominent and intuitive fairness objectives [53]:

GROUP-UTILITARIAN = min
∑
h∈H

∆h , GROUP-EGALITARIAN = minmax
h∈H

∆h

The GROUP-UTILITARIAN objective minimizes the sum of proportional violations for all

of the colors, treating all points of a specific color as a single player in a game. The GROUP-

EGALITARIAN objective minimizes the maximum proportional violation across the colors. We

also consider a more generalized version of the GROUP-EGALITARIAN objective, the GROUP-

LEXIMIN objective. Like GROUP-EGALITARIAN, the GROUP-LEXIMIN objective minimizes the

maximum (worst) violation, but it goes further to minimizes the second-worst violation, then the

third-worst violation, and so on until no further improvement can be made. We now state the fair

clustering under a bounded cost problem (FCBC):

min
S:|S|≤k,ϕ

UNFAIRNESS-OBJECTIVE (2.9a)

s.t.
(∑

j∈C

dp(j, ϕ(j))
)1/p ≤ U (2.9b)

where the UNFAIRNESS-OBJECTIVE could equal GROUP-UTILITARIAN, GROUP-EGALITARIAN,

or GROUP-LEXIMIN. Similar to the fair assignment FA problem, we may define the fair assign-

ment under a bounded cost (FABC) problem as:

min
ϕ

UNFAIRNESS-OBJECTIVE (2.10a)

s.t.
(∑

j∈C

dp(j, ϕ(j))
)1/p ≤ U (2.10b)

where similarly the optimization is over the assignment function ϕ while the set of centers S is

fixed.

29



2.3.1 Hardness of FCBC & FABC

We now establish the hardness of fair clustering under a bounded cost FCBC and fair

assignment under a bounded cost FABC. We note that these hardness results follow for all

objectives (GROUP-UTILITARIAN, GROUP-EGALITARIAN, and GROUP-LEXIMIN).

Theorem 2.3.1. Fair clustering under a bounded cost FCBC and fair assignment under a

bounded cost FABC are NP-hard.

Proof. We first start with the following lemma about fair clustering and fair assignment. Note

that fair clustering and fair assignment problems are PFC(k, p) and FA-PFC(S, p) (from the

previous subsection), respectively. Although here we are concerned only with the special case

where the color values are known deterministically:

Lemma 2.3.2. The fair clustering and fair assignment problems are NP-hard.

Proof. Since fair clustering problems, i.e. fair k-(center, median, or means) generalize their NP-

hard classical counterparts, i.e. the k-(center, median, or means) clustering, it follows that fair

clustering problems are also NP-hard.

The hardness of the fair assignment problem was established by [1] for k-center clustering.

Here we show that fair assignment is NP-hard for k-median and k-means clustering as well.

First, following Section 4 of [1], the reduction is from the Exact Cover by 3-Sets (X3C). In

Exact Cover by 3-Sets, we have a universal set of elements U with |U| = 3r where r is a positive

integer and a set F whose elements are subsets of U . The problem is to decide if there exists a

set F ′ such that F ′ ⊆ F and each element in U is included exactly once in one set in F ′.

The reduction is done by creating the following graph (see Figure 2.8 for an example). In
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the lowest level we have the elements e of the set U each represented with a blue vertex. In the

higher level we have the sets in F each represented with a blue vertex. We draw edges between

vertices in e ∈ U and vertices in F ∈ F if and only if the element e ∈ F . For set F in F we add

3 auxiliary blue vertices which are connected to it through an edge. Finally, we add a set T of

red vertices where |T | = |U|
3

= r in the highest level where each of those vertices is connected

through an edge to every vertex in the set F .

The distance function puts a cost of zero if the distance is between identical vertices and

a cost of one between vertices connected through an edge. For vertices with no edges between

them, the distance is the minimum distance found according to this graph by calculating the

minimum cost path. This means that the distance between the blue auxiliary vertices and a center

which is not their parent center is 3 (the path from the vertex to the associated center to an element

in T , then the specified center).

In fair assignment, the set of centers is already chosen. We choose the set of centers to be

the elements of F . Therefore, the number of centers k = r. Further, it is clear that this is a two

color problem, we set the lower and upper bounds for the red color to βred = αred =
1
4
. It follows

that βblue = αblue =
3
4
, i.e. the ratio of red to blue vertices is 1 : 3.

We note the following claim:

Claim 2.3.3. Given the constructed graph with the set of centers beingF , the minimum clustering

cost is lower bounded by 1 for the k-center problem and n− k for the k-median and k-means.

Proof. First we note the following fact:

Fact 1. ∀u, v ∈ G where u and v are distinct, we have that d(u, u) = d(v, v) = 0 and d(u, v) ≥ 1

if u ̸= v.
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Figure 2.8: Figure follows the example of [1]. We show the fair assignment resulting graph, from
the given Exact Cover by 3-Sets example where we have U = {a, b, c, d, e, f} and F = {A =
{a, b, c}, B = {b, c, d}, C = {d, e, f}}.

k-center: Since the number of points is greater than the number of centers it follows that there

exists a point u which will be assigned to another vertex v and therefore d(u, v) ≥ 1.

k-median and k-means: Denoting the assignment function (assigning vertices to centers) by ϕ,

the set of centers by S, and the integer p where p = 1 for the k-median and p = 2 for the k-means,

we have that:

∑
v∈G

dp(v, ϕ(v)) =
∑
v∈S

dp(v, ϕ(v)) +
∑

v∈G−S

dp(v, ϕ(v))

≥ 0 +
∑

v∈G−S

dp(v, ϕ(v))

≥ 0 +
∑

v∈G−S

1p

≥
∑

v∈G−S

1

= n− k
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where the above follows from Fact 1.

Therefore, we have:

Claim 2.3.4. If there exists an exact cover, then the fair assignment problem can have a 1 : 3 red

to blue vertex ratio and at a cost of 1 for the k-center and a cost of n − k for the k-median and

k-means.

Proof. We translate the exact cover by 3-sets solution to the constructed graph. Each chosen set

in exact cover F ′ will have the 3 corresponding elements from U assigned to its center, along

with its 3 auxiliary vertices and 1 vertex from T . If the set was not chosen in the exact cover,

then it will have only its 3 auxiliary vertices assigned to it.

This clearly matches the lower bound on the cost function from claim (2.3.3) for each

clustering objective. Further, it is also clear that the 1 : 3 red to blue color ratio is preserved in

each cluster.

Claim 2.3.5. If there exists a fair assignment solution with 1 : 3 red to blue proportion and whose

cost is 1 for the k-center and (n− k) for the k-median and k-means, there exists a solution to the

exact cover by 3-sets problem.

Proof. The costs of 1 and (n − k) for the k-center and k-median/mean respectively can only be

achieved by assigning elements e ∈ U to a center that they have an edge between. Similarly,

all of the blue auxiliary vertices have to be assigned to their parent. Further to achieve the 1 : 3

red to blue ratio, a center will either choose 3 elements from U and therefore has to choose an

element from T to satisfy the proportion. Or a center will not choose any element from U and in

that case it would not need to pick an element from T to satisfy the proportion.
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With the above lemma we can now easily prove the theorem. First, the hardness of fair

clustering under a bounded cost FCBC simply follows by setting the upper bound to U =

OPTFC where OPTFC is the optimal value of fair clustering FC. An optimal solution to fair

clustering would achieve the optimal value of 0 for all possible fairness objectives of FCBC and

would have a cost OPTFC ≤ U .

Conversely, an optimal solution for FCBC would have a proportional violation of zero for

all colors (therefore it is fair). Moreover, its cost would not exceed U = OPTFC. Therefore, it is

an optimal solution for fair clustering.

By the above, a solution is optimal for a fair clustering if and only if it is an optimal solution

to the corresponding FCBC instance with U = OPTFC. It follows that since fair clustering is

NP-hard, that fair clustering under a bounded cost FCBC is also NP-hard.

In a similar manner, by setting U = OPTFA the hardness of fair assignment under a

bounded cost FABC can be established from the hardness of fair assignment.

For a given clustering cost U , there are many clusterings (solutions) of cost not exceeding

U . Let SU be the set of those solutions, i.e. if (St, ϕt) ∈ SU , then (St, ϕt) is a clustering with a

cost that does not exceed U . Further, let Lt be the size of the smallest non-empty cluster4 in the

clustering (St, ϕt), then we define L(U) to be the size of the smallest cluster across all clusterings

of cost not exceeding U , i.e. L(U) = min(St,ϕt)∈SU
Lt. Clearly, for U1 and U2 such that U2 ≥ U1,

then L(U2) ≤ L(U1) since SU1 ⊆ SU2 . We can conclude the following fact from the definition of

L(U):

4An empty cluster is a cluster with no points assigned to it. This could happen if for example the assignment
function ϕ does not map any point to a a given center including the center itself.
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Fact 2. For a given upper bound U , no clustering with cost less than or equal to U can have less

than L(U) many points in a non-empty cluster.

We show that the quantity L(U) plays a fundamental role. In fact, lower bounds on the

additive approximation5 for the proportional violations and fairness objectives are related to L(U)

as shown in the following theorem:

Theorem 2.3.6. For a given instance of the FCBC or FABC problem with an arbitrary upper

bound U , unless P = NP no polynomial time algorithm can produce a solution with a cost not

exceeding U that satisfies any of the following conditions: (a) The proportional violation of any

color h ∈ H is ∆h < 1
8L(U)

. (b) The additive approximation for the GROUP-UTILITARIAN objec-

tive is less than |H |
8L(U)

. (c) The additive approximation for the GROUP-EGALITARIAN objective

is less than 1
8L(U)

.

Proof. We note that our derivation uses the reduction from X3C shown in the proof of Lemma

(2.3.2) and the resulting graph shown in figure (2.8). We start by deriving a collection of useful

claims:

Claim 2.3.7. If U = 1 for the k-center objective or U = n − k for the k-median and k-means

objectives, then L(U) = 4 for all objectives. Further the only set of centers that can lead to a

cost not exceeding U is S = F .

Proof. First it is clear that if we choose the set F to be the centers, i.e. S = F , then if we route

each point to one of its closest centers in F , then we can have for the k-center we would have a

cost of 1 since every point in the graph is at most a distance 1 from a point in F . Further, for the

5An algorithm for a minimization problem with additive approximation µ > 0, returns a value for the objective
that is at most OPT+µ where OPT is the optimal value.
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k-median and k-means objectives, the points F would be routed to themselves and every other

point would be routed to one of its closest centers in F which is at a distance of 1, this leads to a

cost of (0)k + (1)(n− k) = n− k, therefore choosing the F as the set of centers we can indeed

satisfy the upper bound U for all objectives.

Now, consider another set of centers S ′ such that ∃i ∈ S ′ and i /∈ F , i.e. we have at least

one center not from F . Let f be the point in F not selected in S ′. For the k-center objective

with U = 1, it follows that the blue auxiliary points of f have to be made as centers since every

other point is at least a distance of 2 away from them, but each auxiliary point of f is made

a center, then it follows that |S ′ − F| ≥ 3, i.e. at least two more points of F have not be

selected as centers. We can invoke the argument again on the new auxiliary points to conclude

that |S ′ − F| ≥ 9. Invoking the argument again, we will see get that |S ′ − F| ≥ 3k which is

infeasible since |S ′ − F| ≤ |S ′| ≤ k. Therefore, for the k-center with U = 1, we must have

S = F . Now having proven that S = F and since U = 1, it follows that the smallest cluster

size is 4 formed by mapping the center in S = F to itself along with its auxiliary points, i.e.

L(U) = 4 for the k-center.

For the k-median and k-means objectives with U = n − k, similiar to the k-center it is

clear that every point which has not been selected as a center must have a center at a distance of

at most 1 away. If we exclude one point f ∈ F from the set of centers, then its auxiliary points

will each have to become centers to satisfy the upper bound cost of U = n − k, but this would

mean that there are at least 2 more points in F that have been excluded. Following an argument

similar to that of the k-center, we will have that the set of required centers would be at least 3k

which is a contradiction. Therefore, the only possible choice of centers is S = F . It follows as

well that the smallest cluster size if 4 formed by mapping the center in S = F to itself along with
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its auxiliary points, i.e. L(U) = 4 for the k-median and k-means objectives.

Further, we define ∆i
red and ∆i

blue as the red and blue violations in the ith cluster, respec-

tively. Then we have the following claim:

Claim 2.3.8. For the two color case of the above reduction, ∆i
red = ∆i

blue and ∆red = ∆blue.

Proof. for cluster i, consider the red and blue violations ∆i
red,∆

i
blue at that cluster, then we have:

∆i
red = |pired −

1

3
| = |(1− piblue)− (1− 2

3
)| = |2

3
− piblue| = ∆i

blue

It is clear then that ∆red = max
i∈[k]

∆i
red = max

i∈[k]
∆i

blue = ∆blue

The following lemma follows immediately from the above:

Claim 2.3.9. For the two color case of the above reduction we have

GROUP-UTILITARIAN = 2GROUP-EGALITARIAN

Proof. GROUP-UTILITARIAN = ∆red +∆blue = 2∆red = 2GROUP-EGALITARIAN.

We also note the following claim:

Claim 2.3.10. For a given cluster i with set of points Ci, if the set of red points in the cluster Cred
i

satisfy ∆i
red = |

|Cred
i |

|Ci| −
1
4
| < 1

4|Ci| , then cluster i has no violation.

Proof. Suppose that | |C
red
i |

|Ci| −
1
4
| < 1

4|Ci| , then it follows that ||C red
i | − 1

4
|Ci|| < 1

4
. Since |Ci| is

an integer it follows that 1
4
|Ci| is of the form m,m+ 1

4
,m+ 1

2
, or m+ 3

4
where m is an integer.

Further since |C red
i | is also an integer, the fact that ||C red

i |− 1
4
|Ci|| < 1

4
implies that |C red

i | = 1
4
|Ci|

37



and we have no violation for the red color in cluster i. Further, from Lemma 2.3.8 the blue

violation equals the red violation and therefore we have no violation in cluster i.

Now we are ready to prove the main claims for the FCBC problem.

For the first claim, assume by contradiction that a polynomial time algorithm gave a so-

lution of violation less than 1
8L

and cost ≤ U . Now, if we consider clusters i of size |Ci|

such that 4 ≤ |Ci| ≤ 8, then it clear that since ∆i
red ≤ ∆red ≤ 1

8L(U)
, ∆i

red ≤ 1
4|Ci| because

|Ci| ≤ 8 ≤ 2L(U), therefore there is no violation in these clusters by Claim 2.3.10.

Now consider a cluster of size greater than 8, (note by Claim 2.3.7 that S = F) because of

the upper bound U such clusters could only add points for the top row set T to the cluster which

are all red, it clear that the more red points are added the greater the violation, if one additional

red point is added, then for the best color proportions the cluster has a total of: 6 blues and 3

reds, which lead to a violation of |1
3
− 1

4
| = 1

12
> 1

8L(U)
= 1

32
, therefore it is impossible for

the algorithm to form such clusters as that would contradict the assumption that the algorithm

obtains a violation < 1
8L(U)

for each color. Therefore such clusters are not possible. This means

that there is no violation in any cluster and that the problem has been solved optimally which by

the NP-hardness is impossible unless P = NP .

Now the two remaining claims follow easily. By definition we have that GROUP-EGALITARIAN =

max
h∈H

∆h. If GROUP-EGALITARIAN < 1
8L(U)

, then it follows that ∆h < 1
8L(U)

for every color

h ∈ H which by the first claim cannot happen unless P = NP .

Further, by Claim 2.3.9 GROUP-UTILITARIAN = 2 GROUP-EGALITARIAN, therefore if

GROUP-UTILITARIAN < |H |
8L(U)

, then GROUP-EGALITARIAN < 1
8L

. which is impossible unless

P = NP .
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The same claims for the FABC problem can be proven by simply setting the set of centers

S = F and the upper bound U = 1 for k-center and n−k for the k-median/means, then following

similar arguments.

2.3.2 Algorithms for FCBC

Our main result for the FCBC problem is the following theorem which follows as a direct

consequence of the guarantees of Theorems 2.3.12, 2.3.17, 2.3.15, 2.3.14, and 2.3.18:

Theorem 2.3.11. For any clustering objective, given a bound U on the clustering cost, Algo-

rithm 3 solves the fair clustering under a bounded cost FCBC problem at a cost of at most

U ′ = (2 + α)U where α is the approximation ratio of the color-blind clustering algorithm. The

additive approximation is |H |(ϵ + 2
L(U ′)

) for the GROUP-UTILITARIAN objective and ϵ + 2
L(U ′)

for the GROUP-EGALITARIAN objective.

From the theorem above, it is clear that the additive approximation guarantees we have

improve when the cost does not permit small clusters. Indeed, in the absence of outlier points

and for reasonable values of k, small clusters are unlikely to exist. Further, empirically we verify

the smallest cluster size and find that the smallest cluster size is 159 points (see Section 2.3.4.3).

We now provide our general algorithm for fair clustering under a bounded cost FCBC

which we denote by ALG-FCBC(U, UNFAIRNESS-OBJECTIVE) where we have made ex-

plicit reference to the dependence of ALG-FCBC on the given cost upper bound U and the

desired UNFAIRNESS-OBJECTIVE which could either be the GROUP-UTILITARIAN,GROUP-

EGALITARIAN, or GROUP-LEXIMIN objective.

ALG-FCBC(U, UNFAIRNESS-OBJECTIVE) (see Algorithm 3) involves two steps, in step
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(1): we use a color-blind approximation algorithm to find the cluster centers S, in step (2): we

call the algorithm ALG-FABC(S, U ′, UNFAIRNESS-OBJECTIVE) for the FABC problem. It

should be noted that we have fed ALG-FABC the set of centers S from step (1), further the

cost upper bound for ALG-FABC is set to U ′ = (2+α)U while the UNFAIRNESS-OBJECTIVE

remains unchanged. We further note that ALG-FABC will have the same clustering objective

as ALG-FCBC, e.g. if ALG-FCBC is given the k-median objective so well ALG-FABC.

Clearly, from algorithm ALG-FCBC the FCBC problem is closely related to the FABC

problem. In fact, we establish the following general theorem for all clustering objectives: k-

center, k-median, and k-means that shows that an algorithm which solves the FABC problem

with provable guarantees can be used to solve the FCBC problem with provable guarantees:

Theorem 2.3.12. For any clustering objective and both the GROUP-UTILITARIAN and GROUP-

EGALITARIAN objectives, given an algorithm that solves fair assignment under a bounded cost

FABC with additive approximation µ, the fair clustering under a bounded cost FCBC problem

can be solved with an additive approximation of µ and at a cost of at most (2 + α)U , where α is

the approximation ratio of the color-blind clustering algorithm.

Proof. Let S and ϕ be the set of centers and assignment of the color-blind algorithm. Let S∗

and ϕ∗ be the optimal set of centers and assignment for the fair assignment under bounded cost

FABC. Let ϕ′ be an assignment that routes the vertices from their center in S∗ to the nearest

center in S, i.e. for a given vertex j, ϕ′(j) = argmini′∈S d(i
′, ϕ∗(j)). Based on this setting we
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can upper bound the objective based on the following:

d(j, ϕ′(j)) ≤ d(j, ϕ∗(j)) + d(ϕ′(j), ϕ∗(j))

≤ d(j, ϕ∗(j)) + d(ϕ(i), ϕ∗(j))

≤ d(j, ϕ∗(j)) + d(j, ϕ∗(j)) + d(j, ϕ(j))

≤ 2d(j, ϕ∗(j)) + d(j, ϕ(j))

It follows then by the triangle inequality of the p-norm and the non-negativity of the compo-

nents, that
(∑

j∈C d
p(j, ϕ′(j))

)1/p
≤ 2

(∑
j∈C d

p(j, ϕ∗(j))
)1/p

+
(∑

j∈C d
p(j, ϕ(j))

)1/p
≤

2U +αU = (2 + α)U . Note that in the last inequality the bounded the color-blind cost as

follows:
(∑

j∈C d
p(j, ϕ(j))

)1/p
≤ αOPTcb ≤ αU , where as noted the optimal color-blind cost

OPTcb is upper bounded by U , i.e. OPTcb ≤ U otherwise the problem would not be feasible.

This proves the upper bound on the objective.

Now we establish guarantees on the proportions. For a given center s in S, let N(s) =

{i′ ∈ S∗|s = argmini∈S d(i, i
′)}, i.e. N(s) is the set of centers in S∗ routing their vertices to s.

Denote the set of points assigned to cluster i′ by ϕ∗−1(i′), i.e. ϕ∗−1(i′) = {j ∈ C |ϕ∗(j) = i′}.

Then for any color h we have that:

min
i′∈N(s)

(∑
j∈ϕ∗−1(i′),χ(j)=h 1

)
|ϕ∗−1(i′)|

≤∑
i′∈N(s)

(∑
j∈ϕ∗−1(i′),χ(j)=h 1

)∑
i′∈N(s) |ϕ∗−1(i′)|

≤

max
i′∈N(s)

(∑
j∈ϕ∗−1(i′),χ(j)=h 1

)
|ϕ∗−1(i′)|

41



That is the final color proportion will be within the lower and upper proportions of the routing

centers. It follows that ∆h does not increase for any color and that the GROUP-UTILITARIAN,

GROUP-EGALITARIAN, and GROUP-LEXIMIN objectives using ϕ′ are not greater than that of

the optimal solution.

The above facts, combined with the premise of having an algorithm that solves the fair

assignment under bounded cost FABC with an additive violation of µ completes the proof.

Algorithm 3 :ALG-FCBC(U, UNFAIRNESS-OBJECTIVE)

1: Choose a set of centers S by running a color-blind clustering algorithm of approximation
ratio α.

2: Set U ′ = (2 + α)U and call ALG-FABC(S, U ′, UNFAIRNESS-OBJECTIVE)

2.3.2.1 Fair Assignment Under a Bounded Cost

Algorithm block 4 shows the steps of our algorithm ALG-FABC for the FABC ob-

jective. In step (1): we search for the optimal proportional violations given the bound on the

clustering cost U using LPs. Having found the near-optimal solution, in step (2): we round the

possibly fractional solution to a feasible integer solution using a netowk flow algorithm. We note

that the details of the search done in step (1) depend on the objective, i.e., GROUP-UTILITARIAN

or GROUP-EGALITARIAN.

Algorithm 4 :ALG-FABC(S, U, UNFAIRNESS-OBJECTIVE)

1: Given the UNFAIRNESS-OBJECTIVE, search for the optimal proportion violation values ∆h

at a cost upper bound of U using the feasibility LPs of (2.11).
2: Apply network flow rounding to the LP solution with the optimal value.
3: return the set of centers S and the assignment function ϕ (resulting from the rounded LP

solution).

We note that in fair assignment under a bounded cost FABC the set of centers S has
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already been chosen and the optimization is done only over the assignment ϕ of points to centers.

We let xij be a decision variable that equals 1 if point j is assigned to center i ∈ S and 0 otherwise.

Note that the values of xij are a way to represent the assignment function ϕ. Regardless of the

objective that is being minimized, the following set of constraints must hold:

∑
i,j

dp(i, j)xij ≤ Up (2.11a)

∀j ∈ C :
∑
i∈S

xij = 1, xij ∈ [0, 1] (2.11b)

∀h ∈ H : ∆h ∈ [0, 1] (2.11c)

∀h ∈ H,∀i ∈ S : (βh −∆h)
(∑

j∈C
xij

)
≤
∑
j∈Ch

xij ≤ (αh +∆h)
(∑

j∈C
xij

)
(2.11d)

For the k-center problem, the first constraint (2.11a) is replaced by ∀j ∈ C : xij =

0 if d(i, j) > U . Note that in the above we have xij ∈ [0, 1] which is a relaxation of xij ∈ {0, 1},

as the latter would result in an intractable mixed-integer program. With our variables being xij

and ∆h it is reasonable to consider a convex optimization approach. That is, we could choose

to minimize the objective GROUP-UTILITARIAN or the objective GROUP-EGALITARIAN with

our set of constraints being (2.11). Looking at the form of the GROUP-UTILITARIAN and the

GROUP-EGALITARIAN objectives, it is not difficult to see that they are linear (and therefore con-

vex) in the parameters xij and ∆h, however as the following theorem shows, the constraint set

(2.11) is not convex. In fact, either of the proportion bounds alone in constraint (2.11d) would

lead to a non-convex set. The non-convexity of the constraint set implies that the resulting opti-

mization problem would also be non-convex:
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Theorem 2.3.13. The constraint set (2.11) is not convex.

Proof. The non-convexity of the constraint set (2.11) can be shown even when ignoring the upper

proportionality constraint, i.e. constraint (2.11d) only with the lower bound. Specifically, we

would have the following constraint set:

∑
i,j

dp(i, j)xij ≤ Up (2.12a)

∀j ∈ C :
∑
i∈S

xij = 1, xij ∈ [0, 1] (2.12b)

∀h ∈ H : ∆h ∈ [0, 1] (2.12c)

∀h ∈ H,∀i ∈ S : (βh −∆h)
(∑

j∈C

xij

)
≤
∑
j∈Ch

xij (2.12d)

Now, assume that the upper bound on the cost U is sufficiently large (this would let assignments of

a high cost remain feasible). Consider the case of two colors: red and blue, with βred = βblue =
1
2
.

Let each color constitute half the dataset, i.e. | Cred | = | Cblue | = n
2
, clearly | C | = 2| Cred | =

2| Cblue | = n. Set the number of clusters to two (k = 2), consider the following two feasible

solutions x1
ij,∆

1
red,∆

1
blue and x2

ij,∆
2
red,∆

2
blue with ∆1

blue = ∆2
blue = 1, then the following holds
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(note that α = 2
3
):

For x1
ij,∆

1
red:

cluster 1:
∑
j∈Cred

x1
1j =

∑
j∈Cblue

x1
1j = α

n

2
=

2

3

n

2
=

n

3

cluster 2:
∑
j∈Cred

x1
2j =

∑
j∈Cblue

x1
2j = (1− α)

n

2
=

1

3

n

2
=

n

6

|C2| =
∑
j∈C

x1
2j =

n

3

∆1
red = 0

For x2
ij,∆

2
red:

cluster 1:
∑
j∈Cred

x2
1j =

n

2
,

∑
j∈Cblue

x2
1j = (1− (α +

1

n/2
))
n

2
=

n

6
− 1

cluster 2:
∑
j∈Cred

x2
2j = 0,

∑
j∈Cblue

x2
2j = (α +

1

n/2
)
n

2
= (

2

3
+

1

n/2
)
n

2
=

n

3
+ 1

|C2| =
∑
j∈C

x2
2j =

n

3
+ 1

∆2
red =

1

2

We now form a simple convex combination of the two solutions xij = 1
2
(x1

ij + x2
ij),∆red =

1
2
(∆1

red + ∆2
red) = 1

4
. Constraints (2.12a), (2.12b), and (2.12c) would clearly be satisfied, but if
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we consider constraint (2.12d) for the red color and the second cluster, then we have:

RHS =
∑
j∈Cred

x2j =
n

12

LHS = (
1

2
− 1

4
)(
n

3
+

1

2
) =

n

12
+

1

8

It is clear that LHS ≤ RHS does not hold and therefore, the constraint is not satisfied for the

convex combination and therefore the constraint set of the problem is indeed not convex.

A similar assignment of solutions can be used to show that the set is not convex if we were

to consider only the over-representation constraint in (2.11d) instead.

Although the constraint set (2.11) is not convex, if we fix the values of ∆h then we clearly

have a simple feasibility LP with variables xij . We therefore take an approach where for a given

objective (GROUP-UTILITARIAN or GROUP-EGALITARIAN), we search for the corresponding

optimal values of ∆h by running the feasibility LP of (2.11). Note that with a given set of

values for ∆h, we can obtain the corresponding value for the GROUP-UTILITARIAN or GROUP-

EGALITARIAN objectives and therefore the LP does not need an objective: a feasibility check

suffices. Further, since we only use non-trivial values for ∆h ∈ [0, 1], constraint (2.11c) can

be omitted. Below we discuss how we use the feasibility LPs of (2.11) to obtain LP solutions

that are approximately optimal (having bounded additive approximation from the optimal) for the

GROUP-UTILITARIAN and GROUP-EGALITARIAN objectives, respectively. Since these result-

ing LP solutions could contain fractional values, i.e., it is possible to have a value xij /∈ {0, 1},

the approximately optimal LP solution would have to be rounded to an integral solution. This

rounding further degrades the approximation, but we show that this degradation is not large and
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can be bounded. The details of the rounding scheme are shown below as well. The search al-

gorithm (for the GROUP-UTILITARIAN or GROUP-EGALITARIAN objective), followed by the

rounding scheme, lead to an algorithm for FABC.

Search Algorithm for GROUP-EGALITARIAN and GROUP-LEXIMIN Objectives: The

first step we take is to discretize the space by a parameter ϵ ∈ (0, 1). For convenience, we

set ϵ = 1
r

where r ∈ Z+, i.e., r is a positive integer. Accordingly, instead of interacting

with the continuous interval [0, 1] for the proportional violations, we instead interact with Eϵ =

{ϵ, 2ϵ, . . . , . . . , (1
ϵ
− 1)ϵ, 1}, with |Eϵ | = 1

ϵ
. For all colors, their violation ∆h is set to the same

value and the optimal solution is found simply by doing binary search over the set Eϵ by running

the feasibility LP (2.11).

Theorem 2.3.14. For FABC with the GROUP-EGALITARIAN objective, we can use O
(
log
(

1
ϵ

))
–

many LP runs to get a solution with an additive approximation of ϵ.

Proof. The proof follows directly by using binary search.

We provide a heuristic algorithm for the GROUP-LEXIMIN objective; a rough sketch fol-

lows. In the first step, it obtains the GROUP-EGALITARIAN solution. Then, it proceeds by finding

a color that cannot improve beyond the current optimal violation; if more than one color is found,

then one of these colors is randomly picked. The algorithm then looks for the optimal viola-

tion for the remaining colors, having the violations of the previous colors fixed. These steps are

followed until no color can have its proportional violation improved.

Search Algorithm for the GROUP-UTILITARIAN Objective: We follow the same dis-

cretization step as for the GROUP-EGALITARIAN objective. We describe our algorithm for the

important two-color case with symmetric upper and lower bounds we show a search algorithm
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that requires only O
(
log 1

ϵ

)
LP runs. The two color case with symmetric upper and lower bounds

is that where the two colors h1 and h2 are present with proportions r1 and r2 in the dataset, and

the proportion bounds are set to αi = ri + λi, βi = ri − λi for i ∈ {1, 2} and some valid

λ1, λ2 ∈ [0, 1]. The key observation for the two-color symmetric case is that the proportion of

one color implies the proportion of the other; hence, we can run binary search over the set Eϵ.

Theorem 2.3.15. For FABC with two colors, symmetric lower & upper bounds, and the GROUP-

UTILITARIAN objective, we can use O
(
log(1

ϵ
)
)

–many LP runs to get a solution with an additive

approximation of |H |ϵ = 2ϵ.

Proof. We first point out the following definition and observations. For the two color case, our

color set is H = {h1, h2}. Further, we denote the proportions for color i by ri where ri =

|{j|j∈C,χ(j)=i}|
| C | = | Ci |

| C | . We use color h1 to denote the color with less points, i.e. r1 ≤ r2. The

upper and lower bounds we consider for each color are: βi = (1− δ)ri and αi = (1 + δ)ri. The

idea behind the algorithm is that the proportions of one color imply the proportion of the other

color.

Algorithm for FABC with two colors and symmetric lower and upper proportion bounds: Our

algorithm is based on the simple observation shown in figure 2.9

Figure 2.9: Proportions and bounds for two colors. r1 = 0.25, r2 = 0.75, λi = δri for i ∈ {1, 2}
where δ = 0.1. Notice how if color 1 violates the upper bound by having p1 = 0.3, then we
must have p2 = 0.7, but color 2 is not violating. On the other hand, a violation for color 1 with
p′1 = 0.4 implies p′2 = 0.6 which causes a violation for color 2.
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Without loss of generality, let λ1 ≤ λ2, based on the observation in figure 2.9, we have the

following claim:

Claim 2.3.16. If ∆1 < λ2 − λ1, then ∆2 = 0. If ∆1 ≥ λ2 − λ1, then ∆2 = ∆1 − (λ2 − λ1)

Proof. Let color 1 have a ∆1 violating proportion of p1, then in some cluster p1 = α1 + ∆1 or

p1 = β1 −∆1.

Consider the case where p1 = α1 + ∆1, then p2 = 1 − p1 = 1 − α1 − ∆1. Now if

∆1 < λ2−λ1, then we have p2 > 1−α1−(λ2−λ1) = 1−λ2+λ1−α = (1−r1)−λ2 = r2−λ2 = β2

this means that color 2 does not violate the lower bound. If we assume that color 2 violates the

upper bound by an amount ∆2 > 0, then this would imply that p1 = 1−p2 and the lower violation

for color 1 would be β1−p1 = β1−(1−α2−∆2) = β1−1+α2+∆2 = r1−λ1+r2+λ2+∆2−1 =

1+(λ2−λ1)+∆2−1 = (λ2−λ1)+∆2 > (λ2−λ1) which is a contradiction since we assumed

that ∆1 < (λ2 − λ1).

Similarly, if ∆1 ≥ (λ2−λ1), then we have ∆2 = β2− (1−α1−∆1) = β2−1+α1+∆1 =

r2 − λ2 + r1 + λ1 − 1 + ∆1 = λ1 − λ2 + ∆1 = ∆1 − (λ2 − λ1). Now if we assume that color

2 has a violation of the upper bound by an amount ∆′
2 > ∆1 − (λ2 − λ1), this would imply that

color 1 violates the lower bound by β1 − p1 = r1 − λ1 + r2 + λ2 − 1 + ∆2 = (λ2 − λ1) + ∆2

which is a contradiction since ∆1 < ∆2 + (λ2 − λ1), therefore color 2 cannot violate by more

than ∆1 − (λ2 − λ1).

The case of p1 = β1 −∆1 follows similar arguments.

The above observations lead to algorithm 5.

Now we are ready to prove the theorem. From Claim (2.3.16) we can do binary search over

the set Eϵ using ∆1 as done in algorithm (5). Clearly, at most O
(
log(1

ϵ
)
)

many LPs will be run
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Algorithm 5 GROUP-UTILITARIAN Algorithm for Two Colors with Symmetric Bounds for the
GROUP-UTILITARIAN Objective

Input: set of points C, cost upper bound U , for each color h ∈ H lower and upper proportion
values βh, αh, error parameter ϵ.
Define the set Eϵ = {0, ϵ, . . . , (1ϵ − 1)ϵ}
Binary search ∆1 over the set Eϵ by running the LP (2.11) ( if ∆1 < δ(r2 − r1) then ∆2 = 0,
otherwise set ∆2 = ∆1 − δ(r2 − r1) ).
return return the LP solution with the minimum ∆1 value.

because of binary search. Further, we know that we will find a solution at most ϵ greater, i.e. we

worst case best LP value is: ∆∗
1 + ϵ,∆∗

2 + ϵ = (∆∗
1 +∆∗

2) + 2ϵ = OPT+2ϵ.

For the general multi-color case, we show a search algorithm of O((1
ϵ
)|H |−1) many LP

feasibility calls, thus improving marginally over the brute force of (1
ϵ
)|H | many calls, see [17] for

the details.

Theorem 2.3.17. For FABC with GROUP-UTILITARIAN objective, we can use O
((

1
ϵ

)|H |−1
)

–

many LP runs to obtain an LP solution with additive approximation |H |ϵ.

The Rounding Scheme and ALG-FABC Guarantees: Having obtained the optimal

LP solutions for either the GROUP-UTILITARIAN or GROUP-EGALITARIAN objectives, we now

round the solutions to integral values at a bounded increase to the additive approximation. To

do the rounding, we apply the network flow method of [1], although other rounding methods

are applicable. Given the LP solution xij and its associated proportional violations ∆h, if we

denote the rounded integral solution by x̄ij and ∆̄h, then network-flow rounding guarantees the

following: (i)
∑

i,j d
p(i, j)x̄ij ≤

∑
i,j d

p(i, j)xij . (ii) ∀i ∈ [k] :
⌊∑

j∈C xij

⌋
≤
∑

j∈C x̄ij ≤⌈∑
j∈C xij

⌉
. (iii) ∀h ∈ H,∀i ∈ [k] :

⌊∑
j∈Ch xij

⌋
≤
∑

j∈Ch x̄ij ≤
⌈∑

j∈Ch xij

⌉
.

Property (i) ensures that the clustering objective will not increase beyond the LP value, and

thus, provided the LP cost does not exceed the upper bound on the cost U , the cost of the rounded
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assignment will not exceed U as well. Property (ii) guarantees that the total number of points

assigned to a cluster will not vary by more than 1 point. Property (iii) guarantees that the total

number of points of a given color assigned to a cluster will not vary by more than 1 point. We

can use the above properties along with with the lower bound on the size of any cluster L(U) to

establish the following theorem:

Theorem 2.3.18. For the FABC problem, the rounded solution has cost of at most U and an

additive approximation of: (1) |H |(ϵ + 2
L(U)

) for the GROUP-UTILITARIAN objective and (2)

ϵ+ 2
L(U)

for the GROUP-EGALITARIAN objective.

Proof. First we start with the following claim:

Claim 2.3.19. ∆̄h < ∆h +
2

L(U)
, i.e. rounding will increase the violation by at most 2

L(U)
.

Proof. Based on properties (ii) and (iii) from network flow rounding (mentioned above), we can
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get the following bound for the upper proportion:

∑
j∈Ch

x̄ij ≤


∑
j∈Ch

xij

 (by property (iii))

≤

⌈
min

(
(αh +∆h), 1

)(∑
j∈C

xij

)⌉
(problem constraint)

< min
(
(αh +∆h), 1

)(∑
j∈C

xij

)
+ 1 (ceiling upper bound)

≤ min
(
(αh +∆h), 1

)(∑
j∈C

x̄ij + 1
)
+ 1 (by property (ii))

≤ min
(
(αh +∆h), 1

)(∑
j∈C

x̄ij

)
+min

(
(αh +∆h), 1

)
+ 1

≤ min
(
(αh +∆h), 1

)(∑
j∈C

x̄ij

)
+ 2 (since min

(
(αh +∆h), 1

)
≤ 1)

≤ (αh +∆h)
(∑

j∈C

x̄ij

)
+ 2

This implies that the new violation for the rounded solution ∆̄h satisfies:

αh + ∆̄h =

∑
j∈Ch x̄ij∑
j∈C x̄ij

< αh +∆h +
2∑

j∈C x̄ij

≤ αh +∆h +
2

L(U)

Therefore, we have:

∆̄h−∆h <
2

L(U)
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For the lower proportions, we also have:

∑
j∈Ch

x̄ij ≥

∑
j∈Ch

xij

 (by property (iii))

≥

⌊
max

(
(βh −∆h), 0

)(∑
j∈C

xij

)⌋
(problem constraint)

> max
(
(βh −∆h), 0

)(∑
j∈C

xij

)
− 1 (ceiling upper bound)

≥ max
(
(βh −∆h), 0

)(∑
j∈C

x̄ij − 1
)
− 1 (by property (ii))

≥ max
(
(βh −∆h), 0

)(∑
j∈C

x̄ij

)
−max

(
(βh −∆h), 0

)
− 1

≥ max
(
(βh −∆h), 0

)(∑
j∈C

x̄ij

)
− 2 (since max

(
(βh −∆h), 0

)
≤ 1)

≥ (βh −∆h)
(∑

j∈C

x̄ij

)
− 2

βh − ∆̄h =

∑
j∈Ch x̄ij∑
j∈C x̄ij

> βh −∆h−
2∑

j∈C x̄ij

≥ βh −∆h−
2

L(U)

Therefore, we have:

∆̄h−∆h <
2

L(U)

Now we are ready to prove the theorem. (1) For the GROUP-UTILITARIAN, by Theorems

(2.3.17) and (2.3.15) the LP solution has a violation of |H | + ϵ, then by Claim (2.3.19) and the
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definition of the GROUP-UTILITARIAN =
∑

h∈H ∆h, the violation is at most |H |(ϵ+ 2
L(U)

).

(2) For the GROUP-EGALITARIAN, by Theorem (2.3.14) and Claim (2.3.19), the rounded

solution would have a worst case violation of ϵ+ 2
L(U)

across the colors.

Recalling the additive approximation lower bounds of Theorem 2.3.6 for the FABC prob-

lem, we see that we obtain a solution for FABC of cost at most U with near-optimal addi-

tive approximation. Specifically, our additive approximations for the GROUP-UTILITARIAN and

GROUP-EGALITARIAN are 2|H |
L(U)

and 2
L(U)

compared to their lower bounds of |H |
8L(U)

and 1
8L(U)

,

respectively.

2.3.3 Fairness Across the Clusters is not Possible

It is tempting to modify both the GROUP-UTILITARIAN and GROUP-EGALITARIAN (or

GROUP-LEXIMIN) objectives to sum across the clusters instead of taking the maximum vi-

olation across the clusters. More specifically, we can replace the objectives by the follow-

ing: GROUP-UTILITARIAN-SUM, which equals
∑

h∈H,i∈[k]
∆i

h, and GROUP-EGALITARIAN-SUM,

which equals minmax
h∈H

∑
i∈[k]

∆i
h, where ∆i

h is the violation of color h in cluster i; clearly the

previously-considered violation ∆h is max
i∈[k]

∆i
h. It can be seen that such an objective is more

flexible. For example, the maximum violations might occur in a cluster that cannot be improved

within the given bound on the clustering cost, while it may be possible to improve it for other

clusters. The original GROUP-UTILITARIAN and GROUP-EGALITARIAN objectives may bring

no improvement in such a situation but their above modifications could. We prove a negative

result. Specifically, while we were able to approximate FABC by small additive values for the

original objectives (Theorem 2.3.18), for the new objectives we cannot efficiently approximate
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the FABC problems within even relatively-large additive approximations:

Theorem 2.3.20. For FABC, the objectives GROUP-UTILITARIAN-SUM and GROUP-EGALITARIAN-

SUM that sum across the clusters cannot be approximated in polynomial time to within an addi-

tive approximation of O(nδ) where δ is a constant in [0, 1), unless P = NP .

Proof. We first introduce the following lemma:

Lemma 2.3.21. Any polynomial time approximation algorithm for FABC for a general upper

bound U must have µ > 0, i.e. it must have a strictly greater than zero additive approximation

guarantee.

Proof. The proof follows from the proof of Theorem (2.3.1). Specifically, the proof of The-

orem (2.3.1) shows that hard instances for FABC could have an optimal value of 0 for the

GROUP-UTILITARIAN, GROUP-EGALITARIAN, and GROUP-LEXIMIN objectives, specifically

when U = OPTFC where OPTFC is the optimal value of fair clustering. Therefore, if a polyno-

mial time approximation algorithm with approximation ratio ρ ≥ 1 and additive approximation

µ ≥ 0 is ran over such hard instances, then it would output a solution of value ρOPT+µ =

ρ(0) + µ = µ. If the algorithm has µ = 0, then it would mean that the problem has been solved

optimally which is impossible unless P = NP . Therefore, µ > 0.

By the result of the above lemma we know that we can hard instances with OPT = 0 and

that any polynomial time algorithm should have an additive approximation µ > 0. Further, we

consider the same X3C reduction of Theorem 2.3.1 and Figure 2.8 for FABC with the centers

set to the points of F .

To prove the theorem, suppose by contradiction that an algorithm A exists that guarantees

an additive approximation of O(nδ) for δ ∈ [0, 1). Suppose, we are given an instance of the
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problem with optimal solution value of OPT and n many points. Note by Lemma 2.3.10 if

∆i
red <

1
|Ci| , then there us no violation. It follows that if

∑
i∈[k](∆

i
red +∆i

blue) <
1
4n

then we have

no violation.

Now, create D many duplicates of the given set of points. Let the distance between the

points belonging to the same duplicate be the same as in the original instance, whereas for points

in different duplicates the distance is infinity. Further, let the number of centers be Dk where

each duplicate has k many centers assigned at the same points as the original instance. Given the

original upper bound on the clustering objective U , the new upper bound U ′ is set to U ′ = U for

the k-center, U ′ = DU for the k-median, and U ′ =
√
DU for the k-means objectives.

If this modified instance is given to A, then the output would have a value of at most

ρDOPT+c(Dn)δ for some c > 0. If D > 1
4δ−1 c

1
1−δn

1+δ
1−δ (which is polynomial in n), then the

average violation across the duplicates is:

ρDOPT+c(Dn)δ

D
= ρOPT+cnδDδ−1

< ρOPT+c
1

4
nδc

δ−1
1−δn

(1+δ)(δ−1)
1−δ = ρOPT+

1

4n
= 0 +

1

4n

This means that there must exist at least one duplicate for which the violation is at most 1
4n

which means that the problem has been exactly in polynomial time which is impossible unless

P = NP .

2.3.4 Experiments

We validate our algorithms on datasets from the UCI repository [54]. The results here are

for k-means clustering.
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2.3.4.1 GROUP-UTILITARIAN Experiments

We use the Adult and Census1990 datasets with self-reported gender (male or female) as

the attribute. We note that both datasets explicitly use categorical labels for this socially-complex

concept, and acknowledge that this is reductive [55]. Figure 2.10 shows the PoF versus the

achieved GROUP-UTILITARIAN objective, with δ = 0.1. As expected, as the price of fairness

increases (higher bound on the cost), we can further minimize the proportional violations. Even-

tually the GROUP-UTILITARIAN objective becomes less than 0.1 and even very close to zero.

We also observe that at a given cost upper bound, we can achieve lower values for the GROUP-

UTILITARIAN objective when the number of clusters (k) is lower.

Figure 2.10: PoF vs the GROUP-UTILITARIAN objective for the Adult and Census1990 datasets.

2.3.4.2 GROUP-EGALITARIAN and GROUP-LEXIMIN Experiments

We again use the Adult and Census1990 datasets. However, for Adult, we set the fairness

attribute to race which—in this dataset, and with the same inherent social caveats as the catego-

rization of gender—has 5 groups (colors). For Census1990, we set the fairness attribute to age

where we have three age groups.6 We set δ = 0.05 and k = 10 for Adult and δ = 0.1 and k = 5

for Census1990. Figure 2.11 shows the results of our algorithm. We notice that for some colors

6Census1990 actually has 8 age groups. For better interpretability of the results, we merge nearby groups
{0, 1, 2}, {3, 4, 5}, and {6, 7, 8} to form 3 groups.

57



smaller violations are harder to achieve and we need to set the maximum allowable clustering

cost to larger values to reduce their violations.

Figure 2.11: PoF versus the proportional violation for different groups (each colored graph is a
group) in the Adult and Census1990 datasets.

2.3.4.3 Checking the Size of the Smallest Cluster

As mentioned in Theorem 2.3.11 our approximations are dependent on the size of the

smallest cluster in the solution. While it is not tractable to obtain the value of L(U) for a given

U , we can still empirically check the size of the smallest cluster in the cost bounded clusterings

we obtain. We note that, throughout, we do not impose any lower bound on the cluster size in

our algorithm. For the above experiments we considered, we find that the minimum cluster size

(across all choices of k) are as follows: Adult (159 points), Census1990 (171 points). The fact

that the size of the smallest cluster is large means that we are achieving small (accurate) additive

approximations with near-optimal objective values and when we obtain a large objective value it

is because of how stringent the cost upper bound is.
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2.4 Fair Labeled Clustering

While constraining the demographics of each cluster is appropriate in some settings, it may

be unnecessary or impractical in others. In decision making applications, each cluster eventually

has a specific label (outcome) associated with it which may be more positive or negative than

others. If the same label is applied to multiple clusters, we may only wish to bound the demo-

graphics of points associated with a given label as opposed to bounding the demographics of each

cluster.

To be more concrete, consider the application of clustering for market segmentation in or-

der to generate better targeted advertising [56–59]. In this setting, we select or engineer features

which are informative for targeted advertising and apply clustering (e.g., k-means) to the dataset.

Then, we analyze the resulting centers (prototypical examples) and make decisions for targeted

advertising in the form of recommending specific products or offering certain deals. These prod-

ucts or deals may have different levels of quality, i.e., we may assign labels such as: mediocre,

good, or excellent to each cluster based on the quality of its advertisements. For the clusters of a

given label (treated as one), it is possible that a certain demographic would be under-represented

in the excellent label or that another could be over-represented in the mediocre label. In fact, the

reports in [60–62] indicate that targeted advertising may under-represent certain demographics

for some advertisements. An algorithm that ensures each group is represented proportionally in

each label could remedy this issue. While applying group fair clustering algorithms would also

ensure demographic representation in the clusters and thus the labels, it could come at the price

of a higher deformation in the clustering since points would have to be routed to possibly faraway

centers just to satisfy the representation proportions. On the other hand, ensuring fair represen-
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tation across the labels, but not necessarily the centers is less restrictive and likely to cause less

deformation to the clustering.

Another similar example is clustering for job screening [63] in which we have a dataset

of candidates,7 and each candidate is represented as a point in a metric space. Clustering could

be applied over this set to obtain k many clusters. Then, the center of each cluster is given

a more costly examination (e.g., a human carefully screening a job application). Accordingly,

the centers would be assigned labels from the set: hire, short-list, scrutinize further, or reject.

Naturally, more than one cluster could be assigned the same label. Clearly, the greater concern

here is demographic parity across the labels, but not necessarily the individual clusters. Thus,

group fair clustering would yield unnecessarily sub-optimal solutions.

While in the above examples the label of the center was decided according to its position

in the metric space. One can envision applications in Operations Research where the label as-

signment of the center is not dependent on its position [64, 65]. Rather, we would have a set of

centers (facilities) of different service types (or quality) and we would have a budget for each ser-

vice type. Further, to ensure group fairness we would satisfy the demographic representation over

the service types offered. In this setting, we would have to choose the labels so as to minimize the

clustering cost subject to further constraints such as budget and fair demographic representation.

The above examples illustrate the need for a group fairness definition at the label level

when clustering is applied in decision-making settings or when the different centers (facilities)

provide different types of services. In addition to being sufficient, evaluating fairness at the

label level rather than cluster level can also be necessary. When the metric space is correlated

7In some countries, such as India, the number of candidates can be in the millions for government jobs: https:
//www.bbc.com/news/world-asia-india-43551719.

60

https://www.bbc.com/news/world-asia-india-43551719
https://www.bbc.com/news/world-asia-india-43551719


with group membership it may be costly, counterproductive, or impossible to get meaningful

clusters that each preserve the demographics of the dataset. For example, if the metric space is

geographic as in many facility location problems, a person’s location can be correlated with their

racial group membership due to housing segregation. The same is true in machine learning when

common features like location redundantly encode sensitive features such as race. In this case,

the more strict approach of group fairness in each cluster could cause a large enough degradation

in clustering quality that the entity in charge chooses a classical “unfair” clustering algorithm

instead. In legal terms, this unfair clustering approach may exhibit disparate impact—members

of a protected class may be adversely affected without provable intent on the part of the algorithm.

However, disparate impact is allowed if the unfair clustering can be justified by business necessity

(e.g., the fair clustering alternative is too costly) [51].

Thus, our work can be seen as a less stringent, less costly, and fundamentally different ap-

proach which still satisfies some similar fairness criteria to existing group fair clustering formula-

tions. In addition, the decision-maker may not be concerned with the demographic representation

in all labels, but rather only a specific set of label(s) such as hire and short-list. It may also be

desired to enforce different lower and upper representation bounds for different labels.

We introduce the problem of fairness in labeled clustering in which group fairness is en-

sured within the labels as opposed to each cluster. Specifically, we are given a set of centers found

by a clustering algorithm, then having found the centers, we have to satisfy group fairness over

the labels. We consider two settings: (1) labeled clustering with assigned labels (LCAL) where

the center labels are decided based on their position as would be expected in machine learning

applications and (2) labeled clustering with unassigned labels (LCUL) where we are free to

select the center labels subject to some constraints. We note that throughout we consider the set
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of centers to be given and fixed (although in the unassigned setting their labels are unknown),

therefore the problem is essentially a routing (assignment) problem where points are assigned to

centers rather than a clustering problem. We however, refer to it as clustering since we minimize

the clustering cost throughout and since our motivation is clustering based. Moreover, many of

the application cases of the assigned labels setting would not alter the centers as that would not

change the assigned labels which are given manually through further inspection [56,58,63] or in

the case of the unassigned labels we would have a fixed set of centers. Further, the work of [66]

in fair clustering follows a similar setting where the centers are fixed.

For the LCAL (assigned labels) setting, we show that if the number of labels is constant,

then we can obtain an optimal clustering cost subject to satisfying fairness within labels in poly-

nomial time. This is in contrast to the equivalent fair assignment problem in fair clustering which

is NP-hard [1, 17].8 Furthermore, for the important special case of two labels, we obtain a faster

algorithm with running time O(n(log n+ k)).

For the LCUL (unassigned labels) setting, we give a detailed characterization of the hard-

ness under different constraints and show that the problem could be NP-hard or solvable in poly-

nomial time. Furthermore, for a natural specific form of constraints we show a randomized

algorithm that always achieves an optimal clustering and satisfies the fairness constraints in ex-

pectation.

We conduct experiments on real world datasets that show the effectiveness of our algo-

rithms. In particular, we show that our algorithms provide fairness at a lower cost than fair

clustering and that they indeed scale to large datasets.

8In this equivalent problem, the set of centers is given. We seek an assignment of points to these centers that
minimizes a clustering objective and bounds the group proportions assigned to each center.
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2.4.1 Further Definitions for the Labeled Fair Clustering Problem

The cardinality of the set of colors is R, i.e. |H | = R. We refer to the set of points with

color h ∈ H by Ch. We are given a set S of centers that have been selected, S contains at most

k many centers, i.e. |S| ≤ k. Furthermore, we have the set of labels L where L has a total of

m many possible labels, i.e. | L | = m. The function ℓ : S → L assigns centers to labels. Our

problem always involves finding an assignment from points to centers, ϕ : C → S such that it

is the optimal solution to a constrained optimization problem where the objective is a clustering

objective. Specifically, we always have to minimize the the k-center, k-median, and k-means

objectives. We consider the number of colors R to be a constant throughout. This is justified by

the fact that in most applications demographic groups tend to be limited in number.

As mentioned earlier, we have two settings and accordingly two variants of this optimiza-

tion: (1) labeled clustering with assigned labels (LCAL) where the centers have already been

assigned labels and (2) labeled clustering with unassigned labels (LCUL) where the centers have

not been assigned any labels and can be assigned any arbitrary labels from the set L subject to

(possible) additional constraints.

We pay special attention to the two label case where L = {P,N} with P being a posi-

tive outcome label and N being a negative outcome label, although many of our results can be

extended to the general case where | L | = m > 2.

2.4.1.1 Labeled Clustering with Assigned Labels (LCAL):

In this problem the labels of the centers have been assigned, i.e. the function ℓ is fully

known and fixed. We look for an assignment ϕ which is the optimal solution to the following
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problem:

min
ϕ

(∑
j∈C

dp(j, ϕ(j))
)1/p

(2.13a)

∀L ∈ L,∀h ∈ H : lLh
∑
i∈S

ℓ(i)=L

| Ci | ≤
∑
i∈S

ℓ(i)=L

| Chi | ≤ uLh
∑
i∈S

ℓ(i)=L

| Ci | (2.13b)

∀L ∈ L : (LB)L ≤
∑

i∈S:ℓ(i)=L

| Ci | ≤ (UB)L (2.13c)

where Ci refers to the points ϕ assigns to the center i, i.e. Ci = {j ∈ C |ϕ(j) = i}. Chi = Ci ∩Ch,

i.e. the subset of Ci with color h. lLh and uL
h are lower and upper proportional bounds for color

h. Clearly, lLh , u
L
h ∈ [0, 1]. Constraints (2.13b) are the proportionality (fairness) constraints that

are to be satisfied in fair labeled clustering. Notice how we have a superscript L in lLh and uL
h ,

this is to indicate that we may desire different proportional representations in different labels.

For example, for the case of two labels L = {P,N}, we may not want to enforce proportional

representation in the negative label so we set lNh = 0 and uN
h = 1 but we may want to enforce

lower representation bounds in the positive label and therefore set lPh to some non-trivial value.

Note that these constraints generalize those of fair clustering, in fact we can obtain the constraints

of fair clustering by letting each center have its own label (m = k) and enforcing the proportional

representation bounds to be the same throughout all labels. However, in our problem we focus on

the case where the number of labels m is constant since in most applications we expect a small

number of labels (outcomes). In fact, a large number could cause a problem in terms of decision

making and result interpretability.

64



In constraints (2.13c), (LB)L and (UB)L are pre-set upper and lower bounds on the number

of points assigned to a given label, clearly (LB)L, (UB)L ∈ {0, 1, . . . , n} . They are additional

constraints we introduce to the problem that have not been previously considered in fair clus-

tering. Our motivation comes from the fact that since positive or negative outcomes could be

associated with different labels, it is reasonable to set an upper bound on the total number of

points assigned to a positive label, since a positive assignment may incur a cost and there is a

bound on the budget. Similarly, we may set a lower bound to avoid trivial solutions where most

points are assigned to negative outcomes and no or very few agents enjoy the positive outcome.

2.4.1.2 Labeled Clustering with Unassigned Labels (LCUL):

In labeled clustering with unassigned labels LCUL, the labels of the centers have not been

assigned. As noted, this captures certain OR applications in which the label of a center is not

related to its position in the metric space.

Similar to the case with assigned labels LCAL, we would also wish to minimize the clus-

tering objective. In general we have the following optimization problem:

min
ϕ,ℓ

(∑
j∈C

dp(j, ϕ(j))
)1/p

(2.14a)

∀L∈ L,∀h ∈ H : lLh
∑
i∈S

ℓ(i)=L

| Ci | ≤
∑
i∈S

ℓ(i)=L

| Chi | ≤ uLh
∑
i∈S

ℓ(i)=L

| Ci | (2.14b)

∀L ∈ L : (LB)L ≤
∑

i∈S:ℓ(i)=L

| Ci | ≤ (UB)L (2.14c)
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∀L ∈ L : (CL)L ≤ |S
L| ≤ (CU)L (2.14d)

Note how in the above objective ℓ has been added as an optimization variable unlike the objective

in (2.13) for LCAL. Further, we have added constraint (2.14d) where SL refers to the subset of

centers that have been assigned label L by the function ℓ, i.e. SL = {i ∈ S|ℓ(i) = L}. This

constraint simply lower bounds SL by (CL)L and upper bounds it by (CU)L. This constraint

models minimal service guarantees (lower bound) and budget (upper bound) guarantees. Clearly,

(CL)L, (CU)L ∈ {0, 1, . . . , k}. Further, setting (CL)L = 0 and (CU)L = k ∀L ∈ L allows

any label to have any number of centers, effectively nullifying the constraint. We show in a

subsequent section that forcing certain constraints on the problem can make it NP-hard and that

relaxing some constraints would make the problem permit polynomial time solutions.

2.4.2 Algorithms and Theoretical Guarantees for LCAL

2.4.2.1 LCAL is Polynomial Time Solvable:

LCAL is problem (2.13) where we have a collection of centers and we wish to minimize a

clustering objective subject to proportionality constraints (2.13b) and possible constraints on the

number of points each label is assigned (2.13c). Fair assignment9 is a problem which has a very

similar form to our problem; the centers have already been decided and we wish to satisfy the

same proportionality constraints in every cluster, specifically the optimization problem is:

min
ϕ

(∑
j∈C

dp(j, ϕ(j))
)1/p

(2.15a)

9Fair assignment [1, 14, 40] is a sub-problem solved in fair clustering to finally yield a full algorithm for fair
clustering.
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∀i ∈ S, ∀h ∈ H : lh| Ci | ≤ | Chi | ≤ uh| Ci | (2.15b)

It may be thought that the above optimization is simpler than that of LCAL (2.13), since all

clusters have to satisfy the same proportionality bounds and there is no bound on the total number

of points assigned to a any specific cluster. However, [1,17] show that the problem is in fact NP-

hard for all clustering objectives. We show in the theorem below that LCAL can be solved in

polynomial time for all clustering objectives.

Theorem 2.4.1. Labeled clustering with assigned labels LCAL is solvable in polynomial time

for the all clustering objectives (k-center, k-median, and k-means).

Proof. The key observation is that any assignment function ϕ, will assign a specific number of

points nL to the centers with label L. Further, we have that
∑

L∈L nL = n since all points must be

covered. Now, since | L | = m is a constant, this means that there is a polynomial number of ways

to vary the total number of points distributed across the labels. More specifically, the total number

of ways to distribute points across the given labels is upper bounded by n× n× · · · × n︸ ︷︷ ︸
m−1

= nm−1.

Note that once we decide the number of points assigned to the first (m − 1) labels, the last

label must be assigned the remaining amount to cover all n points, so we have a total of nm−1

possibilities. Since we have established, that there is a polynomial number of possibilities for

distributing the number of points across the labels, if we can solve LCAL optimally for each

possibility and simply take the minimum across all possibilities then we would obtain the optimal

solution.

Now that we are given a specific distribution of number of points across labels, i.e. (n1, . . . , nL, . . . , nm)

where
∑

L∈L nL = n, we have to solve LCAL optimally for that distribution. The problem
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amounts to routing points to appropriate centers such that we minimize the clustering objective

and satisfy the distribution of number of points across the labels along with the color proportion-

ality. To do that we construct a network flow graph and solve the resulting minimum cost max

flow problem. The network flow graph is constructed as follows:

• Vertices: the set of vertices is V = {s} ∪ C ∪(∪h∈HS
h) ∪ (∪h∈H Lh) ∪ L∪{t}. Vertex s

is the source, further we have a vertex for each point, hence the set of vertices C. For each

color h ∈ H we create a vertex for each center in S and for each label in L, these vertices

constitute the sets ∪h∈HSh and ∪h∈H Lh, respectively. We also have a vertex for each label

in L and finally the sink t.

• Edges: the set of edges is E = Es→C ∪EC→Sh ∪ESh→Lh ∪ELh→L ∪EL→t. Es→C consists

of edges from the source s to every point j ∈ C, EC→Sh consists of edges from every point

j ∈ C to the center of vertices of the same color in Sh, ESh→Lh consists of edges from

the colored centers to their corresponding label of the same color, ELh→L consists of edges

from the colored labels to their corresponding label, finally EL→t consists of edges from

every label in L to the sink t.

• Capacities: the edges of Es→C have a capacity of 1, the edges of ELh→L have a capacity

of
⌊
uL
hnL

⌋
, the edges of EL→t have a capacity of nL.

• Demands: the vertices of Lh have a demand of
⌈
lLhnL

⌉
, the vertices of L have a demand

of nL.

• Costs: all edges have a cost of zero except the edges of EC→Sh where the cost of the

edge between the point and the center is set according to the distance and the clustering
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objective (k-median or k-means). As noted earlier a vertex j will only be connected to the

same color vertex that represents center i in the network flow graph, we refer to that vertex

by iχ(j) and clearly iχ(j) ∈ Sχ(j). Specifically, ∀(j, iχ(j)) ∈ EC→Sh , cost(j, iχ(j)) = dp(j, i)

where p = 1 for the k-median and p = 2 for the k-means.

We write the cost for a constructed flow graph as
∑

j∈C,i∈S d
p(j, i)xij where xij is the amount

of flow between vertex j and center iχ(j). Since all capacities, demands, and costs are set to

integer values. Therefore we can obtain an optimal solution (maximum flow at a minimum cost)

in polynomial time where all flow values are integers. Therefore, we can solve LCAL optimally

for a given distribution of points.

The above construction are for the k-median and k-means. For the k-center we slightly

modify the graph. First, we point out that unlike the k-median and k-means, for the k-center

the objective value has only a polynomial set of possibilities (kn many exactly) since it is the

distance between a center and a vertex. So our network flow diagram is identical but instead of

setting a cost value for the edges in edges of EC→Sh , we instead pick a value d from the set of

possible distances d(j, i) where j ∈ C, i ∈ S and draw an edge between a point j and a center

iχ(j) only if d(j, i) ≤ d. Also we do not need to solve the minimum cost max flow problem,

instead the max flow problem is sufficient.

2.4.2.2 Efficient Algorithms for LCAL for the Two Label Case:

For the k-median and k-means and the two label case we present an algorithm with O(n(log (n)+

k)) running-time. The intuition behind our algorithm is best understood for the case with “ex-

act population proportions” for both the positive and negative labels. First, we note that each
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color h ∈ H exists in proportion rh = | Ch |
| C | where we refer to rh as the population proportion.

The case of exact population proportions for the positive and negative labels, is the one where

∀h ∈ H,∀L ∈ {P,N} : lLh = uL
h = rh = | Ch |

| C |

That is, the upper and lower proportion bounds coincide and are equal to the proportion

of the color in the entire set. This forces only a limited set of possibilities for the total number

of points (and their colors) which we can assign to either P or N . For example, if we have two

colors and r1 = r2 = 1
2
, then we can only assign an equal number of red and blue points to

P and likewise to N . For the case of three colors with r1 = 1
3
, r2 = 1

2
, r3 = 1

6
, then we can

only assign points of the following form across the different labels: points for the first color =

2c, points for the second color = 3c, points for the third color = c where c is a non-negative inte-

ger. We refer to this smallest ”atomic” number of points by natomic and the number of color h of

its subset by nh
atomic.

Now we define some notation P (j) = mini∈P d(j, i) and N(j) = mini∈N d(j, i), i.e. the

distance of the closest centers to j in P and N , respectively. Further, ϕ−1(P ) and ϕ−1(N) are the

set of points assigned to the positive and negative centers by the assignment ϕ, respectively. We

can now define the drop of a point j as drop(j) = N(j) − P (j), clearly the larger drop(j) the

higher the cost goes down as we move it from the negative to the positive set. We can obtain a

sorted values of drop for each color in O
(
n(log n+ k)

)
run-time.

The algorithm is shown (algorithm block (6)). In the first step we start with all points in N ,

then in step 2 we move the minimum number of nh
atomic for each color h to satisfy the size bounds

for each label (constraint (2.13c)). Finally in the loop starting at step 3, we move more points to

the positive label (in an “atomic” manner) if it lowers the cost and is within the size bounds.
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Algorithm 6 Exact Preservation for k-median / k-means
1: Find an assignment ϕ0 that assigns all points to their nearest center in N , this means that
|ϕ−1

0 (N)| = n and |ϕ−1
0 (P )| = 0. Set ϕ∗ = ϕ0.

2: Move qh = rh max{(LB)P , n − (UB)N} many points of color h with the highest values in
drop from the negative label to the positive label

3: for i =
(

n∑
h∈H qh

)
to n

natomic
do

4: Take nh
atomic many points from each color h with the highest values in drop, call the new

assignment ϕ′.
5: if ϕ′−1(P ) and ϕ′−1(N) are within bounds and cost(ϕ′) < cost(ϕ∗) then
6: update the assignment to ϕ∗ = ϕ′

7: else
8: break
9: end if

10: end for

Theorem 2.4.2. Algorithm (6) finds the optimal solution and runs in O
(
n(log n+ k)

)
time.

Proof. First we prove that the solution is feasible. Constraint (2.13b) for the color proportionality

holds, this can is clearly the case before the start of the loop since the centers with negative labels

cover the entire set which is color proportional and the the centers with positive labels cover cover

nothing which is also color proportional. In each iteration, we move an atomic number of each

color from the negative to the positive label and hence both the negative and the positive set of

centers satisfy color proportionality in the points they cover.

For constraint (2.13b) because of exact preservation of the color proportions, we can always

tighten the bounds (LB)L and (UB)L for each label L such that there multiples of natomic without

modification to the problem, so we assume that (LB)N = a natomic, (LB)P = b natomic, (UB)N =

a′ natomic, (UB)P = b′ natomic where a, a′, b, b′ are non-negative integers and clearly a ≤ b and

a′ ≤ b′. Step 2 satisfies the lower bound on the number of points in the positive label and the upper

bound for the negative set. Note that if this step fails then the problem has infeasible constraints.

Further, since we have moved the minimum number of points from the negative set to the positive
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set, it follows that the upper bounds on the positive are also satisfied since (LB)P ≤ (UB)P , also

the lower bound on the negative set is also satisfied since (LB)N ≤ (UB)N . Finally in step 5,

the size bounds are always checked fair therefore both labels are balanced.

Optimally follows since we move the points with the highest drop value to the positive set

(these are also the points closest to the positive set). Further, in step 5 we stop moving any points

to the positive if there isn’t a reduction in the clustering cost. Note that since the values in drop

are sorted, another iteration would not reduce the cost.

Finding the closest center of each label for every point takes O(nk) time. Finding and

sorting the values in drop clearly takes O(n log n) time. The algorithm does constant work in

each iteration for at most n many iterations. Thus, the run time is O
(
n(log n+ k)

)
.

The above algorithms can be generalized to give all solution values for arbitrary choices of

label size bounds (constraint(2.13c)) with the same asymptotic run-time. Such a solution would

be useful as it would enable the decision maker to see the complete trade-off between the label

sizes and the clustering cost (quality).

2.4.3 Algorithms and Theoretical Guarantees for LCUL

2.4.3.1 Computational Hardness of LCUL

We note that all of our hardness results use the k-center problem for simplicity. Before we

introduce the hardness result, we note all of our reductions are from exact cover by 3-sets (X3C)

[67] where we have universe U = {u1, u2, . . . , u3q} and subsets W1, . . . ,Wt where t = q + r

and for non-trivial instances r > 0. We form an instance of LCUL by representing each one

the subsetsW1, . . . ,Wt by a vertex and each element in U = {u1, u2, . . . , u3q} by a vertex. The
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centers are the setsW1, . . . ,Wt and they are given a blue color whereas the rest of the points (in

U) are red. Further, each point ui is connected by a edge to a centerWi if and only if ui ∈ Wj .

The distances between any two points is the length of the shortest path between them. This clearly

leads to a metric. See figure 2.12 for an example. This is essentially a reduction we follow in all

proofs, sometimes changes are introduced and mentioned explicitly in the proofs.

W1 W2 W3

a b c d e f

Figure 2.12: Example of the reduction for theorem (2.4.3). This is an instance of the LUCL
problem for an instance U = {a, b, c, d, e, f},W1 = {a, b, c},W2 = {c, d, e} andW3 = {d, e, f}
with q = 2, |U | = 3q and t = 3.

We start by discussing the hardness of LCUL. In contrast to LCAL, the LCUL problem it

not solvable in polynomial time. In the fact, the following theorem shows that even if we were to

drop one constraint for the LCUL (problem (2.14)) we would still have an NP-hard problem.

Theorem 2.4.3. For the LCUL problem with two labels and two colors, dropping one of the

constraints(2.14b), (2.14c), or (2.14d) still leads to an NP-hard problem.

Proof. We begin with the following lemma:

Lemma 2.4.4. Even if the color-proportionality constraint (2.14b) are ignored10 LCUL is NP-

hard.

Proof. As mentioned we consider an instance of exact cover by 3-sets (X3C) with universe

U = {u1, u2, . . . , u3q} and subsets W1, . . . ,Wt. We construct an instance of LCUL where

10We can simply remove the constraint or set lLh = 0, uL
h = 1,∀h ∈ H, L ∈ L.
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the proportionality constraints are ignored. Further, we only have two labels L = {N,P}, we

set (CL)P = 0, (CU)P = q,(CL)N = 0, (CU)N = t and (LB)P = 4q, (UB)P = 3q + t,

(LB)N = 0, (UB)N = 3q + t.

A solution for X3C leads to a solution for LCUL at cost 1: Take the collection of q many

subsets that solve X3C and give their corresponding centers in LCAL a positive label. Then it is

clear that |SP | = q and that the number of points covered by the positive centers is 4q and that

this done at a cost of 1. The centers that do not correspond to the solution of X3C will be given a

negative label and assigned no points.

A solution for LCUL at cost 1 leads to a solution X3C: A solution for LCUL cannot assign

more than (CU)P = q many centers a positive label and it has to cover 3q more points to have

a total of 4q points and this has to be done at a distance of 1. By construction, since each center

is connected to 3 points, the LCUL solution cannot have less than q centers. Further, to have

4q points, then each center would have to cover a unique set of 3 points at a distance of 1.

Since points are connected to centers at a distance of 1 only if they are corresponding values are

contained in the subsets corresponding to those centers, it follows that the q subsets in the LCUL

solution are indeed an exact cover for X3C.

Now we instead ignore the constraints on the number of points a label should receive, i.e.

constraints (2.14c) and keep the proportionality constraints. We show that this also results in an

NP-hard problem as demonstrated in the theorem below:

Lemma 2.4.5. Even if we do not specify the number of points a label should receive (con-

straint(2.14c)), LCUL is NP-hard.
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Proof. Similar to the proof of theorem (2.4.4) we follow the reduction from X3C with two labels

for LCUL, i.e. L = {N,P}, but now we consider the color of the vertices. Vertices of the subsets

W1, . . . ,Wt are blue and all of the vertices of the elements of U are red. For the LCUL instance,

we set (CL)P = q, (CU)P = t,(CL)N = 0, (CU)N = t. The representation for the negative set

is ignored, i.e. lNred = lNblue = 0 and uN
red = uN

blue = 1. For the positive set, we only have set a bound

on the lower proportion for the red color, specifically lPred = 3
4
, uP

red = 1 and lPblue = 0, uP
blue = 1.

As the reduction of theorem (2.4.4) the optimal value of the k-center objective cannot be less than

1.

A solution for X3C leads to a solution for LCUL at cost 1: Take the q subsets in the solution

of X3C and assign their corresponding centers a positive labels, then |SP | = q ≥ (CU)P . Further

since elements of U are represented by red vertices, you will have 3q red vertices covered at a

distance of 1, the red proportion of the positive label would be 3q
4q

= 3
4
≥ lPred. To complete the

solution assign the rest of the centers a negative label.

A solution for LCUL at cost 1 leads to a solution X3C: A solution for LCUL would have

to choose at least (CL)P = q many centers. Since all centers are blue and because there are only

3q many red points in the graph, we would have to choose exactly q centers and cover all of the

3q many red points to satisfy the color proportionality constraints of lPred. Since this is being done

at a cost of 1, these points must be representing elements in U that are contained in the subsets

corresponding to the selected centers. Further, since every center is connected to exactly 3 points

at radius 1, we have found an exact cover.

We then have the following lemma:

Lemma 2.4.6. Even if we do not specify the number of centers of each label (ignoring constraints
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(2.14d) ), LCUL is NP-hard.

Proof. Similar to theorems (2.4.4,2.4.5) we follow the same reduction from X3C. This time we

ignore constraint (2.14d) on the number of centers, i.e. 0 ≤ |SN |, |SP | ≤ k. We set (LB)P =

(UB)P = 4q and (LB)N = 0, (LB)N = n. Further for the color proportionality constraints, we

have for the positive set we set lPred = uP
red = 3

4
, lPblue = uP

blue =
1
4

and for the negative set we have

lNred = lNblue = 0. uN
red = uN

blue = 1.

A solution for X3C leads to a solution for LCUL at cost 1: Simply let the subsets (centers)

in the solution if X3C have a positive label and assign all of the points in U to them. Clearly,

we have (LB)P = (UB)P = 4q and the red color has a representation of 3
4

and the blue has a

representation of 1
4
. Furthe, this is done at an optimal cost of 1.

A solution for LCUL at cost 1 leads to a solution X3C: Since (LB)P = (UB)P = 4q,

lPred = uP
red =

3
4
, and lPblue = uP

blue =
1
4
, it follows that the positive set should cover 3

4
4q = 3q many

red points and that it must also cover 1
4
4q = q many blue points. Since all blue points are centers

and all red points are from U ,it follows that we have to choose q many centers to cover 3q many

points at an optimal cost of 1. This leads to a solution for X3C.

The proof of the theorem now follows immediately from the above lemmas (2.4.4,2.4.5,2.4.6)

above.

Having established the hardness of LCUL for different sets of constraints, we show that it

is fixed-parameter tractable11 for a constant number of labels. This immediately follows since a

given choice of labels for the centers leads to an instance of LCAL which is solvable in polyno-

mial time and there are at most mk many possible choice labels.
11An algorithm is called fixed-parameter tractable if its run-time is O(f(k)nc) where f(k) can be exponential in

k, see [68] for more details.
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Theorem 2.4.7. The LCUL problem is fixed-parameter tractable with respect to k for a constant

number of labels.

Proof. This follows simply by noting that if the labels are assigned, then we have an LCAL

instance which solvable in time that is polynomial in n and k, since k ≤ n, it follows that the

run time for solving LCAL is O(nc) for some constant c. Now, since there are at most mk many

label choices for the centers, it follows that the run time is for LCUL is O(mknc).

It is also worth wondering if the problem remains hard if we were to drop two constraints

and have only one instead. Interestingly, we show that even for the case where the number of la-

bels m is super-constant (m = Ω(1)) , if we only had the color-proportionality constraint (2.14b)

or the constraint on the number of labels (2.14c), then the problem is solvable in polynomial time.

However, if we only had constraint (2.14d) for the number of centers a label has, the problem is

still NP-hard.

Theorem 2.4.8. Even if number of labels m = Ω(n), the LCUL problem is solvable in poly-

nomial time under constraint (2.14b) alone or constraint (2.14d) alone. However, it is NP-hard

under constraint (2.14c) alone.

Proof. Let us consider the color proportionality constraint (2.14b) alone. To solve the problem

optimally and satisfy the constraint, simply assign all points to their closest center and let all

centers take one label from the set L.

Now, we consider only the constraints on the number of centers for each label (2.14d).

Again we assign each point to its closest center for an optimal cost. To satisfy constraints (2.14d),

assuming the constraint parameters of (2.14d) lead to a feasible problem, then each label L ∈ L,

assign it (CL)L many centers arbitrarily. If some centers have not been assigned any labels, then
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simply go to label L which has not reached its upper bound (CU)L and assign more labels from

it. We simply keep assigning labels from label values that have not reached their upper bound on

the number of centers until all centers have a label.

Now, we consider only the constraints on the number of points a label receives (2.14c). We

simply follow the same reduction from theorems (2.4.4,2.4.5,2.4.6), see also the beginning of this

subsection for the details of the reduction from X3C. We have t = q + r many subsets, we let

the number of labels of the LCUL instance be m = t = q + r. Further, we partition the set of

labels into two, i.e. L = L1 ∪L2 where | L1 | = q and | L2 | = r, and we set the lower and upper

bounds for the labels according to these sets. Specifically, ∀L ∈ L1 : (LB)L = (UB)L = 4q and

∀L ∈ L2 : (LB)L = (UB)L = 1. Now, clearly a solution for X3C leads to a solution for the

LCUL instance, we simply let the subsets (centers) in the solution of X3C be the centers for the

label set L1. Each center is assigned a label from L1 and covers itself and 3 points from U , this

leads to 4q many points which clearly satisfies the upper and lower bounds. Further, the centers

not the solution are assigned a label from L2 and cover themselves, which is just 1 point and

therefore satisfies the constraints. Now for the reverse direction, consider the set L2 where we

have r many labels each covering 1 point. It clear, the smallest cost would be for a center to be

assigned to itself, it follows that we are looking for r many centers and that each center should

only be assigned to itself. This then leaves us with q many centers, since no center can cover

more than 4q many points at a distance of 1, and since we have q many labels with each having

to cover 4q many points, we clearly have a set cover, i.e. a solution for X3C.
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2.4.3.2 A Randomized Algorithm for label proportional LCUL:

Here we consider a natural special case of the LCUL problem which we call color and label

proportional case (CLP) where the constraints are restricted to a specific form. In CLP each label

must have color proportions “around” that of the population, i.e. color h has proportion rh in each

label L ∈ L. Further, each label has a proportion αL ∈ [0, 1] and
∑

L∈L αL = 1, this proportion

decides the number of points the label covers and the number of centers it has. I.e., label L covers

around αLn many points and has around αLk many centers. Therefore, the optimization takes on

the following form below where we have included the ϵ values to relax the constraints (note that

for every value of ϵ, we have that ϵ ≥ 0):

min
ϕ,ℓ

(∑
j∈C

dp(j, ϕ(j))
)1/p

(2.16a)

∀L∈L,∀h∈H : (rh− ϵAh,L)
∑
i∈S:

ℓ(i)=L

| Ci | ≤
∑
i∈S:

ℓ(i)=L

| Chi | ≤ (rh + ϵ′
A
h,L)

∑
i∈S:

ℓ(i)=L

| Ci | (2.16b)

∀L ∈ L : (αL − ϵBL )n ≤
∑

i∈S:ℓ(i)=L

| Ci | ≤ (αL + ϵ′
B
L )n (2.16c)

∀L ∈ L : (αL − ϵCL )k ≤ |SL| ≤ (αL + ϵ′
C
L )k (2.16d)

We note that even when the constraints take on this specific form the problem is still NP-

hard as shown in the theorem below:
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Theorem 2.4.9. The CLP problem is NP-hard even for the two color and two label case.

Proof. We again follow a reduction for X3C. We consider the two label case, L = {N,P}.

Similiar to the previous reductions we will have t many blue centers for the subsetsW1, . . . ,Wt

each being connected to its elements in U at a distance of 1 with all elements in U being red.

Note that |U| = q and that t = q + r. Now we also add 2q many blue centers which are not

connected to anything by an edge, expect for one center which is connected by an edge to a

new 3(r + 2q) many red points, this means that any one of these red points is at a distance of

1 from this new center. Note that the increase in the problem size is still polynomial in the

original X3C problem. We set the color proportionality constraint so that each label should have

exactly 3:1 ratio of red points to blue points. Now the total number of points in the problem is

n = 4q+r+2q+3(r+2q) = 4(3q+r). The number of centers k = q+r+2q = 3q+r. Further,

we set αP = q
(3q+r)

and αN = 1−αP = 2q+r
3q+r

. We set the lower and upper size bounds according

to αP and αN , this leads to (LB)P = (UB)P = αPn = q
(3q+r)

n = q
(3q+r)

4(3q + r) = 4q and

(LB)N = (UB)N = 2q+r
3q+r

n = 2q+r
3q+r

4(3q + r) = 4(2q + r). Further, the number of centers for

each label are (CL)P = (CU)P = αPk = q
(3q+r)

k = q
(3q+r)

3q + r = q and (CL)N = (CU)N =

αNk = 2q+r
3q+r

3q + r = 2q + r.

A solution for X3C leads to a solution for LCUL at cost 1: Simply let the q many centers

representing the solution set in W1, . . . ,Wt be the positive labeled centers and assign them the

points that belong to them and let all other centers be negative and assign the last new center all of

the 3(r+2q) many red children points. We then q many positive centers covering 4q many points

with the color proportionality being 3:1 red points to blue points. Similarly, for the negative set

we have 2q+ r many centers covering 4(2q+ r) many points at a color proportionality of 3:1 red
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to blue. This is done at cost of 1, so clearly optimal.

A solution for LCUL at cost 1 leads to a solution X3C: Suppe the new blue center with

3(r + 2q) many red children is assigned a positive label, this to achieve an optimal cost all

of its children have to be assigned to it. This means that the positive set would have at least

3(r + 2q) = 6q + 3r many points, but (LB)P = (UB)P = αPn = 4q < 6q < 6q + 3r which

causes a contradiction. Therefore that center can never be positive. Therefore, we are looking for

αPk = q many centers to cover αPn = 4q many points and because of the color proportionality

constraint 3q many of them are red and q are blue. Finding this set at an optimal cost is a solution

for X3C.

We show a randomized algorithm (algorithm block (7)) which always gives an optimal cost

to the clustering and satisfies all constraints in expectation and further satisfies constraint (2.16d)

deterministically with a violation of at most 1. Our algorithm is follows three steps. In step 1

we find the assignment ϕ∗ by assigning each point to its nearest center, thereby guaranteeing an

optimal clustering cost. In step 2, we set the center-to-label probabilistic assignments piL = αL.

Then in step 3, we apply dependent rounding, due to [69], to the probabilistic assignments to find

the deterministic assignments. This leads to the following theorem:

Theorem 2.4.10. Algorithm 7 gives an optimal clustering and satisfies constraints (2.16b,2.16c,2.16d)

in expectation with (2.16d) being satisfied deterministically at a violation at most 1.

Proof. The optimality of the clustering cost follows immediately since each point is assigned

to its closest center. Now, we show that the assignment satisfies all of the constraints. We have

piL = αL for each center i. Now we prove that constraints (2.14b,2.14c,2.14d) hold in expectation

over the assignments P i
L. Note that P i

L is also an indicator random variable for center i, taking
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label L. Then we can show that using property (A) of dependent rounding (marginal probability)

that:

E[
∑

i∈S:ℓ(i)=L

| Ci |] = E[
∑
i∈S

| Ci |P i
L] =

∑
i∈S

| Ci |E[P i
L]

=
∑
i∈S

| Ci | piL = αL

∑
i∈S

| Ci | = αLn

Clearly, constraint (2.16c) is satisfied. Through a similar argument we can show that the rest of

the constraints also hold in expectation.

We have that ∀L ∈ L : |SL| =
∑

i∈S P
i
L =

∑
i∈S αL = αLk. By property (B) of dependent

rounding (degree preservation) we have ∀L ∈ L : |SL| ∈ {⌊αLk⌋ , ⌈αLk⌉}. Therefore constraint

(2.16d) is satisfied in every run of the algorithm at a violation of at most 1.

Algorithm 7 Randomized LCUL Algorithm
1: Find the assignment ϕ∗ by assigning each point to its nearest center in S.
2: For each center i, set its probabilistic assignment for label L to piL = αL.
3: Apply dependent rounding [69] to probabilistic assignments piL to get the deterministic as-

signments P i
L

We note that dependent rounding enjoys the Marginal Probability property which means

that Pr[P i
L = 1] = piL. This enables us to satisfy the constraints in expectation. While we note

that letting each center i take label L with probability αL would also satisfy the constraints in

expectation. Dependent rounding also has the Degree Preservation property which implies that

∀L ∈ L :
∑

i∈S P
i
L ∈ {

⌊∑
i∈S p

i
L

⌋
,
⌈∑

i∈S p
i
L

⌉
} which leads us to satisfy constraint (2.16d)

deterministically (in every run of the algorithm) with a violation of at most 1. Further, dependent

rounding has the Negative Correlation property which under some conditions leads to a concen-

tration around the expected value. Although, we cannot theoretically guarantee that we have a
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concentration around the expected value, we observe empirically (section 2.4.4.2) that dependent

rounding is much better concentrated around the expected value, especially for constraint (2.16c)

for the number of points in each label.

2.4.4 Experiments

We run our algorithms using commodity hardware with our code written in Python 3.6

using the NumPy library and functions from the Scikit-learn library [70]. We evaluate the

performance of our algorithms over a collection of datasets from the UCI repository [71]. For

all datasets, we choose specific attributes for group membership and use numeric attributes as

coordinates with the Euclidean distance measure. Through all experiments for a color h ∈ H

with population proportion rh = | Ch |
| C | we set the the upper and lower proportion bounds to lh =

(1 − δ)rh and uh = (1 + δ)rh, respectively. Note that the upper and lower proportion bounds

are the same for both labels. Further, we have δ ∈ [0, 1], and smaller values correspond to more

stringent constraints. In our experiments, we set δ to 0.1. For both the LCAL and LCUL we

measure the price of fairness PoF = fair solution cost
color-blind solution cost where fair solution cost is the cost of the

fair variant the and color-blind solution cost is the cost of the “unfair” algorithm which would

assign each point to its closest center.

We note that since all constraints are proportionality constraints, we calculate the propor-

tional violation. To be precise, for the color proportionality constraint (2.14b), we consider a label

L and define ∆L
h ∈ [0, 1] where ∆L

h is the smallest relaxation of the constraint for which the con-

straint is satisfied, i.e. the minimum value for which the following constraint is feasible given the

solution: (lLh −∆L
h )
∑

i∈S:ℓ(i)=L | Ci | ≤
∑

i∈S:ℓ(i)=L | C
h
i | ≤ (uL

h + ∆L
h )
∑

i∈S:ℓ(i)=L | Ci |, having
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found ∆L
h we report ∆color where ∆color = max{h∈H,l∈L} ∆

L
h . Similarly, we define the propor-

tional violation for the number of points ∆L
points/label assigned to a label as the minimal relaxation

of the constraint for it to be satisfied. We set ∆points/label to the maximum across the two labels. In

a similar manner, we define ∆center/label for the number of centers a label receives.

We use the k-means++ algorithm [44] to open a set of k centers. These centers are inspected

and assigned a label. Further, this set of centers and its assigned labels are fixed when comparing

to baselines other than our algorithm.

Clustering Baseline: In the labeled setting and in the absence of our algorithm, the only

alternative that would result in. a fair outcome is a fair clustering algorithm. Therefore we

compare against fair clustering algorithms. The literature in fair clustering is vast, we choose the

work of [40] as it can be tailored easily to this setting in which the centers are open. Further,

it allows both lower and upper proportion bounds in arbitrary metric spaces and results in fair

solutions at relatively small values of PoF compared to larger PoF (as high as 7) reported in [21].

Our primary concern here is not to compare to all fair clustering work, but gauge the performance

of these algorithms in this setting. We also compare against the “unfair” solution that would

simply assign each point to its closest center which we call the nearest center baseline. Though

this in general would violate the fairness constraints it would result in the minimum cost.

Datasets: We use two datasets from the UCI repository: The Adult dataset consisting of

32,561 points and the CreditCard dataset consisting of 30,000 points. For the group membership

attribute we use race for Adult which takes on 5 possible values (5 colors) and marriage for

CreditCard which takes on 4 possible values (4 colors). For the Adult dataset we use the

numeric entries of the dataset (age, final-weight, education, capital gain, and hours worked per

week) as coordinates in the space. Whereas for the CreditCard dataset we use age and 12 other
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financial entries as coordinates.

2.4.4.1 LCAL Experiments

Adult Dataset: After obtaining k centers using the k-means++ algorithm, we inspect the

resulting centers. In an advertising setting, it is reasonable to think that advertisements for ex-

pensive items could be targeting individuals who obtained a high capital gain. Therefore, we

choose centers high in the capital gain coordinate to be positive (assign an advertisement for an

expensive item). Specifically, centers whose capital gain coordinate is ≥ 1,100 receive a positive

label and the remaining centers are assigned a negative one. Such a choice is somewhat arbitrary,

but suffices to demonstrate the effectiveness of our algorithm. In real world scenarios, we expect

the process to be significantly more elaborate with more representative features available. We

run our algorithm for LCAL as well as the fair clustering algorithm as a baseline. Figure 2.13

shows the results. It is clear that our algorithm leads to a much smaller PoF and the PoF is more

robust to variations in the number of clusters. In fact, our algorithm can lead to a PoF as small as

1.0059 (0.59%) and very close to the unfair nearest center baseline whereas fair clustering would

have a PoF as large as 1.7 (70%). Further, we also see that the unlike the nearest center baseline,

fair labeled clustering has no proportional violations just like fair clustering.

Here for the LCAL setting, we compare to the optimal (fairness-agnostic) solution where

each point is simply routed to its closest center regardless of color or label. We use the same set-

ting at that from section 2.5.6. We set δ = 0.1 and measure the PoF. Since the (fairness-agnostic)

solution does not consider the fairness constraint we also measure its proportional violations. Fig-

ures 6 and 7 show the results over the Adult and CreditCard datasets. We can clearly see that
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although the (fairness-agnostic) solution has the smallest cost it has large color violation. We also

see that our algorithm unlike fair clustering achieves fairness but at a much lower PoF.

Figure 2.13: Adult dataset results (a):PoF, (b):∆color

CreditCard Dataset: Similar to the Adult dataset experiment, after finding the centers

using k-means++, we assign them positive and negative labels. For similar motivations, if the

center has a coordinate corresponding to the amount of balance that is ≥ 300,000 we assign

the center a positive label and a negative one otherwise. Figure 2.14 shows the results of the

experiments. We see again that our algorithm leads to a lower price of fairness than fair clustering,

but not to the same extent as in the Adult dataset but it still has no proportional violation just like

fair clustering.

Figure 2.14: CreditCard dataset results (a):PoF, (b):∆color
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As mentioned in section 2.4.2.2, algorithm (6) can allow the user to obtain the solutions for

different values of |ϕ−1(P )| (the number of points assigned to the positive set) without an asymp-

totic increase in the running time. In figure 2.15 we show a plot of |ϕ−1(P )| vs the clustering cost.

Interestingly, requiring more points to be assigned to the positive label comes at the expense of

a larger cost for some instances (Adult with k = 15) whereas for others it has a non-monotonic

behaviour (Adult with k = 10). This can perhaps be explained by the different choices of centers

as k varies. There are 5 centers with positive labels for k = 10 (50% of the total), but only 4 for

k = 15 (less than 30%) making it difficult to route points to positive centers.

Figure 2.15: A plot of |ϕ−1(P )| vs the clustering cost (normalized by the maximum cost ob-
tained).

2.4.4.2 LCUL Experiments

Similar to the LCAL setting for LCUL we get the centers by running k-means++. How-

ever, we do not have the labels. We compare our algorithm (algorithm 7) to two baselines: (1)

Nearest Center with Random Assignment (NCRA) and (2) Fair Clustering (FC). We refer to our

algorithm (block 7) as LFC (labeled fair clustering). In NCRA we assign each point to its closest

center which leads to an optimal clustering cost, whereas for fair clustering (FC) we solve the
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fair clustering problem. For both NCRA and FC we assign each center label L with probability

αL.

We use two labels with α1 =
1
4

and α2 =
3
4
. For all colors and labels we set ϵAh,L = ϵ′Ah,L =

0.2 and for all labels we set ϵBL = ϵ′BL = ϵCL = ϵ′CL = 0.1. Further, all algorithms satisfy the

constraints in expectation, therefore we seek a measure of centrality around the expectation like

the variance. Each algorithm is ran 50 times and we report the average values of ∆color,∆points/label,

and ∆center/label.

Figure 2.16: LCUL results on the Adult dataset. (a):PoF, (b):∆color, (c):∆points/label ,(d):∆center/label.

Figures 2.16 and 2.17 show the results for Adult and CreditCard. For PoF, our algorithm

achieves an optimal clustering and hence coincides with NCRA whereas fair clustering achieves a

much higher PoF as large as 1.5. For the color proportionality (∆color), we see that fair clustering
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Figure 2.17: LCUL results on the CreditCard dataset. (a):PoF, (b):∆color, (c):∆points/label

,(d):∆center/label.

has almost no violation whereas the NCRA and labeled clustering have small but noticeable

violations. For the number of points a label receives (∆points/label) we notice that all algorithms

have a violation although labeled clustering has a smaller violation mostly. As noted earlier,

we suspect that this is a result of dependent rounding’s negative correlation property leading to

some concentration around the expectation. Finally, for the number of centers a label receives

(∆center/label), clearly LFC has a much lower violation.
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2.4.4.3 Algorithm Scalability

Here we investigate the scalability of our algorithms. In particular, we take the Census1990

dataset which consists of 2,458,285 points and sub-sample it to a specific number, each time we

find the centers with the k-means algorithm12, assign them random labels, and solve the LCAL

and LCUL problems. Note since we care only about the run-time a random assignment of labels

should suffice. Our group membership attribute is gender which has two values (two colors). We

find our algorithm are indeed highly scalable (figure 2.18) and that even for 500,000 points it

takes less than 90 seconds. We note in contrast that the fair clustering algorithm of [40] would

takes around 30 minutes to solve a similar size on the same dataset. In fact, scalability is an issue

in fair clustering and it has instigated a collection of work such as [72, 73]. The fact that our

algorithm performs relatively well run-time wise is worthy of noting.

Figure 2.18: Dataset size vs algorithm Run-Time: (left) LCAL, (right) LCUL.

2.5 Doubly Constrained Fair Clustering

There has been a significant number of fairness notions that have been introduced in fair

clustering [20], it is possible to list at least seven different notions. Although each notion is well-

12We choose k = 5 for all different dataset sizes.
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justified, it is always motivated in a disjoint manner where the other fairness notions are ignored.

Ideally, one would desire a single clustering of the data which satisfies a collection of fairness

notions instead of having different clusterings for different fairness notions. A similar question

was investigated in fair classification [74, 75] where it was shown that unless the given classifi-

cation instance satisfies restrictive conditions, the two desired fairness objectives of calibration

and balance cannot be simultaneously satisfied. One would expect that such a guarantee would

also hold in fair clustering. For various constraints it can be shown that they are in fact at odds

with one another. However, it is also worthwhile on the other hand to ask if some fair clustering

constraints are more compatible with one another, and how one can satisfy both simultaneously?

We take a first step towards understanding this question. In particular, we consider two

specific group fairness constraints (1) GF: The group fair clustering (GF) of [21] which roughly

states that clusters should have close to population level proportions of each group (this is the

constraint the previous sections were essentially concerned with) and (2) DS: The diversity in

center selection (DS) constraint [22] which roughly states that the selected centers in the cluster-

ing should similarly include close to population level proportions of each group. We note that

although these two definitions are both concerned with group memberships, the fact that they

apply at different “levels” (clustered points vs selected centers) makes the algorithms and guar-

antees that are applicable for one problem not applicable to the other, certainly not in an obvious

way. Further, both of these notions are motivated by disparate impact [9] which essentially states

that different groups should receive the same treatment. Therefore, it is natural to consider the in-

tersection of both definitions (GF+DS). We show that by post-processing any solution satisfying

one constraint then we can always satisfy the intersection of both constraints. At a more precise

level, we show that an α-approximation algorithm for one constraint results in an approximation
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algorithm for the intersection of the constraints with only a constant degradation to approxima-

tion ratio α. Additionally, we study the degradation in the clustering cost and show that imposing

DS on a GF solution leads to a bounded degradation of the clustering cost while the reverse is not

true. Moreover, we show that both GF and DS are incompatible (having an empty feasible set)

with a set of distance-based fairness constraints that were introduced in the literature. Finally, we

validate our findings experimentally.

2.5.1 Preliminary Remarks, Definitions and Symbols

Here we are only concerned with the k-center clustering which minimizes the maximum

distance between a point and its assigned center. Formally, we have:

min
S:|S|≤k,ϕ

max
j∈C

d(j, ϕ(j)) (2.17)

We now formally revise the group fair clustering (GF) and introduce the diverse center

selection (DS) problems:

Group Fair Clustering [1, 14, 21, 39, 40]: Minimize objective (2.17) subject to proportional

demographic representation in each cluster. Specifically, ∀i ∈ S,∀h ∈ H : βh|Ci | ≤ |Ch
i | ≤

αh|Ci | where βh and αh are pre-set upper and lower bounds for the demographic representation

of color h in a given cluster. Further, Ci is the ith cluster.

Diverse Center Selection [22, 23, 76]: Minimize objective (2.17) subject to the set of centers

S satisfying demographic representation. Specifically, denoting the number of centers from de-

mographic (color) h by kh = |S ∩ Ch |, then as done in [23] it must satisfy kl
h ≤ kh ≤ ku

h where
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kl
h and ku

h are lower and upper bounds set for the number of centers of color h, respectively.

Importantly, throughout we have ∀h ∈ H : βh > 0. Further, for GF we consider solutions

that could have violations to the constraints as done in the previous sections. Specifically, a

given a solution (S, ϕ) has an additive violation of ρ GF if ρ is the smallest number such that the

following holds: ∀i ∈ S,∀h ∈ H : βh|Ci| − ρ ≤ |Ch
i | ≤ αh|Ci| + ρ. We denote the problem of

minimizing the k-center objective while satisfying both the GF and DS constraints as GF+DS.

Why Consider GF and DS in Particular? There are two reasons to consider the GF and DS

constraints in particular. First, from the point of view of the application both GF and DS are

concerned with demographic (group) fairness. Further, they are both specifically focused on the

representation of groups, i.e. the proportions of the groups (colors) in the clusters for GF and

in the selected center for DS. Second, they are both “distance-agnostic”, i.e. given a clustering

solution one can decide if it satisfies the GF or DS constraints without having access to the

distance between the points.

2.5.2 Algorithms for GF+DS

2.5.2.1 Active Centers

We start by observing the fact that if we wanted to satisfy both GF and DS simultaneously,

then we should make sure that all centers are active (having non-empty clusters). More precisely,

given a solution (S, ϕ) then the DS constraints should be satisfied further ∀i ∈ S : |Ci| > 0,

i.e. every center in S should have some point assigned to it and therefore not forming an empty

cluster. The following example clarifies this:
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Figure 2.19: In this graph the distance between the points is the path distance.

Example: Consider Figure 2.19. Suppose we have k = 2 and we wish to satisfy the GF and

DS constraints with equal red to blue representation. DS requires one blue and one red center.

Further, each cluster should have |Cblue
i | = |C red

i | = 1
2
|Ci| to satisfy GF. Consider the following

solution S1 = {2, 4} and ϕ1 which assigns all points to point 2 including point 4. This satisfies

GF and DS. Since we have one blue center and one red center. Further, the cluster of center

4 has no points and therefore 0 = |Cblue
i | = |C red

i | = 1
2
|Ci|. Another solution would have

S2 = S1 = {2, 4} but with ϕ2 assigning points 2 and 3 to center 2 and points 1 and 4 to center 4.

This would also clearly satisfy the GF and DS constraints.

There is a clear issue in the first solution which is that although center 4 is included in

the selection it has no points assigned to it (it is an empty cluster). This makes it functionally

non-existent. This is why the definition should only count active centers.

This issue of active centers did not appear before in DS [22, 23], the reason behind this is

that it is trivial to satisfy when considering only the DS constraint since each center is assigned

all the points closest to it. This implies that the center will at least be assigned to itself, therefore

all centers in a DS solution are active. However, we cannot simply assign each point to its closest

center when the GF constraints are imposed additionally as the colors of the points have to satisfy

the upper and lower proportion bounds of GF.
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2.5.2.2 The DIVIDE Subroutine

Here we introduce the DIVIDE subroutine (block 8) which is used in constructing algo-

rithms for converting solutions that only satisfy DS or GF into solutions that satisfy GF+DS.

DIVIDE takes a set of points C (which is supposed to be a single cluster) with center i along with

a subset of chosen points Q (Q ⊂ C). The entire set of points is then divided among the points

Q forming |Q| many new non-empty (active) clusters. Importantly, the points of each color are

divided among the new centers in Q so that the additive violation increases by at most 2. See

Figure 2.20 for an intuitive illustration.

Figure 2.20: Illustration of DIVIDE subroutine.

Here we use the symbol q to index a point in the set Q. Importantly, the numbering starts

with 0 and ends with |Q| − 1.

Before we give the guarantees for DIVIDE, we note the following lemma:

Lemma 2.5.1. Given a fractional solution xfrac that satisfies the GF constraints at an additive

violation of at most ρ, then if there exists an integral solution xinteg that satisfies:

∀q ∈ Q :

⌊∑
j∈C

xfrac
qj

⌋
≤
∑
j∈C

xinteg
qj ≤

⌈∑
j∈C

xfrac
qj

⌉
(2.18)

∀q ∈ Q, h ∈ H :

∑
j∈Ch

xfrac
qj

 ≤∑
j∈Ch

xinteg
qj ≤


∑
j∈Ch

xfrac
qj

 (2.19)

Then this integral solution xinteg satisifies the GF constraints at an additive violation of at most
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Algorithm 8 DIVIDE

1: Input: Set of points C with center i ∈ C, Subset of points Q (Q ⊂ C) of cardinality |Q|.
2: Output: An assignment function ϕ : C −→ Q.

3: if |Q| = 1 then
4: Assign all points C to the single center in Q.
5: else
6: Set firstIndex = 0.
7: for h ∈ H do
8: Set: Th = |Ch|

|Q| , bh = Th − |Q| ⌊Th⌋, count = 0
9: Set: q = firstIndex

10: while count ≤ |Q| − 1 do
11: if bh > 0 then
12: Assign ⌈Th⌉ many points of color h in C to center q.
13: Update bh = bh − 1.
14: Update firstIndex = (firstIndex + 1) mod |Q|.
15: else
16: Assign ⌊Th⌋ many points of color h in C to center q.
17: end if
18: Update q = (q + 1) mod |Q|, count = count + 1.
19: end while
20: end for
21: end if

ρ+ 2.

Proof. Since the fractional solution satisfies the GF constraints at an additive violation of ρ, then

we have the following:

−ρ+
(
βh

∑
j∈C

xfrac
qj

)
≤
∑
j∈Ch

xfrac
qj ≤

(
αh

∑
j∈C

xfrac
qj

)
+ ρ
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We start with the upper bound:

∑
j∈Ch

xinteg
qj ≤


∑
j∈Ch

xfrac
qj


≤
∑
j∈Ch

xfrac
qj + 1

≤ αh

∑
j∈C

xfrac
qj + ρ+ 1

≤ αh(
∑
j∈C

xinteg
qj + 1) + ρ+ 1

≤ αh

∑
j∈C

xinteg
qj + (αh + ρ+ 1)

≤ αh

∑
j∈C

xinteg
qj + (ρ+ 2)

Now we do the lower bound:

∑
j∈Ch

xinteg
qj ≥

∑
j∈Ch

xfrac
qj


≥
∑
j∈Ch

xfrac
qj − 1

≥ βh

∑
j∈C

xfrac
qj − ρ− 1

≥ βh(
∑
j∈C

xinteg
qj − 1)− (ρ+ 1)

≥ βh

∑
j∈C

xinteg
qj − (βh + ρ+ 1)

≥ βh

∑
j∈C

xinteg
qj − (ρ+ 2)
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Now we prove the following about DIVIDE:

Lemma 2.5.2. Given a non-empty cluster C with center i and radius R that satisfies the GF

constraints at an additive violation of ρ and a subset of points Q (Q ⊂ C). Then the clustering

(Q, ϕ) where ϕ = DIVIDE(C,Q) has the following properties: (1) The GF constraints are satis-

fied at an additive violation of at most ρ
|Q| + 2. (2) Every center in Q is active. (3) The clustering

cost is at most 2R. If |Q| = 1 then guarantee (1) is for the additive violation is at most ρ.

Proof. We first consider the case where |Q| > 1. We prove the following claim:

Claim 2.5.3. For the fractional assignment {xfrac
qj }q∈Q,j∈C such that:

∀q ∈ Q, ∀h ∈ H :
∑
j∈Ch

xfrac
qj =

|Ch|
|Q|

= Th

It holds that: (1) ∀q ∈ Q :
∑

j∈C xfrac
qj ≥ 1, (2) GF constraints are satisfied at an additive

violation of ρ
|Q| .

Proof. Now we prove the first property

∀q ∈ Q :
∑
j∈C

xfrac
qj =

∑
h∈H

∑
j∈Ch

xfrac
qj =

1

|Q|
∑
h∈H

|Ch| = |C|
|Q|
≥ 1 (since Q ⊂ C) (2.20)

.

Since the GF constraints given center i are satisfied at an additive violation of ρ, then we

have:

∀h ∈ H :− ρ+ βh|C| ≤ |Ch| ≤ αh|C|+ ρ (2.21)

98



Therefore, since the amount of color for each center in Q with the fractional assignment can be

obtained by dividing by |Q|, then we have:

∀h ∈ H,∀q ∈ Q :− ρ

|Q|
+ βh

∑
j∈C

xfrac
qj ≤

∑
j∈Ch

xfrac
qj ≤ αh

∑
j∈C

xfrac
qj +

ρ

|Q|
(2.22)

Therefore the GF constraints are satisfied at an additive violation of ρ
|Q| .

Denoting the assignment ϕ resulting from DIVIDE by {xinteg
qj }q∈Q,j∈C , then the following

claim holds:

Claim 2.5.4.

∀q ∈ Q :

⌊∑
j∈C

xfrac
qj

⌋
≤
∑
j∈C

xinteg
qj ≤

⌈∑
j∈C

xfrac
qj

⌉

∀q ∈ Q, h ∈ H :

∑
j∈Ch

xfrac
qj

 ≤∑
j∈Ch

xinteg
qj ≤


∑
j∈Ch

xfrac
qj


Proof. For any color h we have |Ch| = ah|Q|+ bh where ah and bh are non-negative integers and

bh is the remainder of dividing |Ch| by Q (bh ∈ {0, 1, . . . , |Q|−1}). It follows that
∑

j∈Ch xfrac
qj =

Th = ah +
bh
|Q| . DIVIDE gives each center either

∑
j∈Ch x

integ
qj = ah = ⌊Th⌋ =

⌊∑
j∈Ch xfrac

qj

⌋
or∑

j∈Ch x
integ
qj = ah + 1 = ⌈Th⌉ =

⌈∑
j∈Ch xfrac

qj

⌉
. This proves the second condition.

For the first condition, note that |C| =
∑

h∈H(ah|Q| + bh) = (
∑

h∈H ah)|Q| + a|Q| + b

where we set
∑

h∈H bh = a|Q| + b with a and b being non-negative integers. b is the remainder

and has values in {0, 1, . . . , |Q| − 1}. Accordingly, the sum of the remainders across the colors

is a|Q| + b. Since the remainders are added “successivly” across the centers (see Figure 2.20)

and a is divisible by |Q|, then for any center q ∈ Q either
∑

j∈C xinteg
qj = (

∑
h∈H ah) + a or∑

j∈C xinteg
qj = (

∑
h∈H ah) + a + 1. Note that

∑
j∈C xfrac

qj =
∑

h∈H Th = (
∑

h∈H ah) + a + b
|Q| .
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Therefore,
⌊∑

j∈C xfrac
qj

⌋
= (
∑

h∈H ah)+a and
⌈∑

j∈C xfrac
qj

⌉
= (
∑

h∈H ah)+a+1. This proves,

the first condition.

By Claim 2.5.4 and Lemma 2.5.1 it follows that for each center q ∈ Q the assignment

{xinteg
qj }q∈Q,j∈C satisfies the GF constraints at an additive violation of ρ

|Q| + 2, this proves the first

guarantee.

By Claim 2.5.4 and guarentee (1) of Claim 2.5.3, then ∀q ∈ Q :
∑

j∈C xinteg
qj ≥

⌊∑
j∈C xfrac

qj

⌋
≥

1. Therfeore, every center q ∈ Q is active proving the second guarantee.

Guarantee (3) follows since ∀j ∈ C : d(j, ϕ(j)) ≤ d(j, i) + d(i, ϕ(j)) ≤ 2R.

Now if |Q| = 1, then guarantee (2) follows since the cluster C is non-empty. Guarantee

(3) follows similarly to the above. The additive violation in the GF constraint on the other hand

is ρ since the single center Q has the exact set of points that were assigned to the original center

i.

2.5.2.3 Solving GF+DS using a DS Algorithm

Here we show an algorithm that gives a bounded approximation for GF+DS using an ap-

proximation algorithm for DS. Algorithm 9 works by first calling an αDS-approximation algo-

rithm resulting in a solution (S̄, ϕ̄) that satisfies the DS constraints, then it solves an assignment

problem using the ASSIGNMENTGF algorithm (shown in 10) where points are routed to the cen-

ters S̄ to satisfy the GF constraint. The issue is that some of the centers in S̄ may become closed

and as a result the solution may no longer satisfy the DS constraints. Therefore, we have a final

step where more centers are opened using the DIVIDE subroutine to satisfy the DS constraints

while still satisfying the GF constraints at an additive violation and having a bounded increase to
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the clustering cost.

Algorithm 9 DSTOGF+DS
1: Input: Points C, Solution (S̄, ϕ̄) with clusters {Ci, . . . , Ck̄} satisfying the DS constraints

with |S̄| = k̄ ≤ k of approximation ratio αDS for the DS clustering problem.
2: Output: Solution (S, ϕ) satisfying the GF and DS constraints simultaneously.

3: (S ′, ϕ′) =ASSIGNMENTGF(S̄, C)
4: Update the set of centers S ′ by deleting all non-active centers (which have no points assigned

to them). Let {C ′
1, . . . , C

′
k′} be the (non-empty) clusters of the solution (S ′, ϕ′) with |S ′| =

k′ ≤ k̄.
5: Set ∀h ∈ H : sh = |S ′ ∩ Ch | , Set ∀i ∈ S : Qi = {i}
6: while ∃h ∈ H such that sh < kl

h do
7: Pick a color h0 such that sh0 < kl

h0
.

8: Pick a center i ∈ S ′ where there exists a point of color h0.
9: Pick a point jh0 of color h0 in cluster C ′

i

10: Set Qi = Qi ∪ {jh0}.
11: Update sh0 = sh0 + 1.
12: end while
13: for i ∈ S ′ do
14: ϕi = DIVIDE(C ′

i, Qi).
15: ∀j ∈ C ′

i : Set ϕ(j) = ϕi(j).
16: end for
17: Set S = S ′ ∪

(
∪i∈S′ Qi

)
.

Algorithm 10 ASSIGNMENTGF
1: Input: Set of centers S, Set of Points C.
2: Output: An assignment function ϕ : C −→ S.

3: Using binary search over the distance matrix, find the smallest radius R such that
LP (C, S,R) in (2.23) is feasible and call the solution x∗.

4: Solve MAXFLOWGF(x∗, C, S) and call the solution x̄∗.

ASSIGNMENTGF works by solving a linear program (2.23) to find a clustering which en-

sures that (1) each cluster has at least a βh fraction and at most an αh fraction of its points

belonging to color h, and (2) the clustering assigns each point to a center that is within a min-

imum possible distance R. While the resulting LP solution could be fractional, the last step

of ASSIGNMENTGF uses MAXFLOWGF which is an algorithm for rounding an LP solution to
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valid integral assignments at a bounded degradation to the GF guarantees and no increase to the

clustering cost. See [1, 39] for details on MAXFLOWGF and its guarantees.

LP(C, S,R) :

∀j ∈ C, ∀i ∈ S : xij = 0 if d(i, j) > R (2.23a)

∀h ∈ H,∀i ∈ S : βh

∑
j∈C

xij ≤
∑
j∈Ch

xij ≤ αh

∑
j∈C

xij (2.23b)

∀j ∈ C :
∑
i∈S

xij = 1 (2.23c)

∀j ∈ C, ∀i ∈ S : xij ∈ [0, 1] (2.23d)

To establish the guarentees we start with the following lemma:

Lemma 2.5.5. Solution (S ′, ϕ′) of line (3) in algorithm 9 has the following properties: (1) It

satisfies the GF constraint at an additive violation of 2, (2) It has a clustering cost of at most

(1 + αDS)R
∗
GF+DS where R∗

GF+DS is the optimal clustering cost (radius) of the optimal solution for

GF+DS, (3) The set of centers S ′ is a subset (possibly proper subset) of the set of centers S̄, i.e.

S ′ ⊂ S.

Proof. We begin with the following claim which shows that there exists a solution that only uses

centers from S̄ to satisfy the GF constraints exactly and at a radius of at most (1 + αDS)R
∗
GF+DS.

Note that this claim has non-constructive proof, i.e. it only proves the existence of such a solution:

Claim 2.5.6. Given the set of centers S̄ resulting from the αDS-approximation algorithm, then

there exists an assignment ϕ0 from points in C to centers in S̄ such that the following holds: (1)

The GF constraint is exactly satisfied (additive violation of 0). (2) The clustering cost is at most
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(1 + αDS)R
∗
GF+DS.

Proof. Let (S∗
GF+DS, ϕ

∗
GF+DS) be an optimal solution to the GF+DS problem. ∀i ∈ S∗

GF+DS let

N(i) = argminī∈S̄ d(i, ī), i.e. N(i) is the nearest center in S̄ to center i (ties are broken using

the smallest index). ϕ0 is formed by assigning all points which belong to center i ∈ S∗
GF+DS to

N(i). More formally, ∀j ∈ C : ϕ∗
GF+DS(j) = i we set ϕ0(j) = N(i). Note that it is possible

for more than one center i in S∗
GF+DS to have the same nearest center in S̄. We will now show

that ϕ0 satisfies the GF constraint exactly. Note first that if a center ī ∈ S̄ has not been assigned

any points by ϕ0, then it is empty and trivially satisfies the GF constraint exactly. Therefore, we

assume that ī has a non-empty cluster. Denote by N−1(̄i) the set of centers i ∈ S∗
GF+DS for which

ī is the nearest center, then by the fact that every cluster in (S∗
GF+DS, ϕ

∗
GF+DS) satisfies the GF

constraint exactly we have:

βh ≤ min
i∈N−1 (̄i)

|Ch
i |

|Ci |
≤
∑

i∈N−1 (̄i) |Ch
i |∑

i∈N−1 (̄i) |Ci |
=
|Ch

ī |
|Cī|

≤ max
i∈N−1 (̄i)

|Ch
i |

|Ci |
≤ αh (2.24)

The proves guarantee (1) of the lemma. Now we prove guarantee (2), we denote by R∗
DS the

optimal clustering cost for the DS constrained problem. We can show that ∀j ∈ C:

d(j, ϕ0(j)) ≤ d(j, ϕ∗
GF+DS(j)) + d(ϕ∗

GF+DS(j), ϕ0(j))

≤ d(j, ϕ∗
GF+DS(j)) + d(ϕ∗

GF+DS(j), N(ϕ∗
GF+DS(j))) ( since ϕ0(j) = N(ϕ∗

GF+DS(j)) )

≤ R∗
GF+DS + αDSR

∗
DS ( since S̄ is an αDS-approximation for DS )

≤ (1 + αDS)R
∗
GF+DS

Where the last holds since R∗
DS ≤ R∗

GF+DS because the set of solutions constrained by DS is a
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subset of the set of solutions constrained by GF+DS.

Now we can prove the lemma. By the above claim, it follows that when ASSIGNMENTGF

is called, the LP solution from line (3) of algorithm block 10 satisfies: (1) The GF constraints

exactly and (2) Has a clustering cost of at most (1 + αDS)R
∗
GF+DS. This is because LP (2.23)

includes all integral assignments from C to S̄ including ϕ0. Since this LP assignment is fed to

MAXFLOWGF it follows that the final solution satisfies: (1) The GF constraint at an additive

violation of 2, (2) Has a clustering cost of at most (1 + αDS)R
∗
GF+DS. Guarantee (3) holds since

some centers may become closed (assigned no points) and therefore S ′ ⊂ S̄ (possibly being a

proper subset).

Theorem 2.5.7. Given an αDS-approximation algorithm for the DS problem, then we can obtain

an 2(1+αDS)-approximation algorithm that satisfies GF at an additive violation of 3 and satisfies

DS simultaneously.

Proof. By Lemma 2.5.5 above, the set of centers S ′ is a subset (possibly proper) subset of S

and therefore the DS constraints may no longer be satisfied. Algorithm 9 select points from each

color h so that when they are added to S ′, then for each color h the set of centers is at least βhk.

Since these new centers are opened using the DIVIDE subroutine then it follows that they are all

active (guarantee (2) of Lemma 2.5.2).

Further, by guarantee (3) of Lemma 2.5.2 for DIVIDE we have for any point j assigned to

a new center q that d(j, q) ≤ 2d(j, ϕ′(j)) ≤ 2(1 + αDS)R
∗
GF+DS.

Finally, by guarantee (1) of Lemma 2.5.2 DIVIDE is called over a cluster that satisfies GF at

an additive violation of 2 and therefore the resulting additive violation is at most max{2, 2
|Qi|+2}.

Since 2 ≤ 2
|Qi| + 2 ≤ 2

2
+ 2 = 3. The additive violation is at most 3.
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Remark: If in algorithm 9 no center is deleted in line (4) because it forms an empty cluster,

then by Lemma 2.5.5 the approximation ratio is 1 + αDS which is an improvement by a factor of

2. Further, the additive violation for GF is reduced from 3 to 2.

2.5.3 Solving GF+DS using a GF Solution

Algorithm 11 GFTOGF+DS
1: Input: Points C, Solution (S̄, ϕ̄) with clusters {C̄i, . . . , C̄k̄} satisfying the GF constraints

with |S̄| = k̄ ≤ k.
2: Output: Solution (S, ϕ) satisfying the GF and DS constraints simultaneously.

3: Initialize: ∀h ∈ H : sh = 0, ∀i ∈ S̄ : Qi = {}.
4: for i ∈ S̄ do
5: if ∃h ∈ H : sh < kl

h then
6: Let h0 be a color such that sh0 < kl

h0

7: else
8: Pick h0 such that sh0 + 1 ≤ ku

h0
.

9: end if
10: Pick a point jh0 of color h0 in cluster C̄i

11: Set Qi = {jh0}.
12: Update sh0 = sh0 + 1.
13: end for
14: while ∃h ∈ H : sh < kl

h do
15: Pick a color h0 such that sh0 < kl

h0
.

16: Pick a center i ∈ S̄ with cluster C̄i where there exists a point of color h0 not in Qi.
17: Pick a point jh0 of color h0 in cluster C̄i

18: Set Qi = Qi ∪ {jh0}.
19: Update sh0 = sh0 + 1.
20: end while
21: Set S = ∪i∈S̄Qi.
22: for i ∈ S̄ do
23: ϕi = DIVIDE(C̄i, Qi).
24: ∀j ∈ C̄i : Set ϕ(j) = ϕi(j). {Assignment to center is updated using DIVIDE.}
25: end for

Here we start with a solution (S̄, ϕ̄) of cost R̄ that satisfies the GF constraints and we want

to make it satisfy GF and DS simultaneously. More specifically, given any GF solution we show

how it can be post-processed to satisfy GF+DS at a bounded increase to its clustering cost by a
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factor of 2 (see Theorem 2.5.8). This implies as a corollary that if we have an αGF-approximation

algorithm for GF then we can obtain a 2αGF-approximation algorithm for GF+DS (see Corollary

2.5.10).

The algorithm essentially first “covers” each given cluster C̄i of the given solution (S̄, ϕ̄)

by picking a point of some color h to be a future center given that picking a point of such a color

would not violate the DS constraints (lines(4-13)). If there are still colors which do not have

enough picked centers (below the lower bound kl
h), then more points are picked from clusters

where points of such colors exist (lines(14-20)). Once the algorithm has picked correct points for

each color, then the DIVIDE subroutine is called to divide the cluster among the picked points.

Now we state the main theorem:

Theorem 2.5.8. If we have a solution (S̄, ϕ̄) of cost R̄ that satisfies the GF constraints where the

number of non-empty clusters is |S̄| = k̄ ≤ k, then we can obtain a solution (S, ϕ) that satisfies

GF at an additive violation of 2 and DS simultaneously with cost R ≤ 2R̄.

Proof. We point out the following fact:

Fact 3. Every cluster in (S̄, ϕ̄) has at least one point from each color.

Proof. This holds, since given a center i ∈ S̄ we have |C̄i| > 0 and therefore ∀h ∈ H : |C̄h
i | ≥

βh|C̄i| > 0 and therefore |C̄h
i | ≥ 1 since it must be an integer.

We note that the values {βh, αh}h∈H and k must lead to a feasible DS problem, i.e. there

exist positive integers gh such that
∑

h∈H gh = k and ∀h ∈ H : βhk ≤ gh ≤ αhk. Accordingly,

since lines (4-13) in algorithm 11 can always pick a point of some color h such that the upper

bound αhk is not exceeded for every cluster i. Therefore the following fact must hold
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Fact 4. By the end of line (13) we have ∀i ∈ S̄ : |Qi| ≥ 1.

Further, the final sh values are valid for DS:

Claim 2.5.9. By the end of line (13) the values of sh satisfy: (1)
∑

h∈H sh ≤ k, (2) ∀h ∈ H :

βhk ≤ sh ≤ αhk.

Proof. Lines (4-13) add values to sh if the lower bound βhk for color h is not satisfied. If the

lower bound is satisfied for all colors, then points of some color h are added provided that adding

them would not exceed the upper bound of αhk (see line 5). Therefore, by the end of line (13)

for any color h ∈ H : sh ≤ αhk and either sh ≥ βhk or sh < βhk
13.

If by the end of line (13) we have ∀h ∈ H : sh ≥ βhk, then the algorithm moves to line

(22). Otherwise, it will keep picking points and incrementing sh until ∀h ∈ H : sh ≥ βhk.

Further, since such valid DS values exist it must be that the above satisfies
∑

h∈H sh ≤ k

and ∀h ∈ H : sh ≤ αhk. This concludes the proof for the claim.

By Lemma 2.5.2 for DIVIDE the new centers S = ∪i∈S̄Qi are all active (guarantee 2 of

DIVIDE) and since the values of sh are valid (Claim 2.5.9 above), therefore S satisfies the DS

constraints.

Since the assignment in each cluster in the new solution (S, ϕ) is formed using DIVIDE over

the clusters of (S̄, ϕ̄) then by guarantee 1 of DIVIDE, each cluster (S, ϕ) satisfies GF at an additive

violation of 2. Finally, the clustering cost is at most R ≤ 2R̄ (guarantee 3 of DIVIDE).

Corollary 2.5.10. Given an αGF-approximation algorithm for GF, then we can have a 2αGF-

approximation algorithm that satisfies GF at an additive violation of 2 and DS simultaneously.
13To see why we could have sh < βhk, consider the case where k̄ < k and therefore there would not be enough

clusters to so that we can add points for each color.
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Proof. Using the previous theorem (Theorem 2.5.8) the solution (S̄, ϕ̄) has a cost of R̄ ≤ αGF OPTGF.

The post-processed solution that satisfies GF at an additive violation of 2 and DS simultaneously

has a cost of R ≤ 2R̄ ≤ 2αGF OPTGF ≤ 2αGF OPTGF+DS. The last inequality follows be-

cause OPTGF ≤ OPTGF+DS which is the case since both problems minimize the same objective,

however by definition the constraint set of GF + DS is a subset of the constraint set of GF.

Remark: If the given GF solution has the number of cluster k̄ = k, then the output will have

an additive violation of zero, i.e. satisfy the GF constraints exactly. This would happen DIVIDE

would always receive Qi with |Qi| = 1 and therefore we can use the guarantee of DIVIDE for the

special case of |Q| = 1.

2.5.4 Price of (Doubly) Fair Clustering

Figure 2.21: Figure showing the PoF relation between Unconstrained, GF, DS, and GF+DS
clustering.

Here we study the degradation in the clustering cost (the price of fairness) that comes from

imposing the fairness constraint on the clustering objective. The price of fairness PoFc is defined

as PoFc =
Clustering Cost subject to Constraint c
Clustering Cost of Agnostic Solution [17, 40]. Note that since we have two constrains here GF

and DS, we also consider prices of fairness of the form PoFc1−→c2 =
Clustering Cost subject to Constraints c1 and c2

Clustering Cost subject to Constraint c1

which equal the amount of degradation in the clustering cost if we were to impose constraint c2
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in addition to constraint c1 which is already imposed. Note that we are concerned with the price

of fairness in the worst case. Interesingly, we find that imposing the DS constraint over the GF

constraint leads to a bounded PoF if we allow an additive violation of 2 for GF while the reverse

is not true even if we allow an additive violation of Ω(n
k
) for GF.

We find the following:

Proposition 2.5.11. For any value of k ≥ 2, imposing GF can lead to an unbounded PoF even

if we allow an additive violation of Ω(n
k
).

Figure 2.22: An clustering instance made of k “masses” each having n
k

points. Each mass is
seperated from the other by a distance of at least R.

Proof. Consider the case where k ≥ 2 is even and refer to Figure 2.22 where the optimal solution

has a clustering cost of 0. The optimal solution would have one center in each of the k masses,

and assigns points to their closest center.

If we set the lower and upper proportion bounds to 1
2

for both colors, then to satisfy GF

each cluster should have both red and blue points. There must exists a cluster Ci of size |Ci| ≥ n
k

,

it follows that to satisfy the GF constraints at an additive violation of ρ, then |Cblue
i | ≥ 1

2
|Ci|−ρ =

n
2k
− ρ and similarly we would have |C red

i | ≥ n
2k
− ρ. By setting ρ = n

2k
− ϵ for some constant

ϵ > 0, then we have |Cblue
i |, |C red

i | > 0. This implies that a point will be assigned to a center at a

distance R > 0 and therefore the PoF is unbounded.

The proof for the odd case follows by constructing a similar example and argument.

Proposition 2.5.12. For any value of k ≥ 3, imposing DS can lead to an unbounded PoF.

109



Figure 2.23: This clustering instance is similar to Figure 2.22 except that the color assignments
follow a different pattern.

Proof. Consider the example shown in Figure 2.23 where k ≥ 3 and k = ℓ. Here all masses are

blue, except for the last which has n
2k

red points and n
2k

green points.

Suppose for DS we set kl
blue, k

l
red, k

l
green > 0, this implies that we should pick a center of

each color. This implies that we can have at most k − 2 blue center, therefore there will be a

community (composed of all blue points) where no point is picked as a center. Therefore, the

clustering cost is R > 0 and the PoF is unbounded.

Proposition 2.5.13. For any value of k ≥ 2, imposing GF on a solution that only satisfies DS

can lead to an unbounded increase in the clustering cost even if we allow an additive violation of

Ω(n
k
).

Proof. The proof is similar to the proof of Proposition 2.5.11. See [24] for the full proof.

Proposition 2.5.14. Imposing DS on a solution that only satisfies GF leads to a bounded increase

in the clustering cost of at most 2 (PoF ≤ 2) if we allow an additive violation of 2 in the GF

constraints.

Proof. This follows from Theorem 2.5.8 since we can always post-process a solution that only

satisfies GF into one that satisfies both GF at an additive violation of 2 and DS simultane-

ously and clearly from the theorem we would have PoF = clustering cost of GF post-processed solution
clustering cost of GF solution ≤

2 clustering cost of GF solution
clustering cost of GF solution ≤ 2.
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2.5.5 Incompatibility with Other Distance-Based Fairness Constraints

In this section, we study the incompatibility between the DS and GF constraints and a

family of distance-based fairness constraints. We note that the results of this section do not take

into account the clustering cost and are based only on the feasibility set. That is, we consider

more than one constraints simultaneously and see if the feasibility set is empty or not. Two

constraints are considered incompatible if the intersection of their feasible sets is empty. In some

cases we also consider solution that could have violations to the constraints. Note that socially

fair clustering [77,78] is defined as an optimization problem not a constraint. However, by setting

a constraint that says the value of the objective function should not exceed an upper bound it can

be turned into a fairness constraint like the rest.

Theorem 2.5.15. For any value k ≥ 2, the fairness in your neighborhood [79], socially fair

constraint [77, 78] are each incompatible with GF even if we allow an additive violation of

Ω(n
k
) in the GF constraint. For any value k ≥ 5, the proportionally fair constraints [80] is

incompatible with GF even if we allow an additive violation of Ω(n
k
) in the GF constraint.

Proof. The proofs for the fairness in your neighborhood and socially fair constraints are very

similar to the proof of Proposition 2.5.11. However, the proportionally fair constraint requires

a different proof.

Suppose, we want an αAP relaxed proportionally fair solution [80]. Then for a given finite

value of αAP , consider Figure 2.24. For the GF constraints, the upper and lower bounds for each

color to 1
2

and the total number of points n is always even. Consider some k ≥ 5. It follows that

the sum of cluster sizes assigned to centers on either the right side or the left side would be at

least n
2
, WLOG assume that it is the left side and denote the total number of points assigned to
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clusters on the left size by |CLS| and let SLS be the centers on the left side. The total number

of points on the left side may not be assigned to a single center but rather distributed among the

centers SLS . To satisfy the GF constraints at an additive violation of ρ, it follows that the number

of red points that have to be assigned to the left side is at least
∑

i∈SLS
(1
2
|Ci| − ρ) ≥ n

4
− kρ. Set

ρ = n
4k
− n

k2
− 1, then it follows that at least

⌈
n
k

⌉
red points are assigned to a center on the left at

a distance of at least R. Since the maximum distance between any two red points by the triangle

inequality is 2r < R
αAP

it follows that this set of red points forms a blocking coalition. I.e., these

points would also have a lower distance from their assigned center if they were instead assigned

to a red center.

Figure 2.24: Instances to show incompatibility between Proportional Fairness and GF. We always
have n/2 blue points on the left and n/2 red points on the right. For even k we would have k/2
locations for the blue and red points each. For odd k we have ⌊k/2⌋ blue locations and ⌈k/2⌉ red
locations. For each color, there is always a location at the center at a distance r from the other
locations. Points of different color are at a distance of at least R from each other. For any value
of αAP for the proportionally fair constraint, we set r < R

2αAP
.

Theorem 2.5.16. For any value k ≥ 3, the fairness in your neighborhood [79], socially fair

[77, 78] and proportionally fair [80] constraints are each incompatible with DS.
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Proof. The proof is similar to the proof of Proposition 2.5.12. Specifically, the example in the

proof only allows solutions where all of the points in each mass are assigned to centers in the

same mass to be feasible for any of the distance based fairness constraints. But since such a

solution would not satisfy DS, then there is no feasible solution.

Compatibility between GF and DS: One can easily show compatibility between GF and DS.

Specifically, consider some values for the centers over the colors {kh}h∈H that satisfies the DS

constraints, i.e. ∀h ∈ H : kl
h ≤ kh ≤ ku

h and has
∑

h∈H kh ≤ k. Then simply pick a set Qh of

kh points of color h. Now if we give DIVIDE the entire dataset C and the set of centers ∪h∈HQh

as inputs, i.e. call DIVIDE(C,∪h∈HQh), then by the guarantees of divide each center would be

active and each cluster would satisfy the GF constraints at an additive violation of 2.

Our final conclusions about the incompatibility and compatibility of the constrains are sum-

marized in Figure 2.25.

Figure 2.25: (In)Compatibility of clustering constraints. Red arrows indicate empty feasible set
when both constraints are applied, while green arrows indicate non-empty feasibility set when
both constraints are applied.
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2.5.6 Experiments

We use Python 3.9, the CPLEX package [81] for solving linear programs and NetworkX

[82] for max-flow rounding. Further, Scikit-learn is used for some standard ML related

operations. We use commodity hardware, specifically a MacBook Pro with an Apple M2 chip.

We conduct experiments over datasets from the UCI repository [83] to validate our theo-

retical findings. Specifically, we use the Adult dataset sub-sampled to 20,000 records. Gender is

used for group membership while the numeric entries are used to form a point (vector) for each

record. We use the Euclidean distance. Further, for the GF constraints we set the lower and upper

proportion bounds to βh = (1 − δ)rh and αh = (1 + δ)rh for each color h where rh is color h′s

proportion in the dataset and we set δ = 0.2. For the DS constraints, since we do not deal with a

large number of centers we set kl
h = 0.8rhk and ku

h = rhk.

We compare the performance of 5 algorithms. Specifically, we have (1) COLOR-BLIND:

An implementation of the Gonzalez k-center algorithm [41] which achieves a 2-approximation

for the unconstrained k-center problem. (2) ALG-GF: A GF algorithm which follows the sketch

of [40], however the final rounding step is replaced by an implementation of the MAXFLOWGF

rounding subroutine. This algorithm has a 3-approximation for the GF constrained instance. (3)

ALG-DS: An algorithm for the DS problem recently introduced by [23] for which also has an

approximation of 3. (4) GFTOGFDS: An implementation of algorithm 11 where we simply

use the GF algorithm just mentioned to obtain a GF solution. (5) DSTOGFDS: Similarly an

implementation of algorithm 9 where DS algorithm is used as a starting point instead.

Throughout we measure the performance of the algorithms in terms of (1) PoF: The price

of fairness of the algorithm. Note that we always calculate the price of fairness by dividing by
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the COLOR-BLIND clustering cost since it solves the unconstrained problem. (2) GF-Violation:

Which is the maximum additive violation of the solution for the GF constraint as mentioned

before. (3) DS-Violation: Which is simply the maximum value of the under-representation or

over-representation across all groups in the selected centers.

Figure 2.26: Adult dataset results: (a) PoF comparison of 5 algorithms, with COLOR-BLIND as
baseline; (b) GF-Violation comparison; (c) DS-Violation comparison.

Figure 2.26 shows the behaviour of all 5 algorithms. In terms of PoF, all algorithms have

a significant degredation in the clustering cost compared to the COLOR-BLIND baseline except

for ALG-DS. However, ALG-DS has a very large GF-Violation. In fact, the GF-Violation

of ALG-DS can be more than 5 times the GF-Violation of COLOR-BLIND. This indicates that

while ALG-DS has a small clustering cost, it can give very bad guarantees for the GF constraints.

Finally, in terms of the DS-Violation we see that the ALG-GF and the COLOR-BLIND solution

can violate the DS constraint. Note that both coincide perfectly on each other. Further, although

the violation is 1, it is very significant since unlike the GF constraints the number of centers can

be very small. On the other hand, we see that both GFTOGFDS and DSTOGFDS give the best

of both worlds having small values for the GF-Violation and zero values for the DS-Violation

and while their price of fairness can be significant, it is comparable to ALG-GF. Interestingly,

the GFTOGFDS and DSTOGFDS are in agreement in terms of measures. This could be because
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our implementations of the “GF part” of DSTOGFDS (its handling of the GF constraints) has

similarities to the GFTOGFDS algorithm.
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Chapter 3: Fairness in Online Bipartite Matching

Online bipartite matching has been used to model many important applications such as

crowdsourcing [84–86], rideshare [87–89], and online ad allocation [26, 90]. In the most general

version of the problem, there are three interacting entities: two sides of the market to be matched

and a platform operator which assigns the matches. For example, in rideshare, riders on one

side of the market submit requests, drivers on the other side of the market can take requests, and

a platform operator such as Uber or Lyft matches the riders’ requests to one or more available

drivers. In the case of crowdsourcing, organizations offer tasks, workers look for tasks to com-

plete, and a platform operator such as Amazon Mechanical Turk (MTurk) or Upwork matches

tasks to workers.

Online bipartite matching algorithms are often designed to optimize a performance measure—

usually, maximizing overall profit for the platform operator or a proxy of that objective. However,

fairness considerations were largely ignored. This is troubling especially given that recent reports

have indicated that different demographic groups may not receive similar treatment. For exam-

ple, in rideshare platforms once the platform assigns a driver to a rider’s request, both the rider

and the driver have the option of rejecting the assignment and it has been observed that mem-

bership in a demographic group may cause adverse treatment in the form of higher rejection.

Indeed, [91–93] report that drivers could reject riders based on attributes such as gender, race,
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or disability. Conversely, [94] reports that drivers are likely to receive less favorable ratings if

they belong to certain demographic groups. A similar phenomenon exists in crowdsourcing [95].

Moreover, even in the absence of such evidence of discrimination, as algorithms become more

prevalent in making decisions that directly affect the welfare of individuals [96, 97], it becomes

important to guarantee a standard of fairness. Also, while much of our discussion focuses on the

for-profit setting for concreteness, similar fairness issues hold in not-for-profit scenarios such as

the fair matching of individuals with health-care facilities, e.g., in the time of a pandemic.

In response, a recent line of research has been concerned with the issue of designing fair

algorithms for online bipartite matching. [98–100] present algorithms which give a minimum

utility guarantee for the drivers at a bounded drop to the operator’s profit. Conversely, [101] give

guarantees for both the platform operator and the riders instead. Finally, [102] shows empirical

methods that achieve fairness for both the riders and drivers simultaneously but lacks theoretical

guarantees and ignores the operator’s profit.

Nevertheless, the existing work has a major drawback in terms of optimality guarantees.

Specifically, the two sides being matched along with the platform operator constitute the three

main interacting entities in online matching and despite the significant progress in fair online

matching none of the previous work considers all three sides simultaneously. In this paper, we

derive algorithms with theoretical guarantees for the platform operator’s profit as well as fairness

guarantees for the two sides of the market. Unlike the previous work we not only consider the size

of the matching but also its quality. Further, we consider two online arrival settings: the KIID and

the richer KAD setting (see Section 3.2 for definitions). We consider both group and individual

notions of Rawlsian fairness and interestingly show a reduction from individual fairness to group

fairness in the KAD setting. Moreover, we show upper bounds on the optimality guarantees of
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any algorithm and derive impossibility results that show a conflict between group and individual

notions of fairness. Finally, we empirically test our algorithms on a real-world dataset.

3.1 Related Work

It is worth noting that similar to our work, [103] and [104] have considered two-sided

fairness as well, although in the setting of recommendation systems where a different model is

applied—and, critically, a separate objective for the operator’s profit was not considered.

Fairness in bipartite matching has seen significant interest recently. The fairness definition

employed has consistently been the well-known Rawlsian fairness [105] (i.e. max-min fairness)

or its generalization Leximin fairness.1 We note that the objective to be maximized (other than

the fairness objective) represents operator profit in our setting.

The case of offline and unweighted maximum cardinality matching is addressed by [106],

who give an algorithm with Leximin fairness guarantees for one side of the market (one side

of the bipartite graph) and show that this can be achieved without sacrificing the size of the

match. Motivated by fairness consideration for drivers in ridesharing, [98] considers the problem

of offline and weighted matching. Specifically, they show an algorithm with a provable trade-off

between the operator’s profit and the minimum utility guaranteed to any vertex in one-side of the

market.

Recently, [29] considered fairness for the online part of the graph through a group notion of

fairness. In particular, the utility for a group is added across the different types and is minimized

for the group worst off, in rough terms their notion translates to maximizing the minimum utility

1Leximin fairness maximizes the minimum utility like max-min fairness. However, it proceeds to maximize the
second worst utility, and so on until the list is exhausted.
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accumulated by a group throughout the matching. Their notion of fairness is very similar to the

one we consider here. However, [29] considers fairness only on one side of the graph and ignores

the operator’s profit. Further, only the matching size is considered to measure utility, i.e. edges

are unweighted.

A new notion of group fairness in online matching is considered in [107]. In rough terms,

their group fairness criterion amounts to establishing a quota for each group and ensuring that the

matching does not exceed that quota. This notion can be seen as ensuring that the system is not

dominated by a specific group and is in some sense an opposite to max-min fairness as the utility

is upper bounded instead of being lower bounded. Further, the fairness guarantees considered are

one-sided as well.

On the empirical side of fair online matching, [108] and [109] give application-specific

treatments in the context of deceased-donor organ allocation and food bank provisioning, respec-

tively. More related to our work is that of [102, 110] which consider the rideshare problem and

provide algorithms to achieve fairness for both sides of the graph simultaneously, however both

papers lack theoretical guarantees and in the case of [102] the operator’s profit is not considered.

3.2 Preliminaries and Problem Setup

Our model follows that of [26, 111–113] and others. We have a bipartite graph G =

(U, V,E) where U represents the set of static (offline) vertices (workers) and V represents the

set of online vertex types (job types) which arrive dynamically in each round. The online match-

ing is done over T rounds. In a given round t, a vertex of type v is sampled from V with

probability pv,t with
∑

v∈V pv,t = 1,∀t ∈ [T ] the probability pv,t is known beforehand for each
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type v and each round t. This arrival setting is referred to as the known adversarial distribution

(KAD) setting [88,113]. When the distribution is stationary, i.e. pv,t = pv,∀t ∈ [T ], we have the

arrival setting of the known independent identical distribution (KIID). Accordingly, the expected

number of arrivals of type v in T rounds is nv =
∑

t∈[T ] pv,t, which reduces to nv = Tpv in

the KIID setting. We assume that nv ∈ Z+ for KIID [112]. Every vertex u (v) has a group

membership,2 with G being the set of all group memberships; for any vertex u ∈ U , we denote

its group memberships by g(u) ∈ G (similarly, we have g(v) for v ∈ V ). Conversely, for a group

g, U(g) (V (g)) denotes the subset of U (V ) with group membership g. A vertex u (v) has a set

of incident edges Eu (Ev) which connect it to vertices in the opposite side of the graph. In a

given round, once a vertex (job) v arrives, an irrevocable decision has to be made on whether to

reject v or assign it to a neighbouring vertex u (where (u, v) ∈ Ev) which has not been matched

before. Suppose, that v is assigned to u, then the assignment is not necessarily successful rather

it succeeds with probability pe = p(u,v) ∈ [0, 1]. This models the fact that an assignment could

fail for some reason such as the worker refusing the assigned job. Furthermore, each vertex u

has patience parameter ∆u ∈ Z+ which indicates the number of failed assignments it can tolerate

before leaving the system, i.e. if u receives ∆u failed assignments then it is deleted from the

graph. Similarly, a vertex v has patience ∆v ∈ Z+, if a vertex v arrives in a given round, then it

would tolerate at most ∆v many failed assignments in that round before leaving the system.

For a given edge e = (u, v) ∈ E, we let each entity assign its own utility to that edge.

In particular, the platform operator assigns a utility of wO
e , whereas the offline vertex u assigns a

utility of wU
e , and the online vertex v assigns a utility of wV

e . This captures entities’ heterogeneous

2For a clearer representation we assume each vertex belongs to one group although our algorithms apply to the
case where a vertex can belong to multiple groups.
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wants. For example, in ridesharing, drivers may desire long trips from nearby riders, whereas the

platform operator would not be concerned with the driver’s proximity to the rider, although this

maybe the only consideration the rider has. Similar motivations exist in crowdsourcing as well.

LettingM denote the set of successful matchings made in the T rounds, then we consider

the following optimization objectives:

• Operator’s Utility (Profit): The operator’s expected profit is simply the expected sums of

the profits across the matched edges, this leads to E[
∑

e∈M wO
e ].

• Rawlsian Group Fairness:

– Offline Side: Denote byMu the subset of edges in the matching that are incident on

u. Then our fairness criterion is equal to

min
g∈G

E[
∑

u∈U(g)(
∑

e∈Mu
wU

e )]

|U(g)|
.

this value equals the minimum average expected utility received by a group in the

offline side U .

– Online Side: Similarly, we denote byMv the subset of edges in the matching that

are incident on vertex v, and define the fairness criterion to be

min
g∈G

E[
∑

v∈V (g)(
∑

e∈Mv
wV

e )]∑
v∈V (g) nv

.

this value equals the minimum average expected utility received throughout the match-

ing by any group in the online side V .
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• Rawlsian Individual Fairness:

– Offline Side: The definition here follows from the group fairness definition for the

offline side by simply considering that each vertex u belongs to its own distinct group.

Therefore, the objective is min
u∈U

E[
∑

e∈Mu
wU

e ].

– Online Side: Unlike the offline side, the definition does not follow as straightfor-

wardly. Here we cannot obtain a valid definition by simply assigning each vertex

type its own group. Rather, we note that a given individual is actually a given arriving

vertex at a given round t ∈ [T ], accordingly our fairness criterion is the minimum ex-

pected utility an individual receives in a given round, i.e. min
t∈[T ]

E[
∑

e∈Mvt
wV

e )], where

vt is the vertex that arrived in round t.

3.3 Main Results

Performance Criterion: We note that we are in the online setting, therefore our perfor-

mance criterion is the competitive ratio. Denote by I the distribution for the instances of matching

problems, then OPT(I) = EI∼I [OPT(I)] where OPT(I) is the optimal value of the sampled

instance I . Similarly, for a given algorithm ALG, we define the value of its objective over the

distribution I by ALG(I) = ED[ALG(I)] where the expectation ED[.] is over the randomness

of the instance and the algorithm. The competitive ratio is then defined as minI
ALG(I)
OPT(I) .

In our work, we address optimality guarantees for each of the three sides of the matching

market by providing algorithms with competitive ratio guarantees for the operator’s profit and the

fairness objectives of the static and online side of the market simultaneously. Specifically, for the

KIID arrival setting we have:
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Theorem 3.3.1. For the KIID setting, algorithm TSGFKIID(α, β, γ) achieves a competitive ra-

tio of ( α
2e
, β
2e
, γ
2e
)2 simultaneously over the operator’s profit, the group fairness objective for

the offline side, and the group fairness objective for the online side, where α, β, γ > 0 and

α + β + γ ≤ 1.

The following two theorems hold under the condition that pe = 1,∀e ∈ E. Specifically for

the KAD setting we have:

Theorem 3.3.2. For the KAD setting, algorithm TSGFKAD(α, β, γ) achieves a competitive ratio

of (α
2
, β
2
, γ
2
) simultaneously over the operator’s profit, the group fairness objective for the offline

side, and the group fairness objective for the online side, where α, β, γ > 0 and α + β + γ ≤ 1.

Moreover, for the case of individual fairness whether in the KIID or KAD arrival setting

we have:

Theorem 3.3.3. For the KIID or KAD setting, we can achieve a competitive ratio of (α
2
, β
2
, γ
2
)

simultaneously over the operator’s profit, the individual fairness objective for the offline side, and

the individual fairness objective for the online side, where α, β, γ > 0 and α + β + γ ≤ 1.

We also give the following impossibility results. In particular, for a given arrival (KIID

or KAD) setting and fairness criterion (group or individual), the competitive ratios for all sides

cannot exceed 1 simultaneously:

Theorem 3.3.4. For all arrival models, given the three objectives: operator’s profit, offline

side group (individual) fairness, and online side group (individual) fairness. No algorithm

can achieve a competitive ratio of (α, β, γ) over the three objectives simultaneously such that

α + β + γ > 1.
2Here, e denotes the Euler number, not an edge in the graph.
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It is natural to wonder if we can combine individual and group fairness. Though it is

possible to extend our algorithms to this setting. The follow theorem shows that they can conflict

with one another:

Theorem 3.3.5. Ignoring the operator’s profit and focusing either on the offline side alone or the

online side alone. With αG and αI denoting the group and individual fairness competitive ratios,

respectively. No algorithm can achieve competitive ratios (αG, αI) over the group and individual

fairness objectives of one side simultaneously such that αG + αI > 1.

Finally, we carry experiments on real-world datasets in section 3.6.

3.4 Algorithms and Theoretical Guarantees

Our algorithms use linear programming (LP) based techniques [100, 101, 112, 114] where

first a benchmark LP is set up to upper bound the optimal value of the problem, then an LP

solution is sampled from to produce an algorithm with guarantees.

3.4.1 Group Fairness for the KIID Setting:

Before we discuss the details of the algorithm, we note that for a given vertex type v ∈ V ,

the expected arrival rate nv could be greater than one. However, it is not difficult to modify the

instance by simply “fragmenting” each type with nv > 1 such that in the new instance nv = 1 for

each type. This can be done with the operator’s profit, offline group fairness, and online group

fairness having the same values. Therefore, in what remains for the KIID setting nv = 1,∀v ∈ V

and therefore for any round t, each vertex v arrives with probability 1
T

. It also follows that for a

given group g,
∑

v∈V (g) nv =
∑

v∈V (g) 1 = |V (g)|.
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For each edge e = (u, v) ∈ E we use xe to denote the expected number of probes (i.e,

assignments from u to type v not necessarily successful) made to edge e in the LP benchmark.

We have a total of three LPs each having the same set of constraints of (3.4), but differing by

the objective. For compactness we do not repeat these constraints and instead write them once.

Specifically, LP objective (3.1) along with the constraints of (3.4) give the optimal benchmark

value of the operator’s profit. Similarly, with the same set of constraints (3.4) LP objective

(3.2) and LP objective (3.3) give the optimal group max-min fair assignment for the offline and

online sides, respectively. Note that the expected max-min objectives of (3.2) and (3.3), can be

written in the form of a linear objective. For example, the max-min objective of (3.2) can be

replaced with an LP with objective max η subject to the additional constraints that ∀g ∈ G ,

η ≤
∑

u∈U(g)

∑
e∈Eu

wU
e xepe

|U(g)| . Having introduced the LPs, we will use LP(3.1), LP(3.2), and LP(3.3)

to refer to the platform’s profit LP, the offline side group fairness LP, and the online side group

fairness LP, respectively.

max
∑

e∈E wO
e xepe (3.1)

maxmin
g∈G

∑
u∈U(g)

∑
e∈Eu

wU
e xepe

|U(g)| (3.2)

maxmin
g∈G

∑
v∈V (g)

∑
e∈Ev

wV
e xepe

|V (g)| (3.3)
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s.t ∀e ∈ E : 0 ≤ xe ≤ 1 (3.4a)

∀u ∈ U :
∑

e∈Eu
xepe ≤ 1 (3.4b)

∀u ∈ U :
∑

e∈Eu
xe ≤ ∆u (3.4c)

∀v ∈ V :
∑

e∈Ev
xepe ≤ 1 (3.4d)

∀v ∈ V :
∑

e∈Ev
xe ≤ ∆v (3.4e)

Now we prove that LP(3.1), LP(3.2) and LP(3.3) indeed provide valid upper bounds (bench-

marks) for the optimal solution for the operator’s profit and expected max-min fairness for the

offline and online sides of the matching.

Lemma 3.4.1. For the KIID setting, the optimal solutions of LP (3.1), LP (3.2), and LP (3.3)

are upper bounds on the expected optimal that can be achieved by any algorithm for the opera-

tor’s profit, the offline side group fairness objective, and the online side group fairness objective,

respectively.

Proof. We follow a similar proof to that used in [112]. We shall focus on the operator’s profit

objective since the other objectives follow by very similar arguments. First, we note that LP(3.1)

uses the expected values of the problem parameters, i.e. if we consider a specific graph realization

G, then let NG
v be the number of arrival for vertex type v, then it follows that LP(3.1) uses the

expected values since EI [N
G
v ] = 1,∀v ∈ V where EI [.] is an expectation over the randomness

of the instance. We shall therefore refer to the value of LP(3.1) as LP (EI [G]).

To prove that LP (EI(G)) is a valid upper bound it suffices to show that LP (EI [G[) ≥

EI [LP (G)] where LP (G) is the optimal LP value of a realized instance G and EI [LP (G)] is

the expected value of that optimal LP value. Let us then consider a specific realization G′, its
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corresponding LP would be the following:

max
∑

e′∈E′ wO
e′pe′xe′ (3.5)

s.t ∀e′ ∈ E′ : 0 ≤ xe′ ≤ 1 (3.6a)

∀u ∈ U :
∑

e′∈E′
u
xe′pe′ ≤ 1 (3.6b)

∀u ∈ U :
∑

e′∈E′
u
xe′ ≤ ∆u (3.6c)

∀v′ ∈ V ′ :
∑

e′∈E′
v′
xe′pe′ ≤ 1 (3.6d)

∀v′ ∈ V ′ :
∑

e′∈E′
v′
xe′ ≤ ∆v′ (3.6e)

where V ′ is the realization of the online side. It is clear that for a given realization G′ =

(U, V ′, E ′) the above LP(3.5) is an upper bound on the operator’s objective value for that realiza-

tion.

Now we prove that LP (EI [G]) ≥ EI [LP (G)]. The dual of the LP for the realization G′ is

the following:

min
∑

u∈U (αu +∆uβu) +
∑

v′∈V ′(αv′ +∆v′βv′) +
∑

(u,v′) γu,v′ (3.7)

s.t. ∀u ∈ U,∀v′ ∈ V ′ :

βu + βv′ + p(u,v′)(αu + αv′) + γ(u,v′) ≥ wO
(u,v′)p(u,v′) (3.8a)

αu, αv′ , βu, βv′ , γ(u,v′) ≥ 0 (3.8b)
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Consider the graph with the expected number of arrival EI(G) it would have a dual of the above

form, let α⃗∗, β⃗∗, γ⃗∗ be the optimal solution of its corresponding dual. Then it follows by the

strong duality of LPs that solution α⃗∗, β⃗∗, γ⃗∗ would have a value of LP (EI [G]). Now for the

instance G′, we shall use the following dual solution ⃗̂α,
⃗̂
β, ⃗̂γ which is set as follows:

• ∀u ∈ U : α̂u = α∗
u, β̂u = α∗

u.

• ∀v′ ∈ V ′ of type v: α̂v′ = α∗
v, β̂v′ = β∗

v .

• ∀u ∈ U,∀v′ ∈ V ′ of type v: γ̂(u,v′) = γ∗
(u,v).

Note that the new solution ⃗̂α,
⃗̂
β, ⃗̂γ is a feasible dual solution since it satisfies constraints 3.8a and

3.8b. By weak duality the value of the solution ⃗̂α,
⃗̂
β, ⃗̂γ upper bounds LP (G′). Now if we were to

denote the number of vertices of type v that arrived in instance G′ by nG′
v , then the value of the

solution ⃗̂α,
⃗̂
β, ⃗̂γ satisfies:

∑
u∈U

(α̂u +∆uβ̂u) +
∑
v′∈V ′

(α̂v′ +∆v′ β̂v′) +
∑
(u,v′)

γ̂u,v′

=
∑
u∈U

(α∗
u +∆uβ

∗
u) +

∑
v∈V

nG′

v (α∗
v +∆vβ

∗
v) +

∑
(u,v)

nG′

v γ∗
u,v

≥ LP (G′)
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Now taking the expectation, we get:

EI [LP (G′)]

≤ EI

[∑
u∈U

(α̂u +∆uβ̂u) +
∑
v′∈V ′

(α̂v′ +∆v′ β̂v′) +
∑
(u,v′)

γ̂u,v′
]

= EI

[∑
u∈U

(α∗
u +∆uβ

∗
u) +

∑
v∈V

nG′

v (α∗
v +∆vβ

∗
v) +

∑
(u,v)

nG′

v γ∗
u,v

]
=
∑
u∈U

(α∗
u +∆uβ

∗
u) +

∑
v∈V

EI [n
G′

v ](α∗
v +∆vβ

∗
v) +

∑
(u,v)

EI [n
G′

v ]γ∗
u,v

=
∑
u∈U

(α∗
u +∆uβ

∗
u) +

∑
v∈V

(α∗
v +∆vβ

∗
v) +

∑
(u,v)

γ∗
u,v

= LP (EI [G])

For the offline and online group fairness objectives, we use the same steps. The difference would

be in the constraints of the dual program, however following a similar assignment as done from

α⃗∗, β⃗∗, γ⃗∗ to ⃗̂α,
⃗̂
β, ⃗̂γ is sufficient to prove the lemma for both fairness objectives.

Our algorithm makes use of the dependent rounding subroutine [69]. We mention the main

properties of dependent rounding. In particular, given a fractional vector x⃗ = (x1, x2, . . . , xt)

where each xi ∈ [0, 1], let k =
∑

i∈[t] xi , dependent rounding rounds xi (possibly fractional) to

Xi ∈ {0, 1} for each i ∈ [t] such that the resulting vector X⃗ = (X1, X2, X3, . . . , Xt) has the

following properties: (1) Marginal Distribution: The probability that Xi = 1 is equal to xi,

i.e. Pr[Xi = 1] = xi for each i ∈ [t]. (2) Degree Preservation: Sum of Xi’s should be equal

to either ⌊k⌋ or ⌈k⌉ with probability one, i.e. Pr[
∑

i∈[t] Xi ∈ {⌊k⌋ , ⌈k⌉}] = 1. (3) Negative

Correlation: For any S ⊆ [t], (1) Pr[∧i∈SXi = 0] ≤ Πi∈SPr[Xi = 0] (2) Pr[∧i∈SXi = 1] ≤

Πi∈SPr[Xi = 1]. It follows that for any xi, xj ∈ x⃗, E[Xi = 1|Xj = 1] ≤ xi.
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Going back to the LPs (3.1,3.2,3.3), we denote the optimal solutions to LP (3.1), LP (3.2),

and LP (3.3) by x⃗∗,y⃗∗ and z⃗∗ respectively. Further, we introduce the parameters α, β, γ ∈ [0, 1]

where α + β + γ ≤ 1 and each of these parameters decide the ”weight” the algorithm places

on each objective (the operator’s profit, the offline group fairness, and the online group fairness

objectives). We note that our algorithm makes use of the subroutine PPDR (Probe with Permuted

Dependent Rounding) shown in Algorithm 12.

Algorithm 12 PPDR(x⃗v)

1: Apply dependent rounding to the fractional solution x⃗v to get a binary vector X⃗v.
2: Choose a random permutation π over the set Ev.
3: for i = 1 to |Ev| do
4: Probe vertex π(i) if it is available and X⃗v(π(i)) = 1
5: if Probe is successful (i.e., a match) then
6: break
7: end if
8: end for

The procedure of our parameterized sampling algorithm TSGFKIID is shown in Algorithm

13. Specifically, when a vertex of type v arrives at any time step we run PPDR
(
x⃗∗
v

)
, PPDR

(
y⃗∗v
)
,

or PPDR
(
z⃗∗v
)

with probabilities α, β, and γ, respectively. We do not run any of the PPDR

subroutines and instead reject the vertex with probability 1 − (α + β + γ). The LP constraint

(3.4e) guarantees that ∀v ∈ V :
∑

e∈Er
s∗e ≤ ∆v where s⃗∗ could be x⃗∗, y⃗∗, or z⃗∗. Therefore,

when PPDR is invoked by the degree preservation property of dependent rounding the number

of edges probed will not exceed ∆v, i.e. it would be within the patience limit.

Algorithm 13 TSGFKIID(α, β, γ)
1: Let v be the vertex type arriving at time t.
2: With probability α run the subroutine, PPDR

(
x⃗∗
v

)
.

3: With probability β run the subroutine, PPDR
(
y⃗∗v
)
.

4: With probability γ run the subroutine, PPDR
(
z⃗∗v
)
.

5: Reject the arriving vertex with probability 1− (α + β + γ).
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Now we analyze TSGFKIID to prove Theorem 3.3.1. It would suffice to prove that for each

edge e the expected number of successful probes is at least αx∗
e

2e
, β y∗e

2e
and γ z∗e

2e
. And finally from

the linearity of expectation we show that the worst case competitive ratio of the proposed online

algorithm with parameters α, β and γ is at least ( α
2e
, β
2e
, γ
2e
) for the operator’s profit and group

fairness objectives on the offline and online sides of the matching, respectively. A critical step is

to lower bound the probability that a vertex u is available (safe) at the beginning of round t ∈ [T ].

Let us denote the indicator random variable for that event by SFu,t. The following lemma enables

us to lower bound for the probability of SFu,t.

Lemma 3.4.2. Pr[SFu,t] ≥
(
1− t−1

T

)(
1− 1

T

)t−1

.

Proof. We have to first introduce the following two claims. Specifically, let Au,t be the number

of successful assignments that u received and accepted before round t. Then the following claim

holds.

Claim 3.4.3. For any given vertex u at time t ∈ [T ] , P [Au,t = 0] ≥
(
1− 1

T

)t−1

.

Proof. Let Xe,k be the indicator random variable for u receiving an arrival request of type v where

e ∈ Eu and k < t. Let Ye,k be the indicator random variable that the edge e gets sampled by the

TSGFKIID(α, β, γ) algorithm at time k < t. Let Ze,k be the indicator random variable that assign-
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ment e = (u, v) is successful (a match) at time k < t. Then Au,t =
∑

k<t

∑
e∈Eu

Xe,kYe,kZe,k.

Pr[Au,t = 0] = Πk<tPr
[ ∑
e=(u,v)∈Eu

Xe,kYe,kZe,k = 0
]

= Πk<t

(
1− Pr

[ ∑
e∈Eu

Xe,kYe,kZe,k ≥ 1
])

≥ Πk<t

(
1−

∑
e∈Eu

1

T
·
(
αx∗e + β

y∗e
qv

+ γ
z∗e
qv

)
· pe
)

= Πk<t

(
1− 1

T
·
(
α
∑
e∈Eu

x∗epe + β
∑
e∈Eu

y∗epe + γ
∑
e∈Eu

z∗epe
))

≥ Πk<t

(
1− 1

T
·
(
α · 1 + β · 1 + γ · 1

))
≥ Πk<t

(
1− 1

T

)
=
(
1− 1

T

)t−1

Now we lower bound the probability that u was probed less than ∆u times prior to t. Denote

the number of probes received by u before t by Bu,t, then the following claim holds:

Claim 3.4.4. Pr[Bu,t < ∆u] ≥ 1− t−1
T

.

Proof. First it is clear that Bu,t =
∑

k<t

∑
e∈Eu

Xe,kYe,k.

E[Bu,t] =
∑
k<t

∑
e∈Eu

E[Xe,kYe,k]

≤
∑
k<t

∑
e∈Eu

1

T

(
αx∗

e + βy∗e + γz∗e

)
≤
∑
k<t

1

T

(
α
∑
e∈Ed

x∗
e + β

∑
e∈Eu

y∗e + γ
∑
e∈Eu

z∗e

)
≤
∑
k<t

∆u

T
(α + β + γ) ≤ (t− 1)∆u

T
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The inequality before the last follows from (α + β + γ) ≤ 1. Now using Markov’s inequality:

Pr[Bu,t < ∆u] ≥ 1− E[Bu,t]

∆u
, we get =⇒ Pr[Bu,t < ∆u] ≥ 1− t−1

T
.

Now we are ready to prove the lemma, consider a given edge e ∈ Eu where k < t

E[Xe,kYe,k | Au,t = 0] = E[Xe,kYe,k | Au,k = 0]

=
Pr[Xe,k = 1, Ye,k = 1, Ze,k = 0]

Pr[Au,k = 0]

≤
1
T
·
(
αx∗

e + βy∗e + γz∗e
)
· (1− pe)

1−
∑

e∈Ed

1
T
·
(
αx∗

e + βy∗e + γz∗e
)
· pe

=
1
T
·
(
αx∗

e + βy∗e + γz∗e
)
· (1− pe)

1− pe + pe

(
1−

∑
e∈Ed

1
T
·
(
αx∗

e + βy∗e + γz∗e
))

≤ 1

T
·
(
αx∗

e + βy∗e + γz∗e
)
·

The above inequality is due to the fact that
∑

e∈Eu

1
T

(
αx∗

e + βy∗e + γz∗e
)
≤ ∆u

T
< 1.

E[Bu,t|Au,t = 0] =
∑
k<t

∑
e∈Eu

E[Xe,kYe,k|Au,k = 0]

≤
∑
k<t

∑
e∈Eu

1

T

(
αx∗

e + βy∗e + γz∗e

)
≤
∑
k<t

1

T

(
α
∑
e∈Eu

x∗
e + β

∑
e∈Eu

y∗e + γ
∑
e∈Eu

z∗e

)
≤
∑
k<t

1

T

(
α ·∆u + β ·∆d + γ ·∆u

)
=
∑
k<t

∆u

T
(α + β + γ) ≤ (t− 1)∆u

T

Therefore the expected number of assignments (probes) to vertex u until time t is at most (t−1)∆u

T
.
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Therefore, we have:

Pr[Bu,t < ∆u|Au,t = 0] ≥ 1− E[Bu,t|Au,t = 0]

∆d

≥ 1− (t− 1)∆u

T∆u

≥ 1− t− 1

T

It is to be noted that Bu,t is the total number of probes u received before round t. Thus, we have

that the events (Bu,t < ∆u) and (Au,t = 0) are positively correlated. Therefore,

Pr[SFu,t] ≥ Pr[(Bu,t < ∆u) ∧ (Au,t = 0)]

≥ Pr[Bu,t < ∆d|Au,t = 0]Pr[Au,t = 0]

Pr[SFu,t] ≥
(
1− t− 1

T

)(
1− 1

T

)t−1

Now that we have established a lower bound on Pr[SFu,t], we lower bound the probability

that an edge e is probed by one of the PPDR subroutines conditioned on the fact that u is available

(Lemma 3.4.5). Let 1e,t be the indicator that e = (u, v) is probed by the TSGFKIID Algorithm

at time t. Note that event 1e,t occurs when (1) a vertex of type v arrives at time t and (2) e is

sampled by PPDR(x⃗v), PPDR(y⃗v), or PPDR(z⃗v).

Lemma 3.4.5. Pr[1e,t | SFu,t] ≥ α x∗
e

2T
,Pr[1e,t | SFu,t] ≥ β y∗e

2T
, Pr[1e,t | SFu,t] ≥ γ z∗e

2T

Proof. In this part we prove that the probability that edge e is probed at time t is at least α x∗
e

2T
.

Note that the probability that a vertex of type v arrives at time t and that Algorithm 13 calls

the subroutine PPDR(x⃗r) is α 1
T

. Let Ev,ē be the set of edges in Ev excluding e = (u, v). For
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each edge e′ ∈ Ev,ē let Ye′ be the indicator for e′ being before e in the random order of π (in

algorithm 12) and let Ze′ be the probability that the assignment is successful for e′. It is clear that

E[Ye′ ] = 1/2 and that E[Ze′ ] = pe′ . Now we have:

Pr[1e,t | SFu,t] (3.9)

≥ α
1

T
Pr[Xe = 1]Pr

[ ∑
e′∈Er,ē

Xe′Ye′Ze′ | Xe = 1
]

(3.10)

= α
Pr[Xe = 1]

T

(
1− Pr

[ ∑
e′∈Ev,ē

Xe′Ye′Ze′ ≥ 1 | Xe = 1
])

(3.11)

≥ α
Pr[Xe = 1]

T

(
1− E

[ ∑
e′∈Ev,ē

Xe′Ye′Ze′ ≥ 1 | Xe = 1
])

(3.12)

≥ α
Pr[Xe = 1]

T

(
1−

∑
e′∈Ev,ē

E
[
Xe′Ye′Ze′ ≥ 1 | Xe = 1

])
(3.13)

≥ α
x∗
e

T

(
1−

∑
e′∈Ev,ē

x∗
e′
1

2
pe′
)

(3.14)

≥ α
x∗
e

T

(
1− 1

2

)
= α

x∗
e

2T
(3.15)

Applying Markov inequality we get the inequality (3.12). By linearity of expectation we get

inequality (3.13). Since Xe and Xe′ are negatively correlated to each other from the Negative

Correlation property of Dependent Rounding we have E[Xe′ | Xe = 1] ≤ x∗
e and we get (3.14).

The last inequality (3.15) is due the fact that for any feasible solution {x∗
e} the constraints imply

that
∑

e∈Ev
x∗
epe ≤ 1 for all v ∈ V . Using similar analysis we can also prove that Pr[1e,t |

SFu,t] ≥ β y∗e
2T

and Pr[1e,t | SFu,t] ≥ γ z∗e
2T

.

Given the above lemmas Theorem 3.3.1 can be proved.

Proof of Theorem 3.3.1. Denote the expected number of probes on each edge e ∈ E resulting
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from PPDR
(
x⃗∗
v

)
by nx

e . It follows that:

nx
e ≥

T∑
t=1

Pr[1e,t] =
T∑
t=1

Pr[1e,t | SFu,t]Pr[SFu,t]

≥
T∑
t=1

(
1− 1

T

)t−1(
1− t− 1

T

)(
α
x∗
e

2T

)
T→∞−−−→ αx∗

e

2e

Denote the optimal solution for the operator’s profit LP by OPTO. Let ALGO be operator’s

profit obtained by our online algorithm. Using the linearity of expectation we get: ALGO =

E
[∑

e∈E wO
e n

x
epe

]
≥
∑

e∈E wO
e pe

αx∗
e

2e
≥
∑

e∈E wO
e pe

(
1
e

)
αx∗

e

2
≥ α

2e
(OPTO). Similarly, we can

obtain β
2e

and γ
2e

competitive ratios for the expected max-min group fairness guarantees on the

offline and online sides, respectively.

3.4.2 Group Fairness for the KAD Setting:

For the KAD setting, the distribution over V is time dependent and hence the probability

of sampling a type v in round t is pv,t ∈ [0, 1] with
∑

v∈V pv,t = 1. Further, we assume for the

KAD setting that for every edge e ∈ E we have pe = 1. This means that whenever an incoming

vertex v is assigned to a safe-to-add vertex u the assignment is successful. This also means that

any non-trivial values for the patience parameters ∆u and ∆v become meaningless and hence we

can WLOG assume that ∀u ∈ U,∀v ∈ V,∆u = ∆v = 1. From the above discussion, we have the

following LP benchmarks for the operator’s profit, the group fairness for the offline side and the

group fairness for the online side:
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max
∑
t∈[T ]

∑
e∈E

wO
e xe,t (3.16)

maxmin
g∈G

∑
t∈[T ]

∑
u∈U(g)

∑
e∈Eu

wU
e xe,t

|U(g)| (3.17)

maxmin
g∈G

∑
t∈[T ]

∑
v∈V (g)

∑
e∈Ev

wV
e xe,t∑

v∈V (g)

nv
(3.18)

s.t ∀e ∈ E,∀t ∈ [T ] : 0 ≤ xe,t ≤ 1 (3.19a)

∀u ∈ U :
∑
t∈[T ]

∑
e∈Eu

xe,t ≤ 1 (3.19b)

∀v ∈ V, ∀t ∈ [T ] :
∑

e∈Ev
xe,t ≤ pv,t (3.19c)

Lemma 3.4.6. For the KAD setting, the optimal solutions of LP (3.16), LP (3.17) and LP (3.18)

are upper bounds on the expected optimal that can be achieved by any algorithm for the opera-

tor’s profit, the offline side group fairness objective, and the online side group fairness objective,

respectively.

Proof. We shall consider only the operator’s profit objective as the other objectives follow through

an identical argument. Let 1v,t be the indicator random variable for the arrival for vertex type v in

round t. Then we can obtain a realization and solve the corresponding LP and then take the ex-

pected value of LP as an upper bound on the operator’s profit objective, i.e. the value EI [LP (G)]

where EI is an expectation with respect to the randomness of the problem. This means replacing

1v,t by its realization in the LP below:

max
∑
t∈[T ]

∑
e∈E

wO
e xe,t (3.20)
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s.t ∀e ∈ E,∀t ∈ [T ] : 0 ≤ xe,t ≤ 1 (3.21a)

∀u ∈ U :
∑
t∈[T ]

∑
e∈Eu

xe,t ≤ 1 (3.21b)

∀v ∈ V, ∀t ∈ [T ] :
∑

e∈Ev
xe,t ≤ 1v,t (3.21c)

If we were to replace the random variables 1v,t by their expected value, then we would retrieve

LP(3.16) where EI [1v,t] = pv,t. It suffices to show that the value of LP(3.16) which is the LP

value over the “expected” graph (the parameters replaced by their expected value) which we now

denote by LP (EI [G]) is an upper bound to EI [LP (G)], i.e. LP (EI [G]) ≥ EI [LP (G)]. Let x∗,G
e,t

be the optimal solution for a given realization G and 1Gv,t be the realization of the random variables

over the instance, then we have that
∑

e∈Ev
x∗,G
e,t ≤ 1Gv,t. It follows that EI [x

∗,G
e,t ] is a feasible

solution for LP(3.16), since EI [
∑

e∈Ev
x∗,G
e,t ] ≤ EI [1

G
v,t] = pv,t and the rest of the constraints are

satisfied as well since they are the same in every realization. However, we have that EI [LP (G)] =

EI [
∑
t∈[T ]

∑
e∈E

wO
e x

∗,G
e,t ] =

∑
t∈[T ]

∑
e∈E

wO
e EI [x

∗,G
e,t ] ≤

∑
t∈[T ]

∑
e∈E

wO
e x

∗
e,t = LP (EI [G]) where x∗

e,t is the

optimal solution for LP(3.16) over the “expected” graph. The inequality followed since a feasible

solution to a problem cannot exceed its optimal solution.

Note that in the above LP we have xe,t as the probability for successfully assigning an

edge in round t (with an explicit dependence on t), unlike in the KIID setting where we had xe

instead to denote the expected number of times edge e is probed through all rounds. Similar to

our solution for the KIID setting, we denote by x∗
e,t, y

∗
e,t, and z∗e,t the optimal solutions of the LP

benchmarks for the operator’s profit, offline side group fairness, and online side group fairness,

respectively.

139



Having the optimal solutions to the LPs, we use algorithm TSGFKAD shown in Algorithm

14. In TSGFKAD new parameters are introduced, specifically λ and ρe,t where ρe,t is the prob-

ability that edge e = (u, v) is safe to add in round t, i.e. the probability that u is unmatched

at the beginning of round t. For now we assume that we have the precise values of ρe,t for all

rounds and discuss how to obtain these values at the end of this subsection. Now conditioned on

v arriving at round t and e = (u, v) being safe to add, it follows that e is sampled with probability

α
x∗
e,t

pv,t
λ

ρe,t
+β

y∗e,t
pv,t

λ
ρe,t

+γ
z∗e,t
pv,t

λ
ρe,t

which would be a valid probability (positive and not exceeding 1) if

ρe,t ≥ λ. This follows from the fact that α, β, γ ∈ [0, 1] and α+β+ γ ≤ 1 and also by constraint

(3.19c) which leads to
∑

e∈Ev
xe,t

pv,t
≤ 1. Further, if ρe,t ≥ λ then by constraint (3.19c) we have∑

e∈Ev

(
α

x∗
e,t

pv,t
λ

ρe,t
+ β

y∗e,t
pv,t

λ
ρe,t

+ γ
z∗e,t
pv,t

λ
ρe,t

)
≤ 1 and therefore the distribution is valid. Clearly, the

value of λ is important for the validity of the algorithm, the following lemma shows that λ = 1
2

leads to a valid algorithm.

Lemma 3.4.7. Algorithm TSGFKAD is valid for λ = 1
2
.

Proof. We prove the validity of the algorithm for λ = 1
2

by induction. For the base case, it is

clear that ∀e ∈ E, ρe,t = 1, hence ρe,t ≥ λ = 1
2
. Assume for t′ < t, that ρe,t′ ≥ λ = 1

2
, then at
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round t we have:

1− ρe,t = Pr[e is not available at t]

= Pr[e is matched in [T − 1]]

≤
∑
t′<t

Pr[e is matched in t′]

=
∑
t′<t

Pr[(e is chosen by the algorithm)

∧ (u is unmatched at the beginning of t)

∧ (v arrives at t)]

=
∑
t′<t

pv,tρe,t(α
x∗
e,t

pv,t

λ

ρe,t
+ β

y∗e,t
pv,t

λ

ρe,t
+ γ

z∗e,t
pv,t

λ

ρe,t
)

=
∑
t′<t

λ(αx∗
e,t′ + βy∗e,t′ + γz∗e,t′)

≤ λ
∑
t′<t

(αx∗
e,t′ + βy∗e,t′ + γz∗e,t′)

≤ λ(α + β + γ) ≤ λ ≤ 1

2

where we used the fact that x∗
e,t′ , y

∗
e,t′ , z

∗
e,t′ ≤ 1 from constraint (3.19a) and the fact that α+β+γ ≤

1. From the above, it follows that ρe,t ≥ 1
2
≥ λ.

We now return to the issue of how to obtain the values of ρe,t for all rounds. This can be

done by using the simulation technique as done in [88, 115]. To elaborate, we note that we first

solve the LPs (3.16,3.17,3.18) and hence have the values of x∗
e,t, y

∗
e,t, and z∗e,t. Now, for the first

round t = 1, clearly ρe,t = 1,∀e ∈ E. To obtain ρe,t for t = 2, we simulate the arrivals and

algorithm a collection of times, and use the empirically estimated probability. More precisely,
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Algorithm 14 TSGFKAD(α, β, γ)
1: Let v be the vertex type arriving at time t.
2: if Ev,t = ϕ then
3: Reject v
4: else
5: With probability α probe e with probability x∗

e,t

pv,t
λ

ρe,t
.

6: With probability β probe e with probability y∗e,t
pv,t

λ
ρe,t

.

7: With probability γ probe e with probability z∗e,t
pv,t

λ
ρe,t

.
8: With probability [1− (α + β + γ)] reject v .
9: end if

for t = 1 we sample the arrival of vertex v from pv,t with t = 1 (pv,t values are given as part of

the model), then we run our algorithm for the values of α, β, γ that we have chosen. Accordingly,

at t = 2 some vertex in U might be matched. We do this simulation a number of times and then

we take ρe,t for t = 2 to be the average of all runs. Now having the values of ρe,t for t = 1 and

t = 2, we further simulate the arrivals and the algorithm to obtain ρe,t for t = 3 and so on until

we get ρe,t for the last round T . We note that using the Chernoff bound [116] we can rigorously

characterize the error in this estimation, however by doing this simulation a number of times that

is polynomial in the problem size, the error in the estimation would only affect the lower order

terms in the competitive ration analysis [88] and hence for simplicity it is ignored. Now, with

Lemma 3.4.7 Theorem 3.3.2 can be proved.

Proof of Theorem 3.3.2. For an edge e the probability that it is matched (successfully probed) is
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the following:

Pr[e is successfully probed in round t]

= Pr[(e is chosen by the algorithm)

∧ (u is unmatched at the beginning of t) ∧ (v arrives at t)]

= pv,tρe,t(α
x∗
e,t

pv,t

λ

ρe,t
+ β

y∗e,t
pv,t

λ

ρe,t
+ γ

z∗e,t
pv,t

λ

ρe,t
) =

= αλx∗
e,t + βλy∗e,t + γλz∗e,t

Setting λ = 1
2
, it follows from the above that e is successfully matched with probability at least

1
2
αx∗

e,t, at least 1
2
βy∗e,t, and at least 1

2
γz∗e,t. Hence, the guarantees on the competitive ratios follow

by linearity of the expectation.

3.4.3 Individual Fairness KIID and KAD Settings:

For the case of Rawlsian (max-min) individual fairness, we simply consider each vertex of

the offline side to belong to its own distinct group and the definition of group max-min fairness

would simply lead to individual max-min fairness. On the other hand, for the online side a

similar trick would not yield a meaningful criterion, we instead define the individual max-min

fairness for the online side to equal min
t∈[T ]

E[util(vt)] = min
t∈[T ]

E[
∑

e∈Mvt
wV

e )] where util(vt) is the

utility received by the vertex arriving in round t. If we were to denote by xe,t the probability

that the algorithm would successfully match e in round t, then it follows straightforwardly that

E[util(vt)] =
∑

e∈Evt
wV

e xe,t. We consider this definition to be the valid extension of max-min
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fairness for the online side as we are now concerned with the minimum utility across the online

individuals (arriving vertices) which are T many. The following lemma shows that we can solve

two-sided individual max-min fairness by a reduction to two-sided group max-min fairness in the

KAD arrival setting:

Lemma 3.4.8. Whether in the KIID or KAD setting, a given instance of two-sided individual

max-min fairness can be converted to an instance of two-sided group max-min fairness in the

KAD setting.

Proof. Given an instance with individual fairness, define G = {g1, . . . , gT} ∪ {g′1, . . . , g′|U |} as

the set of all groups, thus |G| = T + |U |, i.e. one group for each time round and one group for

each offline vertex. Further given the online side types V , create a new online side V ′ where

|V ′| = T |V | and V ′ = V ′
1 ∪ V ′

2 · · · ∪ V ′
t · · · ∪ V ′

T where V ′
t consists of the same types as V .

Moreover, ∀v′ ∈ V ′
t , pv′,t = pv,t and pv′,t̄ = 0,∀t̄ ∈ [T ] − {t}, finally ∀v′ ∈ V ′

t , g(v
′) = gt.

For the offline side U , we let each vertex have its own distinct group membership, i.e. for vertex

ui ∈ U , g(ui) = g′i.

Based on the above, it is not difficult to see that both problems have the same operator

profit, and that the individual max-min fairness objectives of the original instance equal the group

max-min fairness objectives of the new instance.

From the above Lemma, applying algorithm TSGFKAD to the reduced instance leads to the

following corollary:

Corollary 3.4.9. Given an instance of two-sided individual max-min fairness, applying TSGFKAD(α, β, γ)

to the reduction from Theorem 3.4.8 leads to a competitive ratio of (α
2
, β
2
, γ
2
) simultaneously over
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the operator’s profit, the individual fairness objective for the offline side, and the individual fair-

ness objective for the online side, where α, β, γ > 0 and α + β + γ ≤ 1.

The proof of Theorem 3.3.3 is immediate from the above corollary.

3.5 Proofs of Impossibility Results

Here we prove Theorems 3.3.4 and 3.3.5.

Proof of Theorem 3.3.4. We prove it for group fairness in the KIID setting, since the KIID set-

ting is a special case of the KAD setting, then this also proves the upper bound for the KAD

setting.

Consider the graph G = (U, V,E) which consists of three offline vertices and three online

vertex types, i.e. |U | = |V | = 3. Each vertex in U (V ) belongs to its own distinct group. The

time horizon T is set to an arbitrarily large value. The arrival rate for each v ∈ V is uniform and

independent of time, i.e. KIID with pv = 1
3
. Further, the bipartite graph is complete, i.e. each

vertex of U is connected to all of the vertices of V with pe = 1 for all e ∈ E. We also let ∆u = 1

for each u ∈ U , nv = T
3

and ∆v = 1 for each v ∈ V . We represent the utilities on the edges of

E with matrices where the (i, j) element gives the utility of the edge connecting vertex ui ∈ U

and vertex vj ∈ V . The utility matrices for the platform operator, offline, and online sides are

following, respectively:

MO =


1 0 0

0 1 0

0 0 1

 ,MU =


0 0 1

1 0 0

0 1 0

 ,MV =


0 1 0

0 0 1

1 0 0

 .
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It can be seen that the utility assignments in the above example conflict between the three entities.

Let OPTO,OPTU , and OPTV be the optimal values for the operator’s profit, offline group

fairness, and online group fairness, respectively. It is not difficult to see that OPTO = 3,

OPTU = 1, and OPTV = 1. Now, denote by A,B, and C the edges with values of 1 for

MO,MU , and MV in the graph, respectively. Further, for a given online algorithm, let aj, bk, and

cℓ be the expected number of probes received by edges j ∈ A, k ∈ B, and ℓ ∈ C, respectively.

Moreover, denote the algorithm’s expected value over the operator’s profit, expected fairness for

offline vertices, and expected fairness for online vertices by ALGO,ALGU , and ALGV , respec-

tively. We can upper bound the sum of the competitive ratios as follows:

ALGO

OPTO

+
ALGU

OPTU

+
ALGV

OPTV

≤
∑

j∈A aj

3
+

mink∈B bj
1

+
minℓ∈C cj

1

≤
∑

j∈A ai

3
+

(∑
k∈B bi

)
/3

1
+

(∑
ℓ∈C ci

)
/3

1

≤
∑

j∈A ai +
∑

k∈B bi +
∑

ℓ∈C ci

3
≤ 3

3
= 1

in the above, the second inequality follows since the minimum value is upper bounded by

the average. The last inequality follows since ∆u = 1 and therefore the expected number of

probes any offline vertex receives cannot exceed 1 and we have |U | = 3 many vertices.

To prove the same result for individual fairness we use the same graph. We note that the

arrival of vertices in V is KAD instead with the ith vertex vi having pvi,i = 1 and pvi,t = 0,∀t ̸= i.

Then we follow an argument similar to the above.

Proof of Theorem 3.3.5. Let us focus on the offline side, i.e. we consider αG and αI that are the

competitive ratios for the group and individual fairness of the offline side.
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Consider a graph which consists of two offline vertices and one online vertex, i.e. |U | = 2

and |V | = 1. Further, there is only one group. Let pe = 1,∀e ∈ E and ∀u ∈ U,∀v ∈ V : ∆u =

∆v = 1. U has two vertices u1 and u2 both connected to the same vertex v ∈ V . For edge (u1, v),

we let wU
(u1,v)

= 1 and for edge (u2, v), we let wU
(u2,v)

= L where L is an arbitrarily large number.

Note that both of these weights are for the utility of the offline side. Finally, we only have one

round so T = 1.

Let θ1 and θ2 be the expected number of probes edges (u1, v) and (u2, v) receive, respec-

tively. Note that θ1 = 1 − θ2. It follows that the optimal offline group fairness objective is

OPTU
G = max

θ1,θ2
(θ1 + Lθ2) = max

θ2
((1 − θ2) + Lθ2) = L. Further, the optimal offline individual

fairness objective is OPTU
I = min{θ1, Lθ2}, it is not difficult to show that OPTU

I = L
L+1

. Now

consider the sum of competitive ratios, we have:

ALGU
G

OPTU
G

+
ALGU

I

OPTU
I

=
θ1 + Lθ2

L
+

min{θ1, Lθ2}
L

L+1

≤ θ1 + Lθ2
L

+
θ1(L+ 1)

L

=
(L+ 2)θ1 + Lθ2

L

= (θ1 + θ2) +
2θ1
L

≤ 1 +
2θ1
L

L→∞−−−→ 1

this proves the result for the offline side of the graph.

To prove the result for the online side, we reverse the graph construction, i.e. having one

vertex in U and two vertex types in V which arrive with equal probability. It now holds that

OPTV
I = min{θ1, Lθ2} and by setting T to an arbitrarily large value OPTV

G = L. Then we
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Figure 3.1: Competitive ratios for TSGFKIID over the operator’s profit, offline (driver) fairness
objective, and online (rider) fairness objective with different values of α, β, γ. Note that “Match-
ing” refers to the case where driver and rider utilities are set to 1 across all edges. The experiment
is run with α = {0, 0.1, 0.2, ..., 1}, and β = γ = 1−α

2
. Higher competitive ratio indicates better

performance.

follow an identical argument to the above.

3.6 Experiments

In this section, we verify the performance of our algorithm and our theoretical lower bounds

for the KIID and group fairness setting using algorithm TSGFKIID (Section 3.4.1). We note that

none of the previous work consider our three-sided setting. We use rideshare as an application

example of online bipartite matching (see also, e.g., [88,100,101,117]). We expect similar results

and performance to hold in other matching applications such as crowdsourcing.

Experimental Setup: As done in previous work, the drivers’ side is the offline (static) side

whereas the riders’ side is the online side. We run our experiments over the widely used New

York City (NYC) yellow cabs dataset [100, 101, 118, 119] which contains records of taxi trips

in the NYC area from 2013. Each record contains a unique (anonymized) ID of the driver, the

coordinates of start and end locations of the trip, distance of the trip, and additional metadata.

Similar to [88,101], we bin the starting and ending latitudes and longitudes by dividing the
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latitudes from 40.4◦ to 40.95◦ and longitudes from −73◦ to −75◦ into equally spaced grids of

step size 0.005. This enables us to define each driver and request type based on its starting and

ending bins. We pick out the trips between 7pm and 8pm on January 31, 2013, which is a rush

hour with 10,814 drivers and 35,109 trips. We set driver patience ∆u to 3. Following [100], we

uniformly sample rider patience ∆v from {1, 2}.

Since the dataset does not include demographic information, for each vertex we randomly

sample the group membership [101]. Specifically, we randomly assign 70% of the riders and

drivers to be advantaged and the rest to be disadvantaged. The value of pe for e = (u, v) depends

on whether the vertices belong to the advantaged or disadvantaged group. Specifically, pe = 0.6

if both vertices are advantaged, pe = 0.3 if both are disadvantaged, and pe = 0.1 for other cases.

In addition to this, a key component of our work is the use of driver and rider specific

utilities. We follow the work of [102] to set the utilities. We adopt the Manhattan distance metric

rather than the Euclidean distance metric since the former is a better proxy for length of taxi trips

in New York City. We set the operator’s utility to the rider’s trip length wO
e = tripLength(v)—a

rough proxy for profit. In addition, the rider’s utility over an edge e = (u, v) is set to wV
e =

−dist(u, v) where dist(u, v) is the distance between the rider and the driver. The driver’s utility is

set to wU
e = tripLength(v)− dist(u, v). Whereas the trip length tripLength(v) is available in the

dataset, the distance between the rider and the driver dist(u, v) is not. We therefore simulate the

distance, by creating an equally spaced grid with step size 0.005 around the starting coordinates

of the trip. This results in 81 possible coordinates in the vicinity of the starting coordinates of

the trip. We then randomly choose one of these 81 coordinates to be the location of the driver

when the trip was requested. Then dist(u, v) is the distance between this coordinate to the start

coordinate of the trip. This is a valid approximation since the platform would not assign drivers
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unreasonably far away to pickup a rider. Lastly, we scale the utilities by a constant to prevent

them from being negative.

We run TSGFKIID at the scale of |U | = 49, |V | = 172 for 100 trials. During each trial, we

randomly sample 49 drivers and 172 requests between 7 and 8pm, and run TSGFKIID 100 times

to measure the expected competitive ratios of this trial. We then averaged the competitive ratios

over all trials, and the results are reported in figure 3.1.

Performance of TSGFKIID with Varied Parameters: Figure 3.1 shows the performance of our

algorithm over the three objectives: operator’s profit, offline (driver) group fairness, and online

(rider) group fairness. It is clear that the algorithm behaves as expected with all objectives being

steadily above their theoretical lower bound. More importantly, we see that increasing the weight

for an objective leads to better performance for that objective. I.e., a higher weight for β leads

to better performance for the offline side fairness and similar observations follow in the case of

α for the operator’s objective and in the case of γ for the online-fairness. This also indicates the

limitation in previous work which only considered fairness for one-side since their algorithms

would not be able to improve the fairness for the other ignored side.

Furthermore, previous work (e.g., [99–101]) only considered the matching size when op-

timizing the fairness objective for the offline (drivers) or online (riders) side. This is in contrast

to our setting where we consider the matching quality. To see the effect of ignoring the matching

quality and only considering the size, we run the same experiments with wU
e = wV

e = 1,∀e ∈ E,

i.e. the quality is ignored. The results are shown shown in the graph labelled “Matching” in

figure 3.1, it is clear that ignoring the match quality leads to noticeably worse results.
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Profit Driver
Fairness

Rider
Fairness

Greedy-O 0.431 0.549 0.503
TSGFKIID (α = 1) 0.595 0.398 0.384

Greedy-D 0.371 0.609 0.563
TSGFKIID (β = 1) 0.517 0.571 0.44

Greedy-R 0.316 0.504 0.513
TSGFKIID (γ = 1) 0.252 0.353 0.574

Table 3.1: Competitive ratios of TSGFKIID with Greedy heuristics on the NYC dataset at |U | =
49, |V | = 172. Higher competitive ratio indicates better performance.

Comparison to Heuristics: We also compare the performance of TSGFKIID against three other

heuristics. In particular, we consider Greedy-O which is a greedy algorithm that upon the arrival

of an online vertex (rider) v picks the edge e ∈ Ev with maximum value of pewO
e until it either

results in a match or the patience quota is reached. We also consider Greedy-R which is identical

to Greedy-O except that it greedily picks the edge with maximum value of pewV
e instead, therefore

maximizing the rider’s utility in a greedy fashion. Moreover, we consider Greedy-D which is a

greedy algorithm that upon the arrival of an online vertex v, first finds the group on the offline

side with the lowest average utility so far, then it greedily picks an offline vertex (driver) u ∈ Ev

from this group (if possible) which has the maximum utility until it either results in a match or

the patience limit is reached. We carried out 100 trials to compare the performance of TSGFKIID

with the greedy algorithms, where each trial contains 49 randomly sampled drivers and 172

requests and is repeated 100 times. The aggregated results are displayed in table below. We see

that TSGFKIID outperforms the heuristics with the exception of a small under-performance in

comparison to Greedy-D. However, using Greedy-D we cannot tune the weights (α, β, and γ) to

balance the objectives as we can in the case of TSGFKIID.
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Chapter 4: Implications of Distance over Redistricting Maps: Central and Out-

lier Maps

In this chapter we consider redistricting which is a fundamental problem in any democ-

racy. Redistricting is the process of dividing an electorate into a collection of districts which

each elect a representative. In the United States, this process is used for both federal and state-

level representation, and we will use the U.S. House of Representatives as a running example

throughout this paper. Subject to both state and federal law, the division of states into congres-

sional districts is not arbitrary and must satisfy a collection of properties such as districts being

contiguous and of near-equal population. Despite these regulations, it is clear that redistricting

is vulnerable to strategic manipulation in the form of gerrymandering. The body in charge of re-

districting can easily create a map within the legal constraints that leads to election results which

favor a particular outcome (e.g., more representatives elected from one political party in the case

of partisan gerrymandering). In addition, the ability to draw gerrymandered districts has im-

proved greatly with the aid of computers since the historic salamander-shaped district approved

by Massachusetts Governor Elbridge Gerry in 1812. For example, assuming voting consistent

with the 2016 election, the state of North Carolina with 13 representatives can be redistricted to

elect either 3 Democrats and 10 republicans or 10 Democrats and 3 Republicans.

However, despite this obvious threat to functioning democracy, partisan gerrymandering
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has often eluded regulation partly because it has been difficult to measure. In response, a recent

line of research introduced sampling techniques to randomly1 generate a large collection of re-

districting maps [32, 120, 121] and calculate statistics such as a histogram of the number of seats

won by each party using this collection. With these statistics, one can check if a proposed or

enacted map is an outlier with respect to the sample. For example, the 2012 redistricting map

of North Carolina produced 4 seats for the democratic party whereas 95% of the sampled maps

led to between 6 and 9 seats [33]. In fact, these techniques were used as a key argument in the

most recent U.S. Supreme Court case on gerrymandering [122] and have supported successful

efforts to change redistricting maps in state supreme court cases [34]. More importantly for the

present work, at least two states, Michigan and Wisconsin, will use such a sampling tool [32] in

the current redistricting process in response to the 2020 U.S. Census [123].

While great progress has been made in recent years on the problem of detecting/labeling

possible gerrymandering through the use of these sampling techniques which can quantify outlier

characteristics in a given map, the question of drawing a redistricting map in a way that is “fair”

and immune to strategic manipulation remains largely unclear. We survey some existing propos-

als to automate redistricting in more detail in Section 4.1, but none of them have been adopted

in practice thus far. The direction most commonly proposed by automated redistricting methods

is to cast redistricting as a constrained optimization problem [124–126], with objectives such as

compactness and a collection of common constraints (district contiguity, equal population, etc.).

However, formulating redistricting as an optimization problem poses an issue in the fact that there

are multiple desired properties, and it is not clear why one should be optimized for over others.

1These are not the truly uniform random samples from the immense and ill-defined space of all possible maps
that we ideally want, but they are generally treated as such in courts.
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Indeed, since there is a collection of redistricting maps that can be considered valid or legal,

it seems quite reasonable to attempt to output the most “typical” map. Inspired by social choice

theory (in particular, the Kemeny rule [53, 127]), we propose a redistricting procedure in which

the most typical (central) map among a given collection is selected. More precisely, we introduce

a family of distance functions over redistricting maps and then select the map which minimizes

the sum of distances to the other maps. In this chapter we include the proofs when they require

arguments which are somewhat involved ( [35] includes all of the proofs).

4.1 Related Work

Less than a decade ago, several early works ushered in the current era of Markov Chain

Monte Carlo (MCMC) sampling techniques for gerrymandering detection [33, 128, 129]. Fol-

lowup work has both refined these techniques and further analyzed their ability to approximate

the target distribution. Authors of these works have been involved in court cases in Pennsylva-

nia [120] and North Carolina [121] with sampling approaches being used to demonstrate that

existing maps were outliers as evidence of partisan gerrymandering. One of the most recent

works in this area introduces the ReCom tool [32] which was used by the Wisconsin People’s

Maps Commission and the Michigan Independent Citizens Redistricting Commission in the cur-

rent redistricting cycle following the 2020 U.S. census [123]. Overall, these techniques have

primarily been used to analyze and sometimes reject existing maps rather than draw new maps.

However, we may think of them as at least narrowing the search space of maps drawn by legisla-

tures. Along these lines, it has been shown that even the regulation of gerrymandering via outlier

detection is subject to strategic manipulation [130].
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On the automated redistricting side, many map drawing algorithms have favored optimiza-

tion approaches and in particular, optimizing some notion of compactness while avoiding explicit

use of partisan information. Approaches emphasizing compactness include balanced power di-

agrams [124], a k-median-based objective [131], and minimizing the number of cut edges in a

planar graph [125]. Some works include partisan information for the sake of creating competi-

tive districts (districts with narrow margins between the two main parties). The PEAR tool [126]

balances nonpartisan criteria like compactness (defined by Polsby-Popper score [132]) with other

criteria such as competitiveness and uses an evolutionary algorithm with some similarity to the

random walks taken by MCMC sampling approaches. Other works go even further in the ex-

plicitly partisan direction. For example, [133] devises a game theoretic approach which aims to

provide a map that is fair to the two dominant parties. Finally, there are methods which prefer

simplicity such as the Splitline [134] algorithm which iteratively splits a state until the desired

number of districts is reached.

In all of these approaches the aim is to automate redistricting, but it is difficult to determine

whether the choices made are the “right” or “fairest” decisions. The question of whether optimiz-

ing properties such as compactness while ignoring partisan factors could result in partisan bias

has been a concern for some time. [135] notes a comment by Justice Scalia suggesting that such

a process could be biased against Democratic voters clustered in cities in Vieth v. Jubelirer [136].

For those that do take partisan bias into account, there are questions of whether purposely drawing

competitive districts or giving a fair allocation to two parties are really beneficial to voters.

Finally, like [137] we are introducing a distance measure over redistricting maps. However,

our distance is easy to compute and does not require solving a linear program. Further, our focus

is on the implications of having a distance measure, i.e. the medoid and centroid maps that will be
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introduced. Moreover, unlike [137] we can detect gerrymandered maps rigorously by specifying

where they lie on a distance histogram without using an embedding method and using at least

50, 000 samples instead of only 100.

4.2 Problem Setup

A given state is modelled by a graph G = (V,E) where each vertex v ∈ V represents

a voting block (unit). Each unit v has a weight w(v) > 0 which represents its population.

Further, ∀u, v ∈ V there is an edge e = (u, v) ∈ E if and only if the two vertices are connected

(geographically this means that units u and v share a boundary). The number of units is |V | =

n. A redistricting (redistricting map or simply map) M is a partition of V into k > 0 many

districts, i.e., V = V1 ∪ V2 · · · ∪ Vk where each Vi represents a district and ∀i ∈ [k], |Vi| ≠ 0 and

∀i, j ∈ [k], Vi ∩ Vj = ∅ if i ̸= j. The redistricting map M is decided by the induced partition,

i.e., M = {V1, . . . , Vk}. For a redistricting M to be considered valid, it must satisfy a collection

of properties, some of which are specific to the given state. We use the most common properties

as stated in [32, 125]: (1) Compactness: The given partitioning should have “compact” districts.

Although there is no definitive mathematical criterion which decides compactness for districts,

some have used common definitions such as Polsby-Popper or Reock Score [138]. Others have

used a clustering criterion like the k-median objective [124] or considered the total number of cuts

(number of edges between vertices in different districts) [32]. (2) Equal Population: To satisfy the

desideratum of “one person one vote” each district should have approximately the same number

of individuals. I.e., a given district Vi should satisfy
∑

v∈Vi
w(v) ∈ [(1 − ϵ)

∑
v∈V w(v)

k
, (1 +

ϵ)
∑

v∈V w(v)

k
] where ϵ is a non-negative parameter relaxing the equal population constraint. (3)
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Contiguity: Each district (partition) Vi should be a connected component, i.e., ∀i ∈ [k] and

∀u, v ∈ Vi, v should be reachable from u through vertices which only belong to Vi.

Our proofs do not rely on these properties and therefore can likely even accommodate

further desired properties.

Let M be the set of all valid maps. Let D(M) be a distribution over these maps. Fur-

thermore, define a distance function over the maps d :M×M → [0,∞). Then the population

medoid map is M∗ which is a solution to the following:

M∗ = argmin
M∈M

E
M ′∼D(M)

[d(M,M ′)] (4.1)

In words, the population medoid map is a valid map minimizing the expected sum of distances

away from all valid maps according to the distribution D(M). This serves as a natural way to

define a central or most typical map with respect to a given distance metric of interest.

Since we clearly operate over a sample (a finite collection) from D(M); therefore, we

assume that the following condition holds:

Condition 4.2.1. We can sample maps from the distribution D(M) in an independent and iden-

tically distributed (iid) manner in polynomial time.

We note that although independence certainly does not hold over the sampling methods

of [32, 33] since they use MCMC methods, it makes the derivations significantly more tractable.

Further, the specific choice of the sampling technique is somewhat immaterial to our objective.

Based on the above condition, we can sample from the distributionM efficiently and obtain

a finite set of mapsMT having T many maps, i.e., |MT | = T .

Now, we define the sample medoid, which is simply the extension of the population medoid,
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but restricted to the given sample. This leads to the following definition:

M̄∗ = argmin
M∈MT

∑
M ′∈MT

d(M,M ′) (4.2)

4.2.1 Distance over Redistricting Maps

Before we introduce a distance over maps, we note that a given map (partition) M can be

represented using an “adjacency” matrix A in which A(i, j) = 1 if and only if ∃Vℓ ∈M : i, j ∈ Vℓ

otherwise A(i, j) = 0. We note that this adjacency matrix can be seen as drawing an edge

between every two vertices i, j that are in the same district, i.e., where A(i, j) = 1. It is clear that

we can refer to a map by the partition M or the induced adjacency matrix A. Accordingly, we

refer to the population medoid as M∗ or A* and the sample medoid as M̄∗ or Ā*

We now introduce our distance family which is parametrized by a weight matrix Θ and

have the following form:

dΘ(A1, A2) =
1

2

∑
i,j∈V

θ(i, j)|A1(i, j)− A2(i, j)| (4.3)

where we only require that θ(i, j) > 0,∀i, j ∈ V where θ(i, j) is the (i, j) entry of Θ. For the

simple case where θ(i, j) = 1,∀i, j ∈ V , our distance d1(A1, A2) is equivalent to a Hamming

distance over adjacency matrices. When θ(i, j) = 1,∀i, j ∈ V , we refer to the metric as the

unweighted distance. We note that such a distance measure was used in previous work that

considered adversarial attacks on clustering [139, 140].

Another choice of Θ that leads to a meaningful metric is the population-weighted distance
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where θ(i, j) = w(i)w(j). This leads to dW (A1, A2) =
1
2

∑
i,j∈V w(i)w(j)|A1(i, j) − A2(i, j)|.

The population-weighted distance takes into account the number of individuals being separated

from one another when vertices i and j are separated from one another2 by assigning a cost of

w(i)w(j). By contrast, the unweighted distance assigns the same cost regardless of the population

values and thus has a uniform weight over the separation of units immaterial of the populations

which they include.

Another choice of metric which is meaningful, could be of the form θ(i, j) = f(l(i, j))

where l(i, j) is the length of a shortest path between i and j and f(.) is a positive decreasing

function such as f(l(i, j)) = e−l(i,j). Such a metric would place a smaller penalty for separating

vertices that are far away from each other.

In general, our distance has an edit distance interpretation. Specifically, if we were to draw

edges between vertices according to the entries with 1 in the adjacency matrix, then given A1

and A2, the distance dΘ(A1, A2) simply equals the minimum total weight (according to θ(i, j))

of the edges that must be added and deleted to obtain A2 from A1. In the case of the unweighted

distance, it is precisely equal to the minimum number of edges that have to be deleted from and

added to A1 to obtain A2. See Figure 4.1 for an illustration.

4.3 Justification for Choosing a Central Map

Connection to the Kemeny Rule: We note that the Kemeny rule [53, 127] is the main inspira-

tion behind our proposed framework. More specifically, if we have a set of alternatives and each

individual votes by ranking the alternatives, then the Kemeny rule gives a method for aggregating

2Recall that each vertex (unit) is a voting block (AKA voter tabulation district) and units may contain different
numbers of voters.
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Figure 4.1: We are given a hypothetical state consisting of 4 vertices V = {v1, v2, v3, v4} with
M1 and M2 being two valid redistricting maps. The adjacency matrices A1,A2, and edit distance
interpretation of dΘ(A1, A2) are demonstrated. Note that dΘ(A1, A2) = θ(1, 2) + θ(3, 4) +
θ(1, 3) + θ(2, 4) which is exactly the minimum sum of edge weights that need to be deleted
and added to obtain A2 from A1.

the resulting collection of rankings. This is done by introducing a distance measure over rank-

ings (the Kendall tau distance [141]) and then choosing the ranking which minimizes the sum of

distances away from the other rankings in the collection as the aggregate ranking.

Although we do not deal with rankings here, we follow a similar approach to the Kemeny

rule as we introduce a distance measure over redistricting maps and choose the map which mini-

mizes the sum of the distances as the aggregate map. In fact, recently there has been significant

citizen engagement in drawing redistricting maps. For example, in the state of Maryland an
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executive order from the governor has established a web page to collect citizen submissions of

redistricting maps [142]. If each member of a committee was to vote for exactly one map in

the given submitted maps, then if we interpret the probability pM ′ for a map M ′ ∈ M to be the

number of votes it received from the total set of votes, then the medoid map M∗ (similar to the

Kemeny ranking) would be the map which minimizes the weighted sum of distances from the set

of maps voted on. We include this result as a proposition and its proof follows directly from the

definition we gave above:

Proposition 4.3.1. Suppose we have a committee of T many voters and that each voter votes

for one map from a subset of all possible valid maps M, then given a map M ′, if we assign

it a probability pM ′ =
∑T

τ=1 vτ,M′

T where vτ,M ′ ∈ {0, 1} is the vote of member τ for map M ′,

then the medoid map M∗ = argmin
M∈M

E
M ′∼pM′

[d(M,M ′)] is the map that minimizes the sum of

distances from the set of valid maps where the distance to each map is weighted by the total votes

it receives.

Connection to Distance and Clustering Based Outlier Detection: The medoid map by virtue

of minimizing the sum of distances can be considered a central map. Accordingly, one may

consider using the medoid map to test for gerrymandering in a manner similar to distance and

clustering based outlier detection [143, 144]. More specifically, given a large ensemble of maps,

if the enacted map is faraway from the medoid3 in comparison to the ensemble then this suggests

possible gerrymandering. In fact, we carry experiments on the states of North Carolina and

Pennsylvania (both of which have had enacted maps which were considered gerrymandered) and

we indeed find the gerrymandered maps to be faraway whereas the remedial maps are much

3In our experiments, we actually use the centroid instead of the medoid map.
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closer in terms of distance.

4.4 Algorithms and Theoretical Guarantees

We show our linear time algorithm for obtaining the sample medoid in subsection 4.4.1.

In 4.4.2 we define the population centroid, derive sample complexity guarantees for obtaining

it, and show that its (i, j) entry equals the probability of having i and j in the same district.

Finally, in 4.4.3 we discuss obtaining the population medoid. Specifically, we show that even for

a simple one dimensional distribution an arbitrarily large sample is not sufficient for obtaining

the population medoid.

First, before we introduce our algorithms we show that our distance family is indeed a

metric, i.e. satisfies the properties of a metric:

Proposition 4.4.1. For all Θ such that ∀i, j, θ(i, j) > 0, the following distance function is a

metric.

dΘ(A1, A2) =
1

2

∑
i,j∈V

θ(i, j)|A1(i, j)− A2(i, j)|

4.4.1 Obtaining the Sample Medoid

We note that in general obtaining the sample medoid is not scalable since it usually takes

quadratic time [145] in the number of samples, i.e. Ω(T 2). An O(T 2) run time can be easily

obtained through a brute-force algorithm which for every map calculates the sum of the distances

from other maps and then selects the map with the minimum sum. However, for our family of

distances dΘ(., .) we show that the medoid map is the closest map to the centroid map and show

a simple algorithm that runs in O(T ) time for obtaining the sample medoid. The fundamental
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cause behind this speed up is an equivalence between the Hamming distance over binary vectors

and the square of the Euclidean distance which is still maintained with our generalized distance.

Before introducing the theorem we define d2,Θ(A1, A2) =
1
2

∑
i,j∈V θ(i, j)(A1(i, j) − A2(i, j))

2

where the absolute has been replaced by a square. Now we state the decomposition theorem:

Theorem 4.4.2. Given a collection of redistricting maps A1, . . . , AT , the sum of distances of the

maps from a fixed redistricting map A′ equals the following:

T∑
t=1

dΘ(At, A
′) =

T∑
t=1

d2,Θ(At, Āc) + T d2,Θ(Āc, A
′) (4.4)

where Āc =
1
T

∑
t=1At.

Proof. We begin with the following lemma:

Lemma 4.4.3. For any A1, A2 that are binary matrices (entries either 0 or 1), with d2,Θ(A1, A2) =

1
2

∑
i,j∈V θ(i, j)(A1(i, j)− A2(i, j))

2, then we have that dΘ(A1, A2) = d2,Θ(A1, A2).

Proof. The proof is immediate since A1 and A2 are binary.

It may seem redundant to introduce a new definition d2,Θ(., .) since by Lemma 4.4.3, they

are equivalent. However, we will shortly be using d2,Θ(., .) over matrices which are not necessar-

ily binary, clearly then we might have dΘ(A1, A2) ̸= d2,Θ(A1, A2).

We then introduce next lemma:

Lemma 4.4.4. For any two matrices (not necessarily binary), the following holds:

d2,Θ(A1, A2) =
1

2

∥∥AΘ
1 − AΘ

2

∥∥2
2

(4.5)
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where AΘ
s (i, j) =

√
θ(i, j)As(i, j),∀s ∈ {1, 2} and

∥∥AΘ
1 − AΘ

2

∥∥2
2

is the square of the ℓ2-norm of

the vectorized form of the matrix (AΘ
1 − AΘ

2 ).

Proof.

d2,Θ(A1, A2) =
1

2

∑
i,j∈V

θ(i, j)(A1(i, j)− A2(i, j))
2

=
1

2

∑
i,j∈V

(
√

θ(i, j)A1(i, j)−
√

θ(i, j)A2(i, j))
2

=
1

2

∥∥AΘ
1 − AΘ

2

∥∥2
2

With the lemmas above, we can now prove the decomposition theorem:

T∑
t=1

dΘ(At, A
′) =

T∑
t=1

d2,Θ(At, A
′) (using Lemma 4.4.3)

=
T∑
t=1

1

2

∥∥∥AΘ
t − A′Θ

∥∥∥2
2

(using Lemma 4.4.4)

=
1

2

T∑
t=1

∥∥∥AΘ
t − ĀΘ

c + ĀΘ
c −A′Θ

∥∥∥2
2

=
1

2

T∑
t=1

[
(AΘ

t − ĀΘ
c + ĀΘ

c −A′Θ)⊺(AΘ
t − ĀΘ

c + ĀΘ
c −A′Θ)

]
=

T∑
t=1

1

2

[ ∥∥AΘ
t − ĀΘ

c

∥∥2
2
+
∥∥∥ĀΘ

c −A′Θ
∥∥∥2
2

]
+

(
T∑
t=1

(AΘ
t − ĀΘ

c )

)⊺

(ĀΘ
c −A′Θ)

=
T∑
t=1

1

2

∥∥AΘ
t − ĀΘ

c

∥∥2
2
+

T

2

∥∥∥ĀΘ
c −A′Θ

∥∥∥2
2
+ (T ĀΘ

c −T ĀΘ
c )

⊺(ĀΘ
c −A′Θ)

=
T∑
t=1

d2,Θ(At, Āc) + T d2,Θ(Āc, A
′)

Note that in the fourth line we take the dot product with the matrices being in vectorized form
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Algorithm 15 Finding the Sample Medoid
Input:MT = {A1, . . . , AT}, Θ = {θ(i, j) > 0,∀i, j ∈ V }.
1: Calculate the centroid map Āc =

1
T

∑T
t=1 At.

2: Pick the map Ā∗ ∈ MT which minimizes the d2,Θ distance from the centroid Āc, i.e.
Ā∗ = argminA∈MT

d2,Θ(A, Āc).
return Ā∗

and that ĀΘ
c = 1

T

∑T
t=1 A

Θ
t . Note that it follows that ĀΘ

c (i, j) =
√
θ(i, j) Āc(i, j).

Notice that the above theorem introduces the centroid map Āc which is simply equal to

the empirical mean of the adjacency maps. It should be clear that with the exception of trivial

cases the centroid map Āc is not a valid adjacency matrix, since despite being symmetric it would

have fractional entries between 0 and 1. Hence, the centroid map also does not lead to a valid

partition or districting. Moreover, we note that it is more accurate to call Āc the sample centroid,

as opposed to the population centroid Ac (see subsection 4.4.2) which we would obtain with an

infinite number of samples.

The above theorem leads to Algorithm 15 with the following remark:

Remark 4.4.5. Algorithm 1 returns the correct sample medoid and runs in O(T ) time.

We note that calculating the sample medoid in algorithm 1 has no dependence on the gen-

erating method. Therefore, if a set of maps are produced through any mechanism and are con-

sidered to be representative and sufficiently diverse, then algorithm 1 can be used to obtain the

sample medoid in time that is linear in the number of samples.

4.4.2 Sample Complexity for Obtaining the Population Centroid

In the previous section we introduced the sample centroid Āc which is simply equal to the

empirical mean that we get by taking the average of the adjacency matrices, i.e. Āc =
1
T

∑T
t=1 At.
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We now consider the population centroid Ac = limT→∞
∑T

t=1 At. Clearly, by the law of large

numbers [146], we have Ac(i, j) = E[A(i, j)] . It is also clear that Ac has an interesting property,

specifically the (i, j)-entry equals the probability that i and j are in the same district:

Proposition 4.4.6. Ac(i, j) = Pr[i and j in the same district].

Now we show that with a sufficient number of samples, the sample centroid converges

to the population centroid entry-wise and in terms of the d2,Θ value. Specifically, we have the

following proposition:

Proposition 4.4.7. If we sample T ≥ 1
ϵ2
ln n

δ
iid samples, then with probability at least 1− δ, we

have that ∀i, j ∈ V : | Āc(i, j) − Ac(i, j)| ≤ ϵ. Further, let κ = maxi,j∈V
√

θ(i, j), if we have

T ≥ κn2

ϵ
ln n

δ
iid samples, then d2,Θ(Āc, Ac) ≤ ϵ with probability at least 1− δ.

Proof. For a given i, j ∈ V by the Hoeffding bound we have that:

Pr[| Āc(i, j)− Ac(i, j)| ≤ ϵ] ≥ 1− 2e−2ϵ2T

≥ 1− 2e−2ϵ2 1
ϵ2

ln n
δ ≥ 1− 2(e2 ln

n
δ )−1 ≥ 1− 2

δ2

n2

Now we calculate the following event:

Pr({∀i, j ∈ V : | Āc(i, j)− Ac(i, j)| ≤ ϵ})

= 1− Pr({∃i, j ∈ V : | Āc(i, j)− Ac(i, j)| > ϵ})

≥ 1−
∑
i,j∈V

2
δ2

n2
≥ 1− 2δ2

(n
2−n
2

)

n2
≥ 1− δ2 ≥ 1− δ ( since δ ∈ (0, 1))

Now we prove the second part. By applying the previous result with ϵ set to
√
ϵ√
ρn

, we get that with
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probability at least 1− δ, | Āc(i, j)− Ac(i, j)| ≤
√
ϵ√

ρn2 . It follows that:

d2,Θ(Āc, Ac) =
1

2

∑
i,j∈V

θ(i, j)(Āc(i, j)− Ac(i, j))
2

≤ 1

2

∑
i,j∈V

θ(i, j)
( √ϵ
√
ρn

)2
≤ 1

2

∑
i,j∈V

ϵ

n2

≤ 1

2

ϵ

n2

n2 − n

2
≤ ϵ

4.4.3 Obtaining the Population Medoid

Having found the sample centroid Āc and shown that it is a good estimate of the population

centroid Ac, we now show that we can obtain a good estimate of the population medoid by solving

an optimization problem. Specifically, assuming that we have the population centroid Ac, then

the population medoid is simply a valid redistricting map A which has a minimum d2,Θ(A,Ac)

value. This follows immediately from Theorem 4.4.2. More interestingly, we show in fact that

this optimization problem is a constrained instance of the min k-cut problem:

Theorem 4.4.8. Given the population centroid Ac, the population medoid A* can be obtained by

solving a constrained min k-cut problem.

Proof. From Theorem 4.4.2, the population medoid is a valid redistricting map A for which

d2,Θ(A,Ac) is minimized. Note that since A is a redistricting map, unlike Ac it must be a binary

matrix. Therefore, |A(i, j) − Ac(i, j)| = (1 − Ac(i, j)) + (2Ac(i, j) − 1)(1 − A(i, j)), where

this identity can be verified by plugging 0 or 1 for A(i, j) and seeing that it leads to an equality.

Define the matrix B as a “complement” of A. Specifically, B(i, j) = 1− A(i, j). It follows that
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B(i, j) = 1 if and only if i and j are in different partitions and B(i, j) = 0 otherwise. Clearly, B

is a binary matrix. We can obtain the following:

d2,Θ(A,Ac) =
1

2

∑
i,j∈V

θ(i, j)(A(i, j)− Ac(i, j))
2

=
1

2

∑
i,j∈V

θ(i, j)
(
(1− Ac(i, j)) + (2Ac(i, j)− 1)(1− A(i, j))

)2
=

1

2

∑
i,j∈V

θ(i, j)
(
(1− Ac(i, j)) + (2Ac(i, j)− 1)B(i, j)

)2
=

1

2

∑
i,j∈V

θ(i, j)
(
(1− Ac(i, j))

2 + 2(1− Ac(i, j))(2Ac(i, j)− 1)B(i, j) + (2Ac(i, j)− 1)2B2(i, j)
)

=
1

2

∑
i,j∈V

θ(i, j)
(
(1− Ac(i, j))

2 + 2(1− Ac(i, j))(2Ac(i, j)− 1)B(i, j) + (2Ac(i, j)− 1)2B(i, j)
)

=
[1
2

∑
i,j∈V

θ(i, j)(Ac
2(i, j)− 2Ac(i, j) + 1)

]
−
[1
2

∑
i,j∈V

θ(i, j)
(
1− 2Ac(i, j)

)
B(i, j)

]

Note that the first sum in the last equality is a constant and has no dependence on B. Hence

to minimize d2,Θ(A,Ac), we maximize the following:

max
B

∑
i,j∈V

s(i, j)B(i, j) (4.6)

s.t. B is a k partition that leads to a valid redistricting map (4.7)

where the weight s(i, j) is equal to s(i, j) = 1
2
θ(i, j)

(
1−2Ac(i, j)

)
. Clearly, this is a constrained

max k-cut instance where the partition has to be a valid redistricting map.

If we have a good estimate Āc of the population centroid Ac, then we can solve the above

optimization using Āc instead of Ac and obtain an estimate of the population medoid Ā* instead
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of the true population medoid A* and bound the error of that estimate. The issue is that the min

k-cut problem is NP-hard [147, 148] 4. Further, the existing approximation algorithms assume

non-negativity of the weights. Even if these approximation algorithms can be tailored to this

setting, the additional constraints on the partition being a valid redistricting (each partition being

contiguous, of equal population, and compact) make it quite difficult to approximate the objec-

tive. In fact, excluding the objective and focusing on the constraint alone, only the work of [125]

has produced approximation algorithm for redistricting maps but has done that for the restricted

case of grid graphs. Further, while there exists heuristics for solving min k-cut for redistricting

maps they only scale to at most around 500 vertices [149].

Having shown the difficulty in obtaining the population medoid by solving an optimization

problem, it is reasonable to wonder whether we can gain any guarantees about the population

medoid by sampling. We show a negative result. Specifically, the theorem below shows that we

cannot guarantee that we can estimate the sample medoid of a distribution with high probability

by choosing a sampled map even if we sample an arbitrarily large number of maps. This implies

as a corollary that the sample medoid does not converge to the population medoid in contrast to

the centroid (see Proposition 4.4.7).

Theorem 4.4.9. For any arbitrary T many iid samples {A1, . . . , AT} there exists a distribution

over a set of redistricting maps such that: (1) Pr[minA∈{A1,...,AT } d(A,A
∗) ≥ 0.331] ≥ 2

3
and (2)

Pr[minA∈{A1,...,AT } f(A) ≥ 1.1f(A∗)] ≥ 2
3

where f(.) is the medoid cost function.

Proof. Consider the hypothetical state shown in Figure 4.2 where vertices v1 and v4 are further

4Note that in the case of the min k-cut problem of Eq (4.6) the edge weights s(i, j) = 1
2θ(i, j)

(
1 − 2Ac(i, j)

)
can be negative while the min k-cut problem is generally stated with non-negative weights. Nevertheless, Eq (4.6)
still minimizes a cut objective and the non-negative weight min k-cut instance is trivially reducible to a min k-cut
instance with negative and non-negative weights.
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Figure 4.2: The graph shows a hypothetical state. Blue edges indicate that the vertices are adja-
cent geographically. All vertices have a weight (population) of 1, except for states {a1, b1, a4, b4}
which have a weight of 1

2
.

subdividing into two vertices each. We wish to divide the state into 2 districts (k = 2). Since

each vertex has a weight of 1, except vertices {a1, b1, a4, b4} which each have a weight of 1
2
, then

each district should have a population of 2 to enforce the equal population rule with a tolerance

less than 0.25.

Denoting the set of all vertices by V and letting V ′ = {a1, b1, a4, b4}, then the weight

parameters of our weighted distance measure are defined as follows:

θ(i, j) =



ϵ if i & j ∈ V ′

1
2

if i ∈ V − V ′, j ∈ V ′ or i ∈ V ′, j ∈ V − V ′

1 otherwise

Where 0 < ϵ ≤ 1. Now, consider the maps M1,M2,M3, and M4 shown in Figure 4.3.

Based on the definition of the weighted distance measure, it is not difficult to see that given maps
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Figure 4.3: Maps M1,M2,M3, and M4. Vertices in the same district are connected with edges.

Ms and Mt, then dΘ(Ms,Mt) can be computed visually by drawing the adjacent graphs of Ms

and Mt and then finding the minimum number of edges that have to be deleted and added to

Ms to produce Mt and adding the weighted θ(i.j) of these edges. By following this procedure,

we can show that dΘ(M1,M3) = 6 + 4ϵ for example as shown in Figure 4.4. Here we list all

distances:

dΘ(M1,M2) = 4

dΘ(M1,M4) = dΘ(M2,M4) = 2 + 4ϵ

dΘ(M1,M3) = dΘ(M2,M4) = (2 + 4ϵ) + 4 = 6 + 4ϵ

dΘ(M3,M4) = 4

Given a map M , the medoid cost function is defined as f(M) =
∑

M ′∈M pM ′d(M,M ′). Let the

probabilities for the redistricting maps be assigned as follows: p1 = p2 = p3 = 1−δ
3

whereas

Pr[Sampling a Map M /∈ {M1,M2,M3}] = δ > 0. Accordingly, p5 ≤ δ.

Further, since θ(i, j) ≤ 1 ,∀i, j ∈ V , then maximum distance between any redistricting
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maps D can be upper bounded by the highest number of edges that can be deleted and added

from one map to produce another, therefore D ≤ 2
(|V |

2

)
= |V |(|V | − 1) = 10 × 9 = 90 since

|V | = 10 (see Figure 4.2). The medoid cost function can be lower bounded for M1,M2, and M3

and upper bounded for M4 as shown below:

f(M1) >
1− δ

3
[d(M1,M2) + d(M1,M3)] =

1− δ

3
(10 + 4ϵ)

f(M2) >
1− δ

3
[d(M1,M2) + d(M2,M3)] =

1− δ

3
(10 + 4ϵ)

f(M3) >
1− δ

3
[d(M1,M3) + d(M2,M3)] =

1− δ

3
(12 + 8ϵ)

f(M4) <
1− δ

3
[d(M1,M4) + d(M2,M4) + d(M3,M4)] + δD =

1− δ

3
(8 + 8ϵ) + 90δ ≤ 1− δ

3
(9 + 8ϵ)

Where the last inequality was obtained by setting δ < 1
271

since it follows that 90δ < 1−δ
3

. From

the above bounds it follows that the population medoid cannot cannot be M1,M2, or M3.

Set ϵ = 1
1000

and δ ≤ 1
1000

< 1
271

and with 1 − (p1 + p2 + p3) = δ, then 1−δ
3
(1 −

4ϵ) > 0.331 and (10+4ϵ)
(9+8ϵ)

> 1.11. With the population medoid denoted by M∗, then we have:

min
i∈{1,2,3}

f(Mi)
f(M∗)

≥ min
i∈{1,2,3}

f(Mi)
f(M4)

≥
1−δ
3

(10+4ϵ)
1−δ
3

(9+8ϵ)
> 1.11. Further, it follows by the triangle inequality

that ∀i ∈ {1, 2, 3} : f(Mi) ≤ f(M∗) + d(Mi,M
∗), thus d(Mi,M

∗) ≥ 1−δ
3
(1 − 4ϵ), since

otherwise f(M∗)+d(Mi,M
∗) ≤ f(M4)+d(Mi,M

∗) < 1−δ
3
(9+8ϵ)+ 1−δ

3
(1−4ϵ) = 1−δ

3
(10+4ϵ)

which would be a contradiction.

From the above we have shown that, ∀i ∈ {1, 2, 3} : d(Mi,M
∗) ≥ 1−δ

3
(1 − 4ϵ) > 0.331

and min
i∈{1,2,3}

f(Mi)
f(M∗)

≥ 1.11, therefore to prove parts (1) and (2) of the theorem it is sufficient to

upper bound the probability of sampling a map that is not in {M1,M2,M3} in T iid samples by
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1
3
. This leads to the following:

Pr[Obtaining a map M /∈ {M1,M2,M3} in a given T iid samples]

= 1− Pr[No map M ∈ {M1,M2,M3} in the given T iid samples]

= 1− (1− δ)T ≤ 1

3

Therefore, from the above we should have δ = min{ 1
1000

, 1 − T

√
2
3
} to satisfy both parts of the

theorem.

Figure 4.4: The first map is M1 and the last is M3. The middle map shows the edges the should
be deleted from M1 (marked with X) and the edges should be added to M1 (dashed green edges)
to produce M3. The weight of each edge that is deleted or added is shown next to it in blue. By
adding the weights we get that dΘ(M1,M3) = 6 + 4ϵ.

We therefore, use a heuristic to find the medoid as mentioned in section 2.5.6.

Remark: In Theorem 4.4.9 the probability of “failure” is set to 2
3

but this is arbitrary as we

can make it arbitrarily large by choosing smaller values of δ. But our objective was simply to

show that no sampled map would converge to the population medoid or would have a medoid
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cost function value that converges to the value of medoid cost function of the population medoid.

Further, the theorem would hold if the population medoid is sampled with probability zero, but

in our proofs we allowed the population medoid to be sampled with non-zero probability to show

that the negative result would still hold even if we were to assume that the population medoid is

sampled with non-zero probability.

4.5 Experiments

Figure 4.5: Distance histograms for NC using the unweighted distance measure. Different plots
correspond to different seeds. For NC the distances of gerrymandered maps are indicated with
red markers whereas the distances of the remedial maps are indicated with green markers (the ◦
and the X are for 2011 and 2016 enacted maps, respectively).

Figure 4.6: Distance histograms for PA, the distances of gerrymandered maps are indicated with
red markers whereas the distances of the remedial maps are indicated with green markers.

We conduct our experiments over 3 states. Specifically, North Carolina (NC), Maryland

(MD), and Pennsylvania’s (PA). The number of voting units (vertices) and districts are around
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2,700, 1, 800, and 8,900 for NC, MD, and PA, respectively. Further, the number of districts are

13, 8, and 18 for NC, MD, and PA, respectively5. Accordingly, PA is the largest state whereas

MD is the smallest. He focus on the results for NC here (see [35] for the details of the PA and

MD results). We note that qualitatively all 3 states behave similarly. To generate a collection of

maps, we use the Recombination algorithm ReCom from [32] whose implementation is available

online. We note that ReCom is a Markov Chain Monte Carlo (MCMC) sampling method and

hence the generated samples are not actually iid. While this means that Condition (4.2.1) does

not hold, we believe that our theorems still have utility and that future work can address more

realistic sampling conditions. Moreover, we always exclude the first 2,000 from any calculation

as these are considered to be “burn-in” samples6. Throughout this section when we say distance

we mean d2,Θ(., .) instead of dΘ(., .). Full experimental details are shown in [35].

Convergence of the Centroid: We note that previous work such as [32, 150] had used the

ReCom algorithm for estimating statistics such as the histogram of election seats won by a party

and has noted that using 50,000 samples is sufficient for accurate results. However, our setting

is more challenging. Specifically, the centroid includes Ω(n) entries where n is the total number

of voting units (vertices) whereas the election histogram includes only k entries where k is the

number of districts and usually orders of magnitude smaller than the number of voting units. We

sample 200,0007 maps instead to estimate the centroid. Here we emphasize the importance of

our linear-time algorithm since using a quadratic-time algorithm on samples of the order of even

5Note that for PA the number of districts has been reduced by one to 17 districts after the 2020 census. However,
since we use past election results we have 18 districts.

6In MCMC, the chain is supposed to converge to a stationary distribution after some number of steps. These num-
ber of steps are called the mixing time. Although for ReCom the mixing time has not been theoretically calculated,
empirically it seems that 2,000 steps are sufficient.

7A smaller number is used for PA and MD but we find that it is empirically sufficient.
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50,000 could be computationally forbidding. Following similar practice to [121] for verifying

convergence, we repeat the procedure (sampling using ReCom and estimating the centroid) for a

total of three times for each state where we start from a different seed map each time and verify

that all three runs result in essentially the same centroid estimate.

To verify the closeness of the different centroid estimates, we calculate the distances be-

tween them and compare them to their distances from sampled redistricting maps using ReCom.

We find that the centroids are orders of magnitude closer to each other than to any other sam-

pled map. For example, the maximum unweighted distance between any two centroids is less

than 130 whereas the minimum unweighted distance between any of the three centroids and any

sampled map is more than 100, 000 which is three orders of magnitude higher. Similarly, the

maximum weighted distance between any two centroids is less than 1.6× 109 whereas the mimi-

mum weighted distance between a sampled amp and centroid is at least 1.3× 1012 which is again

three orders of magnitude higher.

Distance Histogram and Detecting Gerrymandered Maps: For each state we plot the dis-

tance histogram from its centroid. More specifically, having estimated the centroid Āc, we sample

200,000 maps and calculate d2,Θ(Āc, At) where At is the tth sampled map. Figures 4.5 and 4.6

shows the unweighted distance histogram for NC and PA, respectively. The histogram appears

like a normal distribution peaking at the middle (around the mean) and falling almost symmet-

rically away from the middle. This also indicates that while the centroid minimizes the sum of

d2,Θ(Āc, At) distances, the maps do not actually concentrate around it as otherwise the histogram

would have had a peak in the beginning at small distance values. Interestingly, the histogram

has a similar shape for both distances (unweighted and weighted). Further, this shape of the

176



histogram remains unchanged accross the different seeds.

Furthermore, previous work has used similar sampling methods to detect gerrymandered

maps [33, 120, 121]. In essence these paper demonstrate that the election outcome achieved by

the enacted map is rare to happen in comparison to the large sampled ensemble of redistricting

maps. Using similar logic, we find that we can also detect gerrymandered maps. Specifically,

the 2011 and 2016 enacted maps of NC were widely considered to be gerrymandered and we

find both maps to be at the right tail of the histogram and very faraway from the centroid. In

contrast, to a remedial NC map that was drawn by a set of retired judges [121] which is much

closer to the centroid (see Figure 4.5 red and green marked points). Similarly for PA we find

that the gerrymandered map of 2011 which was struck down by the supreme court [34] is also at

the tail of the histogram whereas the remedial map has a much reasonable distance value. Quite

interestingly, all gerrymandered maps are in the 99th percentile in terms of distance (for both

distance measures and across 3 seeds).

This suggests that we indeed have a method for detecting gerrymandered maps which in

comparison to previous methods has the advantage of not needing election results (only a rea-

sonable distance measure) and is very interpretable. Further, it is reasonable to consider this as

setting a new rule when drawing redistricting maps or at least a guideline: the drawn map should

not be very far away from the centroid.

Finding the medoid: We discuss the results for the unweighted distance. Since we have shown

in subsection 4.4.3 that the medoid cannot be obtained by sampling, we follow a heuristic that

consists of these steps: (1) Sample 200,000 maps and pick the one closest to the centroid Aclosest.

(2) Start the ReCom chain from Aclosest but given a specific state (redistricting map) we only
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Figure 4.7: NC medoids, each column is for a specific seed. Top row: Aclosest, Bottom row: Â∗.

allow transitions to new states (maps) that are closer to the centroid and we do this for a total of

200,000 steps to obtain the final estimated medoid Â∗8. We follow this procedure three times one

for each centroid 9. Figure 4.7 (top row) shows the Aclosest medoids from two different runs (each

comparing to a different centroid). It is not difficult to see that they are different. The bottom

row shows the final medoids after we run the chain from Aclosest to obtain Â∗. We see that the

final medoids are indeed very similar and in fact when we measure the distances between them

we find them to be very close.

8Similair to the centroid estimation, we also use a smaller number of sample for for PA and MD but we find that
we get similiar results empirically.

9As mentioned before we get three centroids each from sampling a chain that starts with a different seed.
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Chapter 5: Remarks and Future Work

In this chapter we give some remarks and possible opportunities for future work. We will

focus on fair clustering in section 5.1 and on redistricting and gerrymandering in section 5.2.

5.1 Fair Clustering

Fair clustering has received significant attention and as stated in section 2.5 we can count

at least seven different fairness notions. However, it is worthwhile to wonder if the introduction

of so many constraints is an advantage and a sign of progress in the field? Each fairness notion

(while being well-motivated) is introduced in a manner that ignores the previously introduced

notions. It seems reasonable that a decision maker wanting to ensure fairness in a clustering-

centered application is faced with a non-trivial problem where he has to pick a constraint and

justify picking it (possibly over other constraints1).

Further, our work in section 2.5 shows how to satisfy two fairness notions in clustering

simultaneously as well as incompatibility results between some fairness notions in clustering.

One can envision other projects on this kind where multiple fairness notions are considered si-

multaneously. This would lead to a deeper understanding of the interaction between different

fairness notions. However, it is also worthwhile to wonder if such an approach is scalable? An

1In section 2.5 we showed that some constraints have in general an empty feasible set, i.e. they are incompatible.
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approach that is simple and direct is arguably much preferred both from a theoretical and prac-

tical point of view. For example, the work of [151–153] suggests a welfare-based approach to

algorithmic fairness. Such an approach seems more suited and possibly preferred over the cur-

rent approach of introducing constraints but not describing the welfare interaction between the

individuals/demographic groups and the algorithm.

Another remark concerns the probabilistic fairness notion which was introduced in section

2.2. While the issue of imperfect knowledge of group memberships is well-motivated and com-

mon. The introduced notion of fairness in expectation is arguably lacking. Specifically, it is more

preferable for the clustering output to be fair in realization or with high probability instead of

being fair in expectation. Further, the model assumes that the probability of a point belonging

to a group is known (for all points and groups) which might be a strong assumption in many ap-

plications. A simpler model with weaker assumptions and an algorithm which achieves fairness

deterministically are certainly preferred.

5.2 Redistricting and Gerrymandering

Computational methods in redistricting and gerrymandering have received significant at-

tention in recent years and as discussed in chapter 4 have led to impactful results. The main

engine behind this is the MCMC methods such as those of [32, 33]. It is possible that these

methods have an even greater potential which has not been utilized yet. Specifically, if we think

of the ensemble of redistricting maps resulting from an MCMC method as a training dataset in

machine learning. For example, we can apply high dimensional visualization methods such as

those of [154] to gain a greater insight into the structure of the dataset (ensemble of maps). Fur-
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ther, such a visualization method can be used to give a simpler and more direct argument for

why a specific map should be used or why another map is likely to be gerrymandered. Another

possibility, is using anomaly detection methods [155] to possibly detect gerrymandered maps. In

fact, our work in chapter 4 closely resembles some methods in anomaly detection.
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