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ABSTRACT

The design of a packet radio network must reflect the operational require-
ments and environmental constraints to which it is subject. In this paper, we out-
line those features that distinguish the High Frequency (HF) Intra Task Force
(ITF) Network from other packet radio networks, and we present a design con-
cept for this network that encompasses organizational structure, waveform
design, and channel access. Network survivability is achieved through the use of
distributed network control and frequency hopping spread spectrum signaling.

We demonstrate how the execution of the fully distributed Linked Cluster
Algorithm can enable a network to reconfigure itself when it is affected by con-
nectivity changes such as those resulting from jamming. Additional resistance
against jamming is provided by {requency hopping, which leads naturally to the
use of code division multiple access (CDMA) techniques that permit the sirnul-
taneous successful transmission by several users. Distributed algorithms that
exploit CDMA - properties have been developed to schedule contention-{ree
transmissions for much of the channel access in this network. Contention-based
channel access protocols can also be implemented in conjunction with the Linked
Cluster network structure. The design concept presented in this paper provides a
high degree of survivability and flexibility, to accommodate changing environ- .
mental conditions and user demands.

I. Introduction

There are several packet radio networks, and each has lollowed a different design route that
is dictated by the special requirements imposed upon it. In this paper we consider an example of
a packet radio system that is of special interest to the U.S. Navy. For this system a design con-
cept has been formulated over the last six years, as reported widely in the literature {1-7}. It is

our intent here to provide a brief but comprehensive description of the main design issues of this

A. Epnremides was also associated with the Naval Research Laboratory when the research discussed in this pa-
ner was performed. His work was supported in part by the Office of Naval Research under Grant NOOU14-84IK-
0614,

\A A




network, which is known as the High Frequency (HF) Intra Task Force (ITF) Communication
Network. The HF ITF Network is being designed to provide extended-line-of-sight (ELOS; 50 to

1000 km) communication for a Naval task force, and it must use the HF (3 to 30 MHz) band.

The features that distinguish this network {rom other Packet Radio {PR) networks stem
from the special operational requirements and environmental constraints that it must satisfy.

Briefly, these consist of the following:

1) A relatively small number of nodes (2 to 100), which are mobile and whose connectivi-
ties may change dynamically as a result of variable propagation conditions and

interference, must remain connected.

[3=]
—

These nodes must be able to communicate to points both within and outside the net-

work under a variety of operating modes and scenarios.

3)  The network must be secure, must resist a variety of jamming threats, and must be

able to degrade gracefully under conditions of stress.

41 Both voice and data communications must be supported, including point-to-point and

broadcast transmissions, while accommodating various precedence levels.

The number and nature of the nodes, the need for transmission security, and the use of the
HF band stand out as the three main factors that distinguish this packet radio network {rom the

other systems described elsewhere in this issue.

The relatively small number of platforms that constitute the ITF Network is a basic charac-
teristic that permits design choices that are incompatible with the large and highly vanable

number of nodes that characterize, for example, the DARPA PR nets and SURAN.

The design of the HF ITF Network has been greatly influenced by the properties of the HF
channel, which is a fading and dispersive medium with propagation occurring via both
groundwaves and skywaves. The HF [TF Network will rely primarily on the use of groundwaves
to connect nodes. In addition to its being more predictable than sxywave propagation.

groundwave propagation has the advantage of having lictle dispersion: the use of zroundwav.,
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thus permits considerably greater signal bandwidths, and therefore data rates, than does the use
of skywaves. HF groundwaves are well-suited for ITF communication because they can provide
the required ELOS propagation ranges of up to several hundred kilometers. Also, HF groundwave
propagation is only minimally affected by severe atmospheric disturbances. The attenuation of
HF groundwaves varies as a function of frequency; typically, the achievable communication ranze
decreases as frequency increases. We shall demonstrate in Section II how our approach to net-

working takes advantage of this apparent shortcoming of the HF medium.

The HF band has relatively small bandwidth compared to the UHF part of the spectrum.
Typically, data rates over individual links may be limited to 2400 b/s. As a result, the communi-
cation protocols for channel access and the modé of spread spectrum signaling chosen. for the
higher frequency, wider bandwidth nets are inappropriate for the HF ITF Network. How these
factors play a crucial role in making fundamental choices of network design will be explained in
detail later. For the moment we simply want to emphasize that certain differences in require-
ments and constraints may lead to substantially different architectures. In Table 1 we juxtapose
some of the crucial characteristics of SURAN and the ITF Network. The limited data rate sup-
ported by the HF channel will also make it difficult to use packetized voice, and therefore to
achieve true voice/data integration. In this paper, we concentrate wholly on data networks, one

function of which may be to establish dedicated voice links.

Another aspect of PR network design is that although detailed and accurate performance
analysis is difficult {(as documented elsewhere in this issue), there is evidence of a critical depen-
dence between performance (in terms of throughput and/or delay) and message traffic statistics.
Thus, in making certain design choices (such as switching or access protocols), it is useful to have
as detailed a traflic pattern as possible. Unfortunately. in the domain of the intended application
area of the HF ITF Network, traflic statistics are not readily available. As a consequence, the

degree of confidence placed in certain of the design features chosen is necessarily reduced.

Finally, it 1s worth mentioning some of the other networks rhat are or have been under

design and development, whose purpose and characteristics resemble those of the [VF Newwork
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but are not discussed elsewhere in this issue. These include the Advanced Mobile Phone Service
(AMPS) Network (8], the Battlefield Information Distribution (BID) Network (9], and the Ptarmi-
gan communicatiox; system [10|. AMPS is a comﬁercial radio network that is organized into cel-
lular tessellations with a fixed (not mobile) local controller in each cell. BID is based on an adap-
tation of the PRNET concepts to a military eavironment. It employs a hierarchical structure and
relies on distributed control. Finally, the Ptarmigan system, designed for NATQO environments,
employs both radio and wire communication links, and assumes infrequent topological changes for
certain nodes in the network. These networks are sufficiently different in scope, requirements, and

constraints from the ITF Network so that a new design concept approach has been used for the

[TF Network.

The remainder of this paper is organized as follows. In section II, we develop our approach
toward the definition of the network organization and control architecture. In so doing we follow
the ISO layered concept that permits a modular identification of the design issues and simplifies
somewhat the overall task of network design. This modular' approach leads naturally to the issue
of radio channel access, which is discussed in section III. Following that we introduce the issue of
transmission security and the consequent use of spread spectrum signaling. We point out the new
degrees of freedom (and difficulties) that arise with the use of spread spectrum modulation and
the implications of both channel access and organizational control. We {ocus attention on the use
of spread spectrum signaling in section IV and then return to the question of link activation,
which is the subject of section V. We discuss several algorithms for link activation, that actually
detne the state-of-the-art in that area. We close with section VI, in which we present some pre-
liminary thoughts about routing and higher-level protocol and architectural issues. That section
summarizes the design concept in the context of the overall work on mobile radio networks and
allows us to draw certain conclusions about the main accomplishments. their limitations, and the
aatural next steps of our work. Finally, the conclusions section VI describes the future of the

[TF Neuwork project.



II. Network Organization and Control

An HF ITF Network has no a’priori structure. That is, we do not assume a given connec-
tivity structure nor do we pre-assign roles to nodes for the purpose of network control. Instead a
network organization algorithm is provided whose purpose is to discover existing network connec-
tivities and dynamically assign the roles that nodes are to assume in network control. In this sec-

tion we describe how the HF ITF Network implements this design concept.

The ISO seven-layer architecture model is a widel}.' accepted, useful framework for network
design and provides a natural basis for the description of the HF ITF Network design concept.
The ITF Network consists of mobile nodes that are geographically dispersed over distances that
may be beyond line-of-sight, as well as the links that are used to connect these nodes. The only
knowledge available to each network member, prior to the execution of the network organization
algorithm, is the set of possible network members, each of which has a unique identity. In partic-
ular, a2 node has no 'a.’priori knt;wledge of the locations of other nodes, the connectivities of the
network, nor even of its own neighbors. Thus, the first task of network design is to provide the
means by which the existing connectivities among the nodes can be discovered. This is a basic

issue that resides in the Physical layer of the ISO model.

Once this is achieved, we proceed to the next step of determining how to transform the
discovered connectivities, which along with the radio equi_pment, of the nodes constitute fnerely
raw transmission facilities, into reliable communication links. This is almost by definition the
paramount issue residing in the second or Data Link layer of the ISO model. Actually, in a radio
network in which the communication medium is a multiple access. broadcast channel the situa-
tion is somewhat complicated by the potential interference between simultaneously transmitted
signals. This causes the boundaries that define the Link layer in the 1SO model to fade. Thus
gew issues arise. such as when and how to ‘‘activate” or ‘‘enable” the links determined by the
discovered connectivities: this is to say that switching, which is a level-3 (Network laver) issue in
the OSI model. suddenly seems to merge with the link layer issues of how to modulate and code

the signals.
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Assuming the issue of link utilization gets resolved, the next natural question is how to
route messages through the network whose destinations are more than one ‘“hop” away, which is

clearly a Network layer issue.

Following that, the questions of internetting (layer-3), end-to-end connection management
(layer-4), session establishment (layer-5), encryption (layer-6), and other higher-level issues, must
be addressed. In our design concept, we focus on the first (bottom) three layers. As we describe
our approach to answering the first question of discovering the network connectivities, we will see
that our choices are guided by considerations that reside in higher levels and by overall network
requirement:s. Thus our first algorithm that permits the nodes to discover each other, yields at the
same time an overall network organization structure that can be flexibly used to accommodate
the overall network operation. Thus, our first algorithm achieves not merely “connectivity deter-
mination”, but is actually an algorithm for network organization and control. Because the inter-
connection structure that results from this algorithm consists of node-clusters that are suitably
interconnected, we call it the Linked Cluster Architecture. The details of the Linked Cluster

Algorithm (LCA) used to produce this structure have been amply documented in the literature

[3,4,5], so that, here, we will limit ourselves to a brief description.

We start from the premise that, as links are discovered, a structure should be formed that
will permit;

a) communication between any pair of nodes,

b)  network-wide broadcasts,

¢)  avoidance of the “hidden-terminal” problem {11l, and

d)  robust recovery from node or link losses and other topological changes.

Furthermore, we require that the process of organization starts up in a fully distributed fashion.
Even though distributed algorithms (for almost any purpose) often possess littie-understood
subtleties and hard-to-overcome difficuities, it is of paramount importance for the survivability,

robustness, and graceful degradation requirements of the [TF Network to insist on reedom [rom
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reliance on any single node for network control.

The Linked Cluster Architecture consists of node clusters that are linked to each other as
shown in Figure 1. Nodes can assume one of three roles; a node may be a clusterhead, a gateway,
or an ordinary node. Each node is associated with a designated clusterhead, called its own clus-
terhead (which may be the node itself), but it may also be within communication range of other
clusterhead nodes. The clusterhead may act as a local controller for all the nodes belonging to its
. cluster. For example, intra-cluster communication may be controlled by the clusterhead acting
either as a poiling agent for non-contention communication, or as a ‘“‘busy-tone’’ emitter in a
contention-based mode. These choices, however, need not be made now. We are simply noting
here the potential nature of the clusterhead node’s role. As a result of the procedure used to
designate nodes as clusterheads in the LCA, it is not possible for two clusterheads to be directly
connected to each other. Gateways are used to provide the communication paths that are needed
to connect éne cl_uster to another, thereby providing overall network connectivity. The cluster--

heads and gateways and the links that interconnect them form the backbone network.

The basic philosophy behind the LCA is to invest some initial communication overhead to
develop a flexible linked cluster structure that exploits the existing connectivities :n a natural way
to facilitate multihop path [ormation, broadcasting, and channel access, while retaining sufficient
distributed control to permit loc;l routing around defective or otherwise undesirable parts of the

structure.

The LCA consists of two logical steps: cluster formation and cluster linkage. These consti-
tute the “computation’ part of the algorithm. To execute that part of the algorithm, it is.also

3

necessary to have a ‘‘communication” part during which nodes broadcast certain short messages
that permit the listening nodes to collect the necessary database to execute the computation part.

However, it is logically convenient to describe the computation part first.
1. Computation Part (Cluster formation and linkage): Cluster formation and linkage is
best illustrated by an example in which the entire network topology is known to a central con-

troller and the communication range is a fixed constant R for all nodes. The central controller
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selects arbitrarily one node, say node 1, to be a clusterhead, draws a circle of radius R around
that node and declares all nodes captured in that circle to belong to the first cluster and to have
node 1 as their own clusterhead. From among the nodes not in the first cluster, the central con-
troller chooses arbitrarily the node with the lowest ID number to be the next clusterhead. The
controller draws a second circle of radius R around the new clusterhead and declares all nodes
within this second circle to be members of the second cluster. However, only those nodes that
were not already in the first cluster are assigned the new clusterhead as their own clusterhead.
The process repeats until every node belongs to at least one cluster and has its own clusterhead.
In practice, a procedure to determine the network structure is implemented in a distributed
fashion, without a central controller, without assuming a fixed communication radius R, and
without the assumed global connectivity knowledge. W;a will see presently how this can be done,

as we describe the communication part of the algorithm.

Once clusterheads have been determined, gateway nodes can be designabec.i. Two case:;, need-
to be considered, namely, overlapping cluste'rs (as in Figure 2a) or adjacent, non-overlapping| clus-
ters (as in Figure 2b). In the latter case a pair of gateways is needed, i.e., one from each cilxster.
In either case there is an unambiguous subset of nodes from which gat: vays can be selected. For
example, the node in the intersection of the two clusters in Figure 2a with the lowest ID' number
can be selected or the pair of nodes in Figure 2b whose sum of ID numbers is the lowest can be
chosen gateways (for details see [3-53]). Alternatively, all the nodes in the intersection of the clus-
ters shown in Figure 2a can be gateways, and all the node pairs that link the two clusters in Fig-
ure 2b can be gateways. Again, the challenge is to implement the selection rules in a distributed
way.

To motivate the distributed implementation and to lead toward the communication neces-

sary to achieve it, we note that the cluster formation process just described requires:
a) knowledge of each node’'s bidirectional connectivities to neighboring nodes.

b} a rule for selection of a clusterhead from a set of candidate nodes,
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¢)  specification of the sequence in which clusters are formed, and
.d)  arule for gateway selection from a group of candidate nodes.

As it will turn out, each node needs only up to two-hop away connectivity information (i.e.,

knowledge of who are its neighbors and its neighbors’ neighbors) and knowledge of its neighbors’

own clusterheads to implement this procedure in a distributed way.

2. Communication Part (Database collection for distributed implementations): Each node
can discover who its neighbors are by the process of probing. When a probe message is broadcast,
every node that hears it sends an acknowledgment back to the probing node. A simple strategy
for effecting such a probing by every node in the network is to set up two TDMA frames for con-
trolling the transmission of probe and acknowledgment messages. In this approach, each node is
assigned its own transmission slot once in each frame, as shown in Figure 3. During {rame 1 each
node broadcasts its probe message (for example, anpouncing its identity) and, at the same time,
acknowx;ledg% the receipt of previously transmitted probe messages that it has heard {(by announc--
ix.lg the ID’s of those nodes it has heard from so far). During frame 2 each node’s broadcast
includes acknowledgments for probe messages that it has received since its own frame 1 transmis-
sion. As a result of such probes, each node discovers those nodes to which it is bidire'ctionally

connected [3-3|. Only bidirectional links are used to form the backbone network.

Just before its frame 2 transmission, each node has obtained all the information it needs to
implement the first step of the Linked Cluster Architéct,ure (that is, cluster formation). It is
necessary, however, to include in its frame 2 transmission an announcement of the decis.ion to
become a clusterhead, if in fact the node has so decided. A node reveals this decision by includ-
ing the ID of its own clusterhead in its (rame 2 transmission. (Each node selects as its own clus-
terhead, the lowest numbered head to which it is bidirectionally connected.) A node decides to
become a clusterhead if it has not already heard from a clusterhead node to which it is bidirec-
tionally connected. Thus, node 1 always becomes a clusterhead, and node i (i > 1) does so if it is
not bidirectionally connected to a clusterhead whose D is less than 1. At the end of the second

frame. each node has learned of the existence of all clusterheads that are 1-hop away and some.
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but not all, that are 2-hops away. The execution of this procedure results in the same network

structure as that in the centrally controlled example discussed earlier.

In addition to simplicity, an advantage of using a TDMA—Based probing message exchange is
its contention-free nature and the knowledge of the duration of the organization (or re-
organization) period. Network-wide synch;onization at. the slot level (so that each node knows
the slot in which it is to transmit) should be easy to maintain, because the slot duration {perhaps
100 ms) is much greater than the anticipated timing uncertainties throughout the network
(several ms). In addition, spread spectrum synchronization is easier to acquire in contention-{ree
systems than in systems in which contention is permitted. A disadvantage of the TDMA struc-
ture is the long duration of the organization period when the number of nodes is large. Therefore,
for large networks it may be necessary to develop alternative methods for maintaining linked clus-
ter networks. For example, it may be possible to proceed asynchronously with a contention-based
protocol or to allow only a limited subset of nodes to participate in the formation of.a backbone

network.

With respect to deciding on gateway-status, a node faces two difficulties: 1) the
identification of the clusters for which the node caun serve as a gateway and 2) the identification of
all other nodes that can do the same. For nodes that belong to cluster intersections (as in Figure
2a) the selection of a gateway can be made unambiguously, based on the information that it has
gathered in frame 2. However, in the case of non-overlapping but adjacent cluster configurations
(as shown in Figure 2b), the algorithms described in {3-5| occassionally yield more than a single
pair of gateways linking the clusters or possibly an additional ‘‘half-pair”, that is one node in one
cluster that decides it must serve as gateway along with a node from the other cluster that does
not decide the same. The creation of such superfluous gateways is not harmful; it is only a nui-
sance — their existence has little effect on network operation, and, if desired they can easily be
neglected or detected and relegated to non-gateway status. So we see that by the proposed simple
exchange of messages it is possible to implement in a distributed way the Linked Cluster Archi-

recture for subsequent network operation.
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Note that the chosen order of cluster formation produces a set of clusters that is not optim-
ized in any way. It does not achieve, for example, the minimum number of clusters, nor are we
sure that such a goal is desirable. Important, however, is that it does produce a connected net-
work, whenever the required link connectivities are present. We also point out that it is not
known a’priori which nodes (other than node 1) will become clusterheads. However, if it is desir-
able that certain nodes should assume the clusterhead role, then they should be assigned low

identification numbers to achieve that goal [3-5].

We noted earlier that the communication range of HF groundwaves varies considerably as
frequency is varied over the HF band. The proposed network architecture takes full advantage of
this apparent shortcoming of the HF band by partitioning the- HF band into several subbands (see
Figure 3), each with a bandwidth of a few megahertz over which the communication range for
groundwaves is approximately constant. The LCA is run separately for each subband in an
assigned epoch, thus producing a set of overlaid connectivity maps that give rise to a set of simul-
taneously operating networks. The HF ITF Network consists of this set of individual networks
that are defined in separate subbands. Typically, there will be a smaller number of larger clusters
at the low end of the HF band, where communication range is greatest, and a larger number of
smaller clusters at the upper end of the HF band, where communication range is smallest. At
most one of these networks will reorganize itself at any time, while the other networks maintain
communication using their most recently derived network structure. This capability of preserving
a communication structure during the reorganization process adds considerably to the robustness
of the HF ITF Network. Also, resistance against jamming is improved, because it would be

difficult for a jammer to disrupt all networks simultaneously.
Two additional observations should be made.

a)  There is no need to assume anything about communication range: it need not be uniform or
symmetric. The algorithm simply discovers which nodes can be heard by a given node in

each subband.
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b)  The z;lgorit.hm is inherently robust; if a probing messaée is not received, for example,
because of a deep fade or a local jammer, that link is not included in the backbone network.

The loss of a potential connectivity during network reorganization does not debilitate the

network, and later use of that link is still possible, although not for backbone network com-

munication. If there are undetected errors, however, in the decoding of the received mes-
sages about the ID information of neighboring nodes, the algorithm would result in incon-
sistencies that might reduce the effectiveness of this architecture. However, the use of suit-
able error detection schemes can render the probability of occurrence of this event negligible

[12].

We'd like to conclude this section with two comments. First, the proposed distributed algo-
rithm for network operation can appear deceitfully simple or falsely complex. Distributed algo-
rithms are not well understood yet. Often it is not known what are the right questions to ask
about them. They can be subtle, and great care must be taken in dealing with them. On the
other hand, the direction of network management in milita.ry- packet radio clearly must go toward
distributed implementation, and we feel that our algorithm makes a contribution in this regard.
Secondly, now that we have identified the existing connectivities, each of which represents a
potential communication link, and have built this identification into an architecture of broader
scope, we realize that a highly non-trivial question arises, namely: How should these links be
used? How should a node transmit (when, with what signaling format, under what rules) over any
of these links, given the distributed nature of the network and the potential of interference? These
questions naturally lead us to the second layer of the ISO architecture. which is addressed in the

next section.

[II. Channel Access

The communication resource available to the [TF Network is the HF channel. This resource
must be shared by, and therefore allocated to, the users of the network. The traditional way of
allocating bandwidth is via frequency division muitiple access (FDMA), under which sach user is

provided a itferent portion of cthe !requency band for its exclusive use. The “time-domain™
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counterpart of FDMA is time division multiple access (TDMA) under which each user has

exclusive rights to the use of the entire channel during predetermined, periodically recurring time

slots. .

In a multihop network it is possible to reuse the communication resource in distant parts of
the network. Thus, FDMA allocations may be set up within individual regions of the netwoik,
permitting two or more users to use the same frequency channel simultaneously, as long as the
other-user signal levels are not great enough to cause destructive interference. Similarly, local

TDMA cycles may be established, resulting in what we might call scheduled transmissions.

The division of the channel resource in the time domain offers several advantages over doing
so in the frequency domain. For example, the intermodulation products that can result from the
simultaneous transmission of many signals at the same platform are not a problem when TDMA is
used. Also, the use of narrowband frequency channels would be incompatible with the use of
spread spectrum signaling, which is required for antijam (AJ) performance. In addition, operation
in the time domain permits the use of a wide variety of channel access schemes that provide flexi-
bilities that are not possible in the frequency domain. It is well known that fixed allocation

schemes such as FUMA and TDMA do not perform well when traffic is bursty, particularly when

the number of users is large.

Many of the schemes develope?l to meet the needs imposed by bursty traffic use conténnion
methods, under which it is possible for two or more users to transmit simultaneously, resulting in
destructive interference. The first of these was a pure random access scheme known as ALOHA
13|, for which several schemes have since been proposed to stabilize and improve upon the perfor-
mance [14]. Also, stable collision-resolution schemes have been proposed by Capetanakis 115,
Another approach is the use of reservation schemes 16|, which can permic the near-perfect use of
the channel resource, as long as some mechanism for making the reservations can be imple-
mented. Finally. hybrid schemes that combine features of two or more of the basic types of
schemes have been proposed and studied in the literacure 171, We do not propose to engage here

in 2 comparison of the various classes of methods. Such comparisons abound in rhe literature
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(18], and the conclusions are sensitive to various assumptions about traflic statistics.

The Linked Cluster Architecture is extremely flexible in that it permits the use of a variety
of channei access methods. In fact, a mixture of two or more schemes may be used; for example,
scheduled transmissions over the backbone network and contention-based channel access within
the clusters. Such an approach reflects the need to support a robust backbone network, and the
fact that backbone network traffic is expected to be relatively regular, with clusterheads possibly
serving as traffic concentrators. In contrast, much of the other network traffic is expected to be

relatively bursty. The division of the channel resource purely in the frequency domain does not

offer such flexibility of channel access.

Furthermore, it must be emphasized that there are two very different modes of traffic, i.e.,
point-to-point (single destination) and broadcast (i.e., multidestination). Clearly, it is best to use
scheduled transmissions for broadcast traffic, because if a contention-based channel access scheme
were used one would often have to retransmit many times to emsure that each destination
received the packet correctly. In contrast, in a scheduled channel access discipline, all the desti-
nations know when the transmission will take place, and thus a single transmission will suffice, as
long as :he schedules have indeed been generated to ensure that no conflicts occur. One cannot
make such a generalization, however, for point-to-point transmissions; the relative performance of
scheduled and contention-based schemes will, in general, depend on the network connectivities
and traffic requirements. Nevertheless, the task of selecting channel access protocols for the ITF

Network is somewhat simplified by the need to use spread-spectrum signaling, as we presently see.

A