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This dissertation addresses two research questions relating to the role of setupsin
discrete parts manufacturing. Thefirst research topic uses a carefully designed
simulation study to investigate the role of setup economiesin the factory-wide
conversion of functional layouts (job shops) to cellular manufacturing. The model-
based literature shows awide dispersion in the rel ative performance of cellular
manufacturing systems as compared to the origina job-shop configurations, even
when the key performance measure is flow time and the assessment tool used is
simulation. Using a standardized framework for comparison, we show how this
dispersion can be reduced and consistent results can be obtained as to when the
conversion of the job shop is advantageous.

The proposed framework standardizes the parameters and operational rulesto
permit meaningful comparison across different manufacturing environments, while
retaining differencesin part mix and demand characteristics. We apply this
framework to atest bed of six problems extracted from the literature and use the

resultsto assess the effect of two key factors. setup reduction and the overal shop



load (demand placed on the avail able capacity). We aso show that the use of transfer
batches constitutes an independent improvement lever for reducing flow time across
al datasets. Findly, we utilize the same ssimulation study framework to investigate
the benefits of partial transformation, where only a portion of the job shop is
converted to cellsto work aongside aremainder shop.

The second research question examines the role of dispatching rulesin the
reduction of setups. We use queueing models to investigate the extent of setup
reduction analytically. We single out the Alternating Priority (AP) rulesinceitis
designed to minimize the incidence of setupsfor atwo-class system. Weinvestigate
the extent of setup reductions by comparing AP with the First-Come-First-Served
(FCFS) rule. New results are obtained analyticaly for the case of zero setup times

and extended to the case of non-zero setup time through computationa studies.
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Chapter 1

INTRODUCTION

1.1 The Manufacturing Environment

Buzacott and Shantikumar (1993, p.1) describe a manufacturing system asa
system consisting of “machines and work stations where operations such as
machining, forming, assembly, inspection, and testing are carried out on parts, items,
subassemblies, and assemblies, to create products that can be delivered to customers.”
In discrete part manufacturing systems, each item processed is distinct, although the
processing may take place in batches or distinct packets. The batches are then used as
transfer units between manufacturing areas. Thisisin contrast to chemical industries
where the processed material may be in the form of continuousfluid. Discrete parts
manufacturing systems arise commonly in “mechanical, electrical, and electronics
industries making products such as cars, refrigerators, € ectric generators, or
computers.” (p.1).

As an example, we examine a process designed to create a hole through a block of
metal asillustrated in Figure 1-1. The process may require asingle operation (single-
stage) asin adrill pressdrilling ahole, or may require multiple operations linked
together (multi-stage) if the completed hole requires further finishing such as the

addition of achampher and de-burring.
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Figure 1-1. Single- versus Multi-Stage Processing.

Multi-stage processes may include internal buffer storage in order to account for
variations in the time between successive outputs of product at a process of each
process step allowing each to work more independently of the other. Single- or multi-
stage processes may be linked together to provide avariety of processing capabilities.
The time between successive outputs of a multi-stage processis usualy regulated by
the dynamics of the flow of parts under congestion and may depend crucially on
bottleneck stages that limit the capacity of the overall process. The flow time of ajob
isthe amount of time ajob spendsin the system. Specificdly, it isthe time from when
ajob consisting of demand for a certain batch size of a given product is introduced
into the manufacturing facility at the location of its first operation to when the last
operation required on the batch of product has been completed. It includesthetime
waiting for processing and materia transfer between operations, setup timesiif
required, as well asthe time the batch is being serviced by machines. A bottleneck

process adversaly affects the flow time of al parts using that process.



One can characterize manufacturing processes based on the way the process flow
iscoordinated. A process can be synchronous or asynchronous. Synchronous
processes have afixed process rate where al work moves a the same rate through the
processing stepsin sequence. Thisis either done continuoudly, as in automobile
pai nting operations using continuous conveyors moving at afixed rate, or discretely,
asin spot welding operations of chassis where automobiles move in and out of robot
welding stations at regular intervals. Synchronous flows eliminate most of the need
for storage between machines, but require tight coordination of customer orders,
materia supply and extremely high process quality. Asynchronous processes are
much more common, where work is moved to its next process step when the current
step is completed. Work, since not synchronized, is then staged in an “input” queue
and waits asrequired for its turn at the next operation.

A key concern of the work presented in this dissertation is the few factory layout
structures used to organize the materia flow. The most common type and the one that
naturaly aignswith high part variety isthe job shop. The term “job shop”
(abbreviated as JS throughout this work) refers to a manufacturing facility comprised
of genera-purpose machines organized into a collection of machine centers or
departments grouped on the basis of the operation performed (turning, drilling,
milling, etc.). By providing the appropriate machine types, asmall number of
machine departments is sufficient in the factory to accomplish ahigh variety of part
processing. These machine types can be applied in various sequencesto produce a
wide variety of parts. The job shop structure supports a high variety of jobs.
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Typicaly, job shops are designed to handle small production batches of custom
products requiring avariety of processing requirements. Accordingly, the equipment
is organized by function as the same general type of operation may be performed by a
number of machinesin awide variety of different ways. For example, when aholeis
needed in apiece of metdl, it is sent to the drilling department where a variety of
machines from drill presses to mills to boring machines may reside. We will consider
more details of operations of the job shop below.

Assembly lines (or flow lines) are structures where process equipment is
organized in the order specified by their operations. This organizational principleis
also known as aproduct focus. Assembly lines minimize material handling since the
next machine needed isin immediate physica proximity. Materia handling
automation is commonly employed between process steps to retain part registration,
minimizing setups and reducing labor. This type of structureis biased to the direction
of part flow, so backtracking, where processes must travel opposite the direction of
the standard flow in order to get accessto aparticular type of machine, is difficult and
very disruptive.

Current industry trends encourage managers to focus their factories to provide
products and services at high quality and low cost. A chalengein discrete parts
manufacturing isto provide customized products to meet individual tastes while
depending on the stability of common processes and equipment (Pine, 1993, p.7).
Factories using genera -purpose machines are capable of producing alarge variety of
parts by the nature of their process equipment. However, frequent tooling
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changeovers are required on general-purpose machines to account for part variety that
can be time-consuming and expensive. Below, we outline some of the benefits of an
aternative approach, which we call acell shop.

1.1.1 Job Shop. Inajob shop, alarge fraction of the flow time of agiven part is
dueto wait times. Parts often have to queue up to await their turn at a given machine
or machine center due to limited capacity, wait for material handling devices for
trangport to or from a process or wait to join parts being processed in other parts of the
factory. The machinestypically require setups due to changeovers between
operations in order to accommodate different part and processing requirements. The
machinesin each department share a common queue of incoming work and the length
of this queue accounts for most of the delay at each machine center. If jobs are
assigned at random, the larger the variety of parts types, the morelikely it is for setups
to beincurred. Increasing the frequency of setups increases the amount of time
required to complete each job (expected setup plus run time). Thisincreases thetime
spent at the machine for each job, and leads to longer queues and wait times. This

relationship is apparent in the familiar M/M/1 queue, where the wait in the queue,
W, , isafunction of the arrival rate and mean servicetime (4 and U, respectively)
and machine utilization, which is represented in thiscaseby p=4/u:

W, = p/u(l- p). Inthisdissertation we will consistently associate the wait in the

gueue with the time from when a customer arrivesin the system until service

commences on that customer. We, therefore, imbed any required setup time in this



gueue wait. The batch flow time is measured from part batch introduction into the
factory (from receiving) to part batch leaving the factory (sent to shipping).

Materia handling also contributes to the flow time of partsin thejob shop and
walit times for material handling resources. Partstravel from department to
department to complete their operation sequences traversing the factory. Factory and
department size, part sensitivity, and sequence lengths al exacerbate move times.

1.1.2 Manufacturing Cells. A manufacturing cell isa collection of dissimilar
machines positioned in proximity to work on products of similar shapes and
processing like a production line (Chase, Jacobs and Aquilano, 2004, p.200). We
assume that the nature of manufacturing demands and processing required is similar
to what isfound in ajob shop. In cell-based production, otherwise know as a cellular
manufacturing system (CMS), parts with similar features use common sequences of
operations and similar tools or fixtures. A group of such related parts defines a part
family. A CMSistherefore closaly dlied to the concept of group technology: the
concept of grouping similar parts into part families to benefit design and
manufacturing (see Askin and Vakharia, 1990).

In their recent comprehensive monograph on cellular manufacturing, Hyer and
Wemmerl6v (2002, p.18) define a cell using the concept of families:

A cell isagroup of closaly located workstations where multiple,

sequentia operations are performed on one or more families of similar
raw materias, parts, components, products or information carriers.

Typicaly, anumber of different part families occur in the product mix. One of

the challengesin CM Sis developing rules for cell formation to associate the part
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family data with the required machines (see for example Singh and Rgjamani, 1996
for areview of the cell formation literature).

The two most basic benefits of cellular manufacturing according to Hyer and
Wemmerlov (2002, p. 48) are reductions in flow time (due to use of smaller batch
sizes and use of shared tools and fixtures) and inventory (due to the proximity of
equipment). Other benefits of cellular manufacturing according to Chase et al. (2004,
p. 200) are better human relations due to small work clusters, and improved operator
expertise due to learning through repetitions. Other advantages according to the
literature areimproved quality and easier control of operations. Physically moving
both machines and associated product family to a cell enables the factory to focus on
that product family. The part family in the cell enjoys unfettered accessto alimited
set of resources that are now in proximity to each other aiding quality control.
Moreover, cell-based production makes it easier to incorporate other practices that
improve efficiency such asjob sequencing and the use of transfer batches.

Theword “cel” isused quite liberally in practice to describe any association or
grouping of machines. In thisresearch, we define a cell as agrouping of machines
used to process afamily of one or more parts. We assume that the part families are
pre-specified. In our factory representation, there are NC cells, indexed by
n=1,...,NC. Each cel may include more than one of any machinetype. Each cell
has a certain number of machine types, with multiple machines of the same type
organized into machine centers. We reservethisterm for the cell shop and cal the

analogous machine cluster in ajob shop a department. Of course, since cells do not
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contain duplicate machines very frequently, most machine centers just have asingle
machine of a given type.

The flow discipline for batches through the machine centers of each cell is
identical to the rules governing the job shop as the batch visits severa departments.
Once the batch completes its processing within a given job shop department or cell
machine center, it moves as an entire batch to its next operation or exits the factory if
no further processing is required.

The preceding statement requires modification if a cell usestransfer batches. In
this case, each batch is split up into the transfer batches that then queue up before the
appropriate machine center. Note that because transfer batches congtitute the only
aggregation of units recognized within the cell, the identity of the original batch is not
recovered until all of its constituent transfer batches have completed their processing
withinthecell. Infact, prior to leaving the cell and prior to being shipped, the work
must be re-batched into its original batch size as required.

1.2 Factory Conversion

The conversion from process layout (job shop) to cellular configuration is a key
guestion of both theoretical and practical importancein thefield. AsCohen and Apte
(1997) describe,

In implementing cellular manufacturing an important task isto create a
plan for smooth transition from process layout to manufacturing cells

layout. Rearranging machinesinto cells based on part familiesisaso
amajor undertaking requiring both considerabl e time and expense.



Once amachineismoved to acel, it isremoved from the genera resource pool of
the job shop and confined to processing within the cell. To avoid inter-cell moves as
much as possible, cells are discouraged from accepting work required for parts that
are not assigned to the cell, even if idle machine capacity exists. In thisresearch, we
assume that the cells are independent, so that each part family can be processed
entirely within one cell. Inter-cell moves add to the complexity of flow and work
control and can re-introduce setups. To avoid these drawbacks, we ssimply disallow
them and assume that the cells formed are independent.

If the entire factory is partitioned asfar as possible into cellswe cal thisa cdlular
manufacturing system (CMS). Thismay include aremainder cell or residual job shop
containing exceptional € ements.

Example Factory

To illustrate the concept of cells, we present datafrom Morris and Tersine (1990)
in Table 1-1. Thistable shows a part routing matrix for afactory with 30 machines
faling into eight machine types. The factory produces 40 distinct partsthat fal into
five part families. For each part, the numbers listed aong the row specify the order of
the operations required, and the columns specify what machine type is needed for
each such operation. For example, part 10 requires 3 operations (or processing steps),
with thefirst performed by machine type 8, followed by type 1 for the second
operation, and finally type 2 asthe last operation. The path of the part through the

departmentsis shown in Figure 1-2.



Machine Type Machine Type

PN 1 2 3 45 6 7 8 PN1 2 3 45 6 7 8
1 1 2 21 1 2 3 45
2 1 2 3 22 1 2 3 4 5
3 1 2 23 1 2 3
4 1 2 3 24 1 2 3 4 5 6
5 1 2 25 1 2 3 4
6 1 2 3 26 1 2 3 4 5
7 1 2 3 4 27 2 3 4 1
8 1 2 3 281 2 3 4 5
9 2 3 1 29 1 2 3
10 2 3 1 3 2 3 4 5 1
1 2 1 31 2 3 1
12 2 1 32 2 3 4 5 1
13 2 3 1 33 1 2 3
14 2 1 3 1 2 3 4 5 6
15 3 4 1 2 35 1 2 3
16 2 1 36 1 2 3 4 5
17 4 1 2 3 37 1 2 3 4
18 2 1 38 1 2 3 4
19 1 2 3 4 39 1 2 3 4
20 1 2 3 4.5 6 40 1 2 3 4 5
Table 1-1. Part routing matrix: operation sequence linking part number with
machine type.
Job Shop
Part Type

Dept. 1 | Dept.2 Dent. 3
8 ep ) ep “ ep
9 _>9

A
10 f » 10

P Dept. 4 | Dept. 5

1

19 Dept. 6 |4 | Dept. 7 \—b Dept. 8

[ > 8
Figure 1-2. Illustrative part routings for parts 8, 9, and 10.

Morris and Tersine (1990) grouped the 40 parts listed above into the five families

shownin Table 1-2. They formed the cells so that each family is assigned to aunique
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cell that is equipped with all the machine types required for the complete processing

of the part family assigned to it.

Part Machine Types
Family Types Cdll Required
1 3340 1 1-7
2 19-26 2 1-8
3 27-32 3 15,8
4 9-18 4 1-2,6-8
5 1-8 5 3-6

Table 1-2. Summarized family and cell requirements.

Theresulting cells are shown in Table 1-3. Five familiesand cells are identified
in Table 1-4 where the block-diagona form indicates the compl ete independence of
cells. The numbers of machines of each type availablein the origina job shop were
sufficient to equip al cells appropriately. If six cells had been formed then the
addition of new machines would have been necessary (assuming the first five cells
required the machine types shown in Table 1-3). In general, cell formation may

augment or maintain the number of machinesin the original job shop.

Number of
Machines per
Machine  Typeinthe Cdls

Type Job Shop 1 2 3 4 5
1 4 1 1 1 1
2 4 1 1 1 1
3 4 1 1 1 1
4 4 1 1 1 1
5 4 1 1 1 1
6 4 1 1 1 1
7 3 1 1 1
8 3 1 1 1

Table 1-3. Machine distribution.
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12
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w
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3
2
3
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3
2

3
Table 1-4. Partitioned part routing matrix indicating part operation sequences, part
families, cells and machine types per cdll.

An dternative to acompletely converted CMSiswhat we call apartial cellular

manufacturing system (PCMS). Thisisahybrid layout where a number of cellsare

formed to work alongside aremainder job shop. In other words, the formation stops

short of full conversion. The parts are therefore manufactured in the cells or in the

12



residual shop; however each cell is dedicated to the manufacture of a unique part
family. Naturally, machines not used in the cellsimplemented remain in their
residual job shop departments.

The information gathered from industry practice shows that partia
implementation is often the preferred path for implementation. Surveys show that
firms create cells one by one (Wemmerldv and Hyer 1989, Wemmerl6v and Johnson
1997). Infact, astudy by Ahmed, Nandkeolyar and Mahmood (1997) indicates that
practitioners do not exercise full conversions and that successful implementation is
linked to long-term, step-by-step installations.

1.3 Key Trade-offs

A consistent feature of all conversionsto a CM S environment is the segregation of
machines of each type from the pooled arrangement of a department to smaller
subsets assigned to the cells. Wolff (1989, p.260) uses the term pooling to refer to the
aggregation of the arrival streamsof ¢ separate queues into asingle queue where the
server is equipped with the pooled resources of the original queues. He notes that the
pooled queue performs better and goes on to state that “the superiority of pooling can
be shown to be avery genera result independent of the nature of the arriva process
and the distribution of service.” Accordingly, we refer to the diseconomies of
segregating a given machine type by assigning them to independent cells asthe
pooling loss. This pooling loss aways causes an increase in flow time. Therefore, for
the cellular system to outperform the functional layout with respect to flow time, this
pooling loss must be compensated by improvements in such other factors as setup
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times or movetimes. In summary, when flow time is the performance measure of
primary interest, the superiority of cellular layout over functional layout is tantamount
to finding the means for overcoming pooling loss.

A smple queueing model based on the well-known M/M/c formul as has been
used to illustrate the nature of the pooling loss as in studies by Suresh (1991, 1992),
Shafer and Charnes (1993, 1995,1997), and Suresh and Meredith (1994). A simple
example will illustrate this modeling approach.

In Figure 1-3, we compare the flow times of two systems -- a pool of four
machines corresponding to ajob shop department (solid line), and a system of four
cells, each consisting of a single machine performing a single operation (dashed line).
We mode the job shop as an M/M/4 system with x4 =1 for the JS and equate the
arrival rates to both systems. For point A, the flow time for the M/M/4 system equals

1.25when p =65 (p = A/4u) corresponding to an arrival rateof 1 =2.6. When
we segregate the shop into four equal demand streams of /4, the flow time for each

cell equals 2.86 (point B), which is 2.28 times the M/M/4 flow time. In order for the
flow time in the M/M/1 system to be the same as the pool ed system, so that

Wi, u 1 = 2/(A[1- p)) =1.25, the processing rate must beincreased such that the
resultant utilization is p =.448 or roughly one and a half times as efficient,

Uey =1.45u, asthe same process in the JS.
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Figure 1-3. Pooling loss.

As Figure 1-3 suggests, flow time increases without bounds with the linear
increase in machine utilization. If theM/M/4isrunat p =80, theflow timeis1.75
(point C). After conversion, the M/M/1 flow timeis 5.00 (point D) per cell or 2.86
times the M/M/4 flow. Comparing the pairs A-B and C-D, when p increases from
.65 10 .80, the ratio of the flow time increases from 2.28 to 2.86.

Thelast point is of particular importance since it shows how increased utilization
magnifiesthe pooling loss. This effect occurs where bottlenecks arise as aresult of
conversion to cdls, limiting the capacity of the process. In general, in Chapters 3 and
4 of thiswork, we will see how conversions from JSto CMS are especialy sensitive
to the loading of machines in both the cells and the remainder shop. Suresh (1991,
1992) has also aerted readers to “ adverse effectsin the remainder cell” that are

typicaly due to loading imbalances.
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We aready mentioned that reductions in setup constitute one of the key factorsfor
overcoming pooling loss. Mgor setups are typically incurred when the same machine
switches from one family of parts to another. The frequency with which setup occurs
depend on the demand and service rates as well as the dispatching rule. A dispatching
ruleisapriority rule or set of rules used in determining the order of servicefor
customers waitingin line. In this dissertation, we focus on adispatching rule that is
designed to minimize the incidence of setups. We do not consider preemptive
dispatching rules because job interruptions will markedly increase the complexity of
workflow control.

1.4 Research Objectives

The research we present has two objectives. First, we investigate the role of setup
economies in the factory-wide conversion of functional layouts (job shops) to cellular
manufacturing. While the literature has chiefly focused on full job shop to cell shop
conversions, we include both complete and partial factory conversion options (where
asizableresidual shop isleft in conjunction to the cells). Our second research
objectiveisto examine therole of dispatching rulesin the reduction of setups.

1.4.1 Research Issues and Methodology for Factory Conversionsto CMS. Our
research seeks to answer the following questions regarding the results of setup
economies in the cases of factory conversions:

» Can consistent results be obtained as to when the conversion of the job shop to

acdl shop is advantageous?
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* What are the measured setup economies? When are setup economies large

enough to overcome pooling losses?

» How do other cell factors, including reduced batch sizes and use of transfer

batches, affect flow times achieved in cells?

* Canapartia implementation of CMS provide al or most of the benefits of

full conversionto CMS?

The approach taken to answer these questionsis to use a single ssimulation model
to compare functional and cellular layouts across atest bed of factory environments
extracted from the literature. In our attempt to perform such a comparison, we follow
the established practice of most analytical or smulation conversion studiesin using
flow time as the primary performance measure for comparing JS and CM S layouts.
Little' slaw then can be used to relate the flow time to inventory measures such as
length and wait time in queue and number of customersin the system. Weredlize that
the average batch flow time may not directly relate to the total product cost. We
actually capture the flow time of each and then calculate the weighted average, using
the part type demands as the weights. Thiswill be areasonable surrogate for cost if
thereisalinear relationship of cost to piece part flow time. For example, inventory-
related costs are often modeled to be linear in the amount of time each part spendsin
the system. In this case our measure would be a surrogate for part costsif al part
types have the same monetary value. Alternatively, we can use aweighted averagein
which we weight part types by their contributions to the total cost of goods sold

(GOGS). Our contribution isto control the parameter choicesin the data setsin such
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away as to make them comparable. We call this approach standardization. Table 1-

5 lists our assumptionsin the factory conversion part of this research.

Primary performance measure | Average batch flow time

Process flow coordination Asynchronous

Machine selection One machine type specified per operation per part
(no aternates)

Machine input queues Infinite capacity, shared by machine type within job
shop department or cell machine center

Machine operation Sequentia processing on the same machinetypeis
combined within one operation sequence

Machine output queues None: sufficient material handling capacity exists to
move output immediately to next operation

Use of transfer batches Only dlowed in cells

Cell resources No inter-cells moves allowed or job shop to cell
moves alowed: al cells assumed to be independent
and capable of processing part family in entirety

Table 1-5. Assumptions for factory conversion research.

To our knowledge, thisisthe first study where conversion benefits are studied
across data sets selected from different sources in the literature. Our results show that
for agiven region of the parameter space, the conversion to cellular layouts
consi stently produces an advantage even in the absence of the gains resulting from lot
sizeredefinition and lower movement or transport times. In addition, we are ableto
generate caveats for the implementation process from our PCM S results.

1.4.2 Research Issue and Methodol ogy for Analytic Modeling of a Smple
Systemwith Setup. Our research seeks to answer the following intuitive question
regarding setup economies using models of a simple system:

* What istheimpact of the dispatching rule used in the reduction of setups?

The approach taken to answer this question isto apply andytic queueing models

to a system that is ssimple enough to make exact analysistractable. The single-stage,
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single-server system involving two customer classesis the simplest case where setups
occur due to part changeovers. Our choice of this simple system isdriven by the
existence of exact results on flow times and the fact that modeling of setups best
matches the manufacturing environment studied in this dissertation. We start by
establishing a basdline using zero setup, evaluating flow times under FCFS versus a
dispatching rule that minimizes the incidence of changeovers. We then extend the
resultsto the case of non-zero setup. Table 1-6 lists our assumptions for the ana ytic

section of thisresearch.

Primary performance measure | Average batch flow time (batch size = 1)

Setup incidence Incurred when switching from one class of part to the
other (setup magnitude = 0)

Table 1-6. Assumptions for analytic modeling research.

New flow time results are provided using different dispatching rules. These
results are obtained andytically for the case of zero setup times and extended to the

case of non-zero setup time through computational studies.

1.5 Plan of the Dissertation

In Chapter 2, we review the literature relevant to the two distinct parts of this
dissertation. Wefirst review the literature on the conversion to cellular manufacturing
using simulation modeling (including both compl ete transformations and partial
transformations). Next, we review the key sourcesin the queueing literature that
consider single-machine processing in the presence of setups. In Chapter 3, we
present our study of the full conversion of job shopsto cells shops. Thefirst part of

Chapter 3 outlines the factory production environment. Here we describe the choice

19




of data setsincluded in the test bed, identify the manufacturing characteristics of each
data set, introduce the standardization scheme for the simulation study, and describe
the smulation moddl. Section 3.6 describes the results of the simulation runs
comparing functiona and cellular layouts. Of special importance are sensitivity runs
included to study the effect of batch sizes, transfer batches, factory loads, setup
parameters, and dispatching rules. Chapter 4 provides a brief account of our
investigation of partia cellular implementation.

Chapter 5 is devoted to the anaysis of asingle-server system with two classes and
switching (setup) costs. Section 5.1 is dedicated to the zero-setup baseline and 5.2 to
the non-zero setup extension. Chapter 6 contains summaries of the key findings of
our research and outlines severa directions aong which future research can be
conducted. We have also included ashort glossary of key terms used for the reader’s

convenience.
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Chapter 2

LITERATURE REVIEW

This chapter reviews the literature relevant to the two segments of this
dissertation. First, in Section 2.1, we review simulation studies that have dealt with
the conversion of job shopsto cellular layouts for both full and partial conversion (in
apartial conversion, asizable residua shop processes parts along with the cells). In
this chapter, we reserve the term factory conversion for a changein the layout.

The second section, 2.2, reviews the modeling literature for the multi-class,
single-stage processing facilities modeled as queueing systems. Our focusison
analytic models that can handle setup times.

2.1 Conversion Analysis Using Smulation

The comparison of functiona and cellular layouts in the manufacturing of discrete
partsis atopic that has received much research attention over the last decade. This
comparison is often performed when ajob shop (JS) is converted to acellular
manufacturing system (CMS) experiencing the same demand. On the one hand,
reports from industry continue to claim superior performance for cellular layouts,
although the measured improvement seemsto vary substantialy. For example,
Wemmerl6v and Hyer (1989) reported average flow time reductions of 24% for
cellular layouts, whereas Wemmerl6v and Johnson (1997) reported an average

reduction of 61% in throughput times for 27 respondents. On the other hand,
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simulation modding studiesin the research literature have produced divergent and at
times contradictory results in evaluating the effect of conversion on flow times. Nor
istheliterature of one voicein providing aclear basis or aconsistent list of
quantifiable factors that would ensure the benefits of conversion.

The empirica data also showsthat partial conversionisaso used in practice. A
study by Ahmed, Nandkeolyar and Mahmood (1997) indicates that practitioners do
not opt for full conversions and that successful implementation is linked to long-term,
step-by-step conversion to cellular manufacturing.

To facilitate our review of the literature, we introduce our performance measure
now. Since CM is used to improve the efficiency of ajob shop, ajob shop will be the
basis for our performance comparisons. For comparative purposes, the flow ratio
(FR) isdefined asthe ratio of the average batch flow time after cellular conversion to
the average batch flow time of the job shop with the same factory operational
parameters of load, machines and batch size. This definition isdightly different than
that used by Suresh (1992) where the flow ratio related the cellular transformed flow
time to the best job shop flow time which may be measured at a different batch size.
2.1.1 Complete Factory Conversions

In their paper on this subject, Johnson and Wemmerl6v (1996) performed a meta-
analysis of the results of 24 ssimulation studies designed to investigate the
performance characteristics of conversions from JSto CMS. These authors conclude,
“universal evidence regarding the superiority of cellular versus functional systems can
never be provided due to the data dependency involved.” However, they also remark
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that whether cellular layouts outperform their functional counterparts depend on a
complex interaction among severd key factorsincluding the utilization level, the
degree of resource pooling, setup and move time reductions, and batch sizes used.

Toadin our review of the simulation-based literature on factory conversion, it is
useful to compile alist of factors that can be expected to influence the performance of
job shops as compared to cell shops. We then look at the comparisons provided in
Johnson and Wemmerl6v’ s 1996 meta-anal ysis and examine the different factory
conditions tested. In this chapter, our focusis on the setup reduction as the key
advantage of cells, rather than material handling gains.

We define our terms used in thisreview in Table 2-1. We then compare the range
of factors and factor settings in five simulation studiesin Table 2-2. We follow with
reviews of key studiesin the literature (the five in Table 2-2 with others) that use
simulation to investigate factory conversion.

Following the review of the studies, Table 2-4 lists the studiesin chronologica

order and the overall conclusions drawn for each paper.
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Operationg/part

Range in the number of operations per part across all parts

Machine Types | Number of distinct machine types

Machines Total machines

Machines/type Range in the number of machines per distinct machine type

Cdls Number of cellsthe JSis converted into (one cell may bea
“remainder” and process unrelated parts)

Batch Size Batch size used in the JS layout and CM S unless stated
otherwise. A list of batch sizes means denotes experimental
factor settings

Major Setup A magjor setup isincurred if two parts belonging to distinct
families are processed consecutively on the same machine.

Minor Setup Switching between two different part typesin the same family.
Typically less than amajor setup.

Setup Ratio: gbr | Ratio of mgor setup to mean batch run time per part.

Setup Fraction Ratio of minor to major setup per part.

Digpatching Rule | FCFS: First come, first served;

RL: Repetitive Lot (from Jacobs and Bragg, 1988):

(1) A single (pooled) queueisformed for al batches
arriving to be processed at a machine center.

(2) Any arriving batch encountering an available machine
upon entry isimmediately routed to the available
machine where it would require the least setup time. If
no machines are available, the batch joins (or forms) a
queue to wait for amachine.

(3) When amachine becomes available, the next job
assigned to it is sel ected based on the minimum setup
among al jobsin queue. If multiple jobstie at this
minimum setup vaue, the FCFS disciplineis used to
break thetie.

JS Utilization Source JS average machine utilization as measured by
simulation

Cell Transfer Transfer batches used only in cells. No transfer batchesis

Batch Size designated by b, the JS batch size, otherwise avalueislisted

Arrival Rate Distribution of arrivals with its coefficient of variation in

Distribution parentheses.

Setup Time Like arriva distribution above, but for setup

Distribution

Materia Material handling as afraction of part runtime

Handling Times

Table 2-1. Study definitions.
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8 g5 | € |EE| ®E | I:
3 S e @ ol% B =S %O
Parts 40 40 75 50 4
Operations/Part 2-6 1 2-7 37 4
Machine Types 8 1 12 10 4
Machines 30 4 63 31 16
Machines/Type 34 1,1,2 34 34 4
Cdls 5 20r3 1-5 5 1-4
. JS: 32-100
Batch Size 50 5-100 2-80 CM: 5-100
Setup Ratio: 0.06 or .1, .5, 6-0.3 0.3-6.0 1302
s/br 1.0
Setup Fraction:
Min/Maj Setup 0.5 0.1-0.5 0.1-1.0 0,05,1.0
Dispatching aL FCFS, | FCFS, :; CJFSSI‘:)::E;E oL
Rule SPT | FSP, RL ’
cells
o
JS Utilization 60-70% 70b/2 ;\gth 62%, 75%
Cdl Transfer
Baich Size b b b b b,b/2,1
Arrival Rate Poisson . Poisson
Distribution (1.0) Poisson (1.0
V) deterministic | (1.0) 3-Erlang
© (:58)
. Poisson
Sgtup T'T“e Normal (1.0)
Distribution
V) (0.08) 3-Erlang
(.58)
. Poisson
Pgrit stF::Jt?uE)nr:e Normal Gamma (2.0
V) (0.36) (0.7-1.2) 3-Erlang
(.58)
3r - 120r
Materid ~.15(;eggween b(;ete\;)vtzen JSonly: 0
Handling Times| ; iihin cells 75r within | 060
cells

Table 2-2. Comparison of factor levels within ssmulation studies
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Morris and Tersine (1990) studied the full conversion of afive-cell CMS. They
examined the impact of changes of setup ratio, move time, demand stability and flow
of work within the cells on the conversion. The “demand stability” factor regulated
the sequence of part batch arrivals such that there was a maximum interval between
like part types. The work within cells was random and allowed backtracks or part
sequences were dtered to provide unidirectiona flow. Morrisand Tersine (1990)
considered their shop configuration “supportive” of CM due to the independence of
their cells, use of identical lot sizesin both layouts, and use of RL dispatching.

Their results showed that the setup ratio factor could bring the flow time within
5% of the job shop value. In contrast, their base case resulted in an al-cell shop with
flow time 50% greater than the job shop value. When high setup level was
compounded with other factors such as dow JS move times, and unidirectional flow),
the dl-cdl flow time was 10% better than that of the job shop. Overdl, the authors
concluded limited promise for CM. Looking closely at their experimental setupiitis
evident that smply increasing the setup time magnitude for each operation created the
high setup level. Using the same run times, thisincrease in setup burden added to the
machine utilization of both the job shop and al-cell shop and raised al flow times as
reflected in their mean throughput times (see their Table 4). Operating the cell shop
in this high machine utilization region, as noted in the conclusions of Morris and
Tersine (1989), can distort the apparent impact of setup due to the sensitivity of the

flow time to machine utilization.
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Suresh (1991) used a single-operation simulation model with parts from three
families. One of the three families represented 50% of the total partsin the factory
and roughly 50% of the total demand. Although deemed a“family” by the author,
there was essentially no smilarity between parts. Setup discounting was handled
differently than in Morris and Tersine (1990) — setup was not discounted in the job
shop or in the family of unrelated parts and was discounted by aflat rate of 70% or
90% in the cells (independent of processing sequence). The dispatching rules
included a truncated shortest-setup-plus-run-time (SPTT). The SPTT rule calculated
adue date and gave priority to late jobs followed by shortest discounted setup plus run
time. Aseach family was moved to acell, anew batch size for that family was
determined from a pre-sel ected range (approximately 10% of that originally in the
JS).

Even with a 90% setup discount in the cells and at a setup ratio of 0.6, the all-cell
flow time was 25% greater than the job shop value usng FCFS in both job shop and
cells and 9% greater using SPTT in the job shop and cell shop. The study also
showed that SPTT performed better (14%) than FCFS in the job shop using the same
batch size. We observe, therefore, that if SPTT was combined with cell conversion
then it would have resulted in a 6% improvement over the job shop using FCFS. The
authors noted that the flow time of partsin the cellsimproved even though the overal
factory flow time was inferior to the job shop. The authors attributed thisto adverse
effectsin theremainder. We understand these “ adverse effects’ to be pooling losses:
machines were removed from the job shop pool, but the relative load per machine did
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not change. In Suresh (1991), only when the setup discount was coupled with a
reduction in cell batch size (made feasible for the cells from setup reductions) was the
transformed shop capable of improved factory flow times over the JS.

The results of Suresh (1991) appear to corroborate the conclusion of Morris and
Tersine (1990) that large amounts of setup reduction aone are not sufficient for the
cells shop to overcome the pooling losses and outperform the flow time of the job
shop. Although Suresh included similar factors and levels asin Morrisand Tersine,

we notein Table 2-3 that they were handled differently.

Factor Morris and Tersine (1990) Suresh (1991)
. flat-rate setup discount
Setup family-based throughout .
discount the shop applied to two of three cells
only
Dispatching .
Rule(s) Repetitive Lot FCFS or SPT
. 50% of partsin remainder
Remainder . :
cdl none cell and did not receive
setup discounts

Table 2-3. Difference in operating scenarios may confuse comparative results.

Shambu and Suresh (2000) confirmed Jacobs and Bragg (1988) in showing that
RL is superior to FCFS and SPT dispatching rules. Shambu and Suresh (2000) report
similar results as those in Shambu’s 1993 dissertation. They found that in the cells
RL/SPT (part batch with shortest expected processing time picked from queue) is
only marginally better than SPT (without using RL), but both outperform FCFS. The
authors note that the likelihood of identical parts being processed in succession in a
cell issmal so RL rarely impacted the queue. In addition, if the setup fraction is

small then the savings potentia due to eiminating the minor setup is minimal.
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Asin Suresh (1991), the flow time of parts in the remainder shop of Shambu and
Suresh (2000) was found to deteriorate with increasing number of cells, even when
the flow time of the cell partsimproved over their flow times when in the job shop.
The authors used family-based setup in the residual shop like Morrisand Tersine
(1990) and still found increasing flow time. They attribute thisdeclinein
performance of the residual to pooling losses that were not overcome by any residual
shop setup improvements.

The choice of the batch size as afactor in conversion to cellsis central to Suresh
and Meredith (1994), who set batch sizes (one size used for al parts) across arange
for the job shop and then reset them the cell shop configurations. Setups were family-
based with the setup fraction ranging from 10% to 100% (no discount).

Their results with both the job shop and all-cell shop using family-based setup
showed up to a 54% batch flow time reduction from ajob shop to a cell shop (both
with 10% setup fraction). Thiswas assuming cells used use the same batch size asthe
job shop. They report improvements of 58% with batch sizes half that of the job
shop. Thiswastheir most extreme result using equal batch sizes, but it was based on
using ajob shop with average machine utilization over 95%. At another setting, the
job shop was loaded at approximately 75% machine utilization. The resulting
reduction in batch flow time for the same setup fraction in the cell shop was 16% at
the same batch size used in the job shop and 67% at a batch size 1/6™ that of thejob
shop. As expected, the job shop flow times were best with the lowest move time
Setting.
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Suresh and Meredith (1994) concluded that of the factors they studied influencing
the shop performance, setup and run time reduction had the greatest impact as
opposed to batch size and variability reduction. We note that batch size of the cells
did not have to be reduced from that of the job shop for the factory to realize savings
in flow time (aslong as setup fraction was less than 0.5).

Shafer and Charnes (1997) results show that the overall flow time increased with
increasing setup ratio, but decreased with decreasing setup fraction. The flow time
also decreased with transfer batch size. The job shop flow time increased with move
delay. The authors concluded that each of the factors they tested, if set at the
appropriate level, may be sufficient to overcome pooling loss resulting in improved
flow time performance over the job shop. The authors concluded that an all-cell shop
(using transfer batches of size one) can generally reduce job flow time by 45%-65%
over acomparable job shop and showed that without transfer batches less than the
original batch size the flow time could be reduced 11% (assuming 50% setup
fraction).

Table 2-4 summarizes each of studies above in chronological order. The column
labeled “factor” specifies the key factory investigated in the paper. For example, the
first paper listed investigated the effect of move times and the demand distribution on
the conversion. Thelast column, entitled “limitations,” summarizes our observations
on the study from the perspective of the research questions addressed in this

dissertation.
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Other Relevant Full-Conversion Studies

The following studies provide insights on other factors of a more subtle natureto
the factory conversion literature.

Shafer and Meredith (1993) were mainly interested in transfer batches in a study
of datafrom industries. Transfer batches were used exclusively inthe cells. They
reported improvement in performance largely dueto transfer batches. Recognizing
this, looking across their plant-specific results they determined a number of factors

that limit the advantages of cellular manufacturing by limiting the effect of transfer

batches:
1. Short process routes
2. Small batch sizes
3. Short processing times per part
4. Absence of natural part families (reduces ability to form cells, and therefore

the use of transfer batches or cell-based setup reductions)
5. Existence of bottleneck machines (in genera cause large queues, aso reduces
benefit of transfer batches)

Finally, Seifoddini and Djassemi (1997) compared the effect of part mix changes
to a shop configured as ajob shop or all-cell shop. For afraction of parts, part
operations were changed and then the resulting changed parts were re-assigned to
different cells. For example, one part type was eiminated from thefirst cell family at
the same time one part type was added to the third cell family. Each part added to a
part family contained machine requirements consistent with its cell machine types (no

inter-cell moves required). Following this example, thefirst cell experienced a
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reduction in demand and the third cell experienced an increasein demand. Aswe
would expect, the smaller cell machine pools were more sensitive to part changes than
the job shop experiencing the same part changes. We conclude from Seifoddini and
Djassemi that CM S sensitivity to changesis not reflected in the factory flow time
measure.
Full Conversion Summary

The literature provides sufficient evidence that given enough potential, move
time, setup or transfer batches are capable of overcoming pooling losses
independently of the other in cellular conversion. We a so see theindication that the
use of transfer batches and machine loading may be key factorsin cellular conversion.
Review of Meta-Analysis

We now look at the results and then the factor settings compiled in Johnson and
Wemmerlov (1996) more closdly to capture their variety. Figure 2-1 plots the range
of observed flow ratios for 24 studies in the literature summarized by Johnson and
Wemmerl6v sorted by the lowest reported flow ratio. We simply converted the
measure caled RAT (reduction in average flow time) reported by Johnson and
Wemmerl6v into flow ratios and used the lowest and highest flow ratios observed by
the authors of each study in the course of their experiments. Consider the vertical line
indicating aflow ratio of 1.0. Any study for which the bar intersects thisline includes
results where the CM S and job shop have the same flow times. Similarly, if we draw
two additional linesto mark the boundaries of a20% band about the 1.0 line, we can
highlight the regions where a given study shows a clear advantage for either the job
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shop or CMS. We seethe results are mixed. Only one study, namely Shafer and
Charnes (1993), reports flow ratios that lie consistently below 1.0, amgority shows
their range of results entering this region, but with the range extending into region that
show a clear advantage for the job shop. While we wouldn’t expect the ranges to be

the same, we find that some studies have no common cell conversion performance.

Moily et al. (1987)
Suresh (1993) ]
Suresh and Meredith (1994) |
Shafer and Charnes (1993) ]
Shafer and Charnes (1995) ]
Garza and Smunt (1991) ]

Suresh (1992) | [ ]

) 4
) 4

)
)|
) 4
) 4

Leu et al. (1995

Yang and Jacobs (1992

Shafer and Meredith (1990, 1993, 1990 company C
Morris and Tersine (1989

Ang and Willey (1984

Burgess et al. (1993

Jensen et al. (1996) [ ]

Morris and Tersine (1990) I —
Suresh (1991) [ ]

Flynn and Jacobs (1987) small shop ] 1]
Morris and Tersine (1994) ] |

Crookall and Lee (1977), Lee (1985) | =
Flynn (1987) ] ]

Flynn and Jacobs (1986) ] =

0 1 2 3 4

Clear preference for CM « —s Clear preference for JS

Flow Ratio Ranges

Figure 2-1. Disparity of results reported in Johnson and Wemmerl6v (1996).
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There may be anumber of reasons underlying the mixed results on the
comparative performance of functional and cellular manufacturing layouts. The
simulation modeling literature uses flow time to determine the success of the CMS
implementation. Within industry, however, the implementation of cellular
manufacturing may be driven by benefits that are not easily measured by traditional
metricsin computational studies. For example, severa key products may be
segregated into cells to provide better control of operations or quality.

Interestingly, comparative results reported in the literature vary widely even when
flow time istaken as the primary performance measure as measured by a simulation
model. Closer examination shows that the studies reflect different values of key input
parameters and use disparate operational rules as seen in Table 2-3 using the
definition of termsin Table 2-2. Given the wide range of manufacturing settings
investigated, it is not surprising that the results of conversion studies are not
consistent.

2.1.2 Partial Implementation of Cells. We now review the literature on partial
conversion where only part of the original JS factory isorganized into cells. As
mentioned before, this means that a significant part of the factory continuesto operate
asaJS, we cdl thisthe remainder shop. The overal hybrid system is aso denoted by
PCMS (for Partial CMS). We review the studies that specially focused on partial
conversion and follow with asummary in Table 2-6.

Shunk (1976) was one of the first authorsto use smulation for comparing CMS
to JS. Heidentified experimental results where the flow time for PCM S was superior
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to both the JS and dll-cdll settings. However, the study did not offer any insights asto
what lead to this phenomenon. When comparing flow time across the JSto eight- or
nine-cell shop, the minimum flow time generally occurred with three to five cells,
although it ranged from the two-cell to the nine-cell. In some cases the PCM S was
better than the job shop configuration with respect to flow time, while the al-cdll
configuration was worse. Curioudly, the job shop never exhibited the best flow time.

Burgess, Morgan and Vollmann (1993) compared the configuration of asingle
cell with aremainder shop to ajob shop, without evauating the al-cell aternative.
These results are similar to those found in Burgess (1989). The research of Burgess et
al. (1993) focused on the inclusion of labor constraints and we will not be considering
labor constraintsin our research. However, the converted shop in their research was
not labor constrained so their insights on cell loading effects are rel ative to a machine-
constrained shop.

Burgess et al. (1993) varied the fraction of parts sent to the cell. Sincethework in
the cell was discounted, the resources (machines and labor pool) appeared to become
more efficient as compared to the job shop. In fact, the machine and labor pool
capacity did not changein the cell, rather the setup requirement for each part entering
the cell was reduced. The resultant factory-wide flow time was reduced even though
the un-discounted part loading sent to the cell increased from 80% to 120% of the
machine capacity. Of course the 120% loading is mideading because it assumes that

the cell parts are paying afull setup which they are not.



Asshownin Figure 2-2, it took only a 25% setup reduction in the cell to

overcome the pooling losses aslong as at least 40% of the parts were routed to the

cell. Wewould expect the flow curves of Figure 2-2 to rise again when too many

parts were sent to the cell suggesting an optimal loading exists.

1.30
’\A-\l

—A— Cell 30% of parts

i
T —%— Cell 35% of parts
0; 1.00 |
3 —— —B8— Cell 40% of parts
LL N
—o— Cell 45% of parts
0.70 1 \

1.00 0.75 0.50 0.25 0.10

Cell setup fraction

Figure 2-2. Optimal flow time improvements require controlled cell loading.

Burgess et al. (1993) concluded that prorating loadsto cellsin amanner smply

commensurate with the resource fraction found in the job shop resultsin flow times

that are inferior to the job shop configuration. In other words, prorating

underestimates the load that should go to the cell. They suggest machine loading in
genera may be more critical to cellular success than advantages gained through

shorter setup times. For our research, if we wereto pick asingle cell, favorable

machine loading is something we would look for.

Suresh (1991) included an anaysis of a hybrid shop transformation along with the
complete conversion reviewed above. Suresh transformed ajob shop into a hybrid
configuration using either asingle cell or two cells (operating alongside aresidual job

shop). Partsin the job shop and residua were not discounted; parts sent to cellswere
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discounted at afixed rate of 0.3 or 0.1. We see by the flow ratio results of Suresh
listed in Table 2-5 that using asimilar setup discounting scheme as Burgess et a.
(1993), but sending loads commensurate with the machine fraction in the cell, that

pooling loss is not overcome.

Batch size
30 40 50 100
Cell parts setup
(FCFSin factory) fraction JS Flow
Job Shop with four machines
fo'ro 100% of prts na 369 124 121 151
Flow Ratios
One cdll with one machine for 0.3 121 119 111 1.10
20% of parts + residual 0.1 120 116 1.08 1.08
One cdl with two machines 0.3 169 150 122 1.16
for 50% of parts + residual 0.1 168 146 117 112

setup/batchruntime 1.0 08 0.6 0.3
Table 2-5. Deep setup discounts may not be sufficient to guarantee PCM S success.

Suresh (1991) concluded that partia (hybrid) situations are clearly unfavorable
when compared to the JS even with high degree of setup reduction. He noted that the
flow time of the cell partsimproved over the job shop, yet the overall factory flow
timedid not. Thisindicatesthat the residua job shop is adversely affected. Aswe
discussed earlier in this literature review, we expect the effectsin the residual from its
own pooling loss.

Shambu and Suresh (2000) compared ajob shop to a PCM S with aremainder
shop. Shambu (1993) presents smilar results. They showed flow time results
throughout the transition from JSto single cell al the way to five cdls (with a

remainder). Unlikethe PCMS studies of Burgess et a. (1993) or Suresh (1991), the
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study by Shambu and Suresh used family-based setups throughout the factory. Setup
discounts were not, therefore, strictly found in cells. Thistrandated into amore even-
handed comparison of factory environments. They showed that job shops using
family-based setups could use smaller batch sizes than those that did not allow
discounts in the job shop, confirming Suresh and Meredith’s results (1994) for total
conversion.

In their environment, it was shown that the asingle cell shop (with residual) could
be better than the job shop using the same batch size which was counter to the results
of Suresh (1991). Looking carefully at the flow times, however, the residual flow was
4% worse than the job shop but the single cell flow was low enough to compensate
(45% improvement) weighted by itsdemand. At five cdlls, the cellslogged an
improvement of 38% over the JS flow time and were paired with aresidua that was
84% worse than the JS flow time. The net result was still a 12% improvement for
flow times over the JS. This supports the previous research of Burgess et a. (2000),
and Suresh (1991) suggesting that managing both cell loading and residual loading are
important to optimize factory flow time of the PCMS. Finally, the authors
sequentialy picked cells for implementation based on an arbitrary cell numbering
scheme even though they noted that each cell was not equally loaded and therefore
not equa performers with respect to flow time. They concluded from their results
that there were decreasing margina cell gains as the number of cells formed
increases. We do see differencesin the marginal gainsin their results, but (and by
their own admission), it is due to loading differences and thus coincidence in cell
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implementation sequence. This helps motivate our research into the impact of picking
cellsto optimize factory flow time.

More recently, Kher and Jensen (2002) presented a study of PCM S based on a
single data set they modified from Vakharia and Wemmerl v (1990). The authors
measured flow time while serially moving machines (in order of machine number)
from the original job shop to complete pre-defined cells. The significance of the order
of their implementation was not tested. Each machine level of implementation was
run assuming that the cell the machine created or joined enjoyed aleve of both setup
and run time reduction. Thisreduction level was controlled from 5% to 17.5% in
equal 2.5% intervals. These “processing time reductions’ were gpparently applied as
flat ratesto al work within the cells and never to work completed within either the
original job shop or any machines within the residua job shop. The processing
improvements from Morris and Tersine (1989 and 1990) they cite do not include
setup reductions due to family-based processing. The authors used a dispatching rule
that minimized setup incidence (RL), yet did not disclose whether they followed a
family-based setup structure. Another important detail left unspecified was the
amount of setup relative to the run time of work within the factory. In Chapter 3, we
relate these two by introducing the notion of a*setup potential” and show it to bea
key factor in the tota factory transformations. Kher and Jensen’s (2002) results
support those in Suresh (1991) that the cell flow improved, but non-cell residual
worsened and the conclusion in Shambu and Suresh (2000) that the remainder shop
flow time deteriorates as cells are added. By sending amachine at atime they also
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recognized the conclusion of Burgess et d. (1993) that the fraction of the factory load
sent to the cells can be more than the load when in the JS to improve the performance
of the residual job shop.

Table 2-6 mimics Table 2-4 inits structure and summarizes the key studies that

considered partia cellular conversions.
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In summary, the PCM S literature suggests that cell and residua loading are both
important to obtaining good overall factory flow times. An optimum load ratio
between the cell(s) and residua has not been established with the objective of
optimizing the factory flow time. Similarly, even though it has been acknowledged
that cells are not always loaded consistently, the selection of cellsto obtain the best
flow time performance has not been pursued systematically in any of these studies.
We address thisissue in Chapter 4.

2.2 Two-Class, Sngle-Sage M/G/1

We present asummary in Table 2-7 of the contributions to flow time statistics of
two-class models followed by details of the models. Welist the arrival, setup and
service distributionsusing “0” for zero, “M” for Markov, and “G” for general. The
models use either first-come-first-served (FCFS) or an alternative dispatching rule,
called alternating priority (AP) defined by Maxwell (1961) and others. The FCFS
rule suffers from the drawback that setups are incurred based entirely on the random
pattern of arrivals. In other words, no attempt is made to avoid setups. Maxwell
(1961) and others have defined an aternative dispatching rule, called aternating
priority (AP). Under thisrule, al jobsin queue of agiven class are served before
switching to the other class. The server thus aternates between strings of jobs of

either class 1 or class 2 and the idle state, but never switchesfrom class i to class |
(j i) if therearejobsof class i till in queue. Clearly, the AP ruleis designed to

minimize theincidence of setups. Findly, we list the system performance results

from each modd!.



Input Distributions Dispatch ,
Source Arivdl  Setup  Service rle Available Results
Maxwell, Solution for mean
1961 M 0 M AP number in system
Gaver, Moment generating
1963 M G G FCFS function for flow time
Avi-ltzhak,
M axwd I M 0 G AP Exact sol u_t| on for
and Miller., flow time
1965
Miller, o Moment generating
1964 M G G AP function for flow time
Eisenberg, Moment generating
1967 M G G AP function for flow time

WSetup forced at the conclusion of each machineidle period

Table 2-7. Single-server modeling contributions.

2.2.1 Sngle Queue. To anayzetheimpact of setups, we begin with one of the
simplest exact models. a single-server queueing system with two classes of customers.
Gaver (1963) provides results for this system under the FCFSrule. For the symmetric
cases with equal arrival rates, setup times and service times Gaver provides a closed-
form solution. We assume arrivals follow a Poisson process with rate A, for class i
arivals(i =12), A =4, + 4, and with symmetry A4, = A,. The expected setup paid
on switchover to the other classis E(U ). The expected service time paid per part is
E(S).

Toobtain E(U) consider apair of successive arrivals and note that the occurrence
of setup depends solely on whether these are of the same classor not. Let (i, j)

describe the event that the first arrival isof type i and the second arrival of type |
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(i,j =12). Then E(U):ZiE[U|(i,i)]P(i,j) where P(i,j):%ﬁ. Clearly, no

2
i=1 j=1

setupisrequiredif i = j so E[U|(l1)] = E[U|(2,2)] =0. Wethen obtain

EU)= %[E(Ul) +E(U,)]. The utilization to include expected setup is therefore
0= pm[ﬁ? {(EQ,)+ E(uz)}} where p = LE(S)+ 4,E(S,) and for system

stability 0<U <1. Gaver's equation for the expected flow time assuming Ssymmetry

E(U)

isF = Z(l/_%_U)[E(SZ)*- E{(U + S)z}]+ E(S)+T' To solve for the general flow

time using the method of Gaver, we must use numerical methods to solve for a
parameter that isafunction of the 4,’s, E(S)’s,and E(U,)’s.

2.2.2 Two Queues, One Server: Two Classes with Alternating Priority. This
system can be modeled as a semi-Markov process (SMP) (see Wolff, 1989 p.220) and
analyzed using fundamental results from renewal theory. It iscustomary to assume
that the SMPisregular which it obtainsif the state of the system at any time t is
determined by afinite number of state transitions (jumps).

Thistype of problem is solved with renewal theory. If we define the states of a
system such that their selection is Markovian, but allow the sojourn timein each state
to be arbitrary then we have a semi-Markov process (SMP) with embedded, discrete-
time Markov chain (EMC) trangition probabilities (Wolff, p.221). For an EMC, the

stationary probability of state j, p;, representsthe fraction of trangtionsthat are
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visitsto state j . Thefraction of timespentinstate j, 7, , isproportiona to the
transition fraction by p; oc ﬂj/mj where m, isthesojourntimein state j. The
time-averagelimitis limP, (t):mj/lj =7, where |, isthe mean recurrencetime. As

long as Z pm <oo (notingthat 1/m; istherateinto or out of sate j ) then state |

i#]

m.
is positive recurrent enabling usto use: 7, = pj—rjn >0 (Walff, p.223) yielding the
i
j

fraction of timethe SMP spendsin state j .

We start reviewing the two-class, single server model assuming zero setup and an
alternating priority dispatch regime. Maxwell (1961) defines the states using atriple:
the number of items of type-1 in the system, the number of items of type-2 in the
system and an indication of the machine setup: O for idle, 1 for setup for type-1 and 2
for setup for type-2. This state definition loses the setup status of the machine upon
entering the idle state, but thisinformation is not required since setups are assumed to
be zero. Maxwell then uses generating functions and relates the expected number of
items of each type in the system to these generating functions. His resulting equation

for mean number in the systemis:

o o e e

T1-p (- P2 p)2- p,)+ pros]

where p, = 4E(S) and p = p, + p,.
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Avi-Itzhak, Maxwell and Miller (1965) computes wait times by conditioning on
thejob arriva class and the state of the system. A random arrival experiences await
time based on the current class of work being processed. If the arrival is of the same
class, then it must wait for the existing job to be completed aswell asal jobs of its
classahead of it inline. If the arriva faces the server working on the other customer
class, then it must wait for processing of al jobs of the other class to be completed as
well asthe jobs ahead of it of the same class. Flow times are calculated based on
summing the conditiona probabilitiesthat the random jobs arrive within a specific
block of time (acycle). Fortunatdly, a closed-form solution is available for this

infinite sum (number of potentia cyclesto consider). Thetype-1 mean flow timeis:

_ + %E(Sf)J, hpbE(S)+ Aol pVE(S)) enotethe
E(F)=E(s) 21-p,) 2- pi))(l—p)((l— pl)(f—pz)wlpz)' Wenateth

similarity to the P-K formula: the first term is the service time, the second term isthe
wait due to FCFS within a cycle and the third term adds the expected wait for the
other class of work to end its processing.

Miller (1964) modified the procedure of Avi-ltzhak et d. (1965) procedureto
handle non-zero setups. Miller’s model assumed setup at the beginning of every busy
period, the unbroken work interval between idle periods, regardless of the type work
ending the previous busy period. The mean flow time is computed by conditioning on
the type of cycle arandom arrival sees upon joining the system. The vaues of mean
flow time are expressed ana ytically, but numerical methods are required to

approximate the infinite sums encountered. Miller also showed that dueto the
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reduced incidence of changeover in high traffic the system will not saturateif p <1

where p =>" 4, E(S ), independent of the setup magnitude.

Miller (1964) uses a description of the system state that does not keep track of the
last class served prior to an idle period for the machine. Since asetup isincurred at
the start of each busy period, it is unnecessary to record thisinformation in the state.
Naturdly if p, >> p,, it may be that the job starting the next busy period matches the
class of the last period before going idle. In such acase, Miller would assumethat a
setup occurs even though it is not required. In the case of equal Poisson arrival rates,

the probability of two arrivals of the same type in succession (last of previous busy
1 2
period and first of next busy period) is 2 x (Ej =0.50. Inthe case that the busy

period ends with equal probability of each type then we would expect that 50% of the
subsequent busy periods would not need to start with a setup.

Eisenberg (1967) addressed the case of “setups as needed” by using aricher state
description than Miller (1965). Eisenberg considers the embedded Markov process of

gueue lengths at the instant of service completion, and includes the class of service
just completed. Thus, state | denotes“server isat line i and m customers are
waiting at line 1 and n customers are waiting at line 2.” This state definition is event
driven: it provides a snapshot of the system whenever adeparture occurs. Theidle
dtates are exceptiond in this regard: the probabilities of states ¢, and 2, (theidletime)
are the same for the imbedded and general-time probabilities. Solutionsto his model
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also require numerical methods based on known values due to the existence of an
infinite sum.

Eisenberg also provides three limiting cases. Firgt, in the special case of zero
setup times, he provides await equation that agrees with Avi-Itzhak et a. (1965).
Next, when service times are assumed to be zero so that only setup remains,

Eisenberg provides both the probability of idle with the machine ready to work on

type-1, 7,, and the mean wait time. The last limiting caseis for symmetry where the

following are the same for both classes: 4, E(S ), E(S?) E(U,).EU?). The

symmetric result is consistent with that of Avi-Itzhak et a., and the overall wait time
isthe same as for FCFS.

Sykes (1970), Eisenberg (1972) and Takagi (1990) investigate a different
dispatching regime. They al assume that when a queue has been exhausted the server
immediately switches over to the other customer type. Further, the server performsa
setup upon switchover and this is done whether or not any jobs are present at the other
gueue. If there are no jobswaiting in that queue after the setup is complete then the
server moves back to the other queue setting up again (again, whether or not there are
jobswaiting). If acustomer of class j arrivesjust asthe server initiates a setup for
class i and there are no class i present in the gqueue to be worked (and none arrive
during the setup time) then he must wait yet another setup delay while the server is

switched back towork on class | .



Cooper, Niu and Srinivasan (1999) show that some classes of state-independent
setups (setting up whether or not work is waiting at that queue) yield equa or even
lesswait times than their state-dependent (setup only when there iswork in the queue)
setup classes. They consider aswitchover time, the time required for the server to
travel from queue k —1 to queue k, in addition to setup time (the time required to
prepare for work at queue k) and processing time at queue k. If weassumein a
manufacturing setting that the review timeimmediately after a service completion to
consider if there are jobsimmediately available for processing is zero then the
analogous switchover timein Cooper et d. iszero. Left with only setup times and
processing times, they concede that state-independent setup regimes are at best equal
in expected wait time to their state-dependent counterparts and if any variability is
present in the setup distribution then the state-dependent regime encounters less
expected wait than its state-independent counterpart.

In summary, resultsfor general setup and genera servicetimetypically require
numerical methods due to the existence of an infinite sum term. Certain
simplifications can be applied (as are donein cyclic models), but restrictions on setup
variability quickly reduce the potential in suitability of such modelsin theo
manufacturing environment. There still may exist rules between the extremes of
state-dependent and state-independent that allow polling models to be adapted to
manufacturing. For example, one can devise decision rules for setup incidence that
consider the probability of customer arrival type within agiven timeinterval that
corresponds to idle time prior to committing to a setup.
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Chapter 3

FACTORY CONVERSION TO CELLULAR MANUFACTURING

SYSTEMS

The objective of this part of the research isto use a single smulation model to
compare functional and cellular layouts across atest bed of factory environments
extracted from the literature. In our attempt to perform such a comparison, we follow
the established practice of most anaytical or simulation conversion studiesin using
flow time as the primary performance measure. We use the flow ratio (FR), which we
define astheratio of the average batch flow timein the after cellular conversion to the
average batch flow time of the job shop with the same factory operationa parameters
of load, machines and batch size. Therefore, measures below 1.0 indicate flow time
superiority for the transformed shop.

It iswell known that flow time deteriorates when the size of the machine pool is
reduced, the pooling loss, as described in Chapter 1. Therefore, for the cellular layout
to outperform the functional layout, the pooling loss must be compensated for by
reductionsin setup or move times. The key trade-off we consider is between pooling
loss and setup reduction. While anumber of well-known studies in the literature have
studied this tradeoff, each has used its own data on demand, manufacturing
capabilities, parts structures, and operating rules. This makesit difficult to compare

the results across the disparate data sets. For this research, we have selected six
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studies from the literature that provide sufficiently specific information for our
simulation model. We fedl that these studies provide us with sufficient diversity in
terms of the parts, machines, and operations, used in the manufacturing simulation.
Having ensured that the same operating rules and measurement procedures apply to
all data sets, we proceeded to choose a common range of key parameter values. We
call this process standardization, although it may also be viewed as afocusing on a
region of the parameter space where the six different data sets we selected can be
compared. Of specia importance in this standardization is the use of the same magjor-
minor setup structure and identical operational rules across all datasets. This
provides alevel playing field for our smulation study.
3.1 Factory Environment and Notation

We now describe the main characteristics of the factory environment and
introduce the notation used in our simulation study. Each data set specifies a set of
available machines and a set of demands for parts. The demand is given as a set of
parts, with associated operations sequences, part families, and demand levels. The set

of partsisindexed by i =1,...,1 . Each part i hasaunique operations sequence

consisting of G(i) operations.
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For each part i, the following information is available as input:

V(i) = demand for parti in units/year

G(i) = number of operations required by part i

k = operationindex wherek =1,...,G(i)

= machinetyperequired for thek™ operation of parti

= expected run timefor asingleunit of i onitsk™ operation

)
)
sli, k) = expected major setup timefor i onitsk™ operation
)
)

We assume that the demand for part i occursin batcheswith mean A(i) defined

as part demand divided by batch size, A(i) =V/(i)/bli). Sequentia processing on the

same machine type is combined within one operation sequence so that

O(i,k)= O(i,k +1) for all k.

In this research, we do not investigate the effect of move times on the conversion

benefitsin much detail. We argue that move times are negligible in cells due to the

proximity of machines. In the job shop, move times may suffer due to congestion

effects or limited transport resources. Aninvestigation of this effect is beyond the

scope of thisresearch. However, we should note that if move times simply reflect

known transport times, then their effect can be studied ex post as described later in

this chapter.
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3.2 Job Shop Operation

Thejob shop is configured in afunctiona layout with J departments, where
department | housesthe all the NM(j) copies of machinetype j. All machinesare

available 100% of the time at full capacity. Upon entry, each batch of part i
immediately reports to the department required by the part’ s first operation O(i,1).
The batch then travels from one department to the next following its operations
sequence, until al of its G(i) operations are completed. The batch flow timeis

measured from part batch introduction into the factory (from receiving) to part batch
leaving the factory (sent to shipping).
3.3 Sandardization Scheme

An important theme of the present study isto pursue adua objective. On the one
hand, we wish to preserve the main characteristics of the various data sets as studied
in the literature, since these do differ in such key inputs as the number of parts,
number of part families, and the operations required by these parts. On the other
hand, we wish to use uniform operating rules, and a comparable setup structure, batch
size, and job shop load across dl data sets. We believe that thisis necessary to gain
any general insights. For example, papersin the literature differ in how they account
for setupsin the job shop and the cells. We use the same setup structure and measure
setups in the same way in both layouts. In what we call operational standardization,
we ensure consistency in the flow control disciplines and adopt a common range of

parameter aslisted in Table 3-1. These values may be compared to Table 3-2, which
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lists the rules and parameters adopted by each of the sources used in our test bed. We
now discuss and try to justify the choices for each of our baseline parameters.

3.2.1 Batch Sze. We use acommon batch sizein the job shop for all parts. From
the literature, we have noted that batch sizes are generaly small for job shops. Batch
sizes used for the job shops studied by Suresh (1991, 1992), Shambu (1993), Suresh
and Meredith (1994), and Shambu and Suresh (2000) were 50 or less. Wetherefore
used arange of 25-50 for our batch sizes. In thisresearch, we do not use transfer
batches within the job shop: Transfer batches make sense for cells where all machines
are placed in close proximity of one another. This makes manua or automated
machine-to-machine hand-offs reasonable. Job shop departments typically involve
much longer distances and require materia handling equipment to transfer goods. In

the cell shop, we use atransfer batch sizethat isequal to b, b/2, or 1, where b isthe

original batch size used in the JS. Smaller values of batch sizesin the cells were used
in the sensitivity runs.

3.2.2 Setup Structure. We use amajor-minor setup structure whereby the setup is
amajor setup, aminor setup, or no setup at al. The same setup structureis used in
both the job shop and the cell shop. Theincidence of setupsistied to the family
structure of partstypes (recall that the | part types are partitioned into F families
numbered f =1,...,F). A mgor setup isincurred if two parts belonging to distinct
families are processed consecutively on the same machine. Switching between two
different part types in the same family incurs aminor setup. Naturally, no setupis

required if a machine processes two batches of the same part type consecutively.
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3.2.3 Setup magnitudes. Past studies have shown that the relative magnitude of
setupsis an important factor in conversion studies [see Morris and Tersine (1990),
Suresh (1991, 1992), Suresh and Meredith (1994), Shafer and Charnes (1997),
Shambu and Suresh (2000).] We therefore control the setup potential, which refersto
the amount of setup reduction that can be realized by cell conversion. Setup potential
involves the choice of two parameters-- the setup ratio and the setup fraction. The
setup ratio isthe ratio of mgjor setup, <, to batchruntime, b-r . The setup fraction
isthe ratio of minor to major setup. We standardize the setup ratio at 1.0. We
selected 1.0 by considering the ranges used in earlier papers. Morris and Tersine
(1989) use values ranging from 0.06 t01.0, while ranges of 0.4-2.3 and 0.3-6.0 are
used in Yang and Jacobs (1992) and Suresh and Meredith (1994), respectively. We
standardize the setup fraction at 0.20. Thisratio is consistent with the simulation
studies of Jensen et d. (1996) and within the range of setup fractions of 0.1-0.9 used
in Garzaand Smunt (1991) and Suresh and Meredith (1994).

3.2.4 Choice of Dispatching Rule. We use the repetitive lot (RL) dispatching rule
across dl departments. Thisruleis used to minimize the incidence of the setup paid
and Jacobs and Bragg (1988) found this discipline superior to FCFS. Shambu and
Suresh (2000) have confirmed its superiority to both FCFS and SPT in the job shop
and cell environment with setups. It isalso an appealing rule to use given our setup
structure. The RL dispatching rule operates as follows:

1. A single(pooled) queueisformed for all batches arriving to be processed at a

machine center.
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2. Any arriving batch isimmediately routed to the available machine where it
encounters the least setup time. 1f no machines are available, the batch joins
(or forms) a queue to wait for amachine.

3. When amachine becomes available, the next job assigned to it is selected
based on the minimum setup among al jobsin queue. If multiple jobstie at
this minimum setup value, the FCFS discipline is used to break thetie.

3.2.5 Batch setup and run time

This choice specifies the magnitude of (s+br). Whilethisvalue may depend on
the part, the operation, and the machine type used, we standardize the part processing
time by selecting distributions for the setup and run times. We usethe k — Erlang(3)

with k =2 and £ = mean of the setup or run time. We chose this distribution

because it has |less variability than the exponential (CV = 0.707 versus 1.0). Being
non-symmetric (and skewed to the right), this distribution is more suitable for the time
to complete atask (Law and Kelton, 1991, p.186; Pegden et d., 1995, p. 40). We
provide results of other choices of distributionsin Appendix A.

3.2.6 Factory Loading and Measurement. The overall level of utilization in the
job shop has a mg or impact on the magnitude of pooling losses observed. Based on
the studies used in our test bed, we use atarget of 65% for the average machine
utilization in the job shop. For examples, Morris and Tersine (1990) loaded their job
shop at 60%-70%, Garza and Smunt (1991) used 60%, and Suresh and Meredith
(1994) chose 70% for their job shops. Vaues of other studies appear in Table 3-2.

We reach our target utilization by adjusting the overal factory demand (retaining
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relative product mix ratios) until the ex-post utilization value reported by the
simulation lands within 2% of thistarget value. A summary of standardized

parametersisin Table 3-1.

Factor Proposed standard
Batch Size, b 2510 50, fixed for all parts
Transfer Batch Size b
Part Batch Arrival Rate :
Distribution Poisson, V=10
Setup Time Distribution 2-Erlang, CV=.7
Run Time Distribution 2-Erlang, CV=.7
Setup Ratio = s/br 1.0, fixed for all part operations
identical = O setup
Setup Structure distinct within same family = minor setup
distinct families = major setup
Setup Fraction = Minor/Mgjor
0.2
Setup
Dispatching Rule repetitive lot (RL)
Material Handling unconstrained capacity, 0 move time
Labor unconstrained
Job Shop Ayera_ge Machine 65% +2%
Utilization
Machines 100% available at all times

Table 3-1. Choices and parameters values for operational standardization.

3.2.7 Formation Sandardization. We expect conversion resultsto be sensitive to
the particular choice of cells. The configuration of cells formed must therefore be
closaly monitored. In formation standardization, we ensure that all data sets usethe
same cell formation technique. Whilethereisavast literature on cell formation
techniques (e.g., Singh and Rgjamani, 1996), our interest isto choose asingle
algorithm that we can apply to al six data sets. We chose the cell formation
procedure due to V akhariaand Wemmerl6v (1990) because it considers both

sequences and capacities, factors that are left out in earlier cell formation techniques.
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Vakhariaand Wemmerlov' s method first groups parts by the commonality in their
operations sequences and then proceeds to assign machines to such groups to provide
sufficient capacity to meet demand.

In what follows, the standardized cell configuration refers to the design produced
by the Vakharia and Wemmerl6v algorithm (V-W) when applied to each data set.
This procedure generally resultsin cells that differ from the CM S configuration in the
original datasource. Infact, differencesin the number of cells or number of machines
of each type can both arise. In any case, for each data set, we run the ssmulation
model twice, once for each cell configuration (source and V-W).

3.4 Choice of Data Sets

One of the objectives of thisresearch on factory conversionsisto useasingle
simulation model to run all the data setsin the test bed we selected. Since sources of
these data sets (as published in the literature) refer to different factory environments
and/or modeling assumptions, the uniformity required for the inputs to our smulation
model isnot easily obtained. Of the 24 data sets cited in the Johnson and Wemmerldv
(1996) overview of modeling studies, we used six in our simulation studies because
they provided information specific enough for our model. We supplemented these
with two data sets from Morris (1988).

Werequire four eigibility conditionsin selecting data sets for our study.

1. Theorigina data source must provide acell configuration; the number of cells

aswell as the assignment of machine types and parts to each cell must be

specified,



2. Thecell configuration provided must not require inter-cell moves,

3. Thenumber of machines of each type must be specified for both job shop

departments and each cell, and

4. At least one machine type must have more than one copy in the origind

functiona layout.

Thus, condition (3) excludes a number of data setsin the literature that form cells
based on part-machine incidence, but do not unambiguously define the machine types
used. A number of data sets were eliminated by condition (4).

In constructing our test bed, we sought data sets that provided some details on
operations sequences, setup and run times, arrival and processing distributions, and
available machinesasin Table 3-1. Our fina test bed therefore uses six data sets
from eight sourcesin the literature (see detailsin Table 3-2) - all but two were used in
prior smulation studies by their authors. None of the authors provided an explicit
description of the cell formation technique they employed to configure their cell shop.
The source for data sets 2 and 3 does not provide simulation results for these data sets.
However, this source does supply the required part and machine structure along with a
cell solution; we generated the balance of the operational data.

Table 3-2 lists the operational settings for all data sets as provided in the original
papers. A glance at thistable shows considerable differences among these settings,
arguing the case for standardization. Table 3-3 shows the data sets after

standardization.
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Table 3-2. Data sets used in analysis as reported by source
(blanks denote omissions by source).
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In examining Table 3-2, we particularly focus on five factors that are important to
usin this study: batch size, setup ratio, setup fraction, dispatching rule and job shop
loading. Therewas awide range of setup ratio. Some studies (1, 5 and 6b) evaluated
the same shop over arange of setup ratios. In the case of study 4, the setup and run
time per part were fixed so when the authors varied the batch size the setup ratio
changed, too. The setup fraction reflects the setup discounting for similar batches
processed in sequence. Studies 1 and 4 tested for this factor explicitly, while the
others used a midpoint value of 0.5.

When using smulation to evaluate their factory performance, each source selected
acertain load for the job shop, and then replicated the same demand for the cell shop.
The average job shop machine utilization varied from 44% to 86% from data sets 6a
and 5, respectively. The authorsin study 4 chosethe b =50 casefor their job shop
standard for comparison, which resulted in an average machine utilization of 70%.

Our experiments focus on machine-constrained environments; we do not consider
labor constraints. When labor and machine are both limited, then the conversion
study must study the interaction between these two factors asillustrated in Suresh
(1993) and Morrisand Tersine (1994). Infact, labor constraints were absent from all
studiesin Table 3-2, except for study 6c.

For convenience, we report the material handling time included by some of the
studies for travel between departments. When included, the time varied from 15% of

asingle part runtime, or 0.15r (data set 6b) to 120r (data set 4), with the average
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being approximately r. Materia handling was aways assumed unconstrained so
travel time and not time due to materia handling congestion was included.

Upon standardization, data sets 6a-6¢ collapse into asingle data set in our test bed
identified smply asdataset 6. Table 3-3 contains the fina standardized values of the

parametersin our test bed.

Data Set ID
1 2 3 4 5 6
Parts 60 24 45 50 18 40
Operations/Part 4 24 26 37 14 26
Machine Types 8 6 14 10 4 8
Machines 24 20 3 31 10 30
Cdls 6 4 4 5 3 5
Batch Size (b) 25 25 25 32 25 50
Cdll Transfer Batch Size b
Arriva Rate Distribution (CV) Poisson (1.0)
Setup Time Distribution (CV) 2-Erlang (.7)
Part Run Time Distribution (CV) 2-Erlang (.7)
Setup Ratio (s/br) 1.0
Setup Fraction:min/maj setup 0.2
Dispatching Rule RL
Material Handling Times 0
JS Average Machine Utilization 65%

Table 3-3. Data sets characteristics after operational standardization.

We did not expect the standardized formation technique to provide the same cell
configurations as specified in the sources. Table 3-4 lists the differences between

configurations in the source and standardized designs.
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Data Set ID
1 2 3 4 ) 6

Number of cells from source 6 4 4 5 3 5

Number of cellsusing

standardized formation 4 4 5 2 5

Machines from source 24 20 35 31 10 30

Machines using standardized

) 24 20 41 32 10 32
formation

Table 3-4. Comparison of cell designsin source and standardized configurations.

3.5 Metrics and the Smulation Model

The primary metric for the ssimulation mode is average batch flow time. The
simulation a so tracks key explanatory output measures including average batch setup
and machine utilization. While the smulation mode is capable of measuring move
time, we do not do so here based on our standardized move time of zero. The
expressions used to calcul ate these measures are listed in Appendix B.

Weevauate all six data sets with the same simulation model. Our model was
designed to possess sufficient generality to apply to both job shop and cellular
configurations. Each data set was first runinitsjob shop configuration using the
operationa standardization. We then evaluate the CM S layout following the cells
designs provided by the data source and ensure that the CM S run uses the same
relative part volumes as the job shop configuration. In keeping with recent industry
survey results (Marsh et al., 1999), we alow for aremainder cell to process non-

related parts.
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Each experimental condition tested was first warmed-up from an empty factory
for aperiod long enough for the WIP to stabilize viainspection of time series plots as
developed by Welch (1983). The end state of the warm up period was saved and used
for initial conditions for each of 100 replications starting with different random
number seeds to avoid autocorrelation. Each replication was run long enough for
each part type to have at least 250 completed batchesin order for arrival and service
distributions to be adequately represented in the results. For example, data set 2
containing 24 parts and 100-minute flow times was run for approximately 100,000
simulated minutes per replication. The same set of random number seeds used across
replications was used across data sets to reduce variability. Typicaly, testing asingle
data set required 300 ssimulation runs (each data set run at three levels and replicated
100 times). The comparisons between job shop and CM S flow times under
operationally standardized conditions as listed in Table 3-5 are adl based on thisrun
length and n =100 replication scheme.

Welist both the mean and standard deviation of each statistic in the tables that

follow. Themean for each statistic is calculated as X = )’ x, /n where each

replication provides adata point and n isthe number of replications. The standard

deviation is then calculated as s(x) = —1 . Thisdatais sufficient to then

calculate confidence intervals. The confidence interval using thet-test asoutlined in

Pegden, Shannon and Sadowski (1990, p.177) iscalculated as h=t, ., ,,S(X).
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The ssimulation model is written in GPSS/H (Schriber, 1974; Henriksen and Crain,
1989). The model was run on a266 MHz AMD K6-based PC running Wolverine
Software’ s GPSS/H Professiond (Release 3: 1995). The execution time per
replication per level for each data set was roughly two minutes and equa since each
shop was loaded at the same level of congestion.

3.6 Smulation Results Comparing Functional and Cellular Layout

Our goal isto measure the results of conversion and to evaluate their consistency
across data sets. Prior to showing overal flow time results, we examine the measured
setup reduction resulting from the conversion to CMS. We then use thisinformation
aswell as congestion effect to explain the overall flow time results.

3.6.1 Setup Reduction Effect. We expect asignificant reduction in setups as we
convert to CM S since major setups are eliminated whenever a part family is assigned
toasinglecel. Tables3-5and 3-6 list the average setup time per batch for both CMS
and JS layouts as reported by the simulation output. In these tables, the setup is
measured as a fraction of the JS flow time per batch (which is normalized to 1.0 for
each data set). Each flow ratio data point isthe ratio of the average batch flow time of
the transformed shop to the original job shop for the same replication. The setup
reduction is calculated as (1 — transformed shop setup/job shop setup)* 100% for each
replication. We observe in Table 3-5 that the setup reduction is very consistent across
data sets and ranges from 69% to 77% with an average setup reduction of 73% per

batch. The confidence interval using thet-test is calculated as h=t,, ., ,S(X) sofor
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the setup reduction for dataset 1, h = (1.9842)(0.001) = 0.00198. We therefore have

95% confidence that the true mean is within 0.00198 of 0.69 or roughly within 0.3%
of our estimate of 69% (0.00198/0.69). Table 3-6 liststhe results when formation
standardization is used for each dataset. We get smilar resultsindicating that the
standard cell configuration can also reduce setups significantly.

Operational Standardization
Data JS setup CMSsetup  Setup reduction Flow ratio
set mean stdevn. mean stdev mean stdev mean stdev
0.293 0.002 0.090 0.001 69% 0.001 0.72 0.003
0.286 0.003 0.066 0.001 77% 0.002 0.87 0.010
0.201 0.004 0.060 0.001 70% 0.002 0.89 0.013
0.299 0.002 0.085 0.001 72% 0.002 0.78 0.005
0.267 0.001 0.069 0.000 74% 0.001 0.80 0.004
0.322 0.002 0.078 0.001 76% 0.001 0.82 0.006

average 73% 0.81

OO WN P

Table 3-5. Setup reductions and associated flow ratios for Operational
Standardization

Formation and Operational Standardization
Data JS setup CMSsetup  Setup reduction Flow ratio
mean stdev  mean stdev mean stdev mean stdev
0.295 0.002 0.105 0.001 64% 0.001 0.71 0.004
0.284 0.003 0.075 0.001 74% 0.002 0.86 0.008
0.250 0.004 0.079 0.001 68% 0.002 0.99 0.006
0.303 0.002 0.133 0.001 56% 0.002 0.93 0.007
0.149 0.004 0.069 0.003 60% 0.003 1.15 0.069
0.307 0.003 0.088 0.001 71% 0.003 0.92 0.014
average 66% 0.93

ou s wnN (g

Table 3-6. Setup reductions and associated flow ratios for Formation and
Operationa Standardization

3.6.2 Overall Flow Time Improvements. To compare flow times, we ran each
data set with the source and the standardized cell configurations. The results appear

in Table 3-5 and Table 3-6, respectively. The setup reduction realized in the cells
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tended to overcome pooling losses to outperform job shops by an average of 19%
corresponding to aflow ratio of 0.81. The confidence interval using thet-test is

caculated as h=t, ,, ,,S(X) sofor the flow ratio for data set 1,

h = (1.9842)(0.003) = 0.00595. We therefore have 95% confidence that the true

mean is within 0.00595 of 0.72 or roughly within 1% of our estimate of 0.72
(0.00595/0.72). The formation standardization results show an average improvement
of seven percent from conversion corresponding to aflow ratio of 0.93. This 7%
average improvement increasesto 13% if we exclude data sets 5 and 6 containing
bottlenecks (see Figure 3-1 for high utilization levels for these data sets). We remind
the reader that standardized formation resultsin changes to the number of cells and/or
machines as shown in Table 3-4.

It is useful to compare our results with the findings of Suresh (1991) who
investigated the level of setup required to overcome the pooling loss (Suresh cdls
thisthe breakeven ). Using an analytical model, Suresh (1991) reduced the
magnitude of the setup ('s) in the cells by 80% to overcome the pooling loss. A CMS
with thislevel of setup reduction will then have the same flow time as the job shop.
The results of our tests are more favorableto CMS. We show an average
improvement of 19% in flow time with a corresponding setup reduction of 72%. We
should note that the 80% figure cited from Suresh (1991) corresponds to a simulation
example using FCFS, no setup discounting in the job shop, and a flat-rate discount in

thecells. If welook for operating assumptions closer to ours, we should consider
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Suresh’ s family-based setup configuration for the job shop. The conversion of this
configuration to cells (using the same 80% setup reduction and alot size of 20)
indicated an improvement of 22%, which is more consistent with our smulation
results.

To gain some insights into the flow times reported in Table 3-5 and Table 3-6, we
can examine the changes in machine utilization in greater detail. Figure 3-1 shows
the average overal utilization levels for JS and CM S for each of the six data sets
(Iabeled on the horizontal axis). Also shown are the maximum and minimum average
utilization levelsrealized across al machinetypes. As expected, the average
utilization for the job shop stays close to the target line of 65%. Thisis because we
adjust the load on the JSto attain thistarget utilization within two percent. The
simulation output shows that the average utilization after conversion to CMS is 48%
(thisisthe lower dashed linein Figure 3-1). Thus, on the average, conversion yields
an overal reduction of 17% in the average machine utilization.

Next, we examine the utilization levels by machine type. Since conversion
involves segregating pools of machines in departmentsinto cells, imbal ances may
arise readily unless the cell formation technique takes capacity issues carefully into
account. In fact, the range of machine utilization (computed as the difference between
maximum and minimum levels) increases elght percent when the JS is converted to
CMS using the source formation technique reflecting the machine loading imbalance.
The standardized cell formation technique produces awider range (25% as compared
to eight percent for the source configuration).
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Figure 3-1. Comparison of machine utilization for JS and CM
(the asterisk refers to standardized formation).

In eight of the 12 results tabulated (5 out of 6 from source and 3 out of 6 for
standardized formation), conversion succeeds in reducing both the average and the
maximum utilization. These are the cases that show favorable flow time reductionsin
Table 3-5. It isworthwhile to examine the other four cases where the maximum
utilization has not been eased: 2*, 3*, 5*, and 6*. First we note that machine types
utilized less than 65% in the job shop did not have utilization levels exceeding 65% in
any of the cells. We therefore provide additiona utilization detail form those machine
typesthat are utilized more than 65% in the job shop. Asseenin Figure 3-2, each of
the four cases where the maximum utilization is not reduced exhibits a bottleneck in
at least one of the cells. Such bottlenecks arise ssimply because of the way machines

may be distributed among the cells during cell formation.
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Figure 3-2. Simulation results for machine types with utilization above 65% in the
JSlayout. Inthejob shop, JS- | denotes machinetype j. Withincells, Cc- |

denotes machinetype j incdl c.

For example, in data set 2 (using standardized formation), we single out machine
types 1 and 2 in the JS since their utilization exceeds 65%. Additionaly, we show the
utilization for these two types wherever they occur in the cells. It isclear from Figure
3-2 () that the utilization of machine type 1 isreduced in cells 1, 2 and 4, but

machine type 2’s utilization has increased relative to the job shop to 81%in cell 1 and
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isreduced in cells 2, 3and 4. The parts being processed in cell 1 requiring machine
type 2 experience severe congestion resulting in a high flow ratio for the entire factory
asseenin Table 3-5. Example (b) through (d) in Figure 3-2 show similar bottlenecks
in datasets 3, 5 and 6, when standardized formation isused. In summary, these
examples shows that bottleneck effects can dominate the results on flow time in away
that cannot be captured by system-wide average utilization aone.

3.7 Sengitivity to Key Operational Factors

In this section we investigate the senditivity of flow timeto four key factors. First,
we eva uate the effect of using smaller batch sizes or transfer batches in the cdlls.

Next we evauate the effect of job shop loading. Then we study the sensitivity to the
two key parameters of the setup structure. Finally, we compare the effects of the
dispatching rule.

3.7.1 Batch Sze Reduction and Transfer Batches. Our results of the last section
matched the batch size in the cells with the original batch size used in the job shop.
However, previous research (e.g., Suresh, 1991) shows that the setup reductions
realized alow us to use smaller batch sizesin the cells than in the job shop and that
this can have a profound effect on the flow time of cells. Moreover, cells can aso
make the use of smaller transfer batches possible, since machines are located in close
proximity in cells. We therefore study two changesin the cells: (a) cutting the batch
sizeto haf itsorigina vaue, and (b) use of transfer batches of sze one. Thefirst
choice should provide a good idea of how a 50% reduction of batch sizes affectsthe
CMS. The latter tests the extreme case of unit transfer batches to assess the maximum
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potential benefits small transfer batches are capable of producing (from Wagner and
Ragatz, 1994, we know that moving to smaller transfer batch sizes within cells
continues to produce benefits when no additiona setup isincurred).

Table 3-7 compares the flow ratios for the job shop with batch size b and the

CM S under four settings: the origina batch size b, the reduced batch size b/2, and
transfer batches of size one used with either b or b/2 asthebatch size. In al cases,

the flow time improves when asmaller batch size or atransfer batch of size oneis

used.

JStoCM JStoCM

JSto CM JSto CM basdineb reduced b
Data basdine b reduced b withTB=1 withTB=1
st b mean stdevn. mean stdevn. mean stdevn mean stdev
1 25 0.72 0.003 0.46 0.003 0.37 0.001 0.28 0.001
2 25 087 0.010 0.56 0.016 0.57 0.015 041 0.012
3 25 089 0.013 0.63 0.011 0.61 0.010 0.49 0.013
4 32 078 0.005 0.50 0.004 0.38 0.003 0.30 0.003
5 25 080 0.004 0.50 0.003 0.51 0.004 0.36 0.003
6 50 082 0.006 0.52 0.007 0.45 0.004 0.34 0.005

average 0.81 0.53 0.48 0.36

Table 3-7. Flow timesin cells with smaller batch size or transfer batches
(JS flow time with batch size b provides baseline of 1.00).

For example, in data set 1, direct conversion to CM S reduces the flow time by
28% (flow ratio is 0.72) as compared to the job shop even when the same batch sizeis
used. The use of batch size of b/2 provides an additional improvement of 26% (0.72-
0.46 = 0.26), the use of unit transfer batches with the origina batch size provides a

35% (0.72-0.37 = 0.35) improvement over the advantage of conversion aone.
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Overal, the batch size reduction to b/2 improves upon the advantage of conversion

alone by 28%. Using transfer batches of size onein the cells provides an average
improvement of 33% over direct conversion (CMS with batch size b). However, if
the batch size is aready reduced, thisimprovement averages 17%. Interestingly,
starting with abatch size of b in the job shop, the two alternatives of reducing the

batch sizeto b/2 or using transfer batches of size one but retaining b in the cells

produce comparabl e benefits (0.53 or 0.48). These results are of the same magnitude
as those reported by Smunt et a. (1996) where transfer batches of size one were used
inthefirst of four stages.

We also expect the improvement from using transfer batches to increase with the
number of operations per part. Figure 3-3 illustrates this relationship for data set 6.
The vertical axis of Figure 3-3 shows the additional improvement in flow ratio dueto

transfer batches, as compared to CM S without transfer batches.
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Figure 3-3. Flow time improvement using unity transfer batches as a function of
operations per part (data set 6).

3.7.2 Job Shop Loading Sensitivity. Our computational runs have shown that
pooling loss must be linked to the manufacturing load. As mentioned previoudly,
bottlenecks may occur as the pooled resources of the job shop are segregated into
cells. If such bottlenecks occur, their effect on flow time will be more pronounced as
the overd| utilization increases.

We use data set 2 (using standardized formation) to illustrate the case where the
average machine utilization is reduced as aresult of conversion, but the maximum
machine utilization deterioratesin the CMS. For this data set, we varied the level of
utilization from 55% to 85% and ran the simulation repeatedly. The results appear in
Figure 3-4. Recall that the JS utilization setsthe level of demand sincethe relative

part demands are adjusted until the average machine utilization gets within 2% of the
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desired utilization value. Utilization levels above 85% could not be tested for using
this data set since the maximum utilization in the CM S reaches 100%. We see that
the flow time suffersin the CM S when the job shop isloaded at 85%, but for
machines with lower utilization (in the 65% +£10% range), the effect on flow timeis
modest. This example shows a point we have observed in other data sets. the flow
timein CMS is more sensitive to machine utilization thanin JS. Therefore, cell

layouts may not exhibit superior flow timesif bottlenecks appear.
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Figure 3-4. Job shop loading sensitivity (data set 2).
3.7.3 Setup Potential. We tested the sensitivity of flow time to the setup potential

by varying both the setup ratio and the setup fraction. We ran al nine combinations
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of the two factors with three levels per factor. The highest potential occurs when the
setup ratios/br =2 and setup fraction equals 0.1, while the lowest potential occurs at
the pairing (0.5, 0.4). We chose data set 2 to perform the setup sensitivity runs. We
kept the batch size (b ) and part processing time (s + br ) constant when varying the
setup ratio (s/br ) and ran each experiment at the standard 65% target average
machine utilization.

We expected the (2, 0.1) setting to produce results better than the standard (1, 0.2)
setting and expected the CM S flow ratios to increase as the potentia for setup
reductionislowered. Theresultsin Figure 3-5 are consistent with this expectation:

the lowest flow ratio corresponds to the highest setup potential.
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Figure 3-5. Response of the flow ratio to the two setup parameters.



3.7.4 Dispatching Rule. Although we chose the repetitive lot (RL) dispatching
rule for our analyses, we recognize that not all shops may use aruletailored to
minimize the incidence of setup. We, therefore, compare the use of thisrule to first-
come-first-served (FCFS) dispatching to understand the dispatching rule' s effect. We
chose one data set from the six (data set 1) and evaluated its flow time at both the JS
and CMS layouts at acommon level of demand using the same simulation model.

We set the factory load using the same method as before, but used the FCFS job shop
asthe basis: we measured the average machine utilization and then set the demand
relative to the original demand mix such that the average was within two percent of
70%. We chose adlightly different value for the target to keep them clear from the
results of the conversion study above. Since these dispatching rules directly affect the
incidence of setup, we list more detail ssimulation measurement resultsin Table 3-8.
As before, we report the average setup as afraction of the average JS flow time, but
here for agiven dispatching rule. Weinclude detailed measures of the incidence of
setup paid: none, minor and major. We do this because it enables usto separate setup
time incurred (which the reader will recall isafunction of the ratio of minor to maor
setup) from the setup incidence. The flow times are listed a ong with the cal cul ated
flow ratios. Finaly, the average machine utilization measures are listed (the range

datafor utilization is similar to that shown in Figure 3-1 above).
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Dispatching Rule

FCFS RL

mean stdev mean Stdev

JS 1290 1234 1169 6.03

How Time CMSE 844 263 837 228
HowRaio 065 0005 072 0.003

JS 0.295 0.002 0.293 0.002

Setup CME 0.084 0.001 0.090 0.001

Setup

reduction 72% 0.001 69% 0.001
None JS 5% 0.001 6% 0.001
CMSE 10% 0.002 12% 0.002
Setup Minor JS 40% 0.003 46% 0.002
Incidence CMS 90% 0.002 88% 0.002
Major JS 55% 0.003 48% 0.002

CMS 0% - 0% -
Average mechine JS 68% 0005 66% 0.004
utilization CMSE 4% 0.003 50% 0.003

Table 3-8. RL dispatching avoids more major setups in the job shop than FCFS.

TheRL flow timein the JSis 9% lower than when using FCFS (1169 versus
1290). If welook first at the setup, the impact of either rule seemsto besimilar. The
fraction of flow time in both the JS and CM S as well as the setup reduction are dl
within five percent across dispatching rules. They are, however, fractions of their
respective job shop flow times so the FCFS setup is 0.295* 1290=381 and the RL
setup is 0.293*1169=343. Thisdifferenceis significant with >95% confidence since

the mean difference between the FCFS and RL setup times (381-343=38) is within

1% of its estimate using the paired-t test. The setup incidence reveals that RL

requires fewer magor setups (48% as compared to 55%). The reader will recall from
Table 3-1 that this data set contains 60 discrete part types that make up six part

families. The average queue size (not shown in Table 3-8) for the FCFSjob shop is
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0.64 so it isnot surprising that the RL dispatching rule rarely has an opportunity to
bring forward alike part from the queue to process in sequence. Although RL isn't
ableto leverage part-to-part sequencing often, it is able to leverage the common
family parts currently in queue generating more minor setups (46% versus 40% using
FCFS). Thelower utilization measureis adirect result of the reduced setup paid
using RL. Therange of machine utilization across the machine typesis roughly
unchanged.

Once the factory is converted to cells, there seemsto be little flow time advantage
to RL over FCFS. This may be because the mgjor setup reduction is complete and no
longer afactor. This particular data set has 10 parts per part family and the average
gqueue sizein the cellsfor FCFS (and RL) was 0.10. The FCFSruleinthe cellspaid a
minor setup 90% of the time (which corresponds to the number of discrete part types
per cdl). Therefore, for RL to improve upon FCFS there must be more than one part
in queue (and of the same type being processed) so the dispatching rule can pull it
forward and avoid the minor setup.

3.8 Movetimes

While we do not focus on move time effects in this research, it is useful to briefly
explore the magnitude of this effect. We note that when move times are known and
not subject to congestion, these times can be added in ex post. We evaluated this
effect for data set 2 with 31 total machines, 10 machine types, 50 part types, and five
part families forming five cells (Suresh and Meredith, 1994). We set the movetime
equal to (s +br), where  isamultiplier that we can vary, so that the movetimeis
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proportiona to the standard processing time per batch (major setup plus batch run
time). We used thistime every time work was transported between a pair of
departments in the job shop. Since we assume that movetimesin the CMS are
negligible, the flow ratio should improve as « increases. Thevalue o =2
corresponds to the high level of move time used in Suresh and Meredith (1994). We
found that the flow ratio improves 12% each time « isincreased by 1. Themoveis
therefore an independent compensatory factor that can be used to overcome pooling
loss. But the preceding example shows that the magnitude of move times hasto be
significant (compared to the batch run time) for it to have an impact.
3.9 Discussion on Dispersion of Smulation Resultsin the Literature

We now return to the issue that motivated this study: the large dispersion in the
results of smulation studies that compare functional and cellular layouts as shown
previoudly in Figure 2-1. In Figure 3-6 we add our results. The topmost bar of Figure
3-6 isreserved for the results of our test bed of six datasets. Itisimmediately clear
that the range of results for our runsis narrower than the results of most of the other
studies and lies consistently in the band that favors CMS. Thisremainstrue even
when we compare our resultsto the first group of barsin Figure 3-6 that represent the
sources of datafor our test bed. This showsthat standardization can significantly
reduce the dispersion across six different data sets.

The second and third bars in Figure 3-6 show the reduction in flow time for CMS
resulting from the use of reduced batch sizes or the implementation of transfer batches
incells. For our test bed, the numerica averages reported in Table 3-7 indicate that
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while retaining the original batch sizein CM S produces flow ratios in the range 0.78 -
0.89, using areduced batch size or transfer batches in the cells can further reduce the

flow ratiosto liein the range 0.37-0.63.

Standardized

Standardized using reduced batch size in cells

Standardized using unit transfer batches in cells |

Suresh and Meredith (1994) ]
Shafer and Charnes (1995) ]
Garza and Smunt (1991)
Yang and Jacobs (1992) ]
Morris and Tersine (1989) ]
Morris and Tersine (1990)

Moily et al. (1987) |

Suresh (1993) ]

Shafer and Charnes (1993) ]

Suresh (1992) |

Leu et al. (1995) |

Shafer and Meredith (1990, 1993, 1990 company C) ]
Ang and Willey (1984) |

Burgess et al. (1993) |

Jensen et al. (1996) ]

Suresh (1991) ]

Flynn and Jacobs (1987) small shop | 0
Morris and Tersine (1994) ] /

Crookall and Lee (1977), Lee (1985) ] /=
Flynn (1987) ] 0

Flynn and Jacobs (1986) | =

0 1 2 3 4
Clear preference for CM « — Clear preference for JS

Flow Ratio Ranges

Figure 3-6. Results from standardized approach reduce variability and favor CM.
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One may inquire as to the possible sources of the wide dispersion seenin Figure
3-6. Of the 17 data sets where the job shop flow times are superior, eight did not
discount setups at all. On the other hand, ten data sets showed better flow times for
CMS. Seven of these ten data sets used a high ratio of setup to run time (some going
up to 6.0, compared to our baseline values of 1.0). The other three used transfer
batchesin the cells. For the specific studiesincluded in our test bed, Table 3-9
compares the flow time results reported in the literature with our results and provides

our choice of the most likely factors that can explain the difference for each study.
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Sourcesmulation Sandardized
results smulation results
Daa JStoCM JStoCM| JStoCM JStoCM Source setting
Sat TB=b TB=1| TB=b TB=1 explaning the
ID Source mean mean | mean stdev mean sStdev difference
Gazaad low s/br
1 Smunt 1991 142 na 072 0.003 037 0.001 rance
Suresh and high JS
4 Meredith 0.93 na 078 0005 038 0.003 . g .
utilization
194
large materid
5 yagad o0 a | 080 004 051 0004 handingeffect
Jacobs 1992 _
present in JS
low s/br
Marisand 119 g | 082 0006 045 004 . N9
Terdane 1989 minor/major
stup
. high
Morris and ) )
Tersine 1990 105 na 082 0006 045 0004  minor/mgor
SEtup
low s/br
Shafer and high
6C Charmes 1995 na 0.90 082 0006 045 0.004 rrinor/meior
stup

Table 3-9. JSto CMS flow ratios in the modeling literature.

The results of our runs also alow usto compare the relative impact of utilization
level, setup potential, and batch size reduction. We have shown thisin Figure 3-7 for
asingle dataset (#2). Thetopmost bar shows the range of flow ratios obtained by
changing the utilization levels, the second bar shows the results for different
combinations of the setup ratios and setup fraction, and the last bar shows the effect of

using asmaller batch size or adopting transfer batches.
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Figure 3-7. Results of sensitivity analysis for data set 2.

3.10 Summary

In this research, we argue that the wide divergence reported in the literature occurs
because of differencesin the choice of demand data, production environments, setup
structures, utilization levels, cell formation, and significant disparitiesin the operation
of the production system. The present study attempts to study the sources of variation
more systematically by standardizing the operating rules of the factories and adopting
acommon set of key parameters ranges, while retaining the differences in demand
and part type characteristics across data sets. By performing a set of baseline runs
with standardized values and a host of sensitivity runs on the level of the standardized
factorsindividually, we seek to gauge the effect of each factor more reliably.

Of pivotal importance to our computational study isthe use of six different data
sets selected from different sources in the open literature, so that the results would not
be tied to asingle profile of part types, mix, or demands. To our knowledge, thisis

the first study that compares CM S conversion benefits across disparate data sets. In
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addition, by using consistent operating principlesin the simulation runs, we took

utmost care to make the comparison between the job shop and CM S environments

even handed.

Based on over 2000 simulation runs conducted in this study, we can summarize

our main conclusions as follows.

The conversion of job shops to cells consistently improves flow time by 10%
to 20%, for the test bed used in this study. This result provides a conservative
estimate of the advantages of CM S because it does not take advantage of such
additional factors as reduced batch sizes, transfers batches, or move times.
We conclude that setup reduction can overcome the effects of pooling loss as
long as the magnitude of the setupsis not too small and no significant
bottlenecks develop in the cells upon conversion.

The use of reduced batch sizes, or the implementation of transfer batches, can
each provide cellswith an additional improvement in flow time. Typicaly,
each of these two factors has a significant effect on reducing the flow time for
CMS, and the amount of reduction isusually at least as large asthat obtained
by conversion to CM S without any changes in the batch sizes.

The sengitivity runs show that the overall factory utilization and the potential
for setup reduction can both affect the conversion results obtained. Our tests
indicate that conversion to CM S may not be advantageousiif the utilization

level ishigh or there is not sufficient potentia to reduce setups.
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* Thedesign of cellsaso hasaclear impact on the conversion improvements
obtained. Typically, we observed better performance in cells when the
original source design was used. However, conversion benefits continue to be
present even after we use auniform cell formation procedure due to Vakharia
and Wemmerl6v (1990). Thisindicates that careful allocation of machinesto
cellsto avoid heavy utilization helpsto keep the pooling loss within tight
control.

*  Our experimental runs support the conclusions of previous authors that RL
dispatching provides less overall setup and supports lower flow times than
FCFSin ajob shop with setup. The effect of RL seemsto diminish in the
same factory setting once it incorporates cells.

In summary, we believe that this part of the dissertation has shown that the
comparison of job shops and cellular systems with respect to the flow time measure
can produce reasonably consistent results when the same operating rules and key
parameter ranges are used across different data sets. Moreover, our research shows
that setup reduction can overcome pooling losses, even under the conservative
assumptions where batch size remain unchanged and the material transport timesin
the job shop are assumed to be negligible. Overall, the conclusions of our research
are consistent with the qualitative insights cited in the literature when comparing
CMS and job shops. However, our research clarifiesthat the quantitative

comparisons using the flow time metric must be interpreted in the context of the



region of the parameter space spanned by the data sets, aswell as the particular design

used for the cells.
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Chapter 4

PARTIAL CELLULAR MANUFACTURING SYSTEMS

Conversion from ajob shop environment to cellular manufacturing does not need
to proceed al the way: one can consider apartia implementation of cellular layout.
One can investigate what the benefits of a partia cellular layout may be as compared
to full conversion. For example, we may ask if afew cells can provide most of the
flow time benefits associated with full conversion. To answer this question, we use
the same data sets we analyzed fully in Chapter 3. We consider partia cellular
layouts at al levels ranging between the two extremes of JS (no cells) and CMS (all
cells). For each hybrid layout, we evaluate the flow times in both the cells and the
remainder shop and relate thisto congestion effects. Wefind that cell selection,
sequence of cell gpplication, level of cellular implementation and load balance are dl
important considerations in the implementation of partial layouts.

4.1 Smulation Analysis of PCMS

The evauation of partia layouts follows the schemaused in Chapter 3. For each
data set considered, thereis a complete cellular layout that is known in advance. This
isthe al-cell layout corresponding to full conversion. Suppose that this layout uses

NC cells. We can consider each partid layout as achoice of asubset Sof the set

T ={1,...,NC}. Givenasubset Sof selected cells, let FR(S) betheflow ratio of the

configuration represented by the cellsin S and the remainder shop handling al parts
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not assigned to these selected cells. We will use simulation to evaluate FR(S) for all
subsets of afixed cardinality n, where n issuccessively increased from 1to NC.
The exhaustive evaluation of all subsetsof n cells alows usto rank sort al subsets of
size n with respect to total factory flow time. For each n, we record the best pick as
the subset Sof size n that resultsin the lowest flow ratio and label it BP(n) and
denoteitsflow ratio BFR(n). Similarly, theworst pick subset of cellsat level n is
associated with the highest overall flow ratio is denoted by WP(n) with flow ratio
WFR(n).

Table 4.1 presents the results of thisanalysisfor al six data sets discussed in
Chapter 3. Asin Chapter 3, the setup reduction reflects the total setup paid relative to
thetotal setup paid inthe JS layout. At each fixed n, we also compare the best and
worst flow ratios obtained at that level with the best overall pick that givesthe lowest
flow retio acrossall n. We denote this best overdl flow ratio as

BFR* = min{BFR(n)} with the minimum taken over al n from1to NC. This
minimum may be achieved for the all-cell option where n = NC or a partial layout
using asmaller number of cells. We identify the optimum level of cellular
implementation for each data set as the smallest n for which there is no further
marginal reduction in flow ratio. The margina reduction in flow ratio at any level

BFR(n—1)- BFR(n) or BFR(n—1)-WFR(n)
1- BFR* 1- BFR*

n < NC iscaculated as and for

NZ NG s BFR(NC - 2)- BFR(NC) |
1- BFR*

97



In order to assess the impact of the cdllular investment at a given implementation
level n, wetry to relate the factory flow ratio to the fraction of machines and part
demands sent allocated to the cells. Specifically, these ratios are computed as
follows: We indicate the number of machines sent to cells for the best and worst pick

at level n as BM (n) and WM (n), respectively. Therefore, the fraction of machines

sent to the cdllsis calcul ated as BM (n)/z NM | andVVI\/I(n)/z NM, (we remind
j j

the reader from our notation in Chapter 3 that the number of machines of type j in

thefactory is NM ;). Similarly, we indicate the total batch demand sent to cells,

> 2, where F(S) isthefamily of parts assigned to the cellsin S, for the best and
f(i)eF(S)

worst pick at level n as BD(n) and WD(n), respectively. The fraction of batch

demands sent to the cells are calcul ated as BD(n)/Z 2, and V\/D(n)/z A .

To illustrate the contents of Table 4-1, we now review the information presented
for dataset 3. We see from the maximum number of cells formed that there are four
cellsto choose from. At n =2, where we alow two cells to be formed,

BP(2) ={34} . Thesimulation results of that pick list that the overall factory will
enjoy a 70% setup reduction as compared to the original JS. The measured flow ratio
from the simulation is 0.890. This particular pick happensto be equivaent in flow
timeto theall-cell pick. Inthiscase only 66% of machines and 47% of batch

demands and have been sent to the (two) cdlls. If weread the n = 4 datawe seethat
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thereis no further reduction in flow ratio if we split up the remaining resources and
demands.

The last data set entry, 6', represents a perturbation to data set 6. We created a
bottleneck by shifting the load on a particular machine type: we changed the routing
of the parts requiring machine type 6 common to cells4 and 5 such that the machine
in cell 4 (when selected) was only 20% utilized. Therefore, whenever cell 4 was
selected the residua was left with type 6 machine utilization in excess of 90%. Data
set 6' isa case where the best partial cell option is better than the all-cell option (the
differencein the al-cell and partial option 1,2,3 flow timesis significant with >95%

confidence using a paired-t test).
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Number  Cdl Ids: Batch

Data of cdls Best Setup Reduction FHowRao  Machinesin  Demandsin
St formed Worst mean (%) sdev mean Sdev  Cdl(9) (%) Cdl(9) (%)

1 5 19 0.012 0.937 0011 17 17

4 18 0.012 0.948 0.010 17 17

5 13 37 0.010 0862 0.011 33 33

2,3 36 0.010 0.890 0.011 33 33

1 3 456 54 0.008 0.787 0.009 50 50

24,6 45 0.009 0.836 0.010 50 50

4 34,56 66 0.006 0.734 0.008 67 67

1,356 58 0.007 0.777 0.009 67 67

6 12,3456 69 0.004 0.716 0.008 100 100

1 4 30 0.007 0.949 0.008 25 25

1 31 0.007 0.986 0.009 25 25

2 5 24 62 0.004 0.897 0.009 50 50

1,3 51 0.005 0.956 0.009 50 50

4 12,34 77 0.002 0.867 0.010 100 100

3 45 0.004 0911 0.009 40 26

2 32 0.005 0.984 0.012 23 31

3 2 34 70 0.002 0.890 0.013 66 47

12 45 0.004 0.956 0.012 A 53

4 1234 70 0.002 0.890 0.013 100 100

1 4 25 0.004 0944 0.004 23 21

2 21 0.005 0.959 0.005 19 20

2 45 45 0.004 0.878 0.005 42 40

4 23 411 0.004 0.904 0.005 39 11

3 345 66 0.002 0.807 0.004 61 61

12,3 59 0.004 0.841 0.005 58 60

5 12345 72 0.002 0.781 0.005 100 100

1 1 50 0.003 0.877 0.004 40 33

5 3 38 0.004 0.915 0.004 30 33

3 12,3 74 0.001 0.798 0.004 100 100

1 2 28 0.008 0940 0.004 27 26

4 19 0.008 0.989 0.008 17 18

2 1,2 53 0.007 0.891 0.009 50 49

6 34 37 0.007 0.967 0.009 37 36

3 123 72 0.005 0.835 0.008 70 66

34,5 53 0.006 0.920 0.009 50 51

5 12345 76 0.005 0.824 0.009 100 100

1 1 26 0.003 0.932 0.006 23 23

4 6 0.095 2,008 0.309 17 17

2 1,2 53 0.003 0.861 0.008 50 49

6' 34 21 0.009 2123 0335 37 34

3 123 75 0.001 0.749 0.005 70 66

234 59 0.009 1171 0.079 63 60

5 12345 78 0.001 0.766 0.005 100 100

Table 4-1. Simulation results for best and worst picks at each level of cellular
implementation.
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4.1.1 Cell Selection. To ensurethat every potential layout is assessed, we ran the
simulation model exhaustively for all subsets S of the set of cellsfor each of the six
data sets plus the a perturbed data set 6. The resulting comparison reveals that the
choice of the cells at each level makes adifference. For any n, we observe a
difference in the flow ratios between the best and worst picks. Data set 6 showsthis
clearly: a n =1 thebest pick, cel 2, resultsin flow ratio of 0.940 whereas the worst
pick, cdl 4, resultsin aflow ratio of 0.989.

When we look across results from all the data sets we can compare the last two
columns with the flow ratios. We seethat BP(n), n < NC aways resultsin agreater
flow time reduction than the batch demands or machinesinvested, but thisis not the
case with the worst picks. Again, using data set 6 as an example, BP(1) resultsin
34% [(1-0.940)/(1-0.824)* 100%] of the possible flow ratio reduction for that data set
while requiring only 27% of the machinesto be located in cells to work on 20% of the
batch demands. We contrast thiswith WP(1) resulting in six percent of flow ratio
reduction [(1-0.989)/(1-0.824)* 100%)], but requiring 17% of the machinesin the cells
working on 25% of the batch demands. So, even though there may be several choices
available that will improve the overall factory flow time, the best pick leveragesthe
resources of batch arrivals and machines most effectively.

We also observe that BP(n) has setup reduction that matches and often exceeds
the setup reduction achieved by V\/P(n) . Although large differencesin setup

reduction can account for a portion of the difference between factory flow times, itis
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not the only source of such differences. A good exampleis available for data set 1 for
n=2. The setup reductions achieved by BP(n) and WP(n) are equal, yet thereisa
three percent differencein factory flow times ( BFR(2) ~WFR(2)). To explain this

disparity we must aso review the machine utilization as shown in Figure 4-1.

70.0%

65.00 | % % %
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55.0% -+
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. . = z 3
45.0% +
40.0% } } } } } } } } } } } } }
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& mean s s
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Data set #1

Figure 4-1. Machine utilization ranges during early stages of CM S implementation.
Both cell utilization levels are well below the original JS. The best choice BP(2)
shows alower average and maximum utilization in the residua whilethe utilizationis
comparablein the cells. We get an indication from this example that in comparing
subsets S of the same size, apair of subsets may show equal performance on the cell

side of the shop but the preferred choice may be the subset that achieves superior
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performance in the remainder shop. We aso note that there can be flow time
differences even when the cells seem to dlocate the resources equaly. Likethe CMS
anaysisin Chapter 3, we find that ex post setup reduction information alone is not
sufficient to discern the best cell pick(s).

4.1.2 Effect of Sequence. Full conversions from JS to CM S reported in the
computational studies found in the literature do not address the order in which cells
areimplemented. However, the empirica literature clearly shows that firmstend to
implement “one step at atime.” Here we address the sequence question. Using the
same data sets we ask the natural question, “isthere aways a nested picking order
from asingle cdll to the dl-cell conversion option?” To put it in practical terms, the
manager should be derted if acell that appears to be the best choice at a given stage
turns out to be an inferior pick once other cells comeinto being. In any event, the
manager prefers nested sequences of subsets S with increasing cardinality since
dismantling a cell formed earlier is unattractive.

In our limited number of data sets tested here we found the occurrence of
mutually exclusive sets of cells picked at different levels of CM S implementation
suggesting sequence of cells picked can matter.

We look at data set 1 for an example of this phenomenon: BP(1) = {5}, but
BP(2) ={1,3} and then BP(3) ={4,5,6}. While not shown in Table 4-1, it turns out
that in this case thereislittle difference in the factory flow times of the S ={5,6} and

thebest pick at n=2, S={13}. Infact, the former set was ranked second best in a
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close contest. Given the best choicefor n=3 levd, it is clear that the manger would
prefer the sequence of cells 5, followed by 6, followed by 4 to ablind implementation
of the best subset at each level. Such considerations suggest |ook-ahead strategies and
the use of aricher set of criteriain selecting the cellsfor partia implementation.

4.1.3 Sopping Rule. The results of this chapter confirm our statement in Chapter
1 that the best overall flow may be achieved by a hybrid layout, rather than either a
pure JS or al-cell options. In such cases, one should look for rules or strategiesto
halt conversion at someintermediate state instead of proceeding to full conversion.
Thisis apparent in the results of the simulation runs for datasets 3 and 6'. In data set

3, BFR(2) = BFR(NC) = BFR*. Any further implementation of cells after n=2

will not result in further reduction in flow time. In dataset 6 further cell picks
(equivaent to al-cell conversion) will actually degrade the factory overal flow time,
BFR(3) = BFR* < BFR(NC).
4.2 SUmmary

The analysis performed in this chapter provides some insights into implementing
partid cell layouts (hybrids) using the same test bed asin Chapter 3. Below we
summarize some of the lessons learned from the exhaustive computational evaluation
of al partia layouts. We did not pursuethisline of investigation any further because
we could not identify general and robust rules that applied across all data sets. Our

observations may be summarized as follows:
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. Even when the number of cellsto be included in the partial layout isfixed, the
choice of the correct subset of cells can have a significant impact on the flow
time. In short, selection matters.

. The sequence of best subsetsto pick as n increasesfrom 1to NC isnot
necessarily nested, so sequence matters.

. Factory flow time of a partial cellular implementation may be as good as or
even better than the all-cell option as we have shown in our perturbed data set
6, so it isimportant to stop short of full conversion where appropriate.

. Thedifferencesin factory flow times are due to the same factors recognized in
the dl-cell CMS anaysis, setup reduction and machine utilization, but neither
factor doneis sufficient to reliably determine the best subset of cellsto select.
The best picks are characterized by large setup reductions along with
reduction of utilization in the residual job shop and the lack of bottlenecksin
the cdll(s), so setup reduction and load balance in both the cells and residual

job shop matter.
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Chapter 5

ANALYTIC MODELING OF A SIMPLE SYSTEM WITH SETUP

The analysis of ajob shop under the assumptions of the factory environment
in Chapter 3 presents mgjor chalengesin modeling. The smplest modd appears
to be a queueing network model with setups. We do not intend to address the
approximations made by queueing modelsin this work, especially since
adjustments for setups are generally not made in any exact fashion. Instead, in
this chapter, we use analytic models to gain insights into the extent of setup
economies that can be obtained by using dispatching disciplines designed to avoid
unnecessary setups and compare these with first-come-first-serve (FCFS)
protocols. We focus on the simplest queueing model we could find that handles
the effect of setups on flow time exactly. This system involves two customer
classes with genera service time distributions and setups are incurred when
switching from one class to the other. The dispatching rule weinvestigate is
designed to minimize the incidence of setupsin a queue with two customer
classes. Thiswill provide atheoretical underpinning for our empirical findingsin
Chapter 3, where we found that the dispatching rule selected does make a

difference.
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5.1 Zero Setup

We start by establishing a baseline in the absence of setups, evauating flow
times under FCFS versus a dispatching rule that minimizes the incidence of
changeovers. Our comparison involves a system with two customer classes,
where each customer requires asingle operation at the service facility. Initidly,
we assume that the setup time equal's zero, and study the queueing system under
two different dispatching regimes. Alternating Priority (AP) and FCFS. We
already know from Avi-Itzhak et a. (1965) that if the two classes have the same
service distribution, then the mean flow times of both systems are the same
(assuming zero setup). Here, we focus on the asymmetric case where the service
distributions are different. Further, we choose cases where the first and second

moments are easily related and therefore develop our result with the assumption
of exponentia service since E(SZ) = 2E(S )2 . We employ two general results for

our comparison. To measure the AP (two-queue) flow time, we start with the
genera result from Eisenberg (1967). We measure the flow time of the FCFS
(sngle queue) using the familiar Pollaczek-K hintchine (P-K) formulafor the
M/G/1. Wefollow the analytic comparison of AP versus FCFSin the zero setup
case with numerical comparisons at two arrival rate settings.

Because setup times are not involved, thereis no difference between service

times paid in either regime, so we focus on the average wait time until service,

versusthe flow time, F . We use the notation W, for the wait in queue when
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thereis zero setup, consistent with queueing notation. We use the notation
W when the wait includes non-zero setup. The flow time aways includes any
setup time paid.

5.1.1 Analytic comparison of AP versus FCFS. From Eisenberg (1967) the

generd wait time for AP after removing setup for the class-1 queueis:

WA = /11E(Slz) + pzz/llE(Siz)'*' (1_ pl)z/izE(Szz)
v 2-p) 20 p)i- - £ )2 22)+ e

and for the class-2 queue is:

WA = ﬂzE(Szz) + plz/zzE(Szz)'l' (1_ pz)z/llE(Siz)
o 2-p,) 21-p, )0 p)A- £, )2- p,)+ p1o,]

Together, the overall average wait timeis:

{a AN ij}

ZAD 1 { 1 pz) ﬂlﬂzE(Sf) (1)
p 1 pz)
Pzzlf E(Slz)"' (1_ ,01)2 Ad, E(Szz )}
(1_ pl)
where D = (1- p, J(1- p,)+ 10,
but for FCFS, WS = 2(1 p [z E(s?)+ 1,E(s2)]. %)

Thisfollows from the Pollaczek-Khintchine formulafor the single M/G/1 queue:



For our case E(SZ)Z%E(Sf)+%E( 22)
% AE(S?)= 1E(s?)+ 2,E(S2).

Now convert to exponential case using E(S?) = 2E(S )? or 22E(S?) = 257

2 2
WP =_FP1 L P 1 %
" At-p) All-p,) iD(L-p)
2 2 2 2 2 2 @
{pl P2 +2“1(1_ pl) sz(Sz)+ P1 P> +ﬁ“2(1_ pz) plE(Sl)}
(1_ Pl) (1_ pz)
For the exponential case, (2) becomes the following
\WFEFS = plE(Sl)+p2 E(Sz) (5)
; .

1-p

We can re-write the expression for W,"” in (4) dlightly differently:

we P Lo et P, Al p)pE(S)

* " 21-p DA-p)i-p,  D{-p)
+,0_22 1 + Pz pr + A, (1_ P2 )plE(Sl)
A 1l-p, D(-p)l-p,  D(L-p)

_ [P~ p)+p2] | pZDl- p)+ 7]
AD(L-p)i-p)  ADQ-p)L-p,)

+ 11(1_ pl)sz(Sz) +4, (1_ P2 )plE(Sl)
AD(1- p) |

Consider the bracketed expression within the first term:

D{-p)+p; =([L- p+2p,0,)1- p)+ p;
=(1-p)* +2p,0,(1- p)+ p;

write (1- p) = (1- p,)- p, then
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2

D{A-p)+ p; = (- p,)* +2p,(1— )+ p7 +20,0,(1- p,) - 20,05 +
=(1-p) —2p,(1- p,)" +20% - 2p,p}
=[-p) - 2p,(1- p,)* + 20} (1~ )
=(1- o) (1-2p,)+ 205 (1~ p,)

12D(1_ )+ 22 — 12 2

0 pﬂ:[)(l_ p/))(l_f)l; - ﬂDiO—p)[(l_ pl)(l_ 2,02)"'2,02]
i 22D(1_ )+ 12 — 22 2

smilarly /;IL(l—pl)j(l—/;z]) _ﬂDé—p)[(l_pZ)(l_2pl)+2pl]'
Also note that

(- p.)1-2p,)+ 202 = (1- p,)1- 20, + p3 )+ 2% - P20~ p,)
=(1- p,)- p, ) + P + 12
=[1-p,JA-p, ) + P31+ py)

so we can simplify the expression for W,

L {p2la- p)a-2p,)+202]+ p2[- o, )1 20,)+ 207]

N

)
’|I_T
=

+ [/11(1_ pl)pZ E(Sz) +4, (1_ P2 )plE(Sl)]}

= iy leeied + - p)a-20.)+ o1 piJo-20,)

N
S

+ [/11(1_ P1)P2 E(Sz) +4, (1_ P2 )plE(Sl)]}
also note that

2

(- p)L-2p,) +2p% =1- p = 2p, +2p,p, +2p;
=1-p,— p, +2p.p, +(20% - p,)
=D _pz(l_ 2/02)

and similarly (1- p,)-2p,)+2pf =D - p,(1-2p,)
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S0 we can re-write the first two terms of WqAP

AP _

w, —m[pf(o—pz(l—zpz)wp;(D—pl(l—zpl»]

( [/1 1 pl)sz(Sz)"'/lz(l_ pz)plE(Sl)]
1
ﬂ,(l P

L1
AD(1- p)

[o20,0-2p,)+ p,p2(1—2p,)]
D(1- p)

)(p1 +,02)

[11 (1_ p1)p2 E(Sz) +4, (1_ P2 )plE(S.L )]
Wm:bﬂwﬂ_mm@ﬁwf4mm)
T Al-p) AD(1-p)

+ [/11(1_ pl)pZ E(Sz ) +4, (1_ P2 )plE(Sl)]
AD(L-p) '

We now try to relate thisto W™ by replacing the first expression using the

relation:
\\/FCFS = plE(Sl) * P, E(Sz)
i (L-p)
At 4, )[plE(Sl) * P E(Sz )]
A1-p)
- p12 + p22 + ﬁ“zplE(Sl) + ﬁ“lsz(SZ)
A1-p)
SO

WA = |:WFCFS _ ﬂ“zplE(Sl)-'- ApPa E(Sz)} _PiPo (pl tp, - 4/)1,02)
i i AL~ p) AD(1- p)

+ [11(1_ Pl)Pz E(Sz ) + 4, (1_ P2 )plE(Sl)]
AD(L- p)
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therefore

W™ - W = m{ﬂlsz(Sz )i~ p, - D)+ 4,p,E(S,J1- p, - D)}

_poolot p,—4p.p,)
D-p)

Term within bracesis p,(1- p, - D)4,E(S,)+ p,([1- p, - D)ALE(S,).
Use 1-p,-D= pz(l_ 2/)1)
and 1-p,-D= pl(l_ 2/02)

towriteaboveas  pf(1-2p,)L,E(S))+ p; (1- 20, )LE(S,)

and substitute A =1

E
to get pr (1_ 2,02)/02 E( ) *tp; (1 2/)1),01
2

%
plp{pl(l—sz)E( ) '0(1 2'01)(—2)}

Thefind result is:
WA _\WFers = PiPa
0 D(t-p)
(6)
E(s,)

(s)

{pl (1- 2/02)% +p,(1-2p,) =2~ (1 + p, — 4010, )}-

m

We can now ask when the expression within bracketsis negative.
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If welet Q:%,thenwehavean expression f(Q)= AQ+%—(A+ B) then

we can re-write (6) as

C
AP FCFS _
W/ WS = =

~1Q) (@)

where A= p,(1-2p,), B= p,(1-2p,) and C = p,p, /[D(1- p)].
It iswell known that the minimum value of A +g equals 2+ AB if

p. <12. So f(Q) hasminimum vaue

2JAB - (A+B)= —[(A+ B)—2@]=—(\/Z—\/§)2.

Observation:

Y. 2 .
W Wiz B[ 02p)- Y i 2a)] ifbomn p <2

So, aslong asboth p, <1/2, we have abound on how much better WqAP can do
as compared to W, . From this andlysis, it is clear that Min f(Q) <0 if

A=B.
Also, if Q=1 thenclearly f(Q)=0. Since f(Q) isU-shaped, we know that

thereis another root with Q <1 and f(Q) =0 asillustrated in Figure 5-1.

If B<A,therootsareQ:% andlwith%<\/%<1if 0<B<A.
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if B<A

Figure 5-1. Roots and minimum for f(Q) when p,, p, <12,

We now address the case where the condition p, <1/2 does not hold. The
stability of the queueing system requiresthat 1— p, — p, >0 or p, + p, <1.
Thus, p, >1/2 forces p, <1/2.

Since f(1) =0 inall cases, from (7) we seethat W, =W, for Q =1, s0

Q =1 isaroot for the function f . Since p, <1/2< p, impliesthat A>0 and
B<0, f(Q)= A—QL'2>O for al valuesof Q. So f isstrictly increasing over

[O, oo) and Q =1 istheonly root. AsFigure5-2 shows, thisimpliesthat
WqAP <WqFCFS If Q <1

and WP > WP if Q > 1.
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f(Q)= AQ+B/Q-(A+B)

/ B<0<A p,<1/2<p,

Figure 5-2. Singleroot of f(Q) when p, >1/2.

We summarize the preceding discussion in the form of atheorem.
Theorem1  Consider the two-class single server system with zero setups,

exponential servicetimes, and Poisson arrivals. Let the average wait timesfor the

AP and FCFS be denoted as W,** and W, and set AW, =W, —W",

Then AWq =

=1

where 1‘(Q):AQ+g—(A‘F B)

A= p,(1-2p,), B= p,(1-2p,), C = p,p,/[D1- )]

E .
D =(L- p,)JL-p2)+ P1p2, 0=E8) ang assuming A2 A,

E(S,

—| —

If p, >1/2,then f(Q) isstrictly increasing and has asingleroot at Q =1.

So AW, <0 if Q<1 and AW, >0 if Q>1.
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If p, < p, <1/2,sothat both p,’sarelessthan s then f(Q) isU-shaped

and has two roots at Q:% and 1, so that
£ B
AW, <0 | Z<Q<1

AW, 20 if QS% or Q>1.

Theorem 1 appliesto exponentia service. We now extend it for use with non-

exponential service. Previoudy, we used the relationship between the moments,
E(S,Z) = kE(S )?, with k = 2 for the exponential case. We know that k =1 for
constant servicetimes. We note how k isrelated to the coefficient of variation:

_El§) _Els) o
E(S)? E(S)

:1+C§.

Thenusing k,

k[ pf p }
we =X 1. 2
i 2{/7’(1_ pl) /1(1_ pz)

1 {plzp'f +/11(1_ pl)zsz(Sz) + PLP; +/12(1_ pz)zplE(Sl)}
AD(1- p) (L-p.) (L-p.)

k
+ —
2

and

116



So we have introduced anew factor, k/2, and therefore know the maximum
benefit received by AP in an exponential service environment will be twice that of
aconstant service environment.

The preceding theorem summarizes the two types of behavior exhibited by the
difference AW,. We now proceed to map the regions where either AP or FCFSis
superior in the full parameter space of the problem.

Consider any system with parameters

(/11’/12' E(Sl)' E(Sz)’ pl’pZ)

when p, = 4,E(S ). We define areference system with parameters

(4. 4,,Q1,4,Q,4,)

where E(S,)=1, Q= E(S)

and with no loss of generality, assumethat 4, > 4, .

It is clear that we can convert any system to the reference system by asmple

re-indexing (if necessary) and re-scaling. Stated otherwise, from the arbitrary

system (21’22’ E(g.l.)’ E(§2), pl’pZ)

£(5
we get (/11'/12'%,1/31'/72]
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by defining 4, = 4, E(S ). Notethat in such are-scaling, the p,’sremain

invariant so the expression for AW, changes by the scaling factor alone, that is.

This shows that it is sufficient to map the behavior of the reference system aslong

as AW, isof interest.
Consider the sysemwith ~ (4,,4,,Q.1 p,, p,)

where o =A40Q and p, =4,.

The stability conditionsare  p, = 4,Q<1, p, =41, <1

and ot o, =A4Q+ 4, <1, (8)

We also assume that A=A, 9)
We consider four cases as listed below. Thefirst three correspondto 4, <1/2

and thelast oneto 4, >1/2. Wediscuss each case briefly and then summarize

theresultsin Table 5-1 and Table 5-2.

Case 1: A, <12 P, <2< p,
2. A, <Y2 0, < p <Y2
3 A, <2 P <p,<Y2
4. A, 212 p, <12<p,
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Case 1: Thestability conditionsand the 4, > A, requirement define the rel evant

1- 4,

region as max{/l2 %} <A< with 4, <1/2. (10)

Inthiscase p, <1/2< p, impliesthat A>0 and B<0, 0 f(Q) asdefinedin
Theorem lisincreasing for Q >0 and hasasinglerootat Q =1. So

AW, <0 if Q<1
and AW, >0 if Q>1.

Case2: p, < p, <1/2. Theregion isdefined by
max{iz,ﬁ} <4< 1 with 4, <1/2. (12)
Q 2Q

Since 0< B< A inthisregion, f(Q) hastworoots,a Q =B/A and Q =1, s0
AW, <0 if Q lies between these two roots. We need to express the condition

%< Q <1 asaconditionon 4.

B_ Pz(l_ 2/01) <
A Pl(l_ 2/02) 0
means (i—ZJ <(1_ 24, jQ
P1 A,
or i<2+(/1;1—2)Q.
4,Q
1

So the condition is A > with Q<1 (12)




given 4, <1/2.

Note that the right-hand-sideis decreasing in Q for Q >0, and that its value for
Q=1equas 4,. Since 4, > 4, a dl times, the range of validity of this condition
isupto Q=1.

Case3: p, < p, <1/2. Theregion requires
A, S <= for 4, <¥/2. (13)

Thisimmediately impliesthat Q <1. While f(Q) hastwo rootsat Q =1 and
Q = B/A>1, thelatter root does not fall into this region, so we conclude that

AW, >0 for 0<Q<1.
Case4: p, <Y2< p,. Theregionisdefined by

1- 4,

Ay, <A < for 1,>1/2. (14)

The relation (14) forces Q < 1-4,

and since A, satisfies/2< 4, <1, Q must
2

satisfy 0<Q <1. Since A<0 and B >0 inthisregion, f(Q) isstrictly
decreasing over (01) and f(1)=0. So, inthisregion, we aways have:

AW, >0 for 0<Q<1.
The four cases are summarized in Table 5-1 for theregion 0<Q <1 and in Table

5-2for1<Q.
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Case Regionfor 0<Q<1 AW,
(1) 1, <l
P2 <Y2<p 2Q Q AW, <0
A, <1/2
AW, <0 if
(2) ﬁg,}i <i .
pr <P <Y2 Q 2Q 1> 1
1
A, <12 Q2+ (1 - 2
(3) A, sﬂl<ﬁ
pr<p, <2 AW, >0
A, <12
(4) < <1_/12
Py <Y2< p, 2R AW, >0
A, 272
Table 5-1. Four cases defining the parameter spacefor 0<Q < 1.
Case Regionfor Q >1 AW,
(1) max| A i <A <1—ﬂ,2
P2 <Y2<p, “20)77"  Q AW, 20
A, <12
2 A, <A <i
< <12 272 AW, >0
2 1—= 22 <]/2
©)
pL<p,<Y2 N/A
(4)
pL<Y2< p, N/A

Table 5-2. Four cases defining the parameter spacefor Q >1.
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Focusing on the sign of AW, , we can state the results in the following form.
Theorem?2  For any system with parameters (4,,4,,E(S,). E(S, ), p,, p,) with
the conventions 4, > 4, and E(Sz) =1, the Alternating Priority policy is superior
to FCFSif and only if

pr<Y2<p, and 0<Q<1

1
or P, <p <12, 0<Q<1 and /11>Q[2+(/121—2)Q]

where Q=E(S)/E(S,).
We now illustrate the relevant regions for representative values of the

parameter 1,. We start with the choice 4, =1/4. The stability conditionis

1-4, 3 . 3 .
=—,s0 4, must liebelow the graph for y =— inthe A, versus
Q 4Q 4Q

A <
Q-space. Thecondition A, > 4, =1/4 must also be satisfied at al times. The
region of superiority of APisgiven by AW, <0 and correspondsto

1 <i for 0<Q<1.

_<ﬂ'1
2Q 4Q
) 1 3 . .
For Q >1, theregion 5</11 <E iswhere AW, >0 until Q reaches 3 where

the constraint 4, >1/4 becomes binding.

For Case 2, the relevant region is defined by

— <A <= for 0<Q<1



and 1</11<i with 1< Q< 2.
4 2Q

1

The condition for AWq <0is A>—
2Q(Q+1)

for 0<Q<1.

Therelevant regions areillustrated in Figure 5-3. Moving on to Figure 5-4,
the regions are shown for 4, =0.10. We seethat the regions corresponding to
Cases1and 2 for Q <1 have both widened. Conversely, in Figure 5-5, when 4,
increases to 0.4, we see that these regions have narrowed compared to the
A, =1/4 case. Thisbehavior remainsin effect aslongas 4, <1/2.

Now consider the scenario when 4, >1/2. When 4, exceeds 1/2, only Case 4

applies and the region is defined by

zzszl<1_/12 with Q<1_/12.
2
For 4, = 0.6, for example, we have
0.6£11<%:£ WithQ<%:g
Q R 06 3

so the only relevant region lies between the horizonta lineat 0.6 and the curve

2 asshown in Figure 5-6. Within thisregion AW, > 0 and outside thisregion,
Q

the system isunstable.
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Figure 5-6. Graph of A, versus Q when 4, = 0.60.

5.1.2 Baseline numerical comparisons. We choose two of the preceding A,
settings for our zero-setup baseline, 4, =0.25 and 4, = 0.60. Figure5-7
containsamatrix of discrete values at equal 0.05 intervalsof 4, and Q wherethe
numerical value at each location is (W,*® —W,"°" )+ 100 = AW, *100 as defined

in Section 5.1.1. Figure 5-7 therefore resembles Figure 5-3. We label and

italicize the cells that unstable dueto p, saturation, “R1,” the cellsthat are
unstable due to the sum of the p,’sas“RS,” and cdllsthet violate 4, > 4,, “LV”.
We assist the reader by adding alight shade to the AW, <0 region and darker

shading to the AW, >0 region. Weleavetheregion of AW, =0 un-shaded (for
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exampleat Q =1). Thereader will note that although not coincident with our
specific measurement points and therefore not shown without shade, the transition
from AW, <0 to AW, >0 includesthe AW, =0 curve. Thisisnot true when
transitioning to a zone of instability or A, > A, violation.

We remind the reader that we have assumed E(S,) =1, sothat E(S,)=Q and

. AQ+ A, ,
therefore the expected service time equals E(S) = TR For Figure 5-7,
1 2
+0. . :
2, =0.25, %0 E(S)= % The actual wait differenceis useful because
, +0.

the four largest differencesthat favor APin Figure 5-7 arelessthan 1.5 and al

four occur when p > 0.95 (not shown). AP, therefore, has little positive impact
in the absence of setup when 1, <1/2. If Q >1 then AP can be significantly
worse than FCFS, but only when A, approaches 3/ (4Q).

_ 1,Q+0.60
2, +0.60

For Figure 5-8, 1, = 0.60, s0 p, = 0.60 and E(S)
simplified Figure 5-8 by trimming off amajority of the unavailable space:
where 4, < A, and for this case (1, >1/2) where Q >1. Theload offered by
each classin the absence of setup is p,. AP isbiased towards the class that

provides the mgority of the load (we will call thisthe dominant class. Since AP
will not changeover until the current queue is exhausted there is a greater

likelihood that a dominant class arrival will occur continuing the work session
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than when working on the lesser class. Continuing work on the dominant classis
done at the expense of the other class. The net result for the 4, >1/2 caseis

higher wait times when using AP where the feasible areafor this case starts with

p >0.60. Wewill seein Figures 5-9 and 5-10 that AP does require fewer

changeovers as compared to FCFS, but the tradeoff is not aways beneficia to the

overall system flow time, especially when thereis no setup time at stake.
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1] 134 129 126 125 130 147 212 RS RS RS RS RS RS RS RS RS RS RS RS R1
0.95] 132 126 123 121 124 135 170 404 RS RS RS RS RS RS RS RS RS RS RS RS

0.9] 129 123 120 117 118 125 145 225 RS RS RS RS RS RS RS RS RS RS RS RS

0.85] 126 120 116 114 113 116 128 165 407 RS RS RS RS RS RS RS RS RS RS RS

)Vl 0.8] 128 117 113 110 108 109 116 134 200 RS RS RS RS RS RS RS RS RS RS RS
0.75] 119 114 109 106 103 103 106 115 141 263 RS RS RS RS RS RS RS RS RS RS

0.7] 115 110 106 102 99 97 98 101 113 148 366 RS RS RS RS RS RS RS RS RS

0.65| 111 106 102 97 94 92 90 91 96 108 147 467 RS RS RS RS RS RS RS RS
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Q
Figure 5-8. Wait time differences (AP-FCFS)* 100 when setup is zero and
A, =0.60.

5.2 Non-Zero Setup

In this section, we introduce a nonzero setup into the comparison of the two
dispatching rules AP and FCFS. We are no longer able to use P-K formulafor the
FCFS wait because it assumes independence in the processing times and we know
that the setup times are correlated to the service times by the customer class. The
solution given by Gaver (1963) alows for the processing time correlation by
class. To provide abasdine for comparison, we use the results of the last section
to report measured differences in wait time as well as differences in the incidence
of part changeovers (number of switches). The introduction of setup starts at a
low level. The magnitude of the setup isthen increased until it equals the batch
servicetime, aleve that is consistent with our simulation studiesin Chapters 3
and 4.

5.2.2 FCFSversus AP in the Non-Zero Setup Environment. We continue
with the comparison started in section 5.1 comparing AP to FCFS now with non-

Zero setup.
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Theinputs to both FCFS and AP flow time cal culations are the same:

» Two streams of Poisson arrivals with mean arrival rates 4, i =1,2,
ﬂ“i
AtA, =4, 8 =7

+ Digtribution function of the servicetime of atype-i customer: Fq (t),

first moment: E(S ), second moment: E(S?). Laplace-Stieltjes
transform of distributions: 7, (z) = j: e “dF (t) (15)

) ) . ) 1
Note: If the servicetimeis exponentia then y. (z) = —F—— 16
p 7.( ) 1+ ZE(S,) (16)

 Distribution function of the setup time of atype-i customer: FUi(t),
first moment: E(U, ), second moment: E(Uiz). Laplace-Stieltjes
transform of distributions: «,(z) = J': edr, (t) (17)

1

Note: If the setup time is exponential then «, (z) = ——=—
1+ zE(U,)

(18)

The FCFS wait time (wait in queue prior to setup or service) of Gaver (1963)
is based on aMarkov process with asimple integro-differential forward
Kolmogorov equation. The waiting time of arandom arriva at t, W(t), depends
on the class of the last service which will determine whether or not asetup is
required. If thearriva isof the same class then there is no setup required,
otherwise a setup must occur prior to service. Thejoint probabilities resuilt:

F,(xt) = P{W(t) < x, last demand prior to t in class 1}
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and
F,(xt) = P{w(t) < x, last demand prior to t in class 2}
Under suitable conditions, the functions F, (x,t) will havealimitast — . If
we denote the limiting functions by F, (x) , the Laplace-Stidtjes transforms by

f,(s), then we have

¢ (9) ELOs= 2+ 2 (5) - .0Vt () 5] 50
D(s)
and
9= 2= ) 0 ) o
where
D(s)=[s— A+ 47,(s)[s— 2 + 24,7, ()| - 2,5, (), (S)ic, (S)y, () (20)
and lim(f,(s)+ f,(s)) =1. (21)

s—0

By taking the limit of (19) we note the probabilities, F, (x) and F,(x), are related

by:

F,(0)+F,(0)=1-0 (22)

where U = p+ | 2 {E(U,)+EU,) | o p=4E(S) ¢ AE(S)

Thisis exactly the same utilization measure obtained using conditional

probabilities as outlined in Section 2.2.1.
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The expected wait is prior to setup or serviceis

E,(W)+E, (W) o
where E, (W)= lim(-1) dfis) and E,(W)=lim(-1) dfé—s(s)
and
e, w) = B0 AZE(SE)(}liLFf(O)zlE(Ul +S))
A4

ey x{1,2, [-2E(S)E(S,)+4E(U, )E(S.) + 4E(U, )E(S, ) (24)

+2E(U,)E(S,) + 2E(U, )E(S,)+ EL2)+ EUZ)
+ AL E(S2)+ 24,E(S2)+ 24,E(S,) + 24,E(S,) - 2}

E (W) - F (O){l_ ﬂ’lE(Sl)} + Fi(o)ﬂz E(Uz + Sz)
i 21-0)

j“2
2221-U

+

x{/llxlz [- 2E(s,)E(S,) + 4E(U, )E(S,) + 4E(U, )E(S,) (25)

+2E(U, )E(S,)+ 2E(U, )E(S)+ E2)+ EUZ)
+ AL E(S2)+ 44,E(S2)+ 24,E(S,) + 24,E(S,) - 2}

(1 - U){ll’( 1 (3)7 1 (S)}
s A+ Ao} + Ay (.9 29

using F,(0)= {

and from (20) F,(0)=1-U - F,(0) (27)
Numeric methods are required to solve for the positivereal root of D(s) whichis
required to eliminate the singularity of (19).

The AP system state definition Eisenberg (1967) usesis based on service

completions. For AP, Eisenberg provides an expression for the probability that a

134



service completion by an arbitrary customer is followed by achangeover. To
compute this probability, he uses numerica methods even in the case of zero
setup times. The changeover probability is aresult of the AP flow time
calculations by Eisenberg (1967) which we review after the FCFS flow time
caculations by Gaver (1963).

FCFSand AP Flow Time Calculations. Due to the complexity of the
computations we provide the necessary background for the reader to replicate
results. For both FCFS and AP calculations we provide step-by-step details of the
computations leading to the mean flow time. We aso include adescription of the
imbedded state probabilities for the AP model. The changeover probability is
pointed out after each wait equation is stated.

FCFSFlow Time Calculations.

1  Determinethe positive root of D(s) . Using Newton-Raphson method:

11 Set s=0.9 asthefirst guessof theroot.

1.2 1f |D(s) <& , stop and retain positiveroot, s. Otherwise compute anew
estimate for the root using s = s— D(s)/D’(s).

If exponentia setup and service distributions,

G Iy B i
EEQEEONEES RS S e
A, A, sS4, s,

)] i) ) )] P
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and

. () E(s) | £(s)
D)= Akl (8]l () v £ U, ir sEU, e sE(S))
) e(s, ) £U))
(0 0, e s£(8)) T v s£(8 e s, e £5))
£U,)

+A1E(S)+ 14,E(S,)

T (6 £ U )i E(S,)

/11 /12

—22 - A,sE(S)+ I+ £(5) +2,5E(S, ) + () +2s.
(29)
2  Cadculate utilization including expected setup:
0= p o4 A () Q) | where p=2E(S) +2E(S) (@)
_ (1_6){/11’(1 (5)7 1(5)} iy
3 F, (O) = {s— At A, (s)} + Ak, (5)71 (s) using s fromstep 1.2 (31)
If exponentia setup and service distributions,
(-0 ){zl t o1 }
£ (0)= 1+sEU,) 1+sE(S) )
1 1 1
S—-A+A4, +4, :
{ 1+ sE(Sz)} 1+sE(U,) 1+sE(S))
4 F,(0)=1-U -F,(0) (33)
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— Fl (0){1_ /12 E(Sz )} + Fz (0)/11E(U1 + Sl)

21-0)

/11
+ 220-0) x{1,4,[2E(U,)E(U,) +2E(U,)E(S,) + 2E(S,)EU,) (3

+2E(U,)E(S) +2E(U,)E(S,) + E(US)+ (UZZ)]

+ AAE(S?)+ 24,E(S2)- 2+ 22,E(S)) + 24,E(S, )}

6 E,W)=lim(1)T0

s—0 ds

— Fz (O){l_/llE(Sl)} + Fl(o)/lz E(Uz + Sz)
21-U)

) PEUIEU,) 2BV JES) 2BV g

+2E(U,)E(S)) + 2E(U,)E(S,) + EU2)+ (U2)]
+ ANE(S?)+ A4,E(S2)- 2+ 22,E(S)) + 24,E(S, )}
7  Waitin queue prior to processing (does not include setup) is
E,(W)+E, (W) (36)
8  Waitin queue prior to service (comparableto AP wait) is

/11/12
/12

Weers = El(W) +E, (W) + [E(Ul) + E(U 2)] (37)

9 How timeis

Bl

=E W)+ EZ(W)+%[E(81)+—E(U2)} +%[E(Sz)+% E(Ul)} (39)

The probability that an arbitrary customer is followed by a changeover is

24,4,

== (39)

137



AP Imbedded Markov Sate Probabilities. Recalling from Chapter 2,
Eisenberg considers the imbedded Markov process of queue lengths at the instant

of service completion, and includes the class of service just completed. Thus,
state | denotes “serverisat line i and m customers are waiting at line 1 and n
customers arewaiting at line 2.” Theimbedded process is described as follows.
« Stateis (i;m,n) where i iscustomer type of servicejust completed, m
and n are numbers of customers present in queues 1 and 2, respectively.
» Equilibrium probability that an arbitrary service completion leaves the
systemin state (i;m,n) is 7/ .
Now we define the transition probabilities of the imbedded Markov chain

P[(i;m, n) — (i';m',n')] . Using equilibrium equations:

7. :iiiﬂiﬂnP[(i;m, n) - (i';m',n')] (40)
i=1 m=0n=0

and normalization condition, ii”rlm =a =4/, (41)
m=0 n=0

the fraction of al possible states |eft by customer type-i completions (noting

> > 7 =1). The generating functions of theimbedded state probabilities

2
i=1 m=0n=0
0 o0 i

are 7' (y,v) = D T y™" (42)

m=0n=0

138



Thetransition probabilities for the process are defined as p; =prob(i type-1

customersand | type-2 customers arrive during the service time of atype-1

customer)
=[’ [(ﬂ.lt)i /i !][(ﬂbzt)i / j!]e*(WzﬁdFsl t)
e (; = prob(i type-1customersand | type-2 customers arrive during the
service time of atype-2 customer
= [’ [(,11t)i /i!][(/lzt)i / j!]e*“ﬂ”z)tdlzsz t)
e 1, = prob(i type-1customersand j type-2 customers arrive during the
changeover from 2 to 1)
= [ Ly iy e e, 00
. R(y, v) = generating function of transition probabilities (of type-1 and type-2
arrivals) during type-1 setup so
R(y.v) = 5,(4 ~ Ly + 2, = )

* h; =prob(i l-customersand j 2-customersduring changeover from 1to 2

- (e ey e,

«  H(y,v)=generating function of transition probabilities (of type-1 and type-2
arrivals) during type-2 setup so

H(y’V) = KZ(ﬂ'l _/11y+ﬂ*2 _ﬂ'zV)
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(z) isthe Laplace-Stidtjes transform of the customer type-i busy period
distribution function in isolation where
B (Z) =7i (Z + 4, -4 p, (Z)) - (49)

Note: If the servicetimeis exponentia then

B (Z)=i{1+p. +%—\/(1+p. +%J2—4p.] (50)

2pi i i
Let g =ratio of number of timesthe system is emptied by completing service

on type-2 customer to type-1 (aconstant). We must solvefor g becauseit relates

the limits of the generating functions used in the mean wait equation. These
generating functions are boundary conditions for the states of the system and are

defined as;

771(V) = R[IBl (ﬂ'z - /12\/)’ V]gﬂz[ﬁl (ﬂz - ﬂ“zv)] ta,f, (/12 - /12\/) (51)
+ QR[,B1 (/12 - /Izv)’ V][a1:81 (/12 - /Izv) - 1]

gn*(v) = Hly. 2o (4~ y)lr' [, (e - ¥+ G2 (= y)
+H [y’ B (ﬂ’l - &y)][azﬁz (/11 - ﬂ‘ly) _1]

In solving for g, we aso solve for the limiting value of the generating
function 7*(1). Thelimits of the generating functions are related using
70-a=gl0)-a)] 59
Only onevaueof g leadsto aconsistent solution of the functional equations.

We build the functiona equations with many different sizes of their arguments by
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first initiating them with either v, =0 or y, =0. Weusethefact that limv, =1

| —>00

whichimplies lim7*(v,) = (1) and therefore they converge regardiess of the

starting point. Thisisonly truewhen g ischosen correctly. The solutionis
calculated asfollows.

Select two arbitrary valuesof g: g, k=12. Since g isaratio of incidences,
restrict g > 0. For eachvaueof g computetwo limiting 7*(v) values, 7'(1), by
calculating it with two different initial conditions: y, =0 and v, =0 per the
procedure below and define the result asfollows: T, (v, = 0) = {nl(l)‘vo =0,g= gk}
and T, (y, =0) similarly.

Usngg=g, set k=1
1 sat j=0,y(0)=0,let 71(j)=7(v,) and n?1(j)=n?(y,). n*1(0)=1
11 v(j)= A4 - ay(i)
12 y(j+1)= gl - 2Mi)]
Starting iterations are therefore:
¥(0)=0, v(0)= gyl 4], y1)= A2, - 2v(0)| = Al - 2ol 4] and
V() = B[4~ 2yl = Bl - 42 - LA

13 p(j)=1-a,v(j)+ 9[772]((]()_32(\/()1)] where
HIy() V()] = xol 2 = Ay(i) + 2, = 205

141



since 1[4, (2, - 4y)]| =1- 2,5, (4 - 2ay)+ g[”H[y ﬁjz(ff(ﬁly)ﬂ]‘ly)]

7°(0)=g

14 pA(j+1)=1-ay(j+1)+ lli)-ay(i+1) where

aRly(j +2).v(j)]
RIY(j +D)v(i)] = x[4 = Ay(j +1) + 4, - 2,v(j )]

. 2 B _1_ _ n (V) -ap (ﬂz - /IZV)
since n [ﬂl(ﬂ? /IZV)] =1-ap 1(/12 ﬂzv)-i— gR[ﬂl(ﬂz _/12V)1 V]

15 Assign I, (v, =0)={7Uj)g = g,
16 Repeat steps (1.1—1.5) until sign of convergence: v(j)-v(j -1} <&
17 Retan T,(v, =0)=7"(j v, =0,9 = g, since 7(j) at thelast value of |
represents 7*(1)
2 Reset j=0,v(0)=0, let 71(j)=7(v,) and n?1(j)=7»?(y,) and 71(0)=1
21 y(i)= Al — 2]
22 W(j+1)= 5[4 -2y

Starting iterations are therefore:
V(O) =0, y(O) = ﬂl[j? - j*ZV(O)] = /6’1[12] ’ V(l) = ﬂz [/11 - ﬂ’ly(o)] = /6’2[/11 - /71/6’1[12]] ’
and y(l) = /81[/12 - /12\/(1)] = ﬂl[iz — b, [ﬂl - /11/81[/12]]] -

2.3 7721(j):1_31y() Z;(Jy)( ) (f)) where

RIY(I) V(i) = o4 - Ay(i) + 4, — Av()]
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24

2.5

2.6

2.7

: ) B 1 B 7 (v)-a,(4, - 4,v)
since o[, = Al =1-a A3, — A+ L oy and

7(0)=1

)=t and; 1)+ AL 2 48] where

Hy(i) (i +2)] = s[4 - 4y(i) + 4, — 2u(j +12)]

ol (v.)- 2,8, (A~ 4y)]
Hly:. 8,(4 - 4y)]

since 7'[8,(4, - Ay)l =1-a,8,(4, - 4y)+

Assign T, (¥, =0) ={1(j)o = o,

Repest steps (2.1—2.5) until sign of convergence: |y(j)- y(j -1 <e
Retain T, (y, =0) :{nll(j)|y0 =0,g= gk} since 7'(j) at thelast value of
j represents 77*(1)

Set k=2, repesat steps 1 and 2.

The convergenceislinearly dependent on g so we evaluate the differences
in (1) startingwith v, =0 and y, = 0 at thetwo arbitrary valuesof g and

thenget g =g’ by

S R e R

Set g =g, repeat stepsin section 1 of this procedure above to determine

I (v, =0)= {nll(j )‘v0 =0,g= g*} which represents 7' (1) and using (32) we

get 7°(1).
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At this point we can calculate the idle state probabilities using

1 1- pl P2
. (55)
1+ g+ /1[E ][77 ai]

Thetotal idlefraction isthen s (1+9). (56)

Thewait prior to service for aclass-1 customer with AP dispatching and non-zero

setup isfindly:

1
(= pr— o)A pr— 22 +20,p,)C, +C,)

{EUa- )= 2,) + pp2fp.C, + - )]

+EU,)p,[- p, 1~ p,)C, + £,C,] (57)

' (Mjﬂ(l_ /01)(1_ P2 )2 +po; + pzz]llE(Slz)+ (1_ pl)/izE(Szz )]

W, =

2

C

Ej(l P11~ pz)[[(l pl)(l pz) +pup; P, ]E (1_p1)E(U22)]}

using c=4li0)-a] . ¢ =1+CEQ,), C,=g+CEU,)
and W, is the same equation with the subscripts switched.
The overal expected wait time is the convex combination of the expected wait

times of the two classes: W, = a\W, +a,W,. The probability that an arbitrary
customer is followed by achangeover is 272 (7*(1)-a, ).

Changeover Comparisons. Each cell in Figure 5-9 and 5-10 contains the
FCFS probability of setup above the AP probability of setup. We seein both
figuresthat AP aways requires fewer changeovers than FCFS in the zero setup
case. The FCFS probability isinvariant to Q since from equation (39) the
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probability of arandom arrival requiring a changeover is % . The AP

probabilities monotonically decrease with increasing Q at any A, (increasing
utilization) and approach zero at saturation. Queue sizes grow with load;
therefore, AP has a greater probability of a non-empty queue of the class currently
being serviced from which to draw at higher utilization levels. Thisfact will lead
to an increase in system capacity when compared with FCFS when setup is non-

Z€exro.
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Figure 5-9. Probability of setup (FCFS% above AP%) when setup is zero and

A, =0.25.
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Figure 5-10. Probability of setup (FCFS% above AP%) when setup is zero and
A, =0.60.

We add setup time in away consistent with our analyses of Chapters 3 and 4,
using the setup fraction, as aratio of the expected batch service time (with a batch
size of one). We evaluate arange of setup magnitudes starting with avery low
setup fraction of 0.001. Our highest level is 1.0, the level we usein our
operationa standardization in Chapter 3 and Chapter 4. We compare the baseline
AP-FCFS wait differences of Figure 5-7 to non-zero setup using numerical
methods. Weidentify regions of interest that we explain asfollows. The FCFS

system stability islimited as stated in Chapter 2 by
_ Ay
0<U = 4E(S)+ 4,E(S,)+ 72 [EU,) + EU.)] <1,

but the AP system is only limited by 0< AE(S) = 4,E(S,)+ 4,E(S,)<1. We
identify this disparity in system capacity for the non-zero setup casesin the

figures by [RB.
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The first comparison is made for the symmetric caseswhere 4, = 4,,

E(S,)=E(S,),and E(U,)=E(U,). Figure5-11with 4, = 0.2, is characteristic

of the symmetric comparisons. Weimmediately see that in the presence of setup

AP always requires less wait than FCFS and without setup (U, =0.0), thereisno

difference between AP and FCFS wait. We aso notethat the AP wait is

monotonically better than FCFS with both increasing setup and service. As setup

isintroduced AP will minimize the changeovers and in the symmetric case

provide lower wait times. Given any fixed A, , as setup and servicetimes

increase so does the utilization and, thus, expected lengths of the queues. AP by

avoiding changeoversis able to provide a stable system in areas where FCFSis

saturated.
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Figure 5-11. Wait time differences (AP-FCFS)* 100 for symmetric cases when
4 =02.

Figures 5-12 through 5-15 show a progression of the effects of setup when

2, =0.25. With minimum setup added (E(U ) = 0.001* E(S))we see the equality
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at Q =1has been replaced entirely by AP. The dominance of AP, where only AP
yields the lesser wait as compared to FCFS, is quickly realized. We note that only
5% setup is needed for AP to dominate the Q >1 region as shown in Figure 5-13.
Aswe expect from the stability limits, the AP win areaincreases with setup

magnitude, especially approaching the region of instability.
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5-12. Wait time

Figure

=0.25.
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We note an interesting pattern in the figuresillustrating the wait differences.

Figure 5-12 at the A, = 0.65 setting shows the AP-FCFS wait to be negative just

prior to the region of saturation. This pattern isaso seen in Figure 5-16 for three

settings: 4, =0.40, 4, =0.45,and 4, =0.50, but not in Figure-17. To explain

this pattern we show the actual wait times for AP and then FCFSfor 4, = 0.50 at

four levels of setup magnitude in Figures 5-13 and 5-14. Wethen follow with a

plot of the differencein flow timefor the 4, =0.50.

100

10 A

Wap

0.1

—-—--AP: U=1.0
———-AP: U=0.05
------- AP: U=0.01
AP: U=0.0

Figure 5-13. Wait timewhen 4, =0.50, 4, =0.25 using AP.
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100

10

—-—--FC: U=1.0
- —-—-FC: U=0.05
------- FC: U=0.01
——FC: U=0.0

W kcrs

0.1

Figure 5-14. Wait timewhen A, =0.50, 4, =0.25 using FCFS.

If we superimpose the wait time curves we find that the FCFS curves are
steeper at the same Q = E(S,). Thisisbecause the wait time, driven by
congestion, is afunction of both service and setup times and AP pays | ess setup
than FCFS. This steeper dlope near saturation causes the wait curvesto intersect.
We show the case of E(U)=0.01* E(S) and identify three points of intersection
of the two curves. This does not happen with greater setup magnitude because the
FCFS wait curveis shifted up, intersecting the AP wait curve in only one place.

Figure 5-15 shows the three points of intersection for the 4, =0.50, 4, =0.25

and E(U)=0.01* E(S) case.
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Wait
(FCFS-AP)+1 1 —_/

0.1

0.05
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O 0.75 |

Figure 5-15. Three zeroes of intersection between wait curves of AP and FCFS
when 4, =0.50, 1, =0.25 and E(U)=0.01* E(S).
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Under certain circumstances FCFS will provide less wait than AP even when
setup timeisnon-zero. There are two regions, one characterized by
E(S,) > E(S,) with 4, > 1, and the other E(S,)/E(S,)=Q <0.5 with 4, > 4,.
Both of these regions decrease in size with increasing setup as shown in Figures

5-12 and 5-16 through 5-18 and 5-19 through 5-21 such that when E(U) = E(S),

AP dominates the entire feasible space.
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With the addition of setup, we make a number of observations:

. Thereisan areawhere AP provides enough savings in the setups realized to
increase the capacity of the system, relative to what the FCFS can achieve. In
fact the region is stable when using AP, but unstable for FCFS. Recalling
from Chapter 2, the FCFS system utilization is /1E(P) where the processing
time, P=U + S, includes the setup time and therefore is greater than

p= /1E(S) when the setup, U , isnon-zero. The AP rule self-regulates the
incidence of setup: in high traffic the queue islonger so thereisless likelihood
of switchover at the end of aservice and in thelimit when p =1 thereiszero
probability of switchover at the end of aservice. Thus, the AP system
saturation is afunction only of p = AE(S), regardless of the setup magnitude.
. AP aways requires fewer changeoversthan FCFS. The FCFS probability is
invariant to Q since the probability of arandom arriva requiring a
changeover isafunction of only 4, and 4,. The AP probabilities
monotonically decrease with increasing Q at any A, (increasing utilization)
and approach zero at saturation. Thisfact will lead to an increasein system
capacity for AP when compared with FCFS when setup is non-zero.

. For the symmetric casewhere 4, = 4,, E(S,) = E(S,), and E(U,) = E(U,)
AP always requires less wait than FCFS (U, > 0.0). We dso note that at any

A, =4, the AP wait is monotonically better than FCFS with both increasing

setup and service.
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4. Thereisawaysan areawhere AP provides|esswait than FCFS. Theregion
where AP wait isless than FCFS is much larger when setup is present. When
the setup equals the service magnitude, AP dominates the entire feasible

gpace. Thismay also suggest that Q =1 has much less significance with non-

Z€ero setup.
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Chapter 6

SUMMARY AND DIRECTIONS OF FUTURE RESEARCH

In this dissertation, we addressed two questions concerning the role of setup
economies in discrete parts manufacturing. First, using ssmulation as the tool of
choice, we design and conduct a computational study to evaluate the impact of
setup reduction on the factory flow time in the setting of factory conversion from
ajob shop to full or partial cellular layout. A key component of the design isthe
construction of aframework for experimentation and a standardized test bed of
scenarios with sufficient uniformity as to make meaningful comparisons possible.
In the second segment of the dissertation, we focus on aqueueing system that is
simple enough so that the exact analysis of the extent of setup incidence and
economies can be computed exactly. We use the results of anaytic models of this
system to gain insightsinto the role of the dispatching rule in the queueing
system.

We now re-state the research questions in Chapter 1 and summarize the
findings of Chapters 3-5 in the form of responsesto these questions.

Factory Conversionsto Cellular Manufacturing Systems
» Can consistent results be obtained as to when the conversion of the job

shop can be expected to prove advantageous?
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* What are the measured setup economies? When are setup economies

large enough to overcome pooling losses?

The conversion of job shopsto cells consistently improves flow time by 10%
to 20%, for the test bed used in our research. Thisresult provides a conservative
estimate of the advantages of CM S because it does not take advantage of such
additional factors as reduced batch sizes, transfers batches, or movetimes. We
find that conversion to cells consistently reduces setup on the order of 65% to
75% for the test bed we used. We conclude that setup reduction can overcome the
effects of pooling loss as long as the magnitude of the setupsis not too small and
no significant bottlenecks develop in the cells upon conversion.

» How do other cell factorsincluding reduced batch sizes and the use of

transfer batches affect flow times achieved in cells?

The use of reduced batch sizes, or the implementation of transfer batches, can
each provide cells with an additional improvement in flow time. Typicdly, each
of these two factors has a significant effect on reducing the flow time for CMS,
and the amount of reductionisusualy at least aslarge as that obtained by
conversion to CM S without any changesin the batch sizes.

Our sengitivity runs show that the overal factory utilization and the potential
for setup reduction can both affect the conversion results obtained. Our tests
indicate that conversion to CMS may not be advantageous if the utilization level is

high or there is not sufficient potential to reduce setups.
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The design of cells also has a clear impact on the conversion improvements
obtained. Typically, we observed better performancein cellswhen the origind
source design was used. However, conversion benefits continue to be present
even after we use auniform cell formation procedure dueto Vakhariaand
Wemmerl6v (1990). Thisindicatesthat careful alocation of machinesto cellsto
avoid heavy utilization helps to keep the pooling loss within tight control.

Regarding dispatching rules, our experimental runs support the conclusions of
previous authors that Repetitive Lot dispatching provides less overal setup and
supports lower flow times than FCFSin ajob shop with setup. The effect of RL
seems to diminish in the same factory setting once it incorporates cells.

* Istherevauein considering apartial implementation of CMS?

Although we could not identify general and robust rules that applied across all
data sets, we observed that the factory flow time of apartia cellular
implementation may be as good as or even better than the al-cell option, soitis
important to stop short of full conversion where appropriate. In addition, other
considerations include the following. Even when the number of cellsto be
included in the partial layout isfixed, the choice of the correct subset of cells can
have asignificant impact on the flow time. The sequence of best subsetsto pick
as n increasesfrom 1to NC isnot necessarily nested, so sequence matters. The
differencesin factory flow times are due to the same factors recognized in the al-
cell CMS analysis, setup reduction and machine utilization, but neither factor
aloneissufficient to reliably determine the best subset of cellsto select. The best
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picks are characterized by large setup reductions a ong with reduction of
utilization in the residual job shop and the lack of bottlenecksin the cell(s), so
setup reduction and load balance in both the cells and residual job shop matter.

To our knowledge, thisisthe first simulation study that compares cell shop
conversion benefits across disparate data sets. We believe that this dissertation
has shown that the comparison of job shops and cellular systems with respect to
the flow time measure can produce reasonably consistent results when the same
operating rules and key parameter ranges are used across different data sets.
Moreover, our research shows that setup reduction can overcome pooling losses,
even under the conservative assumptions where batch size remain unchanged and
the material transport times in the job shop are assumed to be negligible. Overdl,
the conclusions of our research are consistent with the qualitative insights cited in
the literature when comparing cell shops and job shops. However, our research
clarifies that the quantitative comparisons using the flow time metric must be
interpreted in the context of the region of the parameter space spanned by the data
sets, aswell as the particular design used for the cdlls.

By investigating the efficacy of implementing partia cell layouts (hybrids)
using the same test bed, we are able to define considerations for the cell
implementation process. We find the selection of the subset of cells picked at any
level of cellular implementation has an impact on factory flow time and that a
partia cellular implementation may be as good as or even better than the all-cell
option.
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Analytic Modeling of a Smple System with Setup

* What istherole of dispatching rulesin the reduction of setups?

We find that the Alternating Priority (AP) dispatching rule that minimizes
setup incidence, and therefore, changeover incidence, can outperform the FCFS
rule over significant regions of the two-class parameter space even when the setup
timeistaken to be zero (the metric for this comparison is average wait timein
gueue). We characterize the region of superiority of AP over FCFS analytically
and provide bounds on the relative performance of the two rules.

When setup enters the comparison between these rules, we determine the
extent of the difference in setup paid aswell as the difference in setup incidence
between AP and FCFS. We are able to identify regions where AP is dways the
better choice aswell as regions where AP increases the service capacity dueto
reduction in the setups incurred. For the symmetric case of non-zero setup where
2, =2,, E(S)=E(S,),and E(U,)= E(U,) APaways requires|esswait than
FCFS. Wedso notethat at any 4, = A4, the AP wait is monotonically better than

FCFS with both increasing setup and service. For the non-symmetric case we also
note that by the time the setup is equal to the service in magnitude, AP dominates

the entire feasible region. Thismay aso suggest that Q =1 hasmuch less

significance with non-zero setup.
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Directions for Future Research

The following topics are offered as potentialy fruitful areas of research that

would extend the findings of this dissertation.

1.

3.

Analytic comparison of rulesin the presence of non-zero setups: In the
case of non-zero setups, further research should pursue the derivation of
anaytic results that constitute a counterpart to the analysis of Section 5.1.
We think thereis opportunity to examine regions of dominance for the AP
rule using formulas for non-zero setup. Thiswould also help explain the
behavior of FCFS and how it can dominate AP even in the presence of
setup.

Extension from two classes of customers to multiple classes. This
research would extend the results of Sections 5.1 and 5.2 to the multi-class
case. Andyticaly, thisrequires extending the results of Eisenberg (1967)
to the multi-class case. While the mathematics of following Eisenberg's
specific approach becomes extremely cumbersome, ssmpler schemes of
anaysis or approximate results may till reveal useful insights. Naturaly,
simulation remains open as atool for performance evaluation for al such
extensions.

Alternative rules for multiple customer classes: A quick search of the
literature reveals that the analysis of queues with multiple classesin the
presence of setups has let to a stream of research involving cyclic polling
rules (where customers are serviced in a pre-determined order). Such
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rules may be viewed as aternatives to extensions of the AP ruleto the
multi-class case (greater than two classes) such asthe Repetitive Lot rule
(Jacobs and Bragg, 1988) or its variants discussed in this dissertation.
Further study is needed to evaluate such extensions. In particular, cyclic
policies can be compared to dynamic policies that incorporate dynamic
information into the switching decision. Of specia interest is how setup
impacts the comparative advantages of these policies.

. Discount factorsto reflect setup economies. Some studies use flat-rate
discounts coupled with FCFS in analytic model s to represent the effects of
setup economiesin job shops and cell shops. Further research isrequired
to explore where this approximation can introduce severe distortion,
especialy as magnified by bottlenecks or increased congestion in the

system.
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APPENDIX A: SENSITIVITY TO THE SHAPE OF PROCESSING

TIME DISTRIBUTIONS

The runs presented in the body of this research use a 2-Erlang distribution for
both setup time and run time. The CV for thisdistribution is0.707. To test the
sengitivity of the flow time results to the shape of these distributions, we varied
the CV while staying in the k-Erlang family and retaining the same mean. Of
course, CV=1.0 corresponds to an exponentia distribution (k=1) and CV=0.25
(k=16) captures the shape the normal curve. We aso tested the effect of skewness
by comparing the 2-Erlang with distributions from the beta( «, , ¢, ) family, each
skewed in adifferent direction.

Below in Table A-1 we tabulated the results of these runs for two data sets.
Each cell with adual entry shows the flow time for the job shop on top and CMS
directly below it. Although the shape of the distribution affects both the job shop
and CM S flow times, these values move together so that the flow ratio remains

insensitive to the changes.
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Data Set #2 CV Run Data Set #6 CV Run
JS flow JS flow
e | 0250| 0.707| 1.000 e 0.250[ 0:707| 1.000
148 | 148 | 148 7582 | 7586 | 7595
0250 1 157 | 127 | 120 0.250 | 5163| 6208 | 6253
oV 149 | 149 | 149 || cv 7613 | 7612 | 7634
seup| %77 | 128 | 130 | 130 ||sewp| O | 6225 6261 6303
150 | 150 | 151 7657 | 7644 7659
1000 1 159 | 130 | 131 1000 | 6767 6300 | 6343
>Erlang | 149 |[7612
cv=0707 | 130 || 6261
Beta(14,55) | 148 || 7581
cv=0705 | 127 || 6148
Beta(5.5,14) | 149 |[7607
cv=0.180 | 129 || 6263

Table A-1. Sensitivity of Job Shop and CMS flow times to changesin

distributions of setup and runtime.
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APPENDIX B: OUTPUT MEASURES FOR SIMULATION RUNS

Our additional input parameters for Chapters 3 and 4 are as follows.

T =duration of simulation window for releasing batches

P = number of batch orders released during ssmulation release window, T
The output statistics gathered by the simulation are as follows.

TQ =time at which last of P released batchesis completed (ssmulation horizon)
FT(p) = flow time of the p™ batch released within release window, T
(p =1..., P) [flow time measured from order release to shipping]
ST(p) =total setup incurred for the production of the p™ batch (p=1...,P)
RT(p) =total run timeincurred for the production of the p™ batch (p=1,...,P)
SQ(j) =total setup time accrued on machinetype j during TQ

)

RQ(]j) =total run time accrued on machinetype j during TQ

The output measures are then calculated as follows.

The average batch flow timeis

ZP: FT(p)/P (B-1)
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Average time a batch spent in setup

Average machine utilization for type |
(sQ(i)+ R(i))/TQ-Nm(j)

Overal average machine utilization for the factory (JS or CMS)

=1

3" (sa(j)+ Ra(j)) /Tog M ()

Maximum machine utilization for the JS configuration

max [(sQ(j)+ RQ())/TQ-NM (j]]

The minimum calculations are analogous. For the CM S, the maximum and

(B-2)

(B-3)

(B-4)

(B-5)

(B-6)

minimum utilization values consider machine types over al cells, so that equation

(B-6) is computed once for each cell.
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GLOSSARY

Alternating Priority

Cdl

Célular Manufacturing

Flow Ratio

adispatching rule from Maxwell (1961) designed
to minimize setup incidence in asingle-server
gueue with two customer classes: al jobsin queue
of agiven class are served before switching to the
other class. The server thus aternates between
strings of jobs of either class 1 or class 2 and the
idle state, but never switchesfrom class i to class

j (j=i) if therearejobsof class i till in queue

acollection of different machines positioned in
proximity to work on afamily of parts with similar

shapes and processing requirements
manufacturing part families using cells

ratio of the average batch flow time after cellular
conversion to the average batch flow time of the
job shop with the same factory operational

parameters of load, machines and batch size
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Job Shop amanufacturing facility comprised of general-
purpose machines organized into a collection of
machine centers (departments) grouped on the basis

of the operation performed

Magjor-Minor Modd a setup structure whereby the setup isamajor

for Setup setup, aminor setup, or no setup at al. A mgor
setup isincurred if two parts belonging to distinct
families are processed consecutively on the same
machine. Switching between two different part
typesin the same family incurs aminor setup. No
setup isrequired if a machine processes two

batches of the same part type consecutively

Part Family parts with similar features and common sequences

of operations requiring similar tools or fixtures

Pooling Loss the diseconomies of segregating a given machine

type by assigning them to independent cells

Remainder Shop that part of the factory that is not converted to cells

and continues to operate as ajob shop

Repetitive Lot Dispatching  adispatching rule from Jacobs and Bragg (1988)

designed to minimize setup: (1) asingle (pooled)
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Setup Fraction

Setup Ratio

Transfer Batch

queueisformed for al batches arriving to be
processed at a machine center, (2) Any arriving
batch encountering an available machine upon
entry isimmediately routed to the available
machine where it would encounter the least setup
time. If no machines are avail able, the batch joins
(or forms) a queue to wait for amachine, (3)When
amachine becomes available, the next job assigned
to it is selected based on the minimum setup among
al jobsin queue. If multiplejobstie at this
minimum setup value, the FCFS disciplineis used

to break thetie.

the ratio of minor to major setup

the ratio of mgor setup to batch run time

lot quantities moved between workstations or
production areas —typically equal to or smaller than

the production lot size
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