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The study and computation of nonlinear charged-particle transfer maps is

fundamental to understanding single-particle beam dynamics in accelerator devices.

Transfer maps for individual elements of the beamline can in general depend sen-

sitively on nonlinear fringe-field and high-multipole effects. The inclusion of these

effects requires a detailed and realistic model of the interior and fringe magnetic

fields, including knowledge of high spatial derivatives. Current methods for comput-

ing such maps often rely on idealized models of beamline elements. This Dissertation

describes the development and implementation of a collection of techniques for com-

puting realistic (as opposed to idealized) charged-particle transfer maps for general

beamline elements, together with corresponding estimates of numerical error.

Each of these techniques makes use of 3-dimensional measured or numerical

field data on a grid as provided, for example, by various 3-dimensional finite element

field codes. The required high derivatives of the corresponding vector potential A,

required to compute transfer maps, cannot be reliably computed directly from this

data by numerical differentiation due to numerical noise whose effect becomes pro-

gressively worse with the order of derivative desired. The effect of this noise, and its



amplification by numerical differentiation, can be overcome by fitting on a bounding

surface far from the axis and then interpolating inward using the Maxwell equations.

The key ingredients are the use of surface data and the smoothing property of the

inverse Laplacian operator.

We explore the advantages of map computation using realistic field data on

surfaces of various geometry. Maps obtained using these techniques can then be

used to compute realistically all derived linear and nonlinear properties of both

single pass and circular machines. Although the methods of this Dissertation have

been applied primarily to magnetic beamline elements, they can also be applied to

electric and radio-frequency beamline elements.
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Preface

The layout of this Dissertation is as follows. Chapter 1 serves as a general in-

troduction to the problem of computing charged-particle symplectic transfer maps

using Lie algebra techniques. The motivation for using surface methods is discussed.

In Chapters 2-5, we outline a number of techniques for computing such transfer maps

for realistic magnetic elements of accelerator devices using measured or numerical

magnetic field data. These methods make use of data provided on surfaces of vari-

ous geometry, in order to avoid problems caused by the amplification of numerical

noise. Of particular interest will be the relationship between the geometry of the

fitting surface and the smoothing properties of the resulting integral operator. The

optimum surface in each case will depend on the characteristics of the individual

beamline element. Chapters 2-4 discuss the use of cylinders of various cross-section.

In Chapter 5, we introduce a technique for general (piecewise-smooth) surface ge-

ometries. Finally, Chapter 6 describes a proposed application of these techniques to

the Damping Rings of the future International Linear Collider.

Many of these techniques build on the work of previous students of the Uni-

versity of Maryland and others, in particular the technique described in Chapter 2.

The primary original contributions are described in Chapters 3, 4, and 5. A fair

amount of supplementary material in the Appendices will be referred to as needed.
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Chapter 1

Statement of Problem

This Dissertation describes the development of a collection of techniques for

computing realistic nonlinear charged-particle transfer maps through general beam-

line elements of accelerator storage rings and other devices. Such methods use

accurate, three-dimensional field data provided by finite element modeling to in-

corporate all fringe fields and nonlinear multipoles into a map description of the

beam dynamics. The key ingredients are the use of surface data and the smoothing

property of the inverse Laplacian operator.

In the present Chapter we provide the motivation for such an enterprise, and

discuss the challenges associated with computing and representing transfer maps

from realistic field data. In Section 1.1, we introduce the concept of a symplec-

tic transfer map and describe the role that such maps play in characterizing the

dynamics of nonlinear Hamiltonian systems. Section 1.2 discusses the need for a

representation of the vector potential within the region of interest that is analytic in

each spatial variable. Finally, in Section 1.3 we describe how such a representation

can be accurately determined by fitting magnetic field data onto a surface bounding

the region of interest and extrapolating into the interior with the aid of the Maxwell

equations.
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1.1 Transfer Maps and Lie Algebraic Tools

1.1.1 Maps and nonlinear dynamics

The ultimate goal of studying any nonlinear dynamical system is to obtain

a complete characterization of the geometry of the set of possible orbits for the

system. Of particular interest are the asymptotic properties of the orbits: the

existence of constants of the motion, the classification of orbit families (fixed points,

period-k orbits and quasiperiodic orbits, etc.) and the asymptotic distribution and

statistical behavior of orbits [1]. In the study of accelerator beam dynamics, we

are especially interested in the long-term stability of relativistic charged-particle

orbits in configurations of electric and magnetic fields. Synchrotrons often require

the storage of such charged-particle beams for a large number of turns [2]. At the

Large Hadron Collider (LHC), for example, counter-rotating beams of protons are

intended to be stored for approximately 4× 108 turns while colliding at a center-of-

mass energy of 14 TeV. “The presence of nonlinear components of the guiding fields

of the machine can render the motion slightly chaotic, so that after a large number

of turns the particles may be lost, colliding with the beam-pipe and degrading the

luminosity of the machine.”[3] Similar considerations apply to synchrotron light

sources and damping rings.

The use of maps in the study of nonlinear dynamical systems has proven fruit-

ful since their introduction by Poincaré (1899). In the context of accelerator physics,

the use of maps provides a natural way to characterize the dynamical effect of indi-

vidual beam-line elements. A transfer map is a function that maps a particle’s initial
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phase-space coordinates at entry of the beam-line element to its corresponding co-

ordinates at exit. While numerical integration can be used to determine individual

particle orbits through the beam-line, the use of maps is both conceptually clearer

and computationally far more efficient. Once accurate transfer maps have been

found for individual beam-line elements, one can determine all single-particle prop-

erties of the ring, including tunes, chromaticities, anharmonicities, and linear and

nonlinear lattice functions using the theory of normal forms [4],[5]. In addition, the

iteration of the single resulting one-turn map allows us to accurately track a large

ensemble of particles for millions of turns without the need to numerically integrate

a large number of initial conditions, and thereby to estimate the dynamic aperture

of the device.

The classical state of each particle is given by its coordinates denoted z =

(q1, p1, q2, p2, q3, p3) in the 6D phase space R6. The dynamics of a given particle are

described by a Hamiltonian H(z, t), defined on some open subset U of the phase

space over some time interval T . The system is then described by the canonical

equations:

q̇k =
∂H

∂pk

, ṗk = −∂H
∂qk

(1.1)

where derivatives on the left are taken with respect to the independent variable t.

In more compact notation, we write

ż = J∇zH (1.2)
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where the matrix J is given by

J =


0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0

 . (1.3)

These equations together define a Hamiltonian flow [1]. We assume H is analytic

in the region of interest. Given an initial condition zi ∈ U at t = ti ∈ T , equations

(1.1) are guaranteed to have a unique solution that exists for some nonvanishing

interval (ti− δ, ti + δ) in T . We now define a map Mti→t for each t in (ti− δ, ti + δ)

from the phase space onto itself such that

z(t) = Mti→t(z
i). (1.4)

Suppose we let ti and tf denote the entrance and exit from a given beam-line element.

(Here the subscript f stands for final.) The map Mti→tf then fully characterizes

the dynamics of that element. Maps for neighboring beam-line elements may be

composed or concatenated by the rule

Mta→tc = Mtb→tcMta→tb . (1.5)

Furthermore, maps resulting from the Hamiltonian system (1.1) have an important

defining property. It can be shown from (1.1) that the Jacobian matrix M , defined

by

Mjk =
∂zf

j

∂zi
k

, (1.6)

must satisfy the condition

MTJM = J (1.7)
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for any ti and tf and all zi [6]. The set of such matrices forms a group under

multiplication, the symplectic group. Similarly, the set of all Hamiltonian mappings

M of the phase space onto itself forms the group of symplectic transformations

(maps). In this way, the study of Hamiltonian dynamical systems is equivalent to

the study of symplectic mappings. For more details, the reader is referred to ([4],[5]).

1.1.2 Hamiltonian for a charged particle

The Hamiltonian for a charged particle in electric and magnetic fields is given

by [7]:

H =
√
m2c4 + (p− qA)2c2 − qΦ. (1.8)

The times ti and tf of entry and exit from a given element will vary between particles

in the beam. If we suppose that dz/dt = ∂H/∂pz 6= 0, we may introduce the

longitudinal coordinate z as the independent variable in place of the time t. We

begin by introducing the variable pt as the momentum canonically conjugate to the

variable t, defined by the relation

pt = −H(x, px, y, py, z, pz, t). (1.9)

By the implicit function theorem, we may invert this relation locally for pz to obtain

an expression of the form

pz = −K(x, px, y, py, t, pt, z) (1.10)
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where K becomes the new Hamiltonian. We then verify using (1.1) that Hamilton’s

equations are satisfied:

∂K

∂pt

=

(
∂H

∂pz

)−1

= ṫ, (1.11a)

∂K

∂pi

=

(
∂H

∂pi

)(
∂H

∂pz

)−1

= q̇i, (1.11b)

∂K

∂t
=

(
∂H

∂t

)(
∂H

∂pz

)−1

= −ṗt, (1.11c)

∂K

∂qi
=

(
∂H

∂qi

)(
∂H

∂pz

)−1

= −ṗi, (1.11d)

where the dot now indicates a derivative with respect to z, the new independent

variable.

The dynamics of the particle in the phase space described by the canonical

variables (x, px, y, py, t, pt) are given by the Hamiltonian K. In the case of a charged

particle we find, using (1.8),

K = −
√

(pt + qΦ)2/c2 −m2c2 − (px − qAx)2 − (py − qAy)2 − qAz. (1.12)

The design orbit through the beamline element is the solution of (1.11) for a reference

particle entering the element on-axis with design momentum p0, corresponding to

the initial condition zi = (0, 0, 0, 0, ti,−p0c/β). We let xr(z), pr
x(z), etc. denote the

values of the reference coordinates at a given length z along the element. We will

be interested in motion relative to this design orbit. Let l denote a desired length

scale (eg., l = 1 cm). Introducing the dimensionless deviation variables

X = (x− xr)/l, Px = (px − pr
x)/p

0, (1.13a)

Y = (y − yr)/l, Py = (py − pr
y)/p

0, (1.13b)

τ = c(t− tr)/l, Pτ = (pt − pr
t )/(p

0c), (1.13c)
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we may write a scaled Hamiltonian H = K/(p0c) in terms of the deviation variables

(1.13) as [8]:

H = −1

l

[(
Pτ + p̄r

τ +
qΦ

p0c

)2

−
(
mc

p0

)2

−
(
Px + p̄r

x −
q

p0
Ax

)2

−
(
Py + p̄r

y −
q

p0
Ay

)2 ]1/2

− q

p0
Az − ˙̄xrpx + ˙̄pr

xx− ˙̄yrpy + ˙̄pr
yy − ˙̄τ rpτ + ˙̄pr

ττ.

(1.14)

In a neighborhood of the design orbit, the deviation variable Hamiltonian H has the

(truncated) polynomial expansion

H = H2 +H3 + · · ·+Hn =
S∑

s=1

hs(z)Ps(6; x, px, y, py, τ, pτ ). (1.15)

We retain terms in the deviation variable Hamiltonian through terms of degree n.

Here the Ps(6; · · · ) are the various monomials homogeneous of degree m(s) in the

six phase-space deviation variables, and the Hm denote the sum of all such terms

that are homogeneous of degree m.

1.1.3 Lie algebraic methods

We have seen that charged-particle motion through any beam-line element is

described by a symplectic transfer map M. We briefly discuss how such maps can

be computed and stored using Lie algebraic techniques.

Let ζ = (X,Px, Y, Py, τ, Pτ ) denote the vector of deviation variables in (1.13).

Given a function f of the phase space variables ζi, we define the Lie operator : f :

by

: f : g = [f, g] (1.16)
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where

[f, g] =
∑

i

∂f

∂qi

∂g

∂pi

− ∂f

∂pi

∂g

∂qi
(1.17)

is the usual Poisson bracket. In this notation the canonical equations (1.11) can be

written in the form

ζ̇i = − : H : ζi. (1.18)

We define the Lie transformation associated with f to be the operator

exp(: f :) =
∞∑

n=0

1

n!
: f :n . (1.19)

Given any analytic symplectic mapping which maps the origin into itself, the

Dragt-Finn factorization theorem [9] states that the map can be written in the

factorized form:

M = exp(: f c
2)exp(: fa

2 :)exp(: f3 :)exp(: f4 :)... (1.20)

where each generator fm is a homogeneous polynomial of degree m. The quadratic

polynomials f c
2 and fa

2 are related to symmetric matrices Sc and Sa that commute

and anticommute with J , respectively. Through aberrations of order (n− 1) such a

map has the symplectic approximation

M = R2exp(: f3 :)exp(: f4 :) · · · exp(: fn :) (1.21)

where R2 = exp(: f c
2) exp(: fa

2 :) describes the linear part of the map.

The linear map R2 and the Lie generators fm are determined by solving the

map equation of motion

Ṁ = M : −H : . (1.22)

8



In particular the map R2 acts as a linear transformation:

(R2ζ)j =
6∑

k=1

Rjkζk (1.23)

and may be represented by the matrix R whose components are Rjk. Similarly, the

second-degree Hamiltonian H2 may be written as the quadratic form

H2(ζ, z) =
1

2

6∑
j,k=1

Sjk(z)ζjζk (1.24)

represented by the matrix S. Using (1.22) together with (1.21,1.23), we find that

the matrix R for the linear map obeys the equation

Ṙ = JSR, with R(zi) = I. (1.25)

We next introduce the interaction Hamiltonian H int = H int
3 +H int

4 + ... by

H int
m (ζi, z) = Hm(R2ζ

i, z). (1.26)

The generators fm then obey equations governed by the H int
m . Through m = 6 they

are given by the relations

ḟ3 = −H int
3 , (1.27a)

ḟ4 = −H int
4 + (: f3 : /2)(−H int

3 ), (1.27b)

ḟ5 = −H int
5 + : f3 : (−H int

4 ) + (1/3) : f3 :2 (−H int
3 ), (1.27c)

ḟ6 =−H int
6 + : f3 : (−H int

5 ) + (1/2) : f4 : (−H int
4 )

+ (1/4) : f4 :: f3 : (−H int
3 ) + (1/2) : f3 :2 (−H int

4 )

+ (1/8) : f3 :3 (−H int
3 ), (1.27d)
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subject to the initial conditions

fm(zi) = 0. (1.28)

These equations must be integrated together with the 36 equations for the elements

of the matrix R, and the 6 canonical equations for the reference orbit. This requires

(through m = 6) the integration and storage of 938 variables. (Note that this is a

significant savings in storage over that required by representing the motion in the

form of a Taylor map in the initial variables ζi.)

1.2 Need for Analytic Representation of the Vector Potential

Determining the generators appearing in (1.21) requires that we have available

the Taylor coefficients hs(z) along the full length of the beam-line element. These

are determined according to (1.12) from the vector potential A. Expanding about

a design orbit through the beam-line element at a longitudinal location z yields

representations for the components of A of the (truncated) form

Aw(x, y, z) =
L∑

l=1

aw
l (z)Pl(2; x, y). (1.29)

Here w = x, y, or z and the Pl(2; x, y) are the various homogeneous monomials in

the two transverse deviation variables (x, y). The upper limits L and S in the sums

(1.15) and (1.29) are determined by n. For example, if n = 6 then L = 27 and

S = 923. We conclude that what we need is a Taylor expansion for the vector

potential components Aw in the deviation variables x and y. Their z-dependent

coefficients aw
l (z) must be accurately determined from a knowledge of B.
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Linear approximations to the equations of motion (1.1) are obtained by con-

sidering only the second-degree part of the Hamiltonian H2. In particular, for linear

models of solenoids, dipoles, and quadrupoles it is sufficient to include terms up

to second degree in the vector potential A. The inclusion of fringe-field and high-

multipole effects, however, requires a detailed and realistic model of the interior

magnetic field, including knowledge of high spatial derivatives. A map in Lie form

(1.21) possessing generators through fm represents a map whose Taylor series pos-

sesses terms through degree m− 1 in the initial variables ζi.

In general we have available measured or numerical three-dimensional mag-

netic field data on a discrete mesh of points available throughout the region of

interest. Measured field values may be available at select interior points from a 3d

magnetic Hall sensor. (Such a magnetic sensor, recently patented by CERN, claims

an accuracy of 1.5 × 10−4 T for the range 0-1.5 T.) Alternatively, numerical field

values may be available at select interior points from electromagnetic simulations,

which are obtained using PDE solvers of various types for producing interior field

values from a given magnet design. Because of the importance of these sources of nu-

merical data, we briefly discuss the primary methods used by such electromagnetic

solvers.

1.2.1 Finite difference methods

Finite difference methods approximate the differential equation Lu = f by

considering values at a finite set of points (nodes) within the domain of interest [10].
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1. The domain is partitioned into a uniformly spaced grid.

2. At a given node, each derivative in L is approximated by an algebraic expression

which references the values of u at adjacent nodes (a difference quotient).

3. The resulting finite system of coupled linear equations is inverted to obtain the

solution values at the set of nodes.

1.2.2 Finite element methods

Finite element methods can be adapted to problems of great complexity and

unusual geometry [11],[12],[13].

1. The differential equation is formulated as a variational problem in weak (inte-

gral) form. The problem Lu = f is rewritten as: Find v = u which minimizes the

quadratic linear functional I(v) = (Lv, v) − 2(f, v). In the usual case of Poisson’s

equation, for example, this amounts to minimizing the electrostatic potential energy.

2. The domain is partitioned into a (possibly irregular) mesh.

3. We search for an approximate solution u among the trial functions u =
∑N

j=1 qjφj

which minimizes the linear functional I(v). The basis functions φj are taken to be

piecewise polynomials in x, y, and z which vanish outside a local region of the mesh.

4. The integrals appearing in the functional I(v) can be evaluated explicitly, pro-

ducing a finite system of coupled linear equations for the coefficients {qj} that must

be inverted to obtain the finite-element solution u.
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1.2.3 Boundary element methods

The advantage of the boundary element method is that only the boundary (or

boundaries) of the domain of the PDE requires sub-division. A discussion of this

method may be found in [14],[15].

1. The differential equation Lu = f is reformulated as an integral equation involving

values of u and its derivative on the boundary of the domain.

2. A mesh is constructed over the boundary surface.

3. The boundary values for u and ∂u/∂n required in 1. are each approximated

using some set of piecewise-polynomial basis functions on the boundary. That is,

the solution of the boundary-integral equation is sought among functions of the form

u =
∑N

j=1 pjψj, where each basis function ψj is a piecewise polynomial in the local

coordinates on the boundary which vanishes outside a local region of the boundary

mesh.

4. The integral equation is used together with the surface values obtained in 3. to

calculate numerically the solution directly at any desired point in the interior of

the domain. The integral of the boundary values may be done exactly, producing

a linear functional of the coefficients pj, which must be evaluated at each interior

point.

Boundary element methods are especially useful for situations in which Green’s

functions can be calculated, in which case the integral equation in 1. reduces to a

single integral of the surface values (in the form of some piecewise polynomial)

against the Green’s function for the domain.
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Regardless of the method used, the net result typically consists of simulated

values of the field components on some interior mesh. The required high derivatives

of A cannot be reliably computed directly from this data by numerical differentia-

tion due to numerical noise whose effect becomes progressively worse with the order

of derivative desired. The differentiation of noisy data is a long-standing compu-

tational problem. One straightforward method of computing these derivatives in-

volves fitting an interpolating function to data near the axis of the magnetic element

and approximating derivatives using derivatives of this interpolant. Hildebrand [10]

states:

Once an interpolating polynomial y(x) has been determined so that it

satisfactorily approximates a given function f(x) over a certain interval

I, it may be hoped that the result of differentiating y(x), · · · , will also sat-

isfactorily approximate the corresponding derivative. . .of f(x). However

. . . we may anticipate the fact that, even though the deviation between

y(x) and f(x) be small throughout the interval, still the slopes of the

two curves representing them may differ quite appreciably. Further, it is

seen that roundoff errors (or errors of observation) of alternating sign in

consecutive ordinates could affect the calculation of the derivative quite

strongly if those ordinates were fairly closely spaced · · · . In particular,

numerical differentiation should be avoided whenever possible, particu-

larly when the data are empirical and subject to appreciable errors of

observation.
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A discussion of numerical differentiation and the resulting amplification of

noise is provided in Appendix A. For a simple three-point formula, for example,

random errors of rms value σ contribute to an error in the derivative with rms value

σR =
1√
2h
σ, (1.30)

where h is the distance between equally spaced mesh points. These concerns apply

to both finite-differencing techniques and FFT techniques. The process of providing

imperfect data on a finite mesh inevitably results in the loss of information about

high-order derivatives.

A major goal of this thesis is to describe how such information can be extracted

reliably from 3-dimensional magnetic field data B(r) on a grid as provided by vari-

ous 3-dimensional finite element field codes, for example OPERA-3d available from

Vector Fields. The key ingredients are the use of surface data and the smoothing

property of the inverse Laplacian operator. We develop a collection of boundary-

element type methods designed to produce, with high accuracy, Taylor series for

each component of the vector potential in the interior of the solution domain. The

effect of numerical noise, and its amplification by numerical differentiation, is over-

come by fitting on a bounding surface far from the axis and exploiting the smoothing

properties of the inverse Laplacian operator.

1.3 Inherent Analyticity and Use of Surface Data

We have discussed the difficulty of obtaining the derivatives of A appearing as

the Taylor coefficients of the series (1.29). In addition, note that these derivatives
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are not independent. By construction, we have chosen the potentials to be specified

by the interior electric and magnetic fields:

B = ∇×A, (1.31)

E = −∇φ− ∂A

∂t
. (1.32)

In addition, derivatives of the fields themselves are related through the Maxwell

equations [7]:

∇ · E = ρ/ε0, ∇× E +
∂B

∂t
= 0, (1.33)

∇×B− 1

c2
∂E

∂t
= µ0J, ∇ ·B = 0.

In the absence of electric and magnetic sources, these take the form

∇ · E = 0, ∇× E +
∂B

∂t
= 0, (1.34)

∇×B− 1

c2
∂E

∂t
= 0, ∇ ·B = 0.

The existence of a well-behaved solution to (1.33) clearly requires that partial deriva-

tives of the potentials through second-order exist and are related. In addition, we

will see that (1.34) implies, under certain assumptions, that all partial derivatives

exist, and the Maxwell equations contain information about relationships between

derivatives at all orders. This information may be used to constrain the coefficients

aj(z) of the series (1.29). Formulating (1.34) in the form of boundary-value potential

problem will suggest a solution.

We are first interested in the smoothness properties of the solutions of (1.34).

Given an open, bounded domain Ω, we define Ck(Ω) as the set of functions which
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have continuous partial derivatives of all orders through order k inside Ω. We use

the term “smooth” to refer to functions which lie in Ck(Ω) for all k. The set of such

functions we denote C∞(Ω). Consider fields E and B in a source-free domain Ω.

To study the smoothness properties of the fields E and B, suppose that the fields

are excited at some fundamental frequency and its first few harmonics. That is, we

consider periodic solutions of the form

E(r, t) =
m∑

n=0

E(n)(r) cos(ωnt+ φn), (1.35a)

B(r, t) =
m∑

n=0

B(n)(r) cos(ωnt+ φn), (1.35b)

where ωn = nω0 and r ∈ Ω. Static fields are contained as the special case m = 0 and

ω0 = 0. Then it follows from (1.34) that each mode E(n) and B(n) for n = 1, · · · ,m

obeys a Helmholtz equation of the form

(
∇2 +

ω2
n

c2

)
E(n) = 0, (1.36a)(

∇2 +
ω2

n

c2

)
B(n) = 0. (1.36b)

Solutions of (1.36) have many properties in common with harmonic functions (see

Appendix H). In particular, any solution E(n), B(n) on Ω will possess Cartesian

components E
(n)
α , B

(n)
α for α = x, y, z that lie in C∞(Ω). Since differentiability in

the variables x, y, z is required for every mode of (1.35), the same conclusion applies

to B(r, t) and E(r, t). In a source-free region, each component of a periodic solution

E, B of Maxwell’s equations is a smooth function. Furthermore, limiting arguments

may be used to weaken the condition (1.35).

A stronger claim also holds. The field components of any solution (1.35) of
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Maxwell’s equations on the domain Ω are real-analytic in Ω. That is, at each point

rd in the domain the components of E, B, A and the function Φ may be expanded

in convergent power series

Eα(rd + δr) =
∞∑

a,b,c=0

εa,b,c(δx)
a(δy)b(δz)c, (1.37)

Bα(rd + δr) =
∞∑

a,b,c=0

βa,b,c(δx)
a(δy)b(δz)c, (1.38)

in some neighborhood of rd. Grouping terms of like degree, we may obtain homoge-

neous polynomial series for each of the fields and potentials. This fact allows us to

write series of the form (1.29). These properties do not generally hold in a region

containing irregular (non-smooth) source currents or boundaries between media.

1.3.1 Surface Fitting

Consider an open, connected domain Ω within the interior of the beamline

element in which there are no electric or magnetic sources. The fields E, B are

uniquely specified by their values on the boundary ∂Ω. The treatment of time-

dependent electric fields in rf cavities has been treated in detail in [18], when Ω is

the interior of a circular cylinder. In the present work, we focus on configurations of

static magnetic fields. We may then write B in terms of a magnetic scalar potential

B = ∇Ψ satisfying ∇2Ψ = 0. A solution for Ψ is then determined entirely by n ·B,

the component of the field normal to the surface. We may write the solution as

Ψ(r) = 〈Ψ(r′)〉∂Ω −
∫

∂Ω

G(r, r′)
∂Ψ

∂n
(r′)dS ′, (1.39)

18



where G is the Green’s function for the domain Ω. In principle, (1.39) may be

expanded in a Taylor series in the variables (x, y), leading to a boundary-integral

formula for the interior Taylor coefficients. By solving ∇×A = ∇Ψ, we may obtain

a power series for A.

Surface fitting techniques utilizing (1.39) have several advantages over on-axis

or midplane fitting, which we discuss throughout.

• The Maxwell equations are satisfied by construction.

• The numerical error in the interior is globally controlled. Due to the properties

of harmonic functions, the error must take its extrema on the boundary, where

we have done a controlled fit to the field data.

• Such techniques have been benchmarked against analytic results for fields due

to arrays of magnetic monopoles.

• Results are relatively insensitive to surface errors due to the smoothing prop-

erty of the inverse Laplacian operator. As a result, high frequency noise in the

boundary data has little effect on the coefficients aj(z) appearing in (1.29).

In the remainder of this thesis, we explore the advantages of map computation

using realistic field data on surfaces of various geometry. Of particular interest will

be the relationship between the geometry of the fitting surface and the smoothing

properties of the integral operator which is used to produce the interior coefficients.

A proposed application to the damping rings of the International Linear Collider

will follow.
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1.4 Conclusion

Current approaches for computing charged-particle transfer maps for a given

lattice often rely on idealized analytical models of the electric and magnetic fields of

the component beamline elements, or approximate the effects of individual elements

using matrix-kick methods or integrators (see Section 6.3.2).

The use of surface-fitting routines such as those described in this dissertation

allows one, for the first time, to compute high-order nonlinear transfer maps for

every element of a beamline using realistic field data. These maps include, by

construction, the effect of fringe fields and nonlinear multipoles present in each

beamline element, through the order of symplectic approximation. The appropriate

surface-fitting procedure may be determined by the geometry of the element under

consideration. (Note that multiple techniques may be used in many cases, allowing

independent verification of results.)

• Solenoids and multipole magnets - Fitted using circular cylinders [16], Chapter

2.

• Wigglers and undulators - Fitted using elliptical or rectangular cylinders,

Chapters 3-4.

• R-F cavities - Fitted using circular cylinders [18].

• Bending magnets - Fitted using bent boxes [19], Chapter 5.

Thus, it is now possible to compute accurate high-order transfer maps for all real

(as opposed to idealized) beamline elements. These maps can then be used to
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compute realistically all derived linear and nonlinear properties of both single pass

and circular machines.
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Chapter 2

Use of Circular Cylinder Surface

The first geometry we consider is that associated with an infinite circular

cylinder. The use of a circular cylinder surface for boundary-value fitting in the

context of computing transfer maps has been explored in detail elsewhere [16],[8]. A

closely related approach can be found in [17]. Cylinder surface fitting is ideally suited

for computing transfer maps for straight-axis magnetic elements such as nonlinear

multipoles and wiggler magnets, and similar techniques for fitting time-dependent

electric fields have been developed for computing transfer maps for RF-cavities [18].

In the present chapter, we review the results for static magnetic elements and

discuss numerical benchmarks, as well as providing error estimates and a general

discussion of smoothing in the circular cylinder case. The development of Section

2.1 will set the stage for similar developments in the chapters to follow.

2.1 Analytic Formulation

2.1.1 Determination of the Vector Potential

In a current-free region we may work with a scalar potential ψ satisfying

B = ∇ψ. Because ∇ ·B = 0, the potential must satisfy

∇2ψ = 0 (2.1)
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everywhere within this region. Consider a coordinate system in which the z-axis lies

along the axis of the beamline element. It follows from (2.1) that ψ is real-analytic

in the variables x, y, and z. In addition, the potential ψ will behave along the axis

in the fringe-field region far outside the element as

ψ ∼ µ0

4π

mz

z2
, (2.2)

where m is the magnetic moment of the element. It follows that ψ is absolutely

integrable along the z-axis, and we may write its Fourier transform as

ψ̃(ρ, φ, k) =
1√
2π

∫ ∞

−∞
dze−ikzψ(ρ, φ, z). (2.3)

The resulting function ψ̃ must satisfy

(∇2
⊥ − k2)ψ̃ = 0. (2.4)

We now work in cylindrical coordinates (ρ, φ, z) defined by

x = ρ cos(φ), (2.5)

y = ρ sin(φ), (2.6)

z = z, (2.7)

where the z-axis ρ = 0 lies along the length of the beam-line element near the design

trajectory. In cylindrical coordinates, the general solution of (2.4) is given by

ψ̃(ρ, φ, k) =
∞∑

m=0

Im(kρ) [am(k) sin(mφ) + bm(k) cos(mφ)] . (2.8)

Therefore we have

ψ(ρ, φ, z) =
∞∑

m=0

ψm,s(ρ, z)sinmφ+ ψm,c(ρ, z)cosmφ, (2.9)
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where

ψm,s(ρ, z) =
1√
2π

∫ ∞

−∞
dkeikzam(k)Im(kρ), (2.10)

ψm,c(ρ, z) =
1√
2π

∫ ∞

−∞
dkeikzbm(k)Im(kρ). (2.11)

We refer to ψm,s and ψm,c as upright and skew multipole coefficients, respectively.

Suppose that we fit a circular cylinder of radius R along the axis of the beam-

line, lying within all iron or other magnetic sources. We let Ω denote the domain

interior to the cylinder. Suppose that the component of the magnetic field normal to

the surface Bρ is known at all points on the surface. This defines a boundary-value

problem for ψ in the domain Ω with Neumann boundary conditions. In particular,

a solution for ψ exists and is uniquely determined by these boundary conditions,

provided that ∮
∂Ω

Bρ(ρ = R, φ, z)dS = 0. (2.12)

This condition is automatically satisfied when Bρ is known exactly on the surface,

since ∇ ·B = 0 on Ω. The magnetic field in the interior is therefore determined by

its values on the surface of the cylinder. We may write Bρ on the surface in terms

of its Fourier series as

Bρ(ρ = R, φ, z) =
∂ψ(ρ, φ, z)

∂ρ

∣∣∣∣
ρ=R

=
∞∑

m=0

Bm(R, z) sin(mφ) + Am(R, z) cos(mφ).

(2.13)

It follows from (2.2) and the analyticity of ψ that the coefficients Bm and Am are

analytic and absolutely integrable in z. Defining B̃m(R, k) and Ãm(R, k) according
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to

B̃m(R, k) =
1√
2π

∫ ∞

−∞
dze−ikzBm(R, z), (2.14)

Ãm(R, k) =
1√
2π

∫ ∞

−∞
dze−ikzAm(R, z), (2.15)

we find the boundary-value solution for (2.9) is given in terms of the multipole

coefficients:

ψm,s(ρ, z) =
1√
2π

∫ ∞

−∞
dkeikz Im(kρ)

kI ′m(kR)
B̃m(R, k), (2.16)

ψm,c(ρ, z) =
1√
2π

∫ ∞

−∞
dkeikz Im(kρ)

kI ′m(kR)
Ãm(R, k). (2.17)

We may now construct a power-series representation for the vector potential A using

ψ as an intermediate quantity. Using the expansion

Im(x) =
∞∑
l=0

1

l!(l +m)!

(x
2

)2l+m

(2.18)

in (2.17) we find that ψ can be represented as a Taylor series in ρ about the axis of

the cylinder. Indeed,

ψm,α(ρ, z) =
∞∑
l=0

(−1)lm!

22ll!(l +m)!
C [2l]

m,α(z)ρ2l+m, (2.19)

where

C [2l]
m,s(z) =

1

2mm!

(−1)l

√
2π

∫ ∞

−∞
dkeikz k

2l+m−1

I ′m(kR)
B̃m(R, k), (2.20a)

C [2l]
m,c(z) =

1

2mm!

(−1)l

√
2π

∫ ∞

−∞
dkeikz k

2l+m−1

I ′m(kR)
Ãm(R, k). (2.20b)

The functions C
[0]
m,α are known as generalized on-axis gradients, determined by in-

tegration of one component of the field against a suitably determined kernel. The
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on-axis gradients uniquely characterize the field of the beam-line element in the

domain where (2.19) converges.

Given these on-axis gradients, Taylor expansions for the vector potential com-

ponents Ax, Ay, and Az may be found by solving ∇ ×A = ∇ψ. We consider the

terms of (2.9) with m 6= 0. In the gauge with Aφ = 0, we find that the remaining

components of A are given by

Aρ =
∞∑

m=1

cos(mφ)

m
ρ
∂ψm,s

∂z
− sin(mφ)

m
ρ
∂ψm,c

∂z
, (2.21a)

Az =
∞∑

m=1

−cos(mφ)

m
ρ
∂ψm,s

∂ρ
+

sin(mφ)

m
ρ
∂ψm,c

∂ρ
. (2.21b)

The term m = 0, corresponding to the field of a solenoid, is best treated separately

using other techniques [8]. It may be verified directly that the above solution satisfies

∇×A = ∇ψ = B. Therefore B = ∇×A represents the unique interior solution for

the field associated with the boundary values Bρ. By construction, B then satisfies

∇ ·B = 0 and ∇×B = 0.

To make use of this result in (1.29), the solution must be expressed in cartesian

coordinates fixed relative to the body of the beam-line element. The transformation

from polar coordinates (ρ, φ) to the usual transverse cartesian coordinates (x, y) can

be written as

ρeiφ = x+ iy. (2.22)

Using the above expression together with (2.19,2.21) we may expand each component

of the vector potential A about the axis of the cylinder in the form of a polynomial
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series as:

A{x,y} =
∞∑

m=1

∞∑
l=0

κlm{x, y}(x2 + y2)l(Re(x+ iy)mC [2l+1]
m,s (z)

−Im(x+ iy)mC [2l+1]
m,c (z)), (2.23)

Az =
∞∑

m=1

∞∑
l=0

κlm(2l +m)(x2 + y2)l(−Re(x+ iy)mC [2l]
m,s(z)

+Im(x+ iy)mC [2l]
m,c(z)), (2.24)

where the constant coefficients are given by

κlm =
(−1)l(m− 1)!

22ll!(l +m)!
. (2.25)

The degree of a given term is given by d = 2l +m + 1 (transverse components) or

d = 2l + m (longitudinal component). Summing all polynomials through a fixed

degree d, we find that the truncated approximation Ad to the vector potential

satisfies ∇ × ∇ × Ad = O(x, y)d−1, provided the on-axis gradients exactly satisfy

the condition

C [r]
m,α(z) =

drC
[0]
m,α(z)

dzr
. (2.26)

for each integer r > 0, as expected from (2.20). The curl ∇×B therefore vanishes

through the desired degree (d−2) with an accuracy that depends only on the Fourier

transform used in computing (2.20).

2.2 Numerical Implementation

The method described in the previous section has been implemented by others

[16],[4] in the code MaryLie. The Taylor coefficients appearing in (2.21) are used
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in the routine GENMAP to compute the map by integrating the map equations

(1.25,1.27). We refer the reader to [4] for details. In the present work, we construct

a Mathematica routine to produce the on-axis gradients Cn,α(z) from surface data

as a numerical illustration.

2.3 Benchmarks of Numerical Accuracy

2.3.1 Monopole-Pair Benchmark

It is required that the surface fitting procedure just described be capable of

reproducing high derivatives of fields that are rapidly varying and have nontriv-

ial fringe-field behavior. As a numerical benchmark, we require a soluble model

magnetic field for which these quantities can be analytically determined. For this

purpose, we treat the case of the field due to a pair of magnetic monopoles with

charges +g and −g where |g| = 0.3 Tcm2. The monopoles are chosen to lie outside

the domain of interest at the locations y = a = 2d and y = −a = −2d, respectively,

where d = 2.3504 cm. (Fig 2.1) Parameters were chosen to generate an on-axis peak

field strength of 27.15G, comparable to that of the CESR 8-pole wiggler 21.5G. In

this case the various C
[n]
m,α can be determined analytically to all orders as follows.

The magnetic field is given in this case by B = ∇Ψ, where

Ψ(x, y, z) =
g√

z2 + x2 + (y − a)2
− g√

z2 + x2 + (y + a)2
= Ψ−(x, y, z)−Ψ+(x, y, z).

(2.27)
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Figure 2.1: Fitting a monopole-pair field.

It is instructive to introduce the quantities

A =
ay

z2 + a2
, B =

x2 + y2

z2 + a2
(2.28)

so that

Ψ−(x, y, z) = g(z2 + a2)−1/2 1√
1− 2A+B

, (2.29)

and Ψ+ is obtained under a→ −a. Noting the appearance of the generating function

for the Legendre polynomials [23]

1√
1− 2tu+ t2

=
∞∑

k=0

Pk(u)t
k, (2.30)

it can be shown that Ψ is represented by the series

Ψ(x, y, z) = g(z2 + a2)−1/2

∞∑
n=0

Q2n+1(x, y, z), (2.31)

where each Qn is a homogeneous polynomial of degree n in the variables (x, y) whose

coefficients depend on z. The Qn for odd n are given by

Qn(x, y, z) = 2Bn/2Pn

(
A√
B

)
, (2.32)
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where Qn(x, y, z) is odd in the variable y and even in the variable x. For example,

Q1 =
2ay

z2 + a2
, (2.33)

Q3 =
−3a3x2y + 2a3y3 − 3ax2yz2 − 3ay3z2

(z2 + a2)3
, (2.34)

Q5 =
1

4(z2 + a2)5
(15a5x4y − 40a5x2y3 + 8a5y5 + 30a3x4yz2 − 10a3x2y3z2

− 10a3x2y3z2 − 40a3y5z2 − 40a3y5z2 + 15ax4yz4 + 30ax2y3z4 + 15ay5z4),

(2.35)

etc. This expression (2.31) is to be compared with (2.9,2.19), written in terms of

on-axis gradients. In cylindrical coordinates the functions Qn become

Qn(ρ, φ, z) = 2βn(z)
(ρ
a

)n

Pn(β sinφ), (2.36)

where

β(z) =
a√

z2 + a2
. (2.37)

Equating terms of degree n, for odd n, we have

2
g

a
βn+1(z)

(ρ
a

)n

Pn(β sinφ) =
∑

(l,m)∈S

(−1)l m!

22ll!(l +m)!
ρ2l+mC [2l]

m,s(z) sin(mφ)

(2.38)

where S = {(l,m) : 2l + m = n}. Due to the symmetry of the field, we find

Cm,c(z) = 0 for all m. It can be seen from expansions of the form of (2.38) that we

have nonvanishing contributions only for odd multipoles m, and

Cn,s(z) =
2gβn+1(z)

πan+1

∫ 2π

0

Pn(β sinφ) sin(nφ)dφ. (2.39)

Evaluating the above integral, it can be shown that the nonvanishing on-axis gradi-

ents are given by:

Cn,s(z) = (−1)(n−1)/2 g

an+1

(2n)!

22n−2(n!)2
β2n+1(z) (2.40)
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where

β(z) =
a√

z2 + a2
. (2.41)

It remains to discuss the domain of convergence for the homogeneous polynomial

series (2.31). For fixed real u, the series for the generating function (2.30) converges

in the domain |t| < min{|u+
√
u2 − 1|, |u−

√
u2 − 1|}. In particular, for −1 < u < 1

the series converges for all |t| < 1. This corresponds to the domain defined by the

condition
√
B < 1, where B is given in (2.28). We see that, for fixed z, the domain

of convergence for the homogeneous series representing the field in terms of on-axis

gradients is given by ρ <
√
z2 + a2, where ρ =

√
x2 + y2. In particular, the domain

of convergence is a region of circular cross-section whose radius increases as we move

longitudinally away from the location of the poles at z = 0. In Fig 2.2, we have

provided a plot of the partial sum of the first 10 nonvanishing terms, corresponding

to the sum of all polynomials through degree 19 in x and y. The sum is evaluated

at z = 0, illustrating the region of convergence ρ < a.

Of interest is the fact that the radius of convergence for the gradient expansion

is determined solely by the location of the sources of the field, and is independent

of the boundary used to produce this series. Thus, the present result will also apply

in the following two chapters on elliptical and rectangular cylinders.

We now apply these results as a numerical benchmark of the procedure de-

scribed in the previous section. After a longitudinal Fourier transform, the trans-
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Figure 2.2: Plot of the partial sum of all terms through degree 19 of the homogeneous

polynomial series (2.31), illustrating the disk of convergence x2 + y2 < a2 at z = 0 .

verse components of the field B = ∇ψ given by (2.27) are

B̃x =

(
2g√
2π

)
x|k|

[
K1(a1|k|)

a1

− K1(a2|k|)
a2

]
, (2.42a)

B̃y =

(
2g√
2π

)
|k|
[
(y − a)|k|K1(a1|k|)

a1

− (y + a)|k|K1(a2|k|)
a2

]
. (2.42b)

We use (2.42) to compute the normal component of the field B̃ at each point on

the surface of a circular cylinder of radius R = 1. The coefficients An(kj) and

Bn(kj) are then computed for an array of values n and kj = −kmax + (j − 1)(δk)

for j = 1, 2, · · · . We use the cutoff value kmax = 3, sufficiently large to include the

bulk of the spectral weight. Due to the symmetry of the field, the only nonvanishing

coefficients are the Bn(kj) for n odd. These quantities may be used to construct

the on-axis gradients from (2.20). The Fourier integral in (2.20) is computed using

32



Mathematica’s “ListIntegrate” feature, which outputs the exact value of the integral

of an interpolating polynomial of degree 3. This must be repeated for each zi in some

set zj = −L+ jh for j = 0, 1, · · · extending sufficiently far to investigate the decay

of the field away from its maximum at z = 0. These on-axis gradients, computed

only from data on the surface of a cylinder, are then compared with the known

analytic result (2.40). In Fig. 2.3 we have illustrated the functions C1(z), C3(z),

C5(z), and C
[2]
3 (z), and the corresponding numerical results. Figure 2.4 illustrates

the error relative to peak in the computed on-axis gradient functions, which results

from approximating the Fourier integrals appearing in (2.20). Errors are on the

order of 10−6 for the gradient C1, and increase to 10−3 for the gradient C
[2]
3 .

2.4 Insensitivity to Numerical Noise

2.4.1 Theory of Smoothing

By the mean value property of harmonic functions H on a domain Ω, at each

x0 ∈ Ω we have

H(x0) =
1

4πR2

∫
S

H(x)dS (2.43)

where S = S(x0,R) ⊆ Ω is a sphere of radius R centered at the point x = x0.

If errors over the surface S are assumed to be randomly distributed with a mean

near zero, we expect these errors to contribute little to the value H(x0) obtained

by averaging over the surface of the sphere S. This straightforward averaging is a

unique property of a spherical boundary geometry, but similar smoothing behavior

occurs for other geometries, with the appearance of a more complex integration
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Figure 2.3: On-axis gradient functions C1,s, C3,s, C5,s, and C
[2]
3,s for the monopole-pair

field. Solid lines denote the exact results of (2.40). Dots denote values computed

by fitting onto the surface of a circular cylinder.
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kernel corresponding to the Green’s function for the domain Ω. We illustrate this

smoothing mechanism for the geometry of a circular cylinder as follows.

Suppose data are provided on a lattice of regularly spaced mesh points sep-

arated by a characteristic distance h. The fitted field on the surface (including

numerical errors) may be represented in terms of its Fourier components as

Bfit
ρ (R, φ, z) =

∞∑
m=0

1√
2π

∫ ∞

−∞
dkeikz

[
B̃m(R, k) sin(mφ) + Ãm(R, k) cos(mφ)

]
,

(2.44)

where k characterizes the frequency of variations in z, while the order of the multi-

pole m characterizes the frequency of variations in φ. As illustrated in Appendix A,

the presence of noise in the values Bρ on the cylinder surface in the form of random

measurement/numerical errors will introduce error in the high-frequency tails of the

Fourier coefficients B̃m(k) and Ãm(k), adding weight to these coefficients for large

k and m that is not present in the true solution. We will see that the integration of

the surface coefficients B̃m and Ãm against the kernel of the inverse Laplacian will

lead to an attenuation of these high-frequency Fourier components, leaving interior

values insensitive to variations in the surface data.

To motivate the following discussion, we illustrate this phenomenon with a

simpler example. Consider solving the Dirichlet problem for ψ in the domain Ω

given the values ψ|∂Ω on the surface ∂Ω of the cylinder. The value ψfit on the

cylinder surface may be represented in terms of its Fourier components as:

ψfit(R, φ, z) =
∞∑

m=0

1√
2π

∫ ∞

−∞
dkeikz

[
C̃m(R, k) sin(mφ) + D̃m(R, k) cos(mφ)

]
.

(2.45)
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Using (2.8) we see that the interior solution for ψ is given by

ψfit(ρ, φ, z) =
∞∑

m=0

1√
2π

∫ ∞

−∞
dkeikz Im(kρ)

Im(kR)

[
C̃m(R, k) sin(mφ) + D̃m(R, k) cos(mφ)

]
.

(2.46)

Now consider a smaller co-axial cylinder of fixed radius ρ < R, interior to Ω. The

solution ψfit may be represented in terms of its Fourier components on the surface

of the smaller cylinder as

ψfit(ρ, φ, z) =
∞∑

m=0

1√
2π

∫ ∞

−∞
dkeikz

[
C̃m(ρ, k) sin(mφ) + D̃m(ρ, k) cos(mφ)

]
(2.47)

where

C̃m(ρ, z) = ηm(k)C̃m(R, k), D̃m(ρ, k) = ηm(k)D̃m(R, k) (2.48)

and

ηm(k) =
Im(kρ)

Im(kR)
. (2.49)

Each Fourier coefficient has now been multiplied by an associated attenuation factor

ηm(k). Using the asymptotic behavior of the modified Bessel functions Im [22], it

can be shown that ηm(k) behaves for fixed m and large k as

ηm(k) ∼ e−k(R−ρ)

√
R

ρ
, (2.50)

provided ρ 6= 0. The coefficients C̃m(ρ, k), D̃m(ρ, k) at large k are therefore expo-

nentially suppressed relative to their values on the cylinder of radius R. Similarly,

for fixed k and large m we have

ηm(k) ∼ e−mτ (2.51)
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where τ = log(R/ρ) > 0, and the coefficients for high-order multipoles m are expo-

nentially suppressed relative to their values on the cylinder of radius R. Further-

more, this rate of suppression increases as we move farther inward from the surface

(as ρ decreases). In the limiting case ρ = 0, along the axis, we have Im(kρ) = 0 for

all m 6= 0 and

η0(k) =
1

I0(kR)
, ηm(k) = 0 for m 6= 0. (2.52)

We now return to expression (2.44). Given surface values Bρ, the solution of

the Neumann problem for ψ in the interior was obtained in (2.9,2.17). A similar

attenuation of Fourier coefficients occurs in this case, with

B̃m(ρ, z) = νm(k)B̃m(R, k), Ãm(ρ, k) = νm(k)Ãm(R, k), (2.53)

where the attenuation coefficients are now given by:

νm(k) =
Im(kρ)

kI ′m(kR)
(2.54)

with behavior for large k and large m given by

νm(k) ∼ e−k(R−ρ)

k

√
R

ρ
and (2.55)

νm(k) ∼ e−nτ R

n
(2.56)

respectively. Note that the units of the boundary values Bρ and the interior solution

ψ are different in this case, so the various νm(k) have units of distance. In addition,

νm(k) 6= 1 when ρ = R.

Finally, we consider the effect of smoothing on the on-axis gradient functions

C
[m]
n (z), which characterize various derivatives of the vector potential. Note that we
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may write

Cm,s(z) =
1√
2π

∫ ∞

−∞
dkeikzΛm

cir(k)B̃m(R, k), (2.57a)

Cm,c(z) =
1√
2π

∫ ∞

−∞
dkeikzΛm

cir(k)Ãm(R, k), (2.57b)

where the integration kernels Λm
cir are given by:

Λm
cir(k) =

1

2mm!

km−1

I ′m(kR)
. (2.58)

A plot of the first 6 kernels with m = 1 · · · 6 is provided in Fig 2.5. Each kernel is

of constant sign, and attains its maximum at k = 0 of value 1/mRm−1, with the

exception of Λ0, which diverges as Λ0 ∼ 2/k2R near k ≈ 0. The kernels decrease

monotonically as |k| → ∞.

Using the asymptotic series for large ζ >> 1 and fixed order m [22],

I ′m(ζ) ∼ eζ

√
2πζ

{1− 4m2 + 3

8ζ
+O(

1

ζ2
)}, (2.59)

we see that the kernels decay for large frequencies as

Λn
cir(k) ∼

1

2nn!

√
2πRkm−1/2e−kR(1 +O((kR)−1)). (2.60)

The kernel Λm
cir therefore serves as a low-pass filter in (2.57) to minimize the

weight that the coefficients B̃m(R, k), Ãm(R, k) contribute to the functions Cm,s and

Cm,c for large k. For this reason, the behavior of noise on the boundary has little

influence on the interior solution in terms of the C
[m]
r,α . Furthermore, we see from

(2.60) that the amount of smoothing attenuation at a fixed k increases exponentially

with the radius R of the bounding cylinder.
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Figure 2.5: Illustration of the first 10 kernels Λm
cir for a cylinder with R = 1. Peak

values decrease with increasing index m.

2.4.2 Error Estimates

In this section we obtain estimates for the error in the computed interior field

and its derivatives. We will see that the error in the field and each of its Taylor

coefficients is globally bounded by a factor that is set by errors in the surface data.

Let ψ(bv) denote the interior solution (2.19,2.20) obtained from boundary-value data,

which may contain numerical errors. By construction, ∇2ψ(bv) = 0 and the error

function E = ψ(bv) − ψ is harmonic on the interior of the cylinder Ω. By the

maximum principle (Appendix H), we know that the error must attain its extrema

on the boundary of the cylinder. That is,

|E(x)| ≤ sup
∂Ω

E (2.61)
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at all points x in Ω. Since we have done a controlled fit of data onto the circular

cylindrical boundary, it follows that the interior error is globally controlled.

We are also interested in derivatives of ψ. While derivatives of the interpolated

field on the boundary need not exist, the interior solution is smooth by construction.

A bound on each derivative is provided as follows [93],[96]. Suppose we let M =

sup∂ΩE. Given any point x ∈ Ω in the interior of the cylinder, suppose we surround

x with an open ball B(x, r). We choose the largest radius r such that B(x, r) ⊆ Ω,

so that r represents the distance from x to the cylindrical boundary. Then for each

derivative Dα, there is a constant C such that

|DαE(x)| ≤ CMr−|α| (2.62)

where C depends only on the order |α| of the derivative. (In fact C = (3|α|)|α|.

See Section H.3.1.). It follows that the fit improves as we move inward from the

bounding surface.

We now wish to establish careful error estimates for the on-axis gradients ap-

pearing in (2.20). We estimate the rms error of each function C
[m]
n (z) as follows. Let

the fitted normal component of the field on the surface be given by B
(bv)
ρ . Defining

the surface error

Ẽ(φ, k) = B̃(bv)
ρ (φ, k)− B̃ρ(φ, k), (2.63)

let

fn(k) = B(bv)
n (R, k)−Bn(R, k) and (2.64)

gn(k) = A(bv)
n (R, k)− An(R, k) (2.65)
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be the resulting errors in the upright and skew multipole coefficients, respectively.

We may then write the error on the boundary as

Ẽ(φ, k) =
∞∑

n=0

[fn(k) sin(nφ) + gn(k) cos(nφ)]. (2.66)

The error in a given on-axis gradient in this case is given by

∆C̃ [m]
n,s (z) =

∫ ∞

−∞
dkeikz(ik)mΛn

cir(k)fn(k), (2.67)

∆C̃ [m]
n,c (z) =

∫ ∞

−∞
dkeikz(ik)mΛn

cir(k)gn(k). (2.68)

Using Parseval’s theorem,

∫ ∞

−∞
|∆Cn,s(z)|2dz =

∫ ∞

−∞
|∆C̃n,s(k)|2dk. (2.69)

Due to the rapid decay of the kernel Λn
cir, the norm of the absolute difference ∆Cn,s

over all z is finite and strictly bounded above (for n 6= 0) by

||∆Cn,s||2 =

∫ ∞

−∞
|Λn

cir(k)fn(k)|2dk < max
k
|Λn

cir|2
∫ ∞

−∞
|fn(k)|2dk

=
||fn||2

(nRn−1)2
≤
(

1

nRn−1

)2

||E||2Γ, (2.70)

where ||E||Γ is the norm of the error over the surface of the cylinder, given by

||E||Γ =

[∫ ∞

−∞
dz

∫ π

−π

dφ|E(φ, z)|2
]1/2

. (2.71)

In order to obtain a reasonable estimate of this error, we assume that the

surface errors are described by the model of noise described in Appendix A. Note

that each error coefficient fj(k) for fixed k is a normal random variable dependent

on the realization of the error over the surface of the cylinder. In this case, we may
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estimate rms error by averaging over an ensemble of surface values as follows. For

fixed k,

〈|∆C̃n,s(k)|2〉 = 〈|Λn
cir(k)fn(k)|2〉 = 〈|fj(k)|2〉|Λn

cir(k)|2. (2.72)

Using the known k dependence of 〈|fj(k)|2〉 we estimate the error by averaging:

〈||∆Cn,s||2〉 =

∫ ∞

−∞
〈|fj(k)|2〉|Λn

cir(k)|2dk = 〈|fj(kp)|2〉
∫ κ

−κ

|Λn
cir|2dk, (2.73)

where the cutoff k = κ is placed at the inverse scale of the correlation length of the

noise E, which we take to be the longitudinal mesh spacing h such that κ = π/h.

Assuming the model of white noise described in Appendix A, and letting σ2 =

〈|Bρ(R, φj, zk)|2〉 denote the size of the errors on the surface, we have

〈|fj(k)|2〉 =
hL

π2
(δv)σ2 (2.74)

where L is the length of the domain, and h, δv are the longitudinal and azimuthal

stepsizes, respectively. Therefore, using (2.73) we find

〈||∆Cn,s||2〉 =
L

π2
(hδv)σ2

∫ κ

−κ

|Λn
cir|2dk, (2.75)

where the integral on the right is of order 1 for the kernels of interest. In particular,

fitting to a cylinder of radius R = 1 with a stepsize of h = 0.1cm and δv = π/40

yields an expected error

(∆C5,s(z))rms =

√
1

π2
(hδv)σ2

∫ κ

−κ

|Λn
cir|2dk = 0.025σ. (2.76)

Finally, assume that we have fit field values onto a circular cylinder from

a rectangular mesh with coordinates uniformly spaced in x and y with spacing
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∆x = ∆y, and uniformly spaced in z with spacing h. We determine the scale of

azimuthal variation δφ corresponding to the mesh spacing ∆x by writing

∆x ≈
(
∂x

∂y

)
δφ+

(
∂x

∂ρ

)
δρ = −y(δφ) (2.77)

for fixed ρ = R. Averaging over the cylinder,

〈∆x2〉 =
δφ

2π

∫ π

−π

y2dφ = ρ2(δφ)2/2 gives (2.78)

δφ ≈ ∆x
√

2

R
. (2.79)

We may then define the scaled smoothing envelope

gs(k) =
1

R

N∑
p=0

|Λn
p (k)|2 (2.80)

so that

〈||∆Cn,s||2〉 =
hL∆x

√
2

π2
σ2

∫ κ

−κ

gs(k)dk. (2.81)

This quantity will reappear in the study of smoothing in Chapters 3-4. The smooth-

ing envelope illustrates the suppression of high-frequency noise.
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Figure 2.6: Illustration of the smoothing envelope for the gradient C5(z) due to

fitting using a circular cylinder of radius R = 1.
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Chapter 3

Use of Elliptic Cylinder Surface

The high accuracy and insensitivity to noise claimed for the method described

in Chapter 2 are improved by choosing the radius R of the bounding circular cylinder

to be as large as possible. In some cases, however, the domain of interest is restricted

in one dimension, limiting both the size of the available domain and the number of

data points available on the bounding surface. We consider, in particular, field data

supplied in the domain between pole faces of wiggler or undulator magnets with

small gap and wide poles (Fig. 3.1).

Simulations indicate that the dynamic aperture of damping rings and light

sources is critically dependent on the nonlinear properties of their wiggler/undulator

transfer maps, due to the strong nonlinearity of the wiggler field [60]. The compu-

tation of single-particle transfer maps through wigglers and undulators has often

employed idealized wiggler models (Appendix E). However, wiggler transfer maps

can in general depend sensitively on fringe-field and high-multipole effects. The

inclusion of these effects requires a detailed and realistic model of the interior and

fringe magnetic fields, including knowledge of high spatial derivatives. In the present

chapter we explore the advantages of computing these transfer maps using data on

the surface of a cylinder with elliptical cross-section. This approach preserves the

desirable features of the approach described in Chapter 2, using circular cylinder
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Figure 3.1: (Left) An elliptical cylinder fitting between the pole faces, having large

major axis, and extending beyond the fringe-field region. (Right) Photo of the

CHESS-APS 3.3 cm period, 123-pole undulator. The undulator is part of a syn-

chrotron x-ray source planned for use at the Argonne Advanced Photon Source.

Courtesy of Cornell University.

surfaces, while it improves insensitivity to errors in the boundary data by exploiting

the wide pole-face geometry.

As an application, we have produced a transfer map for the proposed ILC

(CESR-c type) wiggler using data provided by finite element computations [55].

Cornell, by utilizing the Vector Fields 3-d code OPERA, provided values of B on

a rectangular mesh along the full length of the wiggler including the fringe-field

regions. The normal component of B on the surface of the elliptical cylinder was

obtained by interpolation using polynomial splines. This normal component on the

surface was then used to compute the desired interior expansion for A using the

scalar potential as an intermediate quantity.
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3.1 Analytic Formulation

3.1.1 Determination of the Vector Potential

In a current-free region we work with a scalar potential ψ satisfying B = ∇ψ.

We work in elliptic cylindrical coordinates, defined by the intersection of confocal

ellipses with confocal hyperbolae (Fig. 3.2). Such coordinates are defined as follows:

x = f cosh(u) cos(v), (3.1)

y = f sinh(u) sin(v), (3.2)

z = z, (3.3)

where f is the distance from the origin to the two foci at (−f, 0) and (f, 0). Here

u ∈ [0,∞) plays the role of a radial coordinate, and v ∈ [0, 2π) plays the role of an

angular coordinate. Letting ζ = x+iy and η = u+iv, the coordinate transformation

can be written as ζ = F(η) = f cosh η. We denote the corresponding Jacobian as

J(u, v) = |F ′(η)|2 = f 2(cosh 2u− cos 2v)/2.

The scalar potential must satisfy ∇2ψ = ∇ ·B = 0. Therefore, we may write

(∇2
⊥ − k2)ψ̃(u, v, k) = 0 where

ψ̃(u, v, k) =
1√
2π

∫ ∞

−∞
ψ(u, v, z)e−ikzdz, (3.4)

and search for product solutions of the form ψ̃(u, v, k) ∝ U(u)V (v) in terms of

orthogonal functions. As shown in Appendix D, the general solution of Laplace’s

equation in elliptic cylindrical coordinates takes the form [20]:

ψ =
∞∑

m=0

∫ ∞

−∞
dkeikz [α(k)Cem (u, q) cem (v, q) + β(k)Sem (u, q) sem (v, q)] (3.5)
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Figure 3.2: Illustration of elliptic cylindrical coordinates (u, v, z) in a plane z =

constant.

where we let q = −k2f2

4
. Here cem(v, q) and sem(v, q) are Mathieu functions, while

Cem(u, q) and Sem(u, q) are modified Mathieu functions. Properties of these func-

tions are described in detail in Appendix D. We refer to (3.5) as an“elliptic multi-

pole” expansion, in analogy with the cylindrical case. In Chapter 2 it was shown

that finding Taylor expansions for the vector potential components Ax, Ay, and Az

is equivalent to finding Taylor expansions for the coefficients ψm,s, ψm,c in the cylin-

drical multipole expansion. A similar technique applies in this case, using the above

expansion. In the remainder of this Chapter we show the following: how coefficients

in the elliptic multipole expansion are related to coefficients in the cylindrical mul-

tipole expansion, how on-axis generalized gradients can be obtained from field data

on the surface of a bounding elliptic cylinder, and how accuracy and insensitivity

to noise are affected by the choice of boundary geometry. A numerical test and

application to wiggler-magnet design follows.
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3.1.2 Computation of Generalized Gradients from Field Data

Consider an infinite cylinder of elliptical cross-section with axis along the z-axis

defined by the equation u = U , where U is a constant. The cylinder is characterized

by the pair of parameters (U, f). We let Ω denote the domain interior to the elliptic

cylinder. Suppose that Bu, the component of the magnetic field normal to the

surface, is known at all points on the surface. This defines a boundary-value problem

for ψ in the domain Ω with Neumann boundary conditions, and the magnetic field

in the interior is determined by its values on the surface of the cylinder. As noted

in Appendix D, the Mathieu functions sem(v, q) and cem(v, q) form a complete

orthogonal set on the interval [−π, π]. It follows that we may write, after performing

a Fourier transform in the variable z,

B̃u(u = U, v, k) = [
√
J(U, v)]−1∂uψ(u, v, k)

∣∣∣
u=U

, (3.6)

∂uψ(u, v, k)|u=U =
∞∑

m=1

[Fm(U, k)sem(v, q) +Gm(U, k)cem(v, q)], (3.7)

where we refer to Fm and Gm as odd and even angular Mathieu coefficients, respec-

tively. Again we have defined q = −k2f2

4
. Orthogonality allows us to write

Fm(U, k) =
1

π

∫ 2π

0

√
J(U, v)B̃u(u = U, v, k)sem(v, q)dv, (3.8)

Gm(U, k) =
1

π

∫ 2π

0

√
J(U, v)B̃u(u = U, v, k)cem(v, q)dv. (3.9)

Given the functions Fm and Gm on the boundary, we may construct the Fourier

transform of the interior solution as follows:

ψ̃(u, v, k) =
∞∑

m=0

[
Fm(U, k)

Se′m(U, q)

]
Sem(u, q)sem(v, q) +

[
Gm(U, k)

Ce′m(U, q)

]
Cem(u, q)cem(v, q).

(3.10)
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Since ψ is a harmonic function, we know that ψ(x, y, z) is a real-analytic function

of the variables x and y, and so is ψ̃(x, y, k). It remains to construct a power

series in the variables x, y. Through use of the Mathieu-Bessel relations described

in Appendix D.2, we have the result

ψ̃(u, v, k) =
∞∑

m=0

∞∑
r=0

[
Fm(U, k)

Se′m(U, q)

]
gm

s (k)B(m)
r (k)Ir(kρ) sin(rφ)

+

[
Gm(U, k)

Ce′m(U, q)

]
gm

c (k)A(m)
r (k)Ir(kρ) cos(rφ), (3.11)

where the coefficients gm
s , gm

c are given in (D.72). The quantities A
(m)
r and B

(m)
r are

Fourier coefficients of the Mathieu functions cem and sem, as defined in (D.10). It

is important to note that A
(m)
r and B

(m)
r are nonzero only if the indices r, m are

both even or the indices r, m are both odd. (That is, r mod 2 = m mod2). All

other terms appearing in (3.11) must vanish. Interchanging the order of the sums

appearing in (3.11) we obtain

ψ̃(u, v, k) =
∞∑

r=0

{βr̄(U, k)Ir(kρ) sin(rφ) + αr(U, k)Ir(kρ) cos(rφ)}, (3.12)

where

βr(U, k) =
∞∑

m=0

gm
s (k)B(m)

r (k)

[
Fm(U, k)

Se′m(U, q)

]
, (3.13)

αr(U, k) =
∞∑

m=0

gm
c (k)A(m)

r (k)

[
Gm(U, k)

Ce′m(U, q)

]
. (3.14)

Nonvanishing contributions to the above sums occur for even m, if r is even, or odd

m, if r is odd.

Using the Taylor expansion for Im(w) gives a power series in the variable ρ as

in (2.19),

ψm,α(ρ, z) =
∞∑
l=0

(−1)l m!

22ll!(l +m)!
C [2l]

m,α(z)ρ2l+m, (3.15)
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where the on-axis gradients are given by

C [m]
r,s (z) =

im

2rr!

1√
2π

∫ ∞

−∞
kr+meikzβr(U, k)dk, (3.16a)

C [m]
r,c (z) =

im

2rr!

1√
2π

∫ ∞

−∞
kr+meikzαr(U, k)dk. (3.16b)

We may now obtain Taylor series in x and y for the scalar potential ψ and its

derivatives. Using relations identical to those in the cylindrical case discussed in

Section 2.1.1, we may obtain a power series for A with z-dependent coefficients

determined by the generalized on-axis gradients. In the gauge Aφ = 0,

Az =
∞∑

m=1

∞∑
l=0

(−1)l(2l +m)(m− l)!

22ll!(l +m)!
(x2 + y2)(−Re(x+ iy)mC [2l]

m,s(z) (3.17)

+ Im(x+ iy)mC [2l]
m,c(z)),

Aρ =
∞∑

m=1

∞∑
l=0

(−1)l(2l +m)(m− l)!

22ll!(l +m)!
(x2 + y2)

3
2 (−Re(x+ iy)mC [2l]

m,s(z) (3.18)

+ Im(x+ iy)mC [2l]
m,c(z)).

From (3.17) and (3.18) we may in turn obtain expansions for B in terms of

on-axis gradients. For example, in the case of midplane symmetry, the vertical field

takes the form:

By = C1(z) + 3C3(z)(x
2 − y2)− 1

8
C

[2]
1 (x2 + 3y2) (3.19)

+
1

192
C

[4]
1 (z)(x4 + 6x2y2 + 5y4)− 1

16
C

[2]
3 (z)(3x4 + 6x2y2 − 5y4)

+C5(z)(5x
4 − 30x2y2 + 5y4) +O(x, y)5.

We have similar expressions for the other components of B.

We have seen that the on-axis gradients specify the field completely, and are

obtained using only information about the field on the elliptic cylindrical boundary.
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Maxwell’s equations are satisfied by construction. It remains to demonstrate con-

vergence of the represented sums (3.13,3.14,3.15) and to establish reasonable cutoffs

for numerical computation.

3.2 Numerical Implementation

The previous method has been implemented in the code MaryLie [4] as a

Fortran 90 user-defined routine. The routine accepts as input magnetic field data

provided on a three-dimensional grid with uniformly spaced mesh points of the form

(x0 + jhx, y0 + khy, z0 + lhz) for integers j, k, and l. The mesh spacing along each

direction hx, hy, and hz is set internally. The data may be provided in tabular form

with columns (z, x, y, Bz, Bx, By) as provided by the Vector Fields software OPERA-

3d. The input parameters (U, f) define the boundary geometry. Required in addition

are parameters specifying the cutoff for the Fourier transform and the number of

sampled values in v used for computation of the angular Mathieu coefficients. The

routine produces as output, as desired, either the on-axis gradients C
[m]
n (z) or the

coefficients of the vector potential series A(x, y, z). These coefficients may then be

used in the MaryLie routine GENMAP to compute maps.

The routine has several features designed to minimize sources of error. The fit

for each transverse component Bα, with α = x, y, of the field data from the initial

mesh onto the surface of the elliptical cylinder is obtained using interpolation by

polynomial (cubic) splines. The values Bα are then computed at uniformly-spaced

values of v and z over the surface of the elliptical cylinder. The use of interpolating
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splines ensures that the error due to fitting onto the surface is controlled and may

be estimated if necessary. In addition, the approximation of mesh data by splines

provides preliminary smoothing of the angular dependence of the data, improving

convergence of the Fourier-type series (D.10).

Use of (3.8,3.9) requires a Fourier transform of the field values Bu(U, v, z) in the

variable z for each value of the azimuthal coordinate v. The use of such a large num-

ber of Fourier transforms can be quite slow, providing a bottleneck for computation

time. For this reason, we developed a fast Filon-spline algorithm, a generalization

of the fast Fourier transform, for producing improved Fourier transforms of discrete

data. The use of such an algorithm is described in detail in Appendix C.

Extensive computation with Mathieu functions is made difficult by the fact

that these are highly transcendental functions of both the variable v and the pa-

rameter q [21]. For example, there does not exist a known expression for the nth

coefficient of the Taylor series of cen or sen in the variable q. In addition, suppose

we express the functions cen and sen as Fourier series in the variable v of the form

cen(v, q) =
∞∑

m=0

A(n)
m (q) cos(mv), (3.20)

sen(v, q) =
∞∑

m=0

B(n)
m (q) sin(mv). (3.21)

Then the functions A
(n)
m and B

(n)
m themselves are transcendental functions of the

variable q.

As a result, we found difficulty with several standard algorithms for computing

Mathieu functions (especially for extreme values of the parameter q)–many of which

are numerically unstable. Mathematica deals poorly with the regime q < 0, as can
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Figure 3.3: Output of Mathematica for the function Se5(u, q) = −ise5(iu, q) for

u = 0.3 and −30 < q < 0, illustrating numerical instability for various values of q.

The problem can be avoided to some degree by using known relationships to express

Se5(u,−q) in terms of positive q.

be seen in the Fig. (3.3). Alternative algorithms for computing Mathieu functions

represent cen and sen as series of Bessel function products. For example, there exist

expressions of the form [32]

Se2r+1(u, q) =
se′2r+1(0, q)se2r+1(π/2, q)

√
q(B

(2r+1)
1 (q))2

∞∑
k=0

(−1)kB2r+1
2k+1(q)[Jk(

√
qe−u)Jk+1(

√
qeu)

− Jk+1(
√
qe−u)Jk(

√
qeu)] (3.22)

for r = 0, 1, 2, . . . and q > 0. For fixed q, we find that these series converge rapidly.

However, for extreme values of q the computation of these series involves ratios

of small quantities. The appearance of spurious zero crossings in the denominator

√
q(B2r+1

1 (q))2 can cause numerical results to diverge. Furthermore, Taylor coeffi-

cients about q = 0 of the quantities involved are difficult to implement for arbitrary

r. For these reasons, we use an 11th-order Adams integrator [4] to numerically in-
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tegrate the Mathieu equations directly together with the surface integrals (3.8,3.9)

for the angular Mathieu coefficients Fm and Gm.

Finally, the sums (3.13,3.14) may be truncated after a number of terms re-

quired to achieve convergence within an acceptable tolerance. The convergence of

the sums (3.13,3.14) will be discussed in Section 3.4.4.

3.3 Benchmarks of Numerical Accuracy

3.3.1 Monopole-Pair Benchmark

It is required that the surface fitting procedure just described be capable of

reproducing high derivatives of fields that are rapidly varying and have nontrivial

fringe-field behavior. The case of a field due to a pair of magnetic monopoles was

treated in Section 2.3.1. As a comparison with these results, on-axis gradients were

computed numerically from surface data using the method described in Section 3.2.

Fitting was performed using an elliptical cylinder with semimajor axis of 4.0cm and

semiminor axis of 0.8cm, corresponding to the parameters (U, f) = (0.2027, 3.919)

cm. The known function B̃u(v, k) was evaluated using (2.42) at each value of v

required during Adams integration over the angular coordinate. The coefficients

Fn(kj) and Gn(kj) were then computed for an array of values n and kj = −kmax +

(j − 1)δk for j = 1, 2, · · · . Due to the symmetry of the field, the only nonvanishing

coefficients are the Fn(kj) for n odd. These quantities were used to construct the

on-axis gradients from (3.16). A plot of the resulting gradients C1(z), C3(z), and

C5(z) is included in Fig. 3.5. We find that the computed on-axis gradients C1, C3,
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Figure 3.4: Fitting a monopole-pair field using an elliptical cylinder.

and C5 are accurate to 2.6× 10−6.

As an additional test, the computed on-axis gradient functions were used to

compute the Taylor coefficients of the magnetic field through O(x, y)6. The field at

the transverse location x = 0.4 cm, y = 0.2 cm was computed for an array of values zj

uniformly spaced in the interval [−180, 180] cm using the series (3.19). The resulting

maximum error relative to peak for the vertical field was δBy/Bpeak = 4.7 × 10−6.

The maximum error for the x and z components was 3.8× 10−4.

As a demonstration of this algorithm’s insensitivity to noise, we added numeri-

cal noise to field values for the finite dipole at each grid point used on the boundary

of the form Bnew
x,y = Bx,y(1 + εi). Here each εi is a uniform random variable in

the interval [−∆
2
, ∆

2
], and the index i specifies the grid point. We discuss the case

∆ = 0.05, corresponding to a peak relative error of 5 percent. Using parameters

identical to those described in Section 4, we find a peak relative error in C1(z) of

0.003. Similarly, we find a peak relative error in C3(z) of 0.025. The resulting error
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Figure 3.5: On-axis gradients C1 (upper), C3 (center) and C5 (lower) for the

monopole-pair test field. Solid lines are the exact values (2.40), dots are values

computed from data on the surface of an elliptical cylinder. Fitting was done using

an ellipse with semimajor axis 4.0 cm and semiminor axis 0.8 cm.
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in each case is of order less than or equal to the error on the boundary. In Section

3.4.2, we show that this result is a consequence of an effective cutoff proved by the

integration kernel appearing in the on-axis gradients.

The case of a monopole pair is a very stringent test because of the rapid

variation of the monopole pair magnetic field. Its successful passage guarantees,

by superposition, that tests comprised of multiple monopole pairs, which might be

used to model wigglers, will also be passed successfully.

3.3.2 Application to ILC Wiggler

A less stringent test of the accuracy of this procedure (but also a test of the

quality of the magnetic data on the mesh) is that the magnetic field computed

from the surface data should reproduce the magnetic field at the interior mesh

points. We computed such an interior fit, and the associated transfer map, for

the modified CESR-c design of the Cornell wiggler, which has been adopted as

the design prototype for use in International Linear Collider studies (see Chapter

6). Cornell provided data obtained from the 3-dimensional finite element modeling

code OPERA-3d for the field components Bx, By, and Bz on a mesh of spacing

0.4×0.2×0.2 cm in a volume 10.4×5.2×480 cm, extending beyond the fringe-field

region. The field components are provided to a precision of 0.05G relative to a peak

field of 16.7kG. An elliptic cylinder with semimajor axis 4.4 cm and semiminor axis

2.4 cm was placed in the domain of the data, and the field on the elliptic cylinder

boundary was constructed using nearest-neighbor interpolation with cubic splines
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Figure 3.6: Illustration of mesh used for interpolation of field data onto the surface

of an elliptical cylinder for the purpose of computing transfer maps.

(Fig. 3.6).

The interior field was computed using the on-axis gradients through terms of

degree 6 in x, y over the domain of the original data. This solution for the interior

field was then compared to the original data at each grid point. The first figure in

Fig. 3.7 provides a fit to the vertical field By off-axis at (x, y) = (0.4, 0.2) cm along

the length of the wiggler. Plots of the field data (points) are shown versus computed

values (solid lines). Note that the fitted field captures the fringe-field behavior. The

RMS error obtained was δ|Bdata −Bfit|/|B|peak = 3.5× 10−4. The following figure

illustrates the horizontal roll-off of the vertical field at y = 0.1 cm, z = 104.2 cm

for 0 ≤ x ≤ 1 cm. Note the discrete jumps in the original data, reflecting the

number of digits retained in the output of the numerical computation. Despite the

small variation of By in x, the fit goes through the interior data. Finally, Fig. 3.8

illustrates the fit to the longitudinal field Bz, again at (x, y) = (0.4, 0.2) cm along

the wiggler. Note that no information about Bz was used to generate this field, since
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only the component of B normal to the elliptic cylinder surface is used to generate

the interior solution.

The error for By on-axis lies in the range 0.1-0.2G along the length of the

wiggler, increasing slightly near the end poles. A plot of residuals in the plane y = 0

is displayed in Fig. 3.9. Note that the error is within 0.3G over this region of the

x-z plane. A second plot includes residuals on a coarser grid given out to x = 2.5cm,

indicating that error begins to increase suddenly at about x = 2cm. This may be

due to the finite radius of convergence of the power series for By(x, y, z). We intend

to show in Section 3.4.2 that the error can be decreased by fitting on an ellipse with

larger semimajor axis, or by using data values on a grid with smaller mesh spacing.

The on-axis gradients computed above were then used in MaryLie to integrate,

simultaneously, i) equations for the reference trajectory of a 5 GeV positron through

the wiggler, ii) equations for the matrix elements of the linear part of the transfer

map through the wiggler, and iii) equations for the coefficients of the generating

polynomials f3,...,f6 appearing in the Lie factorization of the transfer map. Each

generator of the symplectic transfer map M is computed in variables representing

deviation from the reference trajectory. The reference trajectory itself is illustrated

in Fig. 3.10.
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Figure 3.7: Fit obtained to proposed ILC wiggler vertical field using an ellipse with

xmax = 4.4cm, ymax = 2.4cm. The solid lines are computed from surface data using

expressions of the form (3.19); dots are numerical data provided by OPERA-3d.
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Figure 3.9: Difference (Gauss) between the vertical field By of the proposed ILC

wiggler and its fitted value across the midplane y = 0. Peak field is 16.7 kG. (Upper)

Difference over a small-volume range. Fitted values of By are compared against

numerical field values provided on a mesh with fine transverse spacing. (Lower)

Difference over a larger volume range. The same fitted field values are compared

against numerical values provided on a mesh with coarser transverse spacing.
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3.4 Insensitivity to Numerical Noise

3.4.1 Amplification of On-Axis Noise

When computing symplectic maps we are particularly interested in higher-

order derivatives of the field data. One straightforward method of computing these

derivatives involves fitting an interpolating function to data near the axis of the mag-

netic element and approximating derivatives using derivatives of this interpolant. As

a comparison with this technique, we examine the effect of noise on derivatives com-

puted from on-axis data for comparison to the effect of noise on derivatives computed

from boundary-value data. In particular, we examine the longitudinal derivatives

C
[n]
1 (z) =

∂n

∂zn
By(x, y, z)|x=0,y=0. (3.23)

On-axis derivatives were computed using the Filon-spline Fourier transform

algorithm described in Appendix C. This algorithm computes the exact Fourier

transform of a cubic-spline interpolant through the on-axis data, and derivatives

may then be computed by

C
[n]
1 (z) =

1√
2π

∫ ∞

−∞
dk(−ik)neikzC̃1(k) (3.24)

where

C̃1(k) =
1√
2π

∫ ∞

−∞
dze−ikzC1(z). (3.25)

As the frequency cutoff kc → ∞ and sampling δk → 0, the computed derivatives

converge to those computed using a spline interpolant. In this way we illustrate the

appearance of high-frequency noise and the effect of the choice of cutoff frequency.
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We begin by artificially adding noise to the on-axis values C1(z) = By(x, y, z)|x=0,y=0

for the field of the monopole pair described in Section 2.3.1. Differentiation was per-

formed as in (3.24) for n = 1, ..., 4 using the noisy values Ĉ1(zi) = C1(zi)(1 + εi),

where each εi is a uniform random variable taking on values εi ∈ [−0.1, 0.1]. In

Figure 3.11 we compare derivatives computed from this noisy on-axis data to those

produced from noisy data on the elliptic cylindrical boundary. Note that by the

third derivative, the computed on-axis derivative no longer resembles its true value.

The derivative computed from boundary-value data, however, is accurate to 10−2.

We perform a similar comparison for the ILC wiggler data. Values for the

on-axis vertical field are taken along the length of the wiggler at intervals of 0.2cm,

and derivatives are computed as above. The power spectra of D2
zBy(x, y, z) and

D4
zBy(x, y, z) are illustrated in Fig 3.12. Through the second derivative, spectral

weight is effectively confined to the interval [−3cm−1, 3cm−1]. By the fourth deriva-

tive, however, the factor kn appearing in (3.24) has amplified the high-frequency

values of C̃1(k), producing a significant spectral weight for |k| ≥ 10cm−1, well

within the Nyquist band −15.7cm−1 ≤ k ≤ 15.7cm−1. In Fig. 3.13 we illustrate

the effect of this noise on the computed derivative by using various cutoffs that are

multiples of kc = πcm−1, leaving frequency resolution δk unchanged. It is clear that

by the third figure, the derivative has become dominated by noise. This illustrates

that derivatives can be computed through an optimal choice of cutoff, providing

the effects of aliasing are minimized, a process known as smoothing. In general,

however, the use of an artificial cutoff is an unsatisfactory solution, contributing to
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Figure 3.11: Derivatives of the on-axis gradient C1(z) of the monopole-pair test field
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truncation error

||∆D4
zBy(x, y, z)||2 =

∫
|k|≥kc

|k4B̃y(x, y, k)|2dk, (3.26)

as information about high derivatives residing in the tail of the spectrum B̃y is

lost entirely. We now illustrate a natural smoothing mechanism that avoids this

problem.

3.4.2 Study of Smoothing: Circular versus Elliptical Cylinders

In Section 2.4.1 we studied the smoothing properties of the kernels appearing

the circular cylinder solution (2.20). In the present section, we investigate similar

smoothing behavior in the case of the elliptical cylinder. We first write the on-axis

gradients (3.16) as integrals of the angular Mathieu coefficients against a sequence

of kernels. For example, for odd r we have:

Cr,s(z) =
1√
2π

∫ ∞

−∞
dkeikzΛr

1,s(k)F1(k) +
1√
2π

∫ ∞

−∞
dkeikzΛr

3,s(k)F3(k) + · · · (3.27)

where the kernels are given by

Λr
n,s(k) =

1

2rr!

krgn
s (k)Bn

r (k)

Se′(U, k)
. (3.28)

A similar expression holds for each Cr,c, with kernels given by

Λr
n,c(k) =

1

2rr!

krgn
c (k)An

r (k)

Ce′(U, k)
. (3.29)

The kernels are determined by the parameters (U, f) defining the boundary

geometry. Figure 3.14 illustrates the sequence of kernels appearing in the eval-

uation of C5,s(z) for an elliptic cylinder with x = 4 cm, y = 1 cm. Note that
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Figure 3.13: Fourth derivative ∂4By/∂z
4 obtained using (3.24) from on-axis mag-

netic field data for the proposed ILC wiggler. A sequence of cutoffs k = πcm−1,

2πcm−1, 3πcm−1, 4πcm−1 for the Fourier integral illustrates the appearance of high-

frequency noise.
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Figure 3.14: First 10 nonvanishing integration kernels contributing to the on-axis

gradient C5,s for an elliptical cylinder with xmax = 4cm, ymax = 1cm.

Λ5
1,s(k),Λ

5
3,s(k) → 0 as k → 0. The remaining kernels attain their maximum at

k = 0, and alternate sign with increasing n. Most importantly, each kernel mul-

tiplying the surface functions Fm and Gm falls off rapidly with frequency k. Note

that the kernels illustrated have been suppressed by one order of magnitude relative

to their peak values by k = 6 cm−1. The high-frequency behavior of the kernels can

be described by the asymptotic representation given in Appendix D.1.2:

Λr
n,s(k) ∼

kr

2rr!

√
f

y
q−1/4π1/2α−1

n Bn
r (k)e−kx(1 +O(1/k)), (3.30)

where the Fourier coefficient Bn
r falls off as an inverse power of q as described in

Appendix D.1.2. Beyond a value qc(n), the kernel falls off exponentially at a rate

that increases with the length x of the semimajor axis of the ellipse.

As illustrated in Section 3.4.1 and Appendix A, the presence of noise in the

boundary-value data, varying on the length scale h, introduces spectral weight to
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the angular Mathieu coefficients Fm(k) and Gm(k) at high frequencies kNyq ∼ π/h.

As a result of multiplication by the kernels Λr
n,α, however, the on-axis gradients

C̃
[m]
rα (k) have little weight for frequencies beyond 6 cm−1. The kernels Λr

n,α serve as

a low-pass filter to minimize the weight that such high frequencies contribute to the

interior solution. A reasonable numerical cutoff may now be imposed on the Fourier

integral with the knowledge that the spectral weight of the relevant functions is

negligible for frequencies beyond 6 cm−1 due to the high-frequency suppression

illustrated in (3.30). For this reason, the behavior of noise on the boundary has

little influence on the interior solution in terms of the C
[m]
r,α (z), a property we call

smoothing.

We will see that the amount of smoothing increases with domain size. Note

that this insensitivity to noise is improved by choosing the geometry of the boundary

such that the kernels approach zero quickly. To study how this smoothing behavior

depends on domain geometry, suppose we are interested in fitting within a large

aspect-ratio domain. We may fix the semiminor axis y and increase the semima-

jor axis x, stretching the elliptic cylinder horizontally and enlarging the enclosed

cross-sectional area to include the “wings” of the domain. We see that for a fixed

semiminor axis y, each weight function falls off more quickly with increasing k as

the semimajor axis x is lengthened. In Fig. 3.15 we have illustrated the com-

putation of the gradient C5,s(z) for the ILC wiggler, for three different domains.

The first was computed using a small elliptic cylinder (xmax, ymax) = (1, 0.6) cm.

Note that little structure is apparent, and the gradient is quite noisy; in addi-

tion, a small cutoff has been imposed, producing some artificial smoothing. The
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second figure was obtained by extending the semimajor axis to fill the domain

horizontally, with (xmax, ymax) = (4.4, 0.6) cm. Here clear structure is apparent,

with only a small amount of high-frequency noise visible. The third was obtained

by extending the semimajor axis to fill the domain permitted by the data, with

(xmax, ymax) = (4.4, 2.4) cm. Note that little change appears between the second

and third figures, indicating that increasing the horizontal domain size alone is suf-

ficient in this case to eliminate high-frequency noise. Figure 3.15 illustrates that,

even for a small vertical aperture, use of a large aspect-ratio ellipse can dramatically

improve accuracy.

3.4.3 Relationship to the Circular Case

We have the following relations between the angular Mathieu coefficients (Fm,

Gm) and the upright and skew multipole coefficients (Bm, Am) for the circular

cylinder expansion:

kr−1 B̃r(R, k)

I ′r(Rk)
= kr

∞∑
m=0

gm
s (k)B(m)

r (k)

[
Fm(U, k)

Se′m(U, q)

]
, (3.31)

kr−1 Ãr(R, k)

I ′r(Rk)
= kr

∞∑
m=0

gm
c (k)A(m)

r (k)

[
Gm(U, k)

Ce′m(U, q)

]
, (3.32)

where

Bρ(ρ = R, φ, z) =
∞∑

m=0

Bm(R, z) sin(mφ) + Am(R, z) cos(mφ). (3.33)

If we take the limit U → ∞ and f → 0 such that xmax → feU = R is finite,

the elliptic cylinder (U, f) degenerates into a circular cylinder of radius R. In this

limit, ymax/xmax = tanh(U) → 1. The sum appearing in (3.31,3.32) is dominated
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Figure 3.15: Illustration of the effect of domain size on smoothing of numer-

ical errors. (Upper) Gradient C5,s(z) computed using a small elliptical cylin-

der (xmax, ymax) = (1, 0.6)cm. (Middle) Gradient computed with (xmax, ymax) =

(4.4, 0.6)cm. (Lower) Gradient computed with (xmax, ymax) = (4.4, 2.4)cm.
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by the term with m = r. In particular, the Fourier coefficients become in this limit

[20]

A(m)
r → δr,m, (3.34)

B(m)
r → δr,m, (3.35)

and the Mathieu functions behave as

Cen(U, q) → gn
c (k)In(kR), (3.36)

Sen(U, q) → gn
s (k)In(kR), (3.37)

cen(v, q) → cos(nφ), (3.38)

sen(v, q) → sin(vφ). (3.39)

For small eccentricity, we see that the term r = m becomes dominant in (3.31,3.32).

There is one kernel for each gradient in the circular case. The kernels in the

circular cylinder case take the form of (2.58):

Λm
cir(k) =

1

2mm!

km−1

I ′m(kR)
. (3.40)

Each kernel is of constant sign, and attains its maximum at k = 0 of value 1/(mRm−1),

with the exception of Λ0, which diverges as Λ0 ∼ 2/(k2R) near k ≈ 0. Kernels de-

crease monotonically as |k| → ∞. Using the asymptotic series for large ζ >> 1 and

fixed order m,

I ′m(ζ) ∼ eζ

√
2πζ

{1− 4m2 + 3

8ζ
+O(

1

ζ2
)}, (3.41)

we see that

Λn
cir(k) ∼

1

2nn!

√
2πRkn−1/2e−kR(1 +O((kR)−1)). (3.42)
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Figure 3.16: The circular kernel Λ5
cir contributing to the on-axis gradient C5 (upper

curve) plotted together with the first 10 elliptical kernels Λ5
1 · · ·Λ5

10 (lower curve)

contributing to C5.

We compare the effectiveness of this filter with the elliptical case. In Figure

3.16, the circular kernel Λ5
cir contributing to the on-axis gradient C5,s is plotted

together with the first 10 elliptical kernels Λ5
1,s · · ·Λ5

10,s contributing to C5,s. The

circular kernel is plotted for a cylinder with radius R = 1cm. Elliptical kernels are

plotted for a cylinder with ymax = 1cm, xmax = 4cm. We see that

|Λ5
n,s(k)| < Λ5

cir(k) (3.43)

for all n = 1, · · · , 10 and k ∈ R. Further comparison of the smoothing effect of these

kernels can be discussed using the smoothing envelope defined in Section 3.4.4.

77



3.4.4 Error Estimates

We now wish to establish careful error estimates for the on-axis gradients ap-

pearing in (3.16). We estimate the rms error of each function C
[m]
n,α(z) as follows. Let

the fitted normal component of the field on the surface be given by B
(bv)
u . Defining

the surface error Ẽ(v, k) =
√
J(U, v)

[
B̃

(bv)
u (v, k)− B̃u(v, k)

]
, let fn(k) = F

(bv)
n −Fn

and gn(k) = G
(bv)
n −Gn be the resulting errors in the odd and even angular Mathieu

coefficients, respectively. We may then write the error on the boundary as

Ẽ(v, k) =
∞∑

n=0

[fn(k)sen(v, q) + gn(k)cen(v, q)] (3.44)

for each fixed k ∈ R, where the norm in L2[0, 2π] is given by

||Ẽ||2(k) =
∞∑

n=0

|fn(k)|2 +
∞∑

n=0

|gn(k)|2 <∞ (3.45)

for fixed k. We then write the full norm of the error on the boundary for E ∈ L2(Γ)

as

||E||2Γ =
∞∑

n=0

||fn||2R +
∞∑

n=0

||gn||2R (3.46)

where

||E||2Γ =

∫ ∞

−∞

∫ 2π

0

|E(v, z)|2dvdz, (3.47)

||fn||2R =

∫ ∞

−∞
|fn(k)|2dk. (3.48)

Recall that the on-axis gradients may be written in the form

C̃ [m]
n,s (k) = (ik)m

∞∑
p=0

Λn
p̄,s(k)Fp̄(k), (3.49)

C̃ [m]
n,c (k) = (ik)m

∞∑
p=0

Λn
p̄,c(k)Gp̄(k), (3.50)
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where Λn
p,α are the kernels presented in (3.28,3.29). Here we introduce the index p̄

defined by p̄ = 2p for n even, and p̄ = 2p+1 for n odd. The error in a given on-axis

gradient is then given by

∆C̃ [m]
n,s (k) = (ik)m

∞∑
p=0

Λn
p̄,s(k)fp̄(k), (3.51)

∆C̃ [m]
n,c (k) = (ik)m

∞∑
p=0

Λn
p̄,c(k)gp̄(k), (3.52)

and we wish to estimate

||∆C [m]
n,α||2 = ||∆C̃ [m]

n,α||2 =

∫ ∞

−∞
|∆C̃ [m]

n,α(k)|2dk, (3.53)

where the subscript α is taken to denote either of the subscripts s or c. To obtain

this estimate requires that we have some knowledge of the behavior of both the

error coefficients fp, gp and the kernels Λn
p,α. A discussion of approximation for the

kernels in provided in Appendix D.1.2, to which we refer often. We use these results

first to study the convergence of the sums appearing in Eq (3.49-3.52). For a fixed

k, note that

lim
p→∞

∣∣∣∣Λn
p+1,α(k)

Λn
p,α(k)

∣∣∣∣ = lim
p→∞

∣∣∣∣Λn
p+1,α(0) +O(q/p)

Λn
p,α(0) +O(q/p)

∣∣∣∣ = lim
p→∞

∣∣∣∣Λn
p+1,α(0)

Λn
p,α(0)

∣∣∣∣ = e−2U < 1

(3.54)

and the sum
∑∞

n=0 Λn
p,α(k) converges absolutely at each k. For p sufficiently large,

terms decay exponentially as e−2pU at a rate 2U , demonstrating that convergence

slows slightly with increasing aspect ratio a.r. = 1/ tanhU . Furthermore, we claim

that convergence is uniform. This result relies on the following.

Conjecture: For p ≥ n, each kernel Λn
p,s, Λn

p,c has a global maximum at k = 0.
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This has been verified numerically for the cases n = 1, 3, 5 with p = n, n +

1, · · · , 11. We let Mn
p,α denote the value of this maximum for each α, p, n. In this

case, |Λn
p,α(k)| ≤ Mn

p,α with
∑∞

p=0M
n
p,α < ∞, and convergence of the above sum is

uniform by the Weierstrass M -test. In addition, we know that Fp(k), Gp(k), fp(k),

and gp(k) → 0 as p → ∞, so each of the sums (3.49 − 3.52) converges. A strict

upper bound is provided for (3.51-3.52) by the Cauchy inequality according to:

|∆C̃ [m]
n,s (k)|2 ≤ k2m

∞∑
p=0

|Λn
p,s(k)|2

∞∑
p=0

|fp(k)|2 ≤ k2m||Ẽ||2(k)
∞∑

p=0

|Λn
p,s(k)|2, (3.55a)

|∆C̃ [m]
n,c (k)|2 ≤ k2m

∞∑
p=0

|Λn
p,c(k)|2

∞∑
p=0

|gp(k)|2 ≤ k2m||Ẽ||2(k)
∞∑

p=0

|Λn
p,c(k)|2. (3.55b)

The sum-square of the kernels appearing on the rhs converges in each case to a

continuous function, which we refer to as a smoothing envelope. The smoothing

envelope for the case α = s, n = 5 is illustrated in Fig 3.17. The sum of the first

10 square-kernels |Λ5
p,s(k)|2 is plotted as an approximation to the true envelope. We

have also included an illustration of the corresponding function for the case α = s,

n = 5, m = 2. Note that the error function ||Ẽ||(k), defined in (3.45), is obtained

by summing over azimuthal modes in the cross-section of the elliptical cylinder. We

see from (3.55) that large-k values of ||Ẽ||(k) contribute little to the errors ∆C̃
[m]
n,α

due to the rapid decay of the corresponding smoothing envelope for large k.

We may now obtain an upper bound on the norm of the error by carrying

out the integration in (3.53) as follows. Here we consider only the functions ∆C
[m]
n,s .
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Similar results hold for the functions ∆C
[m]
n,c . We have

||∆C [m]
n,s ||2 =

∫ ∞

−∞
|∆C̃ [m]

n,s |2dk ≤ max
k

[
k2m

∞∑
p=0

|Λn
p,s|2

]∫ ∞

−∞
||Ẽ||2(k)dk

= ||E||2Γ max
k

[
k2m

∞∑
p=0

|Λn
p,s|2

]
(3.56)

provided the function in brackets can be shown to be bounded. This follows since

the sum-square of the kernels is continuous in k, and each kernel goes to zero as

|k| → ∞ faster than any power of k. The bound for C2
5,s can be seen in Fig 3.17.

The error is strictly less than the given bound by a factor that increases with the

rate of decay of the kernels. Note that we may relate (3.56) directly to the error in

the values of the field on the surface, which we denote δBu, by noting that

||E||2Γ =

∫ ∞

−∞

∫ π

−π

|Ẽ(v, k)|2dvdk =

∫ ∞

−∞

∫ π

−π

|J(U, v)δBu(v, z)|2dvdz ≤ x2
max||δBu||2Γ,

(3.57)

where J(u, v) = f 2(cosh 2u−cos 2v)/2 is the Jacobian of the coordinate transforma-

tion from cartesian to elliptic coordinates, which takes its maximum in the variable

v ∈ [0, 2π) of value J = f 2 cosh(u) = x2
max.

In practice, we are interested in the rms error of the on-axis gradient functions

over a finite length L along the wiggler. If we assume that this length extends into

the fringe-field region sufficiently far that

ε1 = ||∆C [m]
n,s ||2 −

∫ L/2

−L/2

|∆C [m]
n,s |2dz =

∫
|z|>L/2

|∆C [m]
n,s |2dz < ε, (3.58)

ε2 = ||E||2Γ −
∫ L/2

−L/2

∫ π

−π

|E(v, z)|2dvdz =

∫
|z|>L/2

∫ π

−π

|E(v, z)|2dz < ε, (3.59)
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then we may write the rms error as

(∆C [m]
n,s )2

rms =
1

L
{||C [m]

n,s ||2 − ε1}, (3.60)

(E)2
rms =

1

2πL
{||E||2Γ − ε2}, (3.61)

and we may provide the following upper bound:

(∆C [m]
n,s )2

rms ≤ 2πmax
k

[
k2m

∞∑
p=0

|Λn
p,s|2

]
(E)2

rms + δ (3.62)

where δ < 2ε/L may be made arbitrarily small by considering a sufficient length L

along the axis of the wiggler.

In order to obtain a reasonable estimate of this error, we assume that the

surface errors are described by the model of noise described in Appendix A. Note

that each error coefficient fj(k) for fixed k is a normal random variable, dependent

on the realization of the error over the surface of the elliptic cylinder, with variance

given in (A.39). In this case, we may estimate rms error by averaging over an

ensemble of surface values as follows. For fixed k,

〈|∆C̃n,s|2〉 = 〈|
∞∑

p=0

Λn
p,sfp|2〉 =

∞∑
i,j=0

Λn
i,sΛ

n
j,s〈fifj〉 = 〈|fj|2〉

N∑
p=0

|Λn
p,s|2 (3.63)

where the dependence on k has been suppressed for notational simplicity. Now using

the known k dependence of 〈|fj(k)|2〉 we obtain

〈||∆Cn,s||2〉 =

∫ ∞

−∞
〈|fj(k)|2〉

N∑
p=0

|Λn
p,s(k)|2dk = 〈|fj(kp)|2〉

∫ κ

−κ

N∑
p=0

|Λn
p,s|2dk (3.64)

where the cutoff k = κ is placed at the inverse scale of the correlation length of the

noise E, which we take to be the longitudinal mesh spacing h such that κ = π/h.
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Now we approximate the integral over the smoothing envelope,∫ κ

−κ

N∑
p=0

|Λn
p,s|2dk =

N∑
p=0

(∫ kc(p)

−kc(p)

|Λn
p,s|2dk +

∫ κ

kc(p)

|Λn
p,s|2dk

+

∫ −kc(p)

−κ

|Λn
p,s|2dk

)
, (3.65)

where kc is related to the crossover introduced in Appendix D.1.2 by qc = k2
cf

2/4.

Note that each of the functions An
r , Bn

r , Se′, and Ce′ appearing in expressions

(3.28-3.29) for the kernels Λn
p,s, Λn

p,c may be written as a function of the parameter

q = −k2f 2/4, and is therefore an even function of k. Similarly, we see from (D.72)

that the products krgn
s (k) and krgn

c (k) are each even in k. Thus, Λn
p,s is an even

function of k for all n, p and we have∫ κ

−κ

N∑
p=0

|Λn
p,s|2dk =

N∑
p=0

∫ kc(p)

−kc(p)

|Λn
p,s|2dk +

N∑
p=0

2

∫ κ

kc(p)

|Λn
p,s|2dk. (3.66)

In the left-hand term of (3.66) the domain of integration covers the low-q

regime. In this region, we use the results of Appendix D.1.2 to make the approxi-

mation ∫ kc(p)

−kc(p)

|Λn
p,s|2dk ≈ N2

∫ kc(p)

−kc(p)

(1 + αq)−2dk

= N2kc

[
1

1 + αqc
+

1
√
αqc

arctan(
√
αqc)

]
. (3.67)

In the right-hand term of (3.66) the domain of integration covers the large-q

regime, in which we make the approximation∫ κ

kc(p)

|Λn
p,s|2dk ≈

∫ κ

kc(p)

k2n

22n(n!)2

f

y
q−1/2πα−2

p |Bp
n(k)|2e−2kxdk

≤
∫ κ

kc(p)

k2n

22n(n!)2

f

y
q−1/2πα−2

p

(
2

√
2

π
q−1/4

)
e−2kxdk

=
α−2

p

22n−3(n!)2y

√
π

f

∫ κ

kc(p)

k2n−3/2e−2kxdk. (3.68)
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Here we have used the bound given for the Fourier coefficients in (D.70). In this

regime we have k ≥ kc > 2/f and

∫ κ

kc(p)

k2n−3/2e−2kxdk <

√
f

2

∫ ∞

kc(p)

k2n−1e−2kxdk

=

√
f

2

e−2xkc(p)

2x

m∑
j=0

m!

(m− j)!

km
c

(2xkc)j
, (3.69)

where m = 2n − 1. Expressions (3.67) and (3.68) may be used to estimate the

integral (3.66) after summing over the index p, where we may choose qc ∼ p2/2 as

described in Appendix D.1.2.

It remains to relate the error Mathieu coefficients fj to the statistical error at

each mesh point. Assuming the model of white noise described in Appendix A, we

have

〈|fj(k)|2〉 =
L

π3
(hδv)σ2I ≤ L

π2
(hδv)σ2x2

max (3.70)

where L is the length of the domain, and h, δv are the longitudinal and azimuthal

stepsizes, respectively. Therefore, using (3.64) we find

〈||∆Cn,s||2〉 ≈
L

π2
(hδv)σ2x2

max

∫ κ

−κ

N∑
p=0

|Λn
p,s(k)|2dk. (3.71)

Table 3.1 provides a comparison of the error estimates for the gradient C5,s as

computed using an elliptical boundary with x = 4 cm, y = 1 cm versus an inscribed

circular boundary of radius R = 1 cm. The upper bound is provided relative to

the norm of the error on the surface ||E||2Γ, while the average estimate is provided

relative to the coefficient 〈|fj(k)|2〉.

Assume that we have fit field values onto an elliptic cylinder from a rectangular

mesh with coordinates uniformly spaced in x and y with spacing ∆x = ∆y and
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Table 3.1: Error Estimates of ||∆C5||2 for the Gradient C5

Case Upper Bound Model Estimate Scaling of Bound for Cn

Elliptical 0.0028297 0.0164026 f−2n22n−2/(n!)2

Cylindrical 0.04 0.215348 R−2n+2/n2

uniformly spaced in z with spacing h, where the values ∆x, ∆y, and h are identical

to those used in Chapter 2. The scale of azimuthal variation δv corresponding to

the mesh spacing ∆x is then obtained as in Section 2.4.2, with

δv ≈ ∆x
√

2

xmax

. (3.72)

We may then define the scaled smoothing envelope

gs(k) = xmax

N∑
p=0

|Λn
p,s(k)|2 (3.73)

so that

〈||∆Cn,s||2〉 =
hL∆x

√
2

π2
σ2

∫ Ω

−Ω

gs(k)dk. (3.74)

The factors multiplying the integrand in (3.74) are then identical to those appearing

in (2.81), allowing us to compare these expressions directly. The scaled smoothing

envelope gs is illustrated in Fig. 3.18 together with the corresponding quantity for

the circular cylinder. It follows from (3.74) that the rms error in the gradient Cn,s(z)

attained by using the elliptical cylinder is reduced relative to the corresponding value

attained using the circular cylinder.
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Chapter 4

Use of Rectangular Cylinders

In the present chapter we discuss the use of cylindrical surfaces with rectan-

gular cross section (boxes) for computing transfer maps from numerical field data.

This technique may provide an alternative for computing transfer maps for beamline

elements with large aspect-ratio apertures.

In this case two new features appear. First, in contrast to Chapters 2-3, the

bounding surface can no longer be obtained by holding constant a single coordinate

of a smooth curvilinear coordinate system. Instead, the field values Bn on the

surface must be fitted to each of the four faces (x = s, x = −s, y = d, y = −d)

independently. Second, the bounding surface is no longer a smooth, differentiable

manifold. This fact has two consequences. First, the outward surface normal is

discontinuous at the four corners. Second, for a general field B(x, y, z), which is an

analytic function of the variables (x, y, z), the normal field n ·B will in general be

discontinuous at these corners. We will see that these factors may affect the rate of

convergence of the interior solution.

4.1 Analytic Formulation

Consider a rectangular cylinder of half-height d and half-width s, which we

define to be the boundary of the domain Ω = {(x, y, z)| − s < x < s,−d < y <
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d,−∞ < z <∞}, a box of infinite length in z. Provided values for the field B = ∇ψ

on the surface, we solve the Neumann problem in the interior Ω as follows. After

performing a Fourier transform in the variable z, we define the boundary values of

the equation (∇2
⊥−k2)ψ̃ = 0 on each of the four faces y = d, y = −d, x = s, x = −s

to be the functions

B+
y (x, k) =

1√
2π

∫ ∞

−∞
By(x, d, z)e

−ikzdz, (4.1a)

B−
y (x, k) =

1√
2π

∫ ∞

−∞
By(x,−d, z)e−ikzdz, (4.1b)

B+
x (y, k) =

1√
2π

∫ ∞

−∞
Bx(s, y, z)e

−ikzdz, (4.1c)

B−
x (y, k) =

1√
2π

∫ ∞

−∞
Bx(−s, y, z)e−ikzdz, (4.1d)

for each value of k. We then define the Fourier coefficients of the surface data

appearing in (4.1) as

βT
n (k) =

1

s

∫ s

−s

B+
y (x, k) cos[(x+ s)λn]dx, (4.2)

βB
n (k) = −1

s

∫ s

−s

B−
y (x, k) cos[(x+ s)λn]dx, (4.3)

βR
n (k) =

1

d

∫ d

−d

B+
x (y, k) cos[(y + d)τn]dy, (4.4)

βL
n (k) = −1

d

∫ d

−d

B−
x (x, k) cos[(y + d)τn]dy, (4.5)

where

λn =
nπ

2s
, τn =

nπ

2d
, (4.6)
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for n 6= 0, together with

βT
0 (k) =

1

2s

∫ s

−s

B+
y (x, k)dx, (4.7)

βB
0 (k) = − 1

2s

∫ s

−s

B−
y (x, k)dx, (4.8)

βR
0 (k) =

1

2d

∫ d

−d

B+
x (y, k)dy, (4.9)

βL
0 (k) = − 1

2d

∫ d

−d

B−
x (x, k)dy. (4.10)

Here the superscripts T , B, R, and L denote top, bottom, right, and left, respectively.

Thus we have the series

B+
y (x, k) =

∞∑
n=0

βT
n (k) cos[(x+ s)λn], (4.11a)

B−
y (x, k) =−

∞∑
n=0

βB
n (k) cos[(x+ s)λn], (4.11b)

B+
x (x, k) =

∞∑
n=0

βR
n (k) cos[(y + d)τn], (4.11c)

B−
x (x, k) =−

∞∑
n=0

βL
n (k) cos[(y + d)τn]. (4.11d)

The interior scalar potential ψ may then be written as the sum of four con-

tributions, each determined by the boundary values on a single face. That is, we

write

ψ(x, y, z) = ψT (x, y, z) + ψB(x, y, z) + ψR(x, y, z) + ψL(x, y, z) (4.12)
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where

ψ̃T (x, y, k) =
∞∑

n=0

1√
k2 + λ2

n

cosh[(y + d)
√
k2 + λ2

n

sinh[2d
√
k2 + λ2

n]
βT

n (k) cos[(x+ s)λn], (4.13)

ψ̃B(x, y, k) =
∞∑

n=0

1√
k2 + λ2

n

cosh[(d− y)
√
k2 + λ2

n

sinh[2d
√
k2 + λ2

n]
βB

n (k) cos[(x+ s)λn],

ψ̃R(x, y, k) =
∞∑

n=0

1√
k2 + τ 2

n

cosh[(x+ s)
√
k2 + τ 2

n

sinh[2s
√
k2 + τ 2

n]
βR

n (k) cos[(y + d)τn],

ψ̃L(x, y, k) =
∞∑

n=0

1√
k2 + τ 2

n

cosh[(s− x)
√
k2 + τ 2

n

sinh[2s
√
k2 + τ 2

n]
βL

n (k) cos[(y + d)τn].

It can then be shown that this solution satisfies (∇2
⊥ − k2)ψ̃ = 0 subject to the

boundary conditions:

∂ψ̃

∂y

∣∣∣∣∣
y=d

=
∂ψ̃T

∂y

∣∣∣∣∣
y=d

= B+
y (x, z) (4.14)

∂ψ̃

∂y

∣∣∣∣∣
y=−d

=
∂ψ̃B

∂y

∣∣∣∣∣
y=−d

= B−
y (x, z), (4.15)

∂ψ̃

∂x

∣∣∣∣∣
x=s

=
∂ψ̃R

∂x

∣∣∣∣∣
x=s

= B+
x (y, z), (4.16)

∂ψ̃

∂x

∣∣∣∣∣
x=−s

=
∂ψ̃L

∂x

∣∣∣∣∣
x=−s

= B−
x (y, z), (4.17)

provided the Fourier series (4.11) converge to the desired values on the surface. Note

that the function B · n = By on the top surface y = d is then determined solely by

the normal derivative of the function ψT , while the normal derivatives of ψB, ψR,

and ψL each vanish at y = d. A similar result holds for the other three faces.

4.1.1 Convergence at the Boundary

We now examine the behavior of the series (4.11). First, we note that the set{
1√
2s
,

1√
s

cos[(x+ s)λn] for n = 1, 2, · · ·
}

(4.18)
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forms a complete orthonormal set in L2(−s, s). (This follows from the completeness

of the cos(nx), n = 0, 1, · · · on the interval (0, π) [67].) The same result holds for

the corresponding set of functions of the variable y obtained under x → y, s → d,

λn → τn. It follows that the series (4.11) converge to the functions B±
y in L2(−s, s)

and B±
x in L2(−d, d) for each fixed k. That is, these series converge in the mean

such that

lim
N→∞

∫ s

−s

|B+
y (x, k)−

N∑
n=0

βT
n (k) cos[(x+ s)λn]|2dx = 0, (4.19)

etc. However, it is not clear that these series will converge pointwise to the appro-

priate values.

Indeed, this is not the case for the standard Fourier series of a continuous

function f on the interval (−s, s),

f(x) =
∞∑

n=0

(
an(k) cos

[nπx
s

]
+ bn(k) sin

[nπx
s

])
. (4.20)

The series (4.20) will not converge to f at the endpoints x = ±s unless f(s) = f(−s).

This occurs because the Nth partial sum of (4.20) is a continuous periodic function

of period 2s, while the periodic extension of f , which we denote f̂ , is discontinuous

at the values x = −s and x = s. At x = s, for example, we have a jump in f̂ of

value

a = lim
x+→s

f̂(x)− lim
x−→s

f̂(x) = lim
x+→s

f(x− 2s)− lim
x−→s

f(x)

= f(−s)− f(s). (4.21)

As a result of the Gibbs phenomenon [90], the Nth partial sum of (4.20),

which we denote SNf , possesses large oscillations near this discontinuity. Consider
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the case a > 0. Near the discontinuity at x = s, the adjacent local maxima have

amplitudes given by

lim
N→∞

SNf(s− s

N
) = f(s)− a∆, (4.22)

lim
N→∞

SNf(s+
s

N
) = f(s) + a∆,

and the series at the value x = s converges to the number

lim
N→∞

SNf(s) =
f(s) + f(−s)

2
. (4.23)

Here

∆ =
G

π
− 1

2
= 0.08948987 . . . (4.24)

and the value

G =

∫ π

0

sin(t)

t
dt (4.25)

is known as the Wilbraham-Gibbs constant. The overshoot of 9% appearing in (4.22)

persists in the first peak of oscillation as N →∞. Similar behavior occurs at the left

endpoint x = −s. As a result of this ringing behavior near the endpoints, the series

(4.20) do not converge uniformly. Because the limiting function f̂ is discontinuous,

we have slowly decaying Fourier coefficients which behave asymptotically as [94]

|an| ∼
1

n
, |bn| ∼

1

n
. (4.26)

We now compare the behavior of the series (4.11). Note that for each basis

function gn = cos[(x+ s)λn], we have gn(x+ 2sj) = (−1)njgn(x) for integer j. If we

write a given series of (4.11) in the form

f(x) =
∞∑

n=0

angn(x), (4.27)
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for x in (−s, s), the series therefore converges to a function h satisfying

h(x)|(−s,s) = f(x) =
∞∑

n=0

angn(x), (4.28)

h(x+ 2sj) =
∞∑

n=0

(−1)njangn(x), (4.29)

defined on all of R. We define

hE(x) =
∞∑

n=0

a2ng2n(x), hO(x) =
∞∑

n=0

a2n+1g2n+1(x), (4.30)

so h(x) = hE(x) + hO(x) and h(x+ 2s) = hE(x)− hO(x) for x in (−s, s). It follows

that, for 0 < δ < s,

h(s− δ) =hE(s− δ) + hO(s− δ), and (4.31)

h(s+ δ) =h(−(s− δ) + 2s) = hE(−(s− δ))− hO(−(s− δ)) (4.32)

=hE(s− δ) + hO(s− δ). (4.33)

Therefore,

lim
δ→0

h(s− δ) = lim
δ→0

h(s+ δ) = hE(s) + hO(s) = h(s), (4.34)

and h is continuous at x = s. A similar result applies at x = −s. It follows that

the series (4.11) converge pointwise to the desired boundary values. (However, the

series of derivatives will not in general converge pointwise.) Because the limiting

function h is continuous, the coefficients therefore [94] behave asymptotically as

|βT
n (k)| ∼ 1

n2
. (4.35)

In particular, there exists a constant C such that

|βT
n (k)| ≤ C

n2
(4.36)
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for all n. Since [23]
∞∑

n=1

C

n2
=
Cπ2

6
(4.37)

converges, the sum (4.27) converges uniformly by the Weierstrass M -test. As a

result, the sums appearing in (4.13) converge uniformly on Ω̄, up to and including

the boundary. However, convergence on the boundary is in general no faster than

1/n2.

Note that in Chapters 2-3, uniform convergence of the series on the boundary

is guaranteed provided only that the boundary values themselves are continuous,

and issues such as those above do not arise. Indeed, for the case that boundary

values are analytic, the coefficients must decay faster than any power of 1/n (see

Appendix C). When the boundary values are known exactly, it follows that the sums

appearing in Chapters 2-3 will converge more rapidly, and require fewer terms to

obtain accurate interior values, than those described here. The rate of convergence

at the boundary for the fit to the monopole-pair field of Section 2.3.1, illustrated

by the decay of the Fourier-type coefficients on the surface, is demonstrated in Fig.

4.1 for each of the geometries considered in Fig. 4.7. Note that even after 20 terms,

coefficients at the top face of the rectangular cylinder are still on the order of 10−3.

4.1.2 Analyticity/Singularity at Corners

We ask whether the convergence behavior at the boundary can be improved.

In particular, consider the ideal case of smooth boundary-values. Suppose that the

95



0 5 10 15 20
n

-12

-10

-8

-6

-4

-2

0

L
o
g
1
0
C
o
e
f
f
i
c
i
e
n
t

Figure 4.1: Log (base 10) of the magnitude of the Fourier-type coefficients for the

monopole-pair field on the boundary surfaces of Chapters 2-4, evaluated for k = 1

cm−1. (Blue) Values Bn(k) for the circular cylinder. (Black) Values Fn(k) for the

elliptical cylinder. (Red) Values βT
n (k) for the rectangular cylinder.

boundary values n · B(bv), as interpolated onto the surface ∂Ω, define a function

that can be obtained as the restriction of a function B(fit) to ∂Ω, where B(fit) is

analytic in x, y, and z. For the case of an analytic boundary ∂Ω, the solution is

guaranteed to be analytic on Ω̄. (See Appendix H.3.2.) However, this is not the

case for a domain with a corner or edge. In general, one or more of the derivatives

may diverge at the corner, and the estimates of Appendix H.3.2 may fail.

Consider, for example, the Neumann problem in a rectangle (0, α)× (0, β) for

α, β > 0 with a corner at x = y = 0. To investigate the behavior near a corner, we

use local polar coordinates (r, φ) such that x = r cosφ, y = r sinφ, and r denotes

the distance from the corner at the origin. In particular, consider the function

u(r, φ) =
r4(ln r cos 4φ− φ sin 4φ)

2π
(4.38)
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in the wedge {(r, φ)|r > 0, 0 < φ < π/2}. Note that (4.38) is a solution to the

Neumann problem

∇2u = 0, (4.39)

∂u

∂n

∣∣∣∣
φ=0

= 0,
∂u

∂n

∣∣∣∣
φ=π/2

= −y3, (4.40)

where the boundary values (4.40) can be obtained as the normal component of the

analytic vector field B(fit) = y3ex on the boundary of the wedge. In rectangular

coordinates, u becomes

u(x, y) =
1

4π
{8(−x3y+ xy3) arctan−1(y/x) + (x4− 6x2y2 + y4) ln(x2 + y2)}, (4.41)

which fails to be analytic in the variables x, y at the point x = y = 0. In particular,

note that the fourth derivatives of ψ behave as

∂4u

∂x4
=

25 + 6 ln(x2 + y2)

π
, (4.42)

∂4u

∂y4
=

25 + 6 ln(x2 + y2)

π
, (4.43)

∂4u

∂2x∂2y
= −25 + 6 ln(x2 + y2)

π
, (4.44)

. . . etc. (4.45)

which diverge as ln r as r → 0. More generally, solutions for smooth boundary-value

data in the rectangle behave near the corners as

u(r, φ) ∼ Cr4(ln r cos 4φ− φ sin 4φ) + w(r, φ), (4.46)

where the harmonic function w is analytic at the corner r = 0. Here the functions

C and w are determined by the boundary conditions on the surface of the rectangle.

The singular behavior of the solution at r = 0 is therefore characterized by the

divergence of the fourth derivatives. We refer the interested reader to [34], [35], [36].
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4.1.3 Determination of Generalized Gradients

We now turn to the problem of computing a representation for ψ and the

corresponding vector potential A in power series about the axis of the rectangular

cylinder. We note that the summands in the solution (4.13) may be rewritten using

expressions of the form

cosh[(y + d)
√
k2 + λ2

n] cos[(x+ s)λn]

sinh[2d
√
k2 + λ2

n]
= (4.47)

(−1)bn/2c

±
Re

{
cos
sin

}
[xλn + iy

√
k2 + λ2

n]

2 sinh[d
√
k2 + λ2

n]
+

Im

{
sin
cos

}
[xλn + iy

√
k2 + λ2

n]

2 cosh[d
√
k2 + λ2

n]

 ,

cosh[(d− y)
√
k2 + λ2

n] cos[(x+ s)λn]

sinh[2d
√
k2 + λ2

n]
= (4.48)

(−1)bn/2c

±
Re

{
cos
sin

}
[xλn + iy

√
k2 + λ2

n]

2 sinh[d
√
k2 + λ2

n]
−
Im

{
sin
cos

}
[xλn + iy

√
k2 + λ2

n]

2 cosh[d
√
k2 + λ2

n]

 ,

together with the corresponding expressions obtained under x→ y, d→ s, λn → τn.

Here the upper values apply when n is even, while the lower values apply when n is

odd. We have introduced the notation bxc for the floor of the real number x. (The

expression bn/2c thus denotes the integer part of n/2.) We can therefore use Taylor

series for cos and sin of the form

cos[xλn + iy
√
k2 + λ2

n] =
∞∑

j=0

(−1)j

(2j)!
(xλn + iy

√
k2 + λ2

n)2j (4.49)

to obtain homogeneous polynomial series in the variables x and y. In particular,

cosh[(y + d)
√
k2 + λ2

n] cos[(x+ s)λn]

sinh[2d
√
k2 + λ2

n]
= (−1)bn/2c

∞∑
j=0

F n
j (k)(xλn + iy

√
k2 + λ2

n)j
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where

F n
j (k) =



(−1)bj/2c

2j! sinh[d
√

k2+λ2
n]

even n, even j

−i(−1)bj/2c

2j! cosh[d
√

k2+λ2
n]

even n, odd j

−(−1)bj/2c

2j! sinh[d
√

k2+λ2
n]

odd n, odd j.

(4.50)

The resulting series may then be used in (4.13) after summing over n to compute

the Taylor coefficients of ψ̃ in the variables x and y.

It remains to compute the Taylor coefficients aw
l (z) of the interior vector poten-

tial A. We will compute these coefficients in the gauge xAy−yAx = 0, corresponding

to the gauge Aφ = 0 used in Chapters 2-3. The on-axis gradients may be deter-

mined by constructing series in the variable ρ from (4.49) in the form (2.9,2.19)

and comparing term-by-term at each degree. Throughout this discussion, we let

fn(k) =
√
k2 + λ2

n. Note that in cylindrical coordinates we may write

exp[i(xλn+iyfn)] = exp[ρ(iλn cosφ−fn sinφ)] =
∞∑

j=0

ρj

j!
(iλn cosφ−fn sinφ)j (4.51)

and the angular factor appearing in each term may be written as a Fourier series in

φ as

(iλn cosφ− fn sinφ)j =

[
i

2
(s+e

iφ + s−e
−iφ)

]j

=

(
i

2

)j j∑
k=0

(
j

k

)
sk
+s

j−k
− ei(2k−j)φ

(4.52)

where we have defined s+ = λn + fn and s− = λn − fn. Therefore,

exp[i(xλn + iyfn)] =
∞∑

j=0

j∑
k=0

(
i

2

)j
1

k!(j − k)!
sk
+s

j−k
− ρj exp[i(2k − j)φ]. (4.53)

Noting than any absolutely convergent sum of the above form can be reordered using

∞∑
j=0

j∑
k=0

ajk =
∞∑
l=0

∞∑
m=0

al+m,m, (4.54)
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we obtain a double-infinite series of the form

exp[i(xλn + iyfn)] =
∞∑
l=0

∞∑
m=0

(
i

2

)l+m
1

m!l!
sm
+s

l
−ρ

l+mei(m−l)φ. (4.55)

Similarly, the series for exp[−i(xλn + iyfn)] can be obtained from (4.55) by taking

ρ→ −ρ, introducing a factor of (−1)l+m. Let

θlm =


0 if l +m is even,

1 if l +m is odd.

(4.56)

We therefore have

cos[xλn + iyfn] =
∞∑
l=0

∞∑
m=0

(
i

2

)l+m
1

m!l!
s+s−ρ

l+mei(m−l)φ(1− θlm), (4.57)

sin[xλn + iyfn] =
∞∑
l=0

∞∑
m=0

(
i

2

)l+m
1

m!l!
s+s−ρ

l+mei(m−l)φθlm, (4.58)

where s+ = λn +
√
k2 + λ2

n and s− = λn −
√
k2 + λ2

n. The same argument gives

also

cos[yτn + ixgn] =
∞∑
l=0

∞∑
m=0

(
1

2

)l+m
(−1)l

m!l!
qm
− q

l
+ρ

l+mei(m−l)φ(1− θlm), (4.59)

sin[xλn + iyfn] =
1

i

∞∑
l=0

∞∑
m=0

(
1

2

)l+m
(−1)l

m!l!
qm
− q

l
+ρ

l+mei(m−l)φθlm, (4.60)

where q+ = τn +
√
k2 + τ 2

n and q− = τn −
√
k2 + τ 2

n.

We may use these expressions to construct series for the solutions ψ̃T , ψ̃B, ψ̃R,

and ψ̃L. Define

δn
lm =


θlm if n is even

1− θlm if n is odd

(4.61)
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Then we have, for example,

ψ̃T (ρ, φ, k) =
∞∑

n=0

(−1)bn/2c

fn

βT
n (k)

∞∑
l,m=0

(−1)b(l+m)/2c

2l+m

ρl+m

m!l!
sm
+s

l
− (4.62)

×
(

(δn
lm − 1)n cos[(m− l)φ]

2 sinh[dfn]
+
δn
lm sin[(m− l)φ]

2 cosh[dfn]

)
.

The on-axis gradients are determined by those terms of (4.62) for which the power

of ρ is equal to the order of the multipole. In the cylinder expansion (2.9,2.19),

these are the terms with l = 0, namely terms of the form

ρm[Cm,s(z) sinmφ+ Cm,c(z) cosmφ] for m = 0, 1, · · · . (4.63)

Noting that the terms of degree r of this type in (4.62) are those with (l,m) = (r, 0)

and (l,m) = (0, r), we obtain explicit expressions for the on-axis gradient functions

CT
r,c, C

T
r,s contributing to ψ̃T . A similar procedure may be used to determine on-axis

gradients for each of the functions ψ̃B, ψ̃R, and ψ̃L.

The on-axis gradients may then be written as the sum of four contributions:

Cr,α(z) = CT
r,α(z) + CB

r,α(z) + CR
r,α(z) + CL

r,α(z) (4.64)

for α = c, s. We have, contributing from the top face for r 6= 0,

C̃T
r,c(k) =

(−1)br/2c

2rr!

∞∑
n=0

sr
+ + sr

−√
k2 + λ2

n

(−1)bn/2c (δn
0q − 1)n

2 sinh(d
√
k2 + λ2

n)
βT

n (k), (4.65)

C̃T
r,s(k) =

(−1)br/2c

2rr!

∞∑
n=0

sr
+ − sr

−√
k2 + λ2

n

(−1)bn/2c δn
0q

2 cosh(d
√
k2 + λ2

n)
βT

n (k), (4.66)

and

C̃T
0,c(k) =

∑
n even

(−1)n/2√
k2 + λ2

n

βT
n (k)

2 sinh(d
√
k2 + λ2

n)
, C̃T

0,s(k) = 0. (4.67)
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Similarly, contributing from the bottom face:

C̃B
r,c(k) =

(−1)br/2c

2rr!

∞∑
n=0

sr
+ + sr

−√
k2 + λ2

n

(−1)bn/2c (δn
0q − 1)n

2 sinh(d
√
k2 + λ2

n)
βB

n (k), (4.68)

C̃B
r,s(k) = −(−1)br/2c

2rr!

∞∑
n=0

sr
+ − sr

−√
k2 + λ2

n

(−1)bn/2c δn
0q

2 cosh(d
√
k2 + λ2

n)
βB

n (k), (4.69)

and

C̃B
0,c(k) =

∑
n even

(−1)n/2√
k2 + λ2

n

βB
n (k)

2 sinh(d
√
k2 + λ2

n)
, C̃T

0,s(k) = 0. (4.70)

Contributing from the right face:

C̃R
r,c(k) =

1

2rr!

∞∑
neven

qr
− + (−1)rqr

+√
k2 + τ 2

n

(−1)bn/2c

(
1− θ0q

2 sinh(s
√
k2 + τ 2

n)
(4.71)

− θ0q

2 cosh(s
√
k2 + τ 2

n)

)
βR

n (k),

C̃R
r,s(k) =

1

2rr!

∞∑
nodd

qr
− − (−1)rqr

+√
k2 + τ 2

n

(−1)bn/2c

(
−θ0q

2 sinh(s
√
k2 + τ 2

n)
(4.72)

+
1− θ0q

2 cosh(s
√
k2 + τ 2

n)

)
βR

n (k),

and

C̃R
0,c(k) =

∞∑
n even

(−1)n/2√
k2 + τ 2

n

βR
n (k)

2 sinh(s
√
k2 + τ 2

n)
, C̃R

0,s(k) = 0. (4.73)

Contributing from the left face:

C̃L
r,c(k) =

1

2rr!

∞∑
neven

qr
− + (−1)rqr

+√
k2 + τ 2

n

(−1)bn/2c

(
1− θ0q

2 sinh(s
√
k2 + τ 2

n)
(4.74)

+
θ0q

2 cosh(s
√
k2 + τ 2

n)

)
βL

n (k),

C̃L
r,s(k) =

1

2rr!

∞∑
nodd

qr
− − (−1)rqr

+√
k2 + τ 2

n

(−1)bn/2c

(
−θ0q

2 sinh(s
√
k2 + τ 2

n)
(4.75)

− 1− θ0q

2 cosh(s
√
k2 + τ 2

n)

)
βL

n (k),
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and

C̃L
0,c(k) =

∞∑
n even

(−1)n/2√
k2 + τ 2

n

βL
n (k)

2 sinh(s
√
k2 + τ 2

n)
, C̃R

0,s(k) = 0. (4.76)

These on-axis gradient functions determine the Taylor coefficients aw
l (z) of the vector

potential from (2.24), just as in Chapters 2-3, which may then be used to compute

transfer maps.

4.2 Numerical Implementation

The routine just described has been implemented as a Mathematica notebook,

and is given in Appendix I.

4.3 Benchmarks of Numerical Accuracy

Consider the case of the monopole-pair field treated in Section 2.3.1. We

again choose the parameters a = 4.7008 cm, g = 0.3 Tcm2 for the location and

strength of the monopoles. On-axis gradients of the resulting field were computed

numerically from surface data using a rectangular cylinder with a half-height of

1 cm and a half-width of 4 cm. The field values Bx(x, y, z) and By(x, y, z) are

known analytically from (2.27). After taking a Fourier transform in the variable z

of the resulting fields, the field values B̃x(y, k) and B̃y(x, k) of (2.42) were integrated

over the faces of the rectangular cylinder for an array of values kj = −kmax + jδk,

j = 1, . . . , N , producing the four sets of coefficients βT
n (kj), β

B
n (kj), β

R
n (kj), β

L
n (kj).

These are stored as two-dimensional arrays in the variables n and j. The interior

solution ψ̃ of (4.13) was computed as a function of the variables x, y for each of
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the kj. In this way, we check the convergence of the solution at the boundary and

determine the number of Fourier modes required to obtain a desire tolerance. An

illustration is given in Fig. 4.2 for the value k = 2 cm−1. We then compute the

on-axis gradient functions CT
n,s, C

B
n,s, C

R
n,s, C

L
n,s using (4.64-4.76). As a result, we

may reconstruct the potential components ψ̃T , ψ̃B, ψ̃R, ψ̃L from their corresponding

on-axis gradients. These potentials may be checked against the solution (4.13) to

verify that the on-axis gradient expressions have been correctly implemented. We

then compute the functions C
[m]
n,s (z) for the cases (n,m) = (1, 0), (n,m) = (3, 0),

n = (5, 0), and (n,m) = (1, 4). The resulting errors are illustrated in Fig. 4.3.

Errors are comparable to those obtained using the circular and elliptical cylinders.

4.4 Insensitivity to Numerical Noise

4.4.1 Theory of Smoothing

The theory of smoothing for the rectangular cylinder parallels that described

for the elliptical cylinder in Section 3.4.2. The on-axis gradients may be written in

the form

CX
r,s(z) =

1√
2π

∫ ∞

−∞
dkeikz

∞∑
n=0

Λr,X
n,s (k)βX

n (k), (4.77)

CX
r,c(z) =

1√
2π

∫ ∞

−∞
dkeikz

∞∑
n=0

Λr,X
n,c (k)βX

n (k), (4.78)

where X = T,B,R, or L. In particular, the kernels contributing to CT
r,s are

Λr,T
n,s(k) =

(−1)br/2c(−1)bn/2c

2rr!

sr
+ − sr

−√
k2 + λ2

n

1

2 cosh(d
√
k2 + λ2

n)
. (4.79)
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Figure 4.2: Error in the approximate solution ψ̃(x, y, k) for k = 2 cm−1 obtained by

fitting the monopole-pair field to a rectangular cylinder.
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Recall that s+ = λn +
√
k2 + λ2

n, s− = λn −
√
k2 + λ2

n depend on both n and k.

Each kernel is determined by the parameters (s, d) defining the dimensions of the

boundary box.

In Fig. 4.4 we illustrate the sequence of kernels contributing to CT
5,s(z) for a

rectangular cylinder with s = 4 and d = 1. (Compare Fig. 3.14.) For fixed n, when

k becomes large enough that k >> λn, we have for odd r the asymptotic behavior

ΛT
n,r(k) ∼

(−1)br/2c(−1)bn/2c

2rr!
2|k|r−1 exp(−d|k|)

(
1 +O

(
λn

k

))
. (4.80)

Similarly, the kernels from the right and left faces behave as

ΛR
n,r(k) ∼

(−1)br/2c(−1)bn/2c

2rr!
2|k|r−1 exp(−s|k|)

(
1 +O

(τn
k

))
. (4.81)

The lower plots in Fig. 4.4 illustrate the log of the magnitude of the kernels. In

this figure, the asymptotic behavior of the kernels is clearly visible for large |k|. We

note that the rate of decay of the kernels, determined by the slope of the curves in

Fig. 4.4, is independent of n for sufficiently large values of k.

As we might expect, the high-frequency values of the kernels are exponentially

suppressed by a factor which depends on the domain size. In particular, note that

the kernels multiplying those Fourier coefficients βT
n describing surface values on

the top face decay more rapidly as the height of the box increases. In general, the

smoothing of high-order modes on a given face occurs at a rate which increases with

the distance of that particular face from the axis of the rectangular cylinder.
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4.4.2 Error Estimates

We wish to obtain estimates for the error of each computed on-axis gradient

function C
[m]
n,α similar to those appearing in Chapters 2-3. Given B

(bv)
n , the normal

component of the interpolated field values on the surface, we have the surface errors

on the four faces

ET (x, z) = B(bv)
n

∣∣
y=d

(x, z)−By(x, d, z), (4.82)

EB(x, z) = B(bv)
n

∣∣
y=−d

(x, z)−By(x,−d, z), (4.83)

ER(y, z) = B(bv)
n

∣∣
x=s

(y, z)−Bx(s, y, z), (4.84)

EL(y, z) = B(bv)
n

∣∣
x=−s

(y, z)−Bx(−s, y, z). (4.85)

After a Fourier transform in the variable z, the error on a given face may then be

written

ET,B(x, k) =
∞∑

n=0

αT,B
n (k) cos[(x+ s)λn], (4.86)

ER,L(y, k) =
∞∑

n=0

αR,L
n (k) cos[(y + d)τn], (4.87)

with norms in L2([−s, s]× R) and L2([−d, d]× R) given by

||ET,B||2 =
∞∑

n=0

||αT,B
n ||2, ||ER,L||2 =

∞∑
n=0

||αR,L
n ||2, (4.88)

respectively. Here, for example,

||ET,B||2 =

∫ ∞

−∞

∫ s

−s

|ET,B(x, z)|2dxdz, (4.89)

||ER,L||2 =

∫ ∞

−∞

∫ d

−d

|ER,L(y, z)|2dydz, (4.90)
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and

||αX
n ||2 =

∫ ∞

−∞
|αX

n (k)|2dk (4.91)

for X = T,B,R, or L. The corresponding norm of the error over the full surface

then satisfies

||E||2 = ||ET ||2 + ||EB||2 + ||ER||2 + ||EL||2. (4.92)

In the discussion that follows, we consider only the error due to field values on the

right face. The errors from the other three faces may be obtained similarly and

combined using expressions similar to (4.92).

The error in the on-axis gradients CR
n,α is given in terms of the Fourier coeffi-

cients of the error on the right face αR
n by

∆C̃R[m]
n,s (k) = (ik)m

∞∑
p=0

Λn,R
p,s (k)αR

p (k), (4.93)

∆C̃R[m]
n,c (k) = (ik)m

∞∑
p=0

Λn,R
p,c (k)αR

p (k). (4.94)

As shown in Chapter 3, we have as a result that

||∆CR[m]
n,s ||2 =

∫ ∞

−∞
|∆C̃R[m]

n,s |2dk ≤ max
k

[
k2m

∞∑
p=0

|Λn,R
p,s |2

]∫ ∞

−∞
||ẼR||2(k)dk

= ||ER||2Γ max
k

[
k2m

∞∑
p=0

|Λn,R
p,s |2

]
, (4.95)

where the sum in brackets converges to a continuous smoothing envelope for the right

face. In Fig. 4.5 we illustrate the smoothing envelope for both the top and right

faces. Note that the envelopes for top-bottom and left-right surfaces are identical.

Using the model of noise as in previous chapters, we estimate the average error
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Figure 4.5: Illustration of the smoothing envelopes for the gradient C5 obtained

using a rectangular cylinder with d = 1 and s = 4. (Upper) Smoothing envelope

for the on-axis gradient CT
5,s contributing from the top face. (Lower) Smoothing

envelope for the on-axis gradient CR
5,s contributing from the right face.
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as

〈||∆CR
n,s||2〉 =

∫ ∞

−∞
〈|αR

j (k)|2〉
N∑

p=0

|Λn,R
p,s (k)|2dk = 〈|αR

j (kp)|2〉
∫ κ

−κ

N∑
p=0

|Λn,R
p,s |2dk.

(4.96)

Assuming the model of white noise described in Appendix A, we have

〈|αT
j (k)|2〉 =

L

πd
(hδy)σ2 (4.97)

where L is the length of the domain, and h, δy are the longitudinal and vertical

stepsizes, respectively. Therefore, using (4.96) we find

〈||∆CR
n,s||2〉 = σ2

(
Lh

π

)
δy

d

∫ κ

−κ

N∑
p=0

|Λn,R
p,s |2dk. (4.98)

Assuming that the errors on each face are independent of one another, we have

〈||∆Cn,s||2〉 = 〈||∆CT
n,s||2〉+ 〈||∆CB

n,s||2〉+ 〈||∆CR
n,s||2〉+ 〈||∆CL

n,s||2〉. (4.99)

We have therefore characterized the error in the on-axis gradient functions as the

sum of four terms, each of which is determined (and bounded) by the error on a

single face of the rectangular cylinder.

We may now investigate the effect of increasing each dimension of the domain

independently. Consider increasing the half-width s of the domain for fixed d. In

Fig. 4.6 we have illustrated the smoothing envelope appearing in (4.95) for fixed

half-height d = 1, as the half-width s is increased. Note that the peak values

decrease by several orders of magnitude as s increases from 1 to 4. In addition, the

spread of the envelopes decreases, becoming more sharply peaked as the right surface

moves away from the axis. As a result, the bounds (4.95,4.98) become tighter as s
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increases. In addition, the high-frequency Fourier components of the error on the

right surface are more rapidly suppressed for large s.

As a final result, we compare the effect of smoothing that is obtained by

using a rectangular cylinder surface with those obtained using the circular and

elliptical cylinder surfaces (see Fig. 4.7). Assume that we have fit field values onto

a rectangular cylinder from a mesh with coordinates uniformly spaced in x and y

with spacing ∆x = ∆y and uniformly spaced in z with spacing h, where the values

∆x, ∆y, and h are identical to those used in Chapters 2-3. We may then define the

scaled smoothing envelope

gs(k) =
π

s
√

2

N∑
p=0

|Λn,T
p,s |2 +

π

s
√

2

N∑
p=0

|Λn,B
p,s |2 +

π

d
√

2

N∑
p=0

|Λn,R
p,s |2 +

π

d
√

2

N∑
p=0

|Λn,L
p,s |2,

(4.100)

so that

〈||∆Cn,s||2〉 =
hL∆x

√
2

π2
σ2

∫ κ

−κ

gs(k)dk. (4.101)

The factor multiplying the integrand in (4.101) is then identical to that appearing

in (2.81, 3.74). The scaled smoothing envelope gs is illustrated in Fig. 4.8 together

with the corresponding quantity for the circular and elliptical cylinders. We see

that the scaled smoothing envelope for the rectangular cylinder differs only slightly

from the corresponding envelope for the inscribed elliptical cylinder of Fig. 4.7. In

particular, the peak at k = 0 is slightly reduced in the rectangular cylinder case.

However, the slow convergence at the boundary requires that a larger number of

terms must be retained in (4.64-4.76) to achieve similar accuracy for the gradients

C
[m]
n (z).
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Figure 4.6: Illustration of the smoothing effect of increasing the half-width s of the

domain used for surface fitting. Plotted are the smoothing envelopes for the gradient

CR
5,s for a rectangular cylinder with d = 1 and s = 1 (upper), s = 2 (middle), s = 4

(lower).
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Figure 4.7: Illustration of the circumscribed domains used in computing the smooth-

ing envelopes in Fig. 4.8. The vertical dotted line has length d = cm, while the

horizontal dotted line has length s = 4 cm.
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Figure 4.8: Illustration of scaled smoothing envelopes for the domains illustrated

in Fig. 4.7. Each envelope is scaled as described in the text, assuming a mesh of

fixed spacing in x. (Light curve) Envelope for the circular cylinder. (Bold curve)

Envelope for the elliptical cylinder. (Dashed curve) Envelope for the rectangular

cylinder.
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Chapter 5

Use of General Surfaces

5.1 Comments on Geometry and Separation of Variables

In Chapters 1-4, we have studied techniques for computing charged-particle

transfer maps through straight-axis magnetic elements, using field values on a bound-

ary surface surrounding the reference trajectory and enclosing no magnetic sources.

In each case, we have used a standard separation of variables technique to repre-

sent the Green’s function for the surface as a series of orthogonal eigenfunctions

of the Laplace operator. While the techniques have been developed for cylinders

of various cross-section, this method may be developed for any surface that can

be described by holding constant one of the coordinates of a system in which the

Laplace equation is separable. It has been known since Bôcher [73],[74] that only 11

such coordinate systems exist: Cartesian, cylindrical, elliptic cylindrical, parabolic

cylindrical, spherical, prolate spheroidal, oblate spheroidal, parabolic, paraboloidal,

ellipsoidal, and conical. Recent work [75] has shown that the classification of such

coordinate systems follows from the properties of the conformal symmetry group

of the Laplace equation. A discussion of these symmetries and their corresponding

coordinate systems is presented in Appendix F.

In many cases, we are interested in magnetic elements with significant sagitta,

such as dipoles with large bending angles. In these cases, it is not possible in general
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to surround the reference trajectory with a cylindrical surface that lies interior to all

iron or other magnetic sources (Fig. 5.1). For this reason, we must generalize to more

complicated domains for which Laplace’s equation is no longer separable. While the

previous method of expansion in sets of orthogonal functions cannot be used, we will

describe a boundary-element method that employs all three components of the field

on the surface. In this case we may obtain simple, geometry-independent kernels

for computing the interior vector potential and its derivatives. The method makes

use of the Helmholtz theorem, together with an application of the Dirac monopole

potential, to represent the field in terms of effective single-layer and double-layer

source distributions on the surface [19],[42]. The properties of analyticity and in-

sensitivity to noise common to the previous methods will be retained. In particular,

the resulting field will be curl and divergence-free and analytic, even in the presence

of imperfect surface data and no matter how poorly the surface integrals are eval-

uated. As before, we may bound the error in the interior field and its derivatives.

5.2 General Domains in R3

Magnetic elements may have faces with quite complex geometry (Fig. 5.2).

In the present chapter, we wish to keep our discussion of general domains as broad

as possible. Throughout, we will confine ourselves to a class of domains known as

regular regions [92], which is general enough to include most cases of interest, but

restrictive enough to exclude those cases where standard results may not be applied.
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installation and welding of the Recycler 

beam tube. 

Elliptical in cross-section, the beam tube 

is fabricated in straight segments which are 

then wrapped with insulation, heat-conducting

tape and aluminum foil. The final step before

installation is bending the tube according to a

precisely-measured quantity called the “sagitta,”

which in effect defines how much room the

beam has to wander away from the center line

of the magnet (see the accompanying diagrams).

The sagitta process has lots of history in

fabricating other accelerator beam tubes at

Fermilab.

The Recycler sits above the Main Injector,

with the mission of literally saving and recycling

particles that would have been lost from

previous collision experiments in the Tevatron.

The Recycler is a two-for-one bargain: the Main

Injector was kept so scrupulously under budget

that this second ring, the first of its type

anywhere, was built from the contingency

funds.

“It’s a little hectic right now,” H olmes said,

“but one of the reasons is that we’re trying to

do two accelerators at once. It’s really a measure

of how well things have gone, being able to

build a second ring within the confines of the

original budget.”

The target date for having the Main

Injector fully operational is March 1999.

Commissioning starts another long process of

small steps. Initially, the beam will run at low

energy, without being accelerated above 8 GeV.

With any accelerator, whether the Booster, the

Recycler or the Main Injector, filling a beam

tube with sub-atomic particles is not as simple 

as filling a pipe with water.

If you open a spray of water and direct it

down a pipe, the water molecules will bounce

off  the sides of pipe and fill the tube. Not so

with a particle beam, which must be kept

precisely in the center of the beam pipe and

kept away from any obstruction—including 

and especially the wall of the beam tube, which

would act like absorptive material. 

“Imagine you’re spraying water down a

pipe where the walls are made of a perfect

sponge,” H olmes said. “If you’re not spraying

water exactly down the middle, it’s not going

very far. When a particle in the beam hits the

wall, it’s gone. We can’t afford to have it hit

anything.”

So the small steps will continue, making

progress without much celebration, even after

hitting a bull’s-eye.

“When we got beam in the Booster, there

was no champagne afterward,” Webber said.

“Just a sleepy drive home.”   !

FermiNews September 18, 1998 3

Beam tube sect ions designed with proper sagit ta are f lush when they

meet, simplifying the weld.

sagit ta

A

arc

chord

B

A

Beam path

B

Center-line 

of  magnet

Magnet

Sagit ta

Magnet

Magnet

Beam tube
Beam tube

Magnet

Magnet

Beam tube
Beam tube

Sagitta: Critical to tw o areas 
of beam path design

“ Sagit ta”  is def ined as the distance between the mid-point of an

arc and the mid-point of its chord.

The part icle beam takes a curved path through the straight

Recycler magnet, bending around the magnet’s center line, 

which bisects the sagitta.

Beam tube sect ions designed without proper sagit ta leave a notch

when they meet.

!"#$%&#'()*"+#%,")-(.%*+%/0!%1 2"#34%5(#6

Figure 5.1: (Upper) Illustration of dipole sagitta. (Lower) Connection of the ring

injection kicker to the Proton Storage Ring (PSR) at the Los Alamos LANSCE

facility. The dipole appearing on the right, which is part of the ring, has a bending

angle of 36 degrees, a path length of 2.54948 m, and a sagitta of 23.83 cm.
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Figure 1. The magnet apertures. The aperture makes a (complete) revolution.

795

AGS normal conducting 5% helical snake

Figure 5.2: (Upper) Proposed helical dipole design [39]. (Lower) Design of the

“Warm Snake” helical dipole appearing in the Alternating Gradient Synchrotron

(AGS) at Brookhaven National Laboratory [40].
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A regular region Ω ⊂ R3 is a bounded open set whose boundary Γ = ∂Ω consists of

a finite number of closed, piecewise smooth surfaces. By a piecewise smooth surface,

we mean that Γ may be broken into a finite number of surface elements Γ =
⋃n

j=1 Sk

as follows [69]. To each surface element Sk there corresponds a bounded open set

Dk in the plane, whose boundary is a single piecewise smooth curve. Each surface

element Sk may be represented in R3 by the parametrization

x1 = γ1(u, v), x2 = γ2(u, v), x3 = γ3(u, v), (5.1)

for all points (u, v) contained in D̄k = Dk ∪ ∂Dk. The mapping γ : D̄k → Sk is

a one-to-one C1 transformation from the plane region D̄k to the surface element.

That is, γ is continuous and has continuous first derivatives on D̄k, and

∂x

∂u
× ∂x

∂v
6= 0 (5.2)

at all points in D̄k. Thus, the inverse of γ exists and is also C1.

A closed, piecewise smooth surface is the union of a finite number of such

smooth surface elements satisfying the following conditions [69]:

i) No two Si have common interior points.

ii) The intersection of the boundaries of two surface elements ∂Si ∩ ∂Sj, i 6= j, is

either empty, or a single point, or a piecewise smooth arc.

iii) The boundaries of any three distinct elements have at most one point in common.

iv) Any two points of Γ can be joined by a path in Γ.

v) Every point p on the boundary of a surface element Si lies also on the boundary

of at least one other surface element Sj, such that p ∈ ∂Si ∪ ∂Sj for some j 6= i.
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The surface Γ is therefore a 2-dimensional manifold consisting of surface ele-

ments patched together in a sufficiently regular way. We require, in addition, that Γ

satisfies a cone condition at each point on the boundary where two or more surface

elements meet. A point p on the boundary Γ is said to satisfy an interior cone con-

dition if there exists a right circular cone (a cone whose base is circular and whose

vertex lies above the center of its base) with vertex at p, of finite height, that lies

entirely within Ω [94]. Similarly, p satisfies an exterior cone condition if there exists

a right circular cone with vertex at p, of finite height, that lies entirely within R3\Ω.

We require that p satisfies both conditions simultaneously. In this way, we exclude

domains with infinitely sharp corners or cusps, such as the Lebesgue spine. (The

boundary-value problem may have no unique solution on these domains. See [94]

Vol. 2, pp. 303-306 and [95].) The class of regular domains includes, for example:

the finite circular cylinder, the volume bounded by two concentric spheres, the torus,

the box, or any polyhedron.

5.3 Analytic Formulation

In Chapters 1-5, we solved for the magnetic scalar potential ψ as an intermedi-

ate quantity, and the required power series for the vector potential A was obtained

from the power series for ψ using (2.21). In this Chapter, we work directly with the

magnetic vector potential and its multiple derivatives. Indeed, for general domains

there may exist curl-free fields that cannot be represented globally as the gradient

of a scalar potential [46], [47].
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5.3.1 Helmholtz Decomposition Theorem

Our result makes use of the Helmholtz decomposition theorem for vector fields

[41], which we state as follows. Suppose Ω is an open, bounded domain with a

piecewise smooth boundary, in the sense defined in Section 5.2 above. Suppose F is

a vector field which is continuous on Ω = Ω∪∂Ω and has continuous first derivatives

in Ω. Then there are functions Φ and A, also with continuous first derivatives on

Ω, such that for r ∈ Ω,

F = ∇×A +∇Φ (5.3)

and

∇ ·A = 0. (5.4)

Thus, F may be represented as the sum of a solenoidal (divergence-free) part and

an irrotational (curl-free) part. One explicit representation for A and Φ with r ∈ Ω

is given by:

A(r) = − 1

4π

∫
∂Ω

n(r′)× F(r′)

|r− r′|
dS ′ +

1

4π

∫
Ω

∇′ × F(r′)

|r− r′|
dV ′, (5.5)

Φ(r) = − 1

4π

∫
∂Ω

n(r′) · F(r′)

|r− r′|
dS ′ − 1

4π

∫
Ω

∇′ · F(r′)

|r− r′|
dV ′. (5.6)

Here ∇′ denotes partial differentiation with respect to the components of r′, and

n(r′) denotes the outward normal to the boundary ∂Ω at the point r′. We will refer

to (5.3), (5.5-5.6) together as the Helmholtz theorem.

Proof

We will use the vector identity

∇2u = ∇(∇ · u)−∇× (∇× u), (5.7)
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which holds for all u in ~C2(Ω) = {f | each of fx, fy, fz is in C2(Ω)}. A solution of

the vector Poisson equation ∇2u = F in Ω is given by

u(r) = − 1

4π

∫
Ω

F(r′)

|r− r′|
dV ′. (5.8)

The integral exists for each r and u is ~C2(Ω).

We see from (5.7) that a choice of

Φ(r) = ∇ · u(r) and (5.9)

A(r) = −∇× u(r) (5.10)

will satisfy F = ∇Φ + ∇ × A as required by (5.3). It remains to evaluate the

divergence and curl of u. Note that

∇ · u = − 1

4π

∫
Ω

F(r′) · ∇
(

1

|r− r′|

)
dV ′ =

1

4π

∫
Ω

F(r′) · ∇′
(

1

|r− r′|

)
, (5.11)

and

−∇× u(r) =
1

4π

∫
Ω

∇ 1

|r− r′|
× F(r′)dV ′

=− 1

4π

∫
Ω

∇′ 1

|r− r′|
× F(r′)dV ′, (5.12)

where ∇ denotes partial differentiation with respect to the components of r. We

use the identities

∇′ ·
(

F(r′)

|r− r′|

)
=
∇′ · F(r′)

|r− r′|
+∇′

(
1

|r− r′|

)
· F(r′), (5.13)

∇′ ×
(

F(r′)

|r− r′|

)
=
∇′ × F(r′)

|r− r′|
+∇′

(
1

|r− r′|

)
× F(r′) (5.14)

to express these integrals in the form

∇ · u =
1

4π

∫
Ω

∇′ ·
(

F(r′)

|r− r′|

)
dV ′ − 1

4π

∫
Ω

∇′ · F(r′)

|r− r′|
dV ′, (5.15)
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−∇× u = − 1

4π

∫
Ω

∇′ ×
(

F(r′)

|r− r′|

)
dV ′ +

1

4π

∫
Ω

∇′ × F(r′)

|r− r′|
dV ′. (5.16)

The first terms of (5.15), (5.16) may be rewritten as surface integrals using the

divergence theorem as follows. The first term appearing in (5.15) is straightforward:

∫
Ω

∇′ ·
(

F(r′)

|r− r′|

)
dV ′ =

∫
∂Ω

n(r′) · F(r′)

|r− r′|
dS ′. (5.17)

We now demonstrate the identity

∫
Ω

∇′ ×
(

F(r′)

|r− r′|

)
dV ′ = −

∫
∂Ω

n(r′)× F(r′)

|r− r′|
dS ′. (5.18)

Let e1, e2, e3 be the unit vectors forming an orthonormal basis for R3. The compo-

nent of the integrand along ek is given by the identity ∇ · (A×B) = B · (∇×A)−

A · (∇×B) as:

ek ·
(
∇′ × F(r′)

|r− r′|

)
= ∇′ ·

(
F(r′)

|r− r′|
× ek

)
. (5.19)

Hence we have that

ek ·
∫

Ω

(
∇′ × F(r′)

|r− r′|

)
dV ′ =

∫
Ω

∇′ ·
(

F(r′)

|r− r′|
× ek

)
dV ′

=

∫
∂Ω

(
F(r′)

|r− r′|
× ek

)
· n(r′)dS ′

= ek ·
∫

∂Ω

n(r′)× F(r′)

|r− r′|
dS ′. (5.20)

On the last line we used (A × B) · C = B · (C × A). The result (5.18) therefore

follows. Using (5.17,5.18) in (5.42,5.16) we obtain the desired expressions:

A(r) = − 1

4π

∫
∂Ω

n(r′)× F(r′)

|r− r′|
dS ′ +

1

4π

∫
Ω

∇′ × F(r′)

|r− r′|
dV ′, (5.21)

Φ(r) = − 1

4π

∫
∂Ω

n(r′) · F(r′)

|r− r′|
dS ′ − 1

4π

∫
Ω

∇′ · F(r′)

|r− r′|
dV . (5.22)
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We make the following remarks:

Remark 1 / The set of smooth vector fields F on Ω forms a linear space, which

we denote as V (Ω). Let Im(curl) = {F|F = ∇ ×A,A ∈ ~C1(Ω)} be the subspace

of fields that lie in the image of the curl operator. Similarly, we let Im(grad) =

{F|F = ∇Φ,Φ ∈ C1(Ω)} be the subspace of fields that lie in the image of the

gradient operator. We have stated that the space of smooth vector fields may be

written as the sum V (Ω) = Im(curl) + Im(grad). This decomposition is in general

not unique, as the spaces Im(curl) and Im(grad) are not linearly independent. In the

case Ω = R3, Ω becomes unbounded and the decomposition of (5.3) becomes unique,

provided F and its first derivatives tend to zero sufficiently rapidly at infinity. If

we assume that |F| = O(1/r2) and ∇ · F, |∇ × F| = O(1/r3) as r → ∞, it can be

shown that the curl-free (irrotational) and divergence-free (solenoidal) components

of F are orthogonal with respect to the inner product

〈F,G〉 =

∫
Ω

F ·Gd3r. (5.23)

In this case V = Im(grad)⊕ Im(curl), and the surface integrals in (5.21,5.22) vanish

due to the behavior at infinity. This is the classical statement of the theorem.

Remark 2 / The Helmholtz theorem in this form is a special case of a more gen-

eral and powerful result known as the Hodge decomposition theorem. This theorem

states that a general vector field in Ω ⊆ R3 is the sum of as many as five orthogonal

classes of vector functions. In its general form, the Hodge decomposition applies

to spaces of differential forms on domains of any dimension; furthermore, this de-

composition is related to the topology of the domain. The Hodge decomposition
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has been applied extensively to numerical studies of fluid flow via the Navier-Stokes

equations. A readable introduction to this topic can be found in [46], [47]. For a

full statement of the theorem in its general form, we refer the reader to [45].

Remark 3 / For the subspace Im(grad) of vector fields which can be written as gra-

dients, the result (5.3), (5.21-5.22) is equivalent to Green’s representation theorem

of Chapter 1. We refer the reader to Appendix H.4 for details.

5.3.2 Representation in Terms of Surface Data

In the case of interest, we take F = B to be a static magnetic field in the

source-free region Ω. We know that ∇ · B = 0 always, and also ∇ × B = 0 by

the assumption that Ω is source-free. Then A and Φ are given by surface integrals

alone, and (5.3) through (5.22) take the form:

B = ∇×At +∇Φn, (5.24)

At(r) = − 1

4π

∫
∂Ω

n(r′)×B(r′)

|r− r′|
dS ′, (5.25)

Φn(r) =
1

4π

∫
∂Ω

n(r′) ·B(r′)

|r− r′|
dS ′. (5.26)

Note that At depends only on the tangential components of B on the surface,

while Φn depends only on the normal component of B on the surface. We have

successfully represented interior fields in terms of field data on the surface. Fur-

thermore, (5.25,5.26) may be differentiated under the integral to determine interior

derivatives of the field. A field solver using the integral kernels (5.25,5.26) has been

implemented by Manikonda and Bertz [43],[44] in the code COSY-Infinity.
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For our purposes, however, several problems remain. To employ canonical

equations of motion from the Hamiltonian H (1.8), we require that the interior field

B be represented entirely in terms of a vector potential A, such that B = ∇×A alone

(Section 1.2). At present in (5.24), both a vector-valued and scalar-valued potential

are required. This raises the question: Can the extra term ∇Φn be written also as

the curl of some vector potential An, such that ∇Φn(r) = ∇×An(r)?

In addition, we see that the solution (5.25,5.26) is overdetermined. It is known

that the specification of either the surface normal component or the surface tan-

gential components (equivalently, the scalar potential) is sufficient to determine the

interior field uniquely. If we provide numerical data (with errors) for all three com-

ponents of the field on the boundary, there is in general no interior solution with

∇·B = 0 and ∇×B = 0 which takes on those boundary values. For this reason, we

expect that (5.25,5.26) will reproduce the interior field only if additional constraints

are imposed on the surface data.

Finally, it can be shown that due to the presence of errors in the surface data

or imperfect numerical evaluation of the surface integral (5.25) we can in general

have ∇×(∇×At) 6= 0, introducing fictitious sources into the domain of interest. We

expect significant errors to appear in the interior fields computed from (5.25,5.26)

in the neighborhood of these fictitious sources. The following two sections describe

these difficulties and how they may be overcome.
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5.3.2.1 Kernel for the Normal Component of B

We begin by considering (5.26). By construction, ∇2Φn = 0. Under very

general assumptions about the topology of the domain, the vanishing of the di-

vergence ∇ · (∇Φ) = 0 implies that the gradient ∇Φn is in the space of fields

Im(grad) ∩ Im(curl). (We assume that the domain contains no “cavities.” That is,

the boundary ∂Ω is connected.) In particular, there exists a vector potential An

such that ∇×An = ∇Φn. We construct such a vector potential using a distribution

of Dirac monopoles.

The Dirac monopole is discussed in some detail in Appendix G. In the present

section, we work in the gauge defined in Section G.2.1. Consider a Dirac monopole

with its source at the point r′. The Dirac string, which we denote D, is taken to be

a straight line that extends from the point r′ to infinity in the direction of m ([19]).

That is, D = {r ∈ R3|r = r′ + tm : 0 ≤ t < ∞}. The vector potential at the point

r of a Dirac monopole of charge g = 1 at a location r′ ∈ R3 is given in this gauge

by (G.59) as

Gn(r; r′,m) =
m× (r− r′)

4π|r− r′|(|r− r′| −m · (r− r′))
. (5.27)

As a function of its first argument r, Gn is analytic on R3 \D, away from the Dirac

string. The magnetic field of the Dirac monopole is given in turn by

Fm(r) = ∇×Gn(r; r′,m) = − 1

4π
∇
(

1

|r− r′|

)
(5.28)

for all r /∈ D, as demonstrated in Appendix G. We note that a change in m is

equivalent to the change of gauge given in (G.3.1), leaving Fm unchanged. The

Dirac string forms a ray of singular points whose direction we may change at will,
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without affecting the field elsewhere.

It follows from (5.28) that ∇ × (∇ × Gn) = − 1
4π
∇ × ∇

(
1

|r−r′|

)
= 0 for all

r /∈ D. In addition, it is shown in Section (G.1) that any such monopole vector

potential Gn satisfies the Coulomb gauge condition ∇·Gn = 0 for all r /∈ D. These

properties motivate us to define the vector field An by the surface integral:

An(r) =

∫
∂Ω

[n(r′) ·B(r′)]Gn(r; r′,m(r′))dS ′, (5.29)

using (5.27) as the kernel. We allow the string direction m(r′) to vary from point to

point r′ ∈ ∂Ω on the surface. We refer to a function m : ∂Ω → S2 as an orientation

for the strings, provided the surface may be partitioned into surface elements such

that m is continuous on the interior of each surface element.

Suppose we choose an orientation for the strings such that at no point on the

surface does the corresponding string intersect the volume of interest Ω. Then all

strings lie outside Ω, and the property (5.28) guarantees that:

∇×An =

∫
∂Ω

[n(r′) ·B(r′)]∇×Gn(r; r′,m(r′))dS ′

= − 1

4π

∫
∂Ω

[n(r′) ·B(r′)]∇
(

1

|r− r′|

)
dS ′ = −∇Φn. (5.30)

Furthermore, since the divergence of the kernel with respect to r vanishes, the

divergence of the integrand is zero for each r′. Hence, the divergence of the integral

itself must vanish, and ∇ ·An = 0 in Ω. Thus, it follows from the properties of Gn

that:

i) An is real-analytic in Ω.

ii) ∇× (∇×An) = 0 in Ω.
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iii) ∇ ·An = 0 in Ω.

Furthermore, in accord with i), the expression (5.29) may be differentiated with

respect to the components of r by differentiating the kernel Gn under the integrand,

provided r ∈ Ω. These properties hold independently of the factor n(r′) · B(r′) in

(5.29) and no matter how badly the integral is evaluated numerically. The expression

(5.29) describes a distribution of magnetic charge with surface density (B · n). We

therefore refer to An as the single-layer potential associated with the surface values

B · n [94].

5.3.2.2 Kernel for the Tangential Component of B

We now consider (5.25). We have seen that the term An given by expression

(5.29) will produce a field that is everywhere curl and divergence-free, independently

of the surface values. However, this is not the case for the term At. We illustrate

this as follows. Note that the integrand of (5.25) satisfies the Laplace equation

∇2

(
n(r′)×B(r′)

|r− r′|

)
= 0 (5.31)

for any vector n(r′) × B(r′), provided r ∈ Ω and r′ ∈ ∂Ω, where derivatives are

taken with respect to the coordinate r. It follows from (5.25) that

∇2At = 0 (5.32)

for all r ∈ Ω. Using the usual vector identities we have, everywhere in Ω,

∇× (∇×At) = −∇2At +∇(∇ ·At) = ∇(∇ ·At). (5.33)
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If the function n × B and its integral are evaluated exactly on the surface, it can

be shown that At satisfies the Coulomb condition ∇ ·At = 0, and therefore by the

above result ∇× (∇×At) = 0. However, this is not true in general. We show, in

fact, that

∇ ·At =
1

4π

∫
∂Ω

n · (∇′ ×B)

|r− r′|
dS ′, (5.34)

provided the first derivatives of B exist on the surface.

Proof

Taking the divergence of the integrand in (5.25) we have

∇ ·
(

n×B

|r− r′|

)
= ∇

(
1

|r− r′|

)
· (n×B) = −n ·

[
∇
(

1

|r− r′|

)
×B

]
= n ·

[
∇′
(

1

|r− r′|

)
×B

]
. (5.35)

Furthermore, we apply the identity

∇′ × (BE) = E(∇′ ×B) + (∇′E ×B), (5.36)

which applies for any differentiable scalar function E . Letting

E(r′) =
1

|r− r′|
, (5.37)

we find that∫
∂Ω

n ·
[
∇′ ×

(
B

|r− r′|

)]
dS ′ =

∫
∂Ω

n · (∇′ ×B)

|r− r′|
dS ′

+

∫
∂Ω

n ·
[
∇′
(

1

|r− r′|

)
×B

]
dS ′. (5.38)

The surface integral of a curl over a closed surface must vanish by Stokes’ theorem,

and therefore the above sum must vanish. Thus, combining the above results,

∇ ·A = − 1

4π

∫
∂Ω

n ·
[
∇′
(

1

|r− r′|

)
×B

]
dS ′ =

1

4π

∫
∂Ω

n · (∇′ ×B)

|r− r′|
dS ′, (5.39)
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as desired. Furthermore, suppose that ∇×B = 0 up to and including the boundary.

Then we have that∇·At = 0 by (5.39) and, by (5.33), ∇×(∇×At) = 0 as expected.

�

The vanishing of (5.34) imposes a constraint relating the tangential derivatives

of B on the surface. Values obtained by the interpolation of numerical data onto

the surface cannot be expected to satisfy this constraint. Indeed, derivatives of the

surface data may fail to exist. Consider the following example. Suppose our domain

is the cube Ω = {(x, y, z) : −1 < x < 1,−1 < y < 1,−1 < z < 1}. We add a small

numerical error of the form BE = Bẑ on the top (y = 1) surface of the cube, where

B is constant. We will see that this error introduces fictitious source currents in the

domain Ω. On the top surface of the cube we have the factor

n(r′)×B(r′) = Bx̂. (5.40)

The vector potential At
E obtained from (5.25) is then given by

At
E(r) =

∫ 1

−1

∫ 1

−1

Bx̂√
(z′ − z)2 + (x′ − x)2 + (1− y)2

dz′dx′ (5.41)

and its divergence is given by

∇ ·At
E(r) = −B

∫ 1

−1

∫ 1

−1

x− x′

[(z′ − z)2 + (x′ − x)2 + (1− y)2]3/2
dz′dx′

= B

[
− arctanh

(
1− z

d11

)
+ arctanh

(
1− z

d1−1

)
− arctanh

(
1 + z

d−11

)
+ arctanh

(
1 + z

d−1−1

)]
, (5.42)

where the four functions djk =
√

(j − z)2 + (k − x)2 + (1− y)2 denote distances

from each of the four corners of the top face of the cube. The interior field computed
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Figure 5.3: Components Jx and Jy of fictitious current corresponding to the field

error BE, evaluated in the plane y = 0.75. Provided in units of B.

from (5.25) therefore has nonvanishing curl within Ω, corresponding to the ficti-

tious current density J = ∇× (∇×At) = ∇(∇ ·At) 6= 0 as follows:

Jz =
∂

∂z
(∇ ·At

E) = B

(
1

d11

− 1

d−11

− 1

d1−1

+
1

d−1−1

)
,

Jx = B

(
− (z − 1)(x− 1)

[(x− 1)2 + (y − 1)2]d11

+
(z + 1)(x− 1)

[(x− 1)2 + (y − 1)2]d−11

+
(z − 1)(x+ 1)

[(x+ 1)2 + (y − 1)2]d1−1

− (z + 1)(x+ 1)

[(x+ 1)2 + (y − 1)2]d−1−1

)
,

Jy = B

(
(1− y)(−1 + z)

[(x− 1)2 + (y − 1)2]d11

+
(1− y)(−1− z)

[(x− 1)2 + (y − 1)2]d−11

+
(1− y)(1− z)

[(x+ 1)2 + (y − 1)2]d−11

+
(1− y)(1 + z)

[(x+ 1)2 + (y − 1)2]d−1−1

)
.

In Fig. 5.3 we have provided an illustration of the components Jx and Jy of the

current density J in the plane y = 0.75.

The source of this problem is that the surface values BE cannot be obtained

as the restriction of a smooth, curl-free field to the boundary ∂Ω. If this were the
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case, all line integrals of the surface data of the form∮
BE · dr, (5.43)

when taken over a closed path lying in the surface of the box, should vanish. This

is certainly not the case for our example. Consider the path beginning at the point

(x, y, z) = (0, 1,−1) on the top face of the cube, traveling in the plane x = 0 along

a square obtained by first increasing z to (0, 1, 1), then moving to (0,−1, 1), then

to (0,−1,−1), then back to the original point. We have∮
B · dr =

∫ 1

−1

Bdz = 2B 6= 0. (5.44)

This problem may be avoided by use of a scalar potential. We assume that

B = ∇ψ for some ψ ∈ C2(Ω), and suppose we have available the values ψ |∂Ω as

surface data. Note that the specification of ψ locally on the surface is equivalent

to the specification of the tangential components of B, provided ∇ × B = 0. We

now exploit identity (H.74) appearing in Appendix H.4. There we demonstrated

a corollary of Stokes’ theorem (H.72) which states that for any bounded, closed

piecewise smooth surface ∂Ω, and any φ ∈ C1(Ω),∫
∂Ω

(∇φ× n)dS = 0. (5.45)

Setting φ(r′) = ψ(r′)/|r− r′| we obtain the identity (H.72):∫
Γ

n(r′)×∇′ψ(r′)

|r− r′|
dS ′ = −

∫
Γ

ψ(r′)n(r′)×∇′
(

1

|r− r′|

)
dS ′. (5.46)

This allows us to express the integral for At in the form

At(r) =

∫
Γ

ψ(r′)Gt(r; r′,n(r′))dS ′ (5.47)
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where Gt is given by

Gt(r; r′,n(r′)) =
1

4π
n(r′)×∇′

(
1

|r− r′|

)
=

n(r′)× (r− r′)

4π|r− r′|3
. (5.48)

We note that Gt(r; r′,n(r′)) is the value at r of the vector potential for a dipole

located at r′ of magnetic moment n (G.23). As a result, we know that ∇ ·Gt = 0

and ∇ × (∇ ×Gt) = 0 for r 6= r′, where derivatives are taken with respect to the

coordinate r. This may be seen by noting that

∇ ·Gt(r; r′,n) =
1

4π
∇ ·
(
n×∇′

(
1

|r− r′|

))
= − n

4π
·
(
∇×∇′

(
1

|r− r′|

))
= 0

(5.49)

and

∇× (∇×Gt) = ∇× Fd = −∇×∇Φd = 0 (5.50)

where Φd is the scalar potential of an electric dipole (G.8) with pd = n. As a

consequence, ∇2Gt = 0 for r 6= r′ and we see immediately that each component of

Gt is real-analytic in Ω. It follows from the properties of Gt that:

i) At is real-analytic in Ω.

ii) ∇× (∇×At) = 0 in Ω.

iii) ∇ ·At = 0 in Ω.

Furthermore, in accord with i), the expression (5.47) may be differentiated with

respect to the components of r by differentiating the kernel Gt in the integrand,

provided r ∈ Ω. These properties hold independently of the factor ψ(r′) in (5.47)

and no matter how badly the integral is evaluated numerically.

Note that the desired scalar potential ψ on the surface is often available from

finite-element modeling codes, in addition to the usual magnetic field B. In case
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such information is unavailable, the scalar potential may be obtained from those

components of B that lie tangent to the surface of the domain, through line integrals

of the form

ψ(rb)− ψ(ra) =

∫ b

a

B · dr. (5.51)

Here the integral is taken along a path lying in the surface ∂Ω, with endpoints ra

and rb. Interesting complications arise in the case when the domain Ω is not simply-

connected [46]. In this case (eg., a torus), there exist fields which cannot be written

in the form B = ∇ψ over the whole surface (eg., the field due to a current-carrying

wire running through the hole of the torus). In this case, any such scalar potential ψ

must possess a jump discontinuity, or “cut,” along some curve lying in the surface,

where ∇ψ is not defined. The general validity of (5.47) in such cases is currently

under investigation. For the purposes of this Dissertation, we will assume that no

net current flows through “holes” in such a domain, and therefore (5.47) is valid. A

general treatment of domains with such nontrivial topologies introduces subtleties

worth exploring in future work. We refer the reader to [46], [47].

The expression (5.47) describes a distribution of dipoles with surface density

ψ. We therefore refer to At as the double-layer potential associated with the surface

values ψ(r′) [94].

Summary. Our final result may be stated as follows. Given B on the bound-

ary Γ = ∂Ω, we may write B in the interior Ω as the curl of a vector potential
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B = ∇×A, where A = An + At. Here

An =

∫
Γ

[n(r′) ·B(r′)]Gn(r; r′,m(r′))dS ′, (5.52a)

At =

∫
Γ

ψ(r′)Gt(r; r′,n(r′))dS ′, (5.52b)

where

Gn(r; r′,m(r′)) =
m× (r− r′)

4π|r− r′|(|r− r′| −m · (r− r′))
, (5.53a)

Gt(r; r′,n(r′)) =
n(r′)× (r− r′)

4π|r− r′|3
. (5.53b)

Furthermore, the total vector potential A shares properties (i-iii) of An and At as

described previously. As a consequence, we will have ∇ ·B = 0 and ∇×B = 0 for

any functions n ·B |Γ and ψ |Γ on the surface Γ.

5.3.3 Computing Transfer Maps from A

We have shown that the kernels (5.53) are real-analytic. We now wish to

compute the required power-series representation for A using (5.52). Consider a

point rd in the interior Ω of the volume of interest, lying along the design orbit for

the beam. We let δr = (δx)x̂ + (δy)ŷ + (δz)ẑ denote displacement relative to rd.

For each point r′ on the surface, there is a neighborhood of rd in which the kernels

are represented by the (absolutely convergent) multivariable power series

Gn(rd + δr; r′,m) =
∞∑

α=0

Gn
α(rd; r

′,m)Pα(δx, δy, δz), (5.54a)

Gt(rd + δr; r′,n) =
∞∑

α=0

Gt
α(rd; r

′,n)Pα(δx, δy, δz), (5.54b)

where each Pα is a monomial in the deviation variables δx, δy, and δz. Because

the sums (5.54) are absolutely convergent, we may re-order the terms of the sum as
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desired. In particular, we may group the terms in (5.54) by degree such that, for

each component w = x, y, z we have the unique homogeneous polynomial series

Gn
w(rd + δr; r′,m) =

∞∑
j=0

Gn
j,w(rd; r

′,m, δx, δy, δz), (5.55a)

Gt
w(rd + δr; r′,n) =

∞∑
j=0

Gt
j,w(rd; r

′,n, δx, δy, δz), (5.55b)

where Gn
j,w and Gt

j,w are the homogeneous polynomials of degree j obtained by

summing all terms in (5.54) of degree j.

We may then write the vector potential at a point r = rd + δr in Ω by inte-

grating (5.54) term-by-term as

A(r) = An(r) + At(r) (5.56)

with

An(r) =
∞∑

α=0

Pα(δx, δy, δz)

∫
Γ

[n(r′) ·B(r′)]Gn
α(rd; r

′,m)dS ′, (5.57a)

At(r) =
∞∑

α=0

Pα(δx, δy, δz)

∫
Γ

ψ(r′)Gt
α(rd; r

′,n)dS ′. (5.57b)

It follows that, given the coefficients Gn
α(rd; r

′,m), Gt
α(rd; r

′,n) we may compute

Taylor coefficients of the vector potential through any order by computing the sur-

face integrals above. This expansion may be performed about any interior point

rd ∈ Ω. Since each component of the kernels Gn and Gt is harmonic in the vari-

able r inside Ω, it follows that the polynomials Gn
j,w, Gt

j,w in the series (5.55) are

themselves harmonic for all (δx, δy, δz). In addition, the series are guaranteed to

converge everywhere within the largest ball about rd in which Gn and Gt are har-

monic, respectively (see Appendix H). The domain of convergence is therefore set
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by the presence of magnetic sources at r′ and along the Dirac string D. Similarly,

the series (5.57) are guaranteed to converge within a ball of radius rmin about rd,

where rmin is the distance of closest approach to the surface ∂Ω.

Suppose now that we wish to compute the transfer map relative to a reference

trajectory rd(t) contained in Ω. We choose to work in a Cartesian coordinate system

that is fixed relative to the magnetic element and independent of the reference

trajectory. Recall that we use the longitudinal coordinate z, measuring the distance

travelled along the magnetic element, as the independent variable. This is possible

provided dz/dt > 0 at every point on the trajectory, in which case we write rd =

rd(z). We then require a power series in the transverse deviation variables δx and δy,

which may be obtained from (5.57) by setting δz = 0. Expanding each component

Aw, w = x, y, z of the vector potential in the deviation variables as in (1.29) we

have, through degree N ,

Aw(δx, δy, δz) =
L∑

l=1

aw
l (z)Pl(2; δx, δy). (5.58)

Here, the upper limit L denotes the number of linearly independent monomials

Pl(2; δx, δy) in the two variables δx and δy through degree N , as in (1.29). The

desired Taylor coefficients are then given from (5.57) as

aw
l (z) =

∫
Γ

[n(r′) ·B(r′)]Gn,w
l (rd; r

′,m)dS ′ +

∫
Γ

ψ(r′)Gt,w
l (rd; r

′,n)dS ′ (5.59)

for l = 1, 2, . . . L. Computation therefore requires that we have available the Taylor

coefficients Gn,w
l and Gt,w

l of the kernels Gn and Gt in the variable r, as functions

of z. These are obtained numerically, as discussed in the following section.
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5.4 Numerical Implementation

This technique has been implemented in a Fortran 90 module to be used with

the code MaryLie to compute transfer maps. The routine accepts as input numerical

data of the form (Bz, Bx, By, ψ) at a series of mesh points located on a regular

grid with a uniform spacing in each direction. The surface must be represented

parametrically in a fixed rectangular coordinate system that is chosen such that

dz/dt > 0 along the design orbit through the magnetic element. In addition, the

surface must enclose the design trajectory and exclude all iron and other magnetic

sources. Given tabulated mesh data, the routine will produce as output the following

quantities:

1. The vector potential A at any interior point rd in the domain.

2. Taylor coefficients aw
l of the vector potential about the point rd through degree

N .

3. The interior magnetic field B at the point rd.

4. Taylor coefficients of the components Bx, By, Bz about the point rd through

degree N − 1.

5. The quantities ∇ · A and ∇ × A in the form of Taylor coefficients about rd

through degree N − 1.

6. The quantities ∇ · B and ∇ × B in the form of Taylor coefficients about rd

through degree N − 2.
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Transfer maps are then computed from the values of the Taylor coefficients aw
l (z)

along the design orbit rd(z). Computation of the quantities 3-6 serves to provide a

series of benchmarks of numerical accuracy, as discussed in Section 5.5. The degree

N is set internally through the use of numerical power-series algebra routines to be

described in the following discussion. In addition, the gauge in which the vector

potential is evaluated is set by specifying the function m(r′).

The surface integrals (5.59) contributing to each coefficient aw
l (z) at a fixed

rd(z) along the design orbit are computed from the numerical values of each inte-

grand over the surface ∂Ω using high-order cubature formulas. The surface is first

partitioned into a mesh of small, non-overlapping coordinate patches. Within each

patch, the integrals take the form in local coordinates of integrals over a simple

domain in R2. These integrals are then approximated using values of the integrand

at several points within the domain. We use integration routines from the Fortran

90 library STROUD, each of which implements a two-dimensional cubature formula

from the collection of Arthur Stroud (described in [50]).

As in the routines described in Chapters 2-4, the field values Bx, By, and Bz

are interpolated onto the bounding surface using polynomial splines. In addition,

the value of the scalar potential ψ (which is also available numerically as the output

of 3-d field solvers) is interpolated onto the bounding surface using an interpolation

of the same order. In contrast to the previous routines, the B-spline coefficients are

stored internally. These stored coefficients are then used to reconstruct the field

and potential values as needed during the surface integration at only those points

required by the Stroud cubature formulas.

142



The Taylor coefficients Gn,w
l (rd; r

′,m) and Gt,w
l (rd; r

′,n) of the kernels about

the design point rd must be computed numerically for each r′ on the surface. A

collection of efficient truncated power series algebra (TPSA) routines, implemented

in MaryLie, is used together with recursion relationships to produce these coefficients

on-the-fly as needed by the surface integration routine.

5.5 Benchmarks of Numerical Accuracy

5.5.1 Monopole-Pair Benchmark

The routine described above has been benchmarked using the monopole-pair

test field described in Section 2.3. We produced a table of values of the form

(Bz, Bx, By, ψ) for this field on a uniform mesh with a spacing of 0.2 cm in each

direction, covering a large rectangular domain that does not contain the monopole

source points. Within this region, we tested the techniques of this chapter by fitting

the field using each of domains illustrated in Fig. 5.4. Interpolation was used to

compute each of the values Bw and ψ on the boundary surfaces as needed. For each

domain illustrated, we tested our Fortran 90 routine by computing the following

quantities. First, the Taylor coefficients aw
l (rd) of the vector potential were computed

about a single point rd in the interior Ω. Because these coefficients were not known

exactly for the choice of gauge determined by m(r′), we verified the accuracy of the

aw
l using a number of other quantities.

The routine was used to produce the Taylor coefficients of the function ∇ ·A

about rd directly from the aw
l . We verified that ∇ · A = 0 to machine precision.
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Benchmarks for various domains

torus

bent box

straight box

sphere

Figure 5.4: Domains used for benchmarking the computation of the Taylor coeffi-

cients aw
l from boundary-value data on general surfaces.

That is, each coefficient cl of ∇ ·A through the desired order satisfies |cl| ∼ 10−16.

Next, we computed the Taylor coefficients of each field component Bw = (∇×A)w

about rd through the desired order from the aw
l . These values were compared against

the known Taylor coefficients of the field obtained using (2.27). In each case, we

found that the absolute error in the desired Taylor coefficients was comparable and

of order 10−6. Finally, the routine then used these values to compute the Taylor

coefficients of the functions ∇ · B and (∇ × B)w through the appropriate order.

We found that each Taylor coefficient vanished to within machine precision through

the appropriate order. In this way, we verify that the field B computed from the

aw
l satisfies Maxwell’s equations at the point rd. This procedure was repeated for

several interior points rd throughout each domain, yielding similar results for each

point tested.

While the values B and ψ are known exactly on the boundary of a given
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domain, error appears in the surface values due to interpolation from the original

mesh onto the boundary. We found for the spherical domain that our choice of

parameters produced an error of 10−4 in the surface values. Given this error on the

surface, the interior coefficients at each point rd considered were accurate to 10−6,

suggesting the presence of numerical smoothing.

5.5.2 Application to ILC Wiggler

As a second test of our routine, we obtained from Cornell tabulated numerical

field data describing the interior of the proposed ILC wiggler magnet. Each of the

values (Bz, Bx, By, ψ) was fitted from a rectangular mesh onto the surface of a bent

box with small bending angle. Using only the interpolated values of these quantities

on the surface of the box, we computed the Taylor coefficients aw
l of the vector

potential and the corresponding field B at several interior points rd. In order to

benchmark these values, we considered the points rd in the interior of the bent box

that lie on the original mesh. At these points, we computed the field values Bx,

By and Bz and compared these with the original finite-element data. A comparison

for several points is shown in Table 5.1. The peak field is 17 kG, yielding a largest

error/peak of 10−4.

Table 5.1: Error in the Reconstruction of ILC Wiggler Field from Surface Data

Difference (G) (0.4, 0.2, 31.2) cm (2, 2, 1) cm (0, 1.4, 31.2) cm

Bx 0.0417 0.187 0.230
By 0.299 2.527 0.054
Bz 0.161 0.626 0.916
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5.6 Insensitivity to Numerical Noise

5.6.1 Error Estimates

We have seen that the use of (5.52) produces a smooth field that is curl- and

divergence-free. We now ask, how close is this reconstructed field to the true field

B? Given the error in the values of B on the surface, we wish to bound the error in

the computed field and its partial derivatives. Error in the computed interior field

may appear from three sources:

1) Error in the surface values themselves, arising from errors in the original data

and its interpolation onto the boundary surface.

2) Error in numerical evaluation of the surface integrals.

3) Error resulting from truncation of the polynomial series.

We focus first on 1). Let B(bv)(r′) and ψ(bv)(r′) denote the value of the field

and scalar potential as interpolated onto the boundary surface at the point r′. We

then let εn and εt describe errors in these interpolated surface values, such that

εn(r′) = n(r′) · [B(bv)(r′)−B(r′)], (5.60)

εt(r′) = ψ(bv)(r′)− ψ(r′), (5.61)

at each point r′ on the surface. For a given gauge (determined by the string orienta-

tion m), the error δA in the resulting interior vector potential is given from (5.59)

by

δA = δAn + δAt (5.62)
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where

δAn(r) =

∫
Γ

εn(r′)Gn(r; r′,m(r′))dS ′, (5.63)

δAt(r) =

∫
Γ

εt(r′)Gt(r; r′,n(r′))dS ′. (5.64)

By construction, we work in a gauge with ∇ · A = 0, and ∇ × ∇ × A = 0. It

follows that ∇2A = 0. Therefore, each component of δA is a harmonic function

on Ω and takes its maximum on the boundary ∂Ω. Furthermore, the error in the

Taylor coefficient aw
l (z) is given from (5.59) by

δaw
l (z) =

∫
Γ

εn(r′)Gn,w
l (rd; r

′,m)dS ′ +

∫
Γ

εt(r′)Gt,w
l (rd; r

′,n)dS ′. (5.65)

We may now place an upper bound on this error as follows. Using the Schwarz

inequality, we find for each component w = x, y, and z and for every r ∈ Ω that

|δAn
w(r)| =

∣∣∣∣∫
Γ

εn(r′)Gn
w(r; r′,m(r′))dS ′

∣∣∣∣ ≤ ||εn|| · ||Gn
w(r; · · · )||, (5.66)

|δAt
w(r)| =

∣∣∣∣∫
Γ

εt(r′)Gt
w(r; r′,n(r′))dS ′

∣∣∣∣ ≤ ||εt|| · ||Gt
w(r; · · · )||, (5.67)

where we denote

||εn|| =
[∫

Γ

|εn(r′)|2dS ′
]1/2

, (5.68)

||Gn
w(r; · · · )|| =

[∫
Γ

|Gn
w(r; r′,m(r′))|2dS ′

]1/2

, (5.69)

provided these integrals exist. Therefore, the error in each component of A obeys

the inequality

|δAw| ≤ |δAn
w|+ |δAt

w| ≤ ||εn|| · ||Gn
w(r; · · · )||+ ||εt|| · ||Gt

w(r; · · · )||. (5.70)

Note that this bound varies from point to point within the domain Ω through its

dependence on the variable r. The bound also depends on the choice of boundary
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geometry and gauge through the functions Gn
w and Gt

w. The bounding functions

||Gn
w(r; · · · )|| and ||Gt

w(r; · · · )|| for the choice of a spherical boundary are illustrated

in Fig 5.5. These are evaluated in the gauge defined by setting the orientation of the

Dirac strings according to m(r′) = r′/|r′|. Note that absolute errors are suppressed

relative to their surface values by 6-7 orders of magnitude at the center of the sphere.

By an identical argument, it follows from (5.65) that each Taylor coefficient

aw
l obeys the inequality

|δaw
l | ≤ ||εn|| · ||G

n,w
l (rd; · · · )||+ ||εt|| · ||Gt,w

l (rd; · · · )|| (5.71)

for l = 1, 2, . . . L, where L is determined by the desired degree N . Assuming that

the surface errors εn and εt take the form of independent random variables εnjk, ε
t
jk

at each mesh point (see Appendix A), we estimate the error δaw
l as follows. Let

σ2
n = 〈|εnjk|2〉, σ2

t = 〈|εtjk|2〉 (5.72)

denote the variance of errors on the surface. We estimate the surface integrals

appearing in (5.65) as Riemann sums. Averaging over errors on the surface, we find

that

〈|δaw
l |2〉 ≈ σ2

n

∑
j,k

|Gn,w
l (rd; r

′
jk,n)|2∆2 + σ2

t

∑
j,k

|Gt,w
l (rd; r

′
jk,n)|2∆2, (5.73)

where ∆ ∼ h2 is the area of each element of the surface mesh. We then have the

estimate

rms(δaw
l ) = ∆1/2

√
σ2

n||G
n,w
l (rd; · · · )||2 + σ2

t ||G
t,w
l (rd; · · · )||2 (5.74)

where ||Gn,w
l (rd; · · · )|| and ||Gt,w

l (rd; · · · )|| are the bounding functions appearing in

(5.71).
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Figure 5.5: Log (to the base 10) plot of the error bounds appearing in (5.70) obtained

when fitting onto a sphere of radius R. (Upper) Log of the dimensionless quantity

||Gn
w(r; · · · )|| versus distance from the center of the sphere in units of R. (Lower)

Log of the dimensionless quantity ||Gn
w(r; · · · )||R versus distance from the center

of the sphere in units of R. The two cases w = x and w = y are identical due to

symmetry.
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5.6.2 Theory of Smoothing

In previous chapters, we saw that high-frequency Fourier modes in the function

Bn on the surface contribute little to the on-axis gradient functions C
[m]
n,s , C

[m]
n,c , which

determine the Taylor coefficients aw
l (z) appearing in the transfer map equations.

The bounds given in the previous section do not clearly indicate whether a similar

smoothing phenomenon occurs using the techniques described in this chapter. In this

section, we show that this is indeed the case, and we outline a theory of smoothing

for general-geometry domains.

Begin by recalling the result [24]

1

|r− r′|
=

∞∑
n=0

n∑
m=−n

4π

2n+ 1

rn

r′n+1
Y m∗

n (θ, φ)Y m
n (θ′, φ′), (5.75)

valid for r < r′, where we have expressed r and r′ in spherical coordinates (r, θ, φ).

The Y m
n are the spherical harmonics given by

Y m
n (θ, φ) =

√
2n+ 1

4π

(n−m)!

(n+m)!
Pm

n (cos θ)eimφ (5.76)

in terms of the associated Legendre functions Pm
n . The set of Y m

n is therefore

normalized such that

∫ π

0

∫ π

−π

Y m∗
n (θ, φ)Y m′

n′ (θ, φ) sin θdθdφ = δn,n′δm,m′ . (5.77)

We wish to make use of expressions similar to (5.75) for the kernels Gt(r; r′,n)

and Gn(r; r′,m). These will be constructed indirectly as follows. Consider a single

component Gt
w(r; r′,n) of the kernel (5.48), where w = x, y, or z. Recall that

Gt
w(r; r′,n) is real-analytic at all points in space except at r = r′. Let R = |r′| − δ
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denote a distance lying just within r′, where the constant δ > 0 may be arbitrarily

small. We surround the origin by a sphere S2 of radius R. The restriction of Gt
w to

S2

g(θ, φ) = Gt
w(r; r′,m)|r=(R,θ,φ) (5.78)

is then a real-analytic function on the sphere, which we may write as the uniformly

convergent series

g(θ, φ) =
∞∑

n=0

n∑
m=−n

anmY
m
n (θ, φ), (5.79)

in terms of the usual coordinates on the sphere. The coefficients are given by

anm =

∫ π

−π

∫ π

0

g(θ, φ)Y m∗
n (θ, φ) sin θdθdφ. (5.80)

It follows that the coefficients amn obey the bound

|amn| ≤M (5.81)

for all m and n, where

M =

(∫ π

−π

∫ π

0

|g(θ, φ)|2 sin θdθdφ

)1/2

<∞. (5.82)

Note that these coefficients in general depend on r′ and the surface normal n, as does

the bound M . In addition, the coefficients amn oscillate as the coordinate r′ moves

over the surface, as anticipated in (5.75). Additional bounds on the coefficients of

the series (5.79) are discussed in [48],[49].

We know that Gt
w is harmonic in the ball enclosed by the sphere S2. The

unique solution of the Dirichlet problem which takes on the surface values (5.79) is

given by

Gt
w(r; r′,n) =

∞∑
n=0

n∑
m=−n

anm(r′,n)
( r
R

)n

Y m
n (θ, φ). (5.83)
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Now given the error εt on the surface as defined in (5.61), the interior error for the

vector potential becomes

δAt
w(r) =

∫
∂Ω

εt(r′)Gt
w(r; r′,n)dS ′

=
∞∑

n=−∞

n∑
m=−n

rnY m
n (θ, φ)

∫
∂Ω

εt(r′)
anm(r′,n)

Rn
dS ′. (5.84)

We expect the integrand to become highly oscillatory for large values of the indices

m, n. Let rmin denote the distance of closest approach between the surface and the

origin

rmin = inf{r′ : r′ ∈ ∂Ω}, (5.85)

and let

Mmax = sup{M(r′) : r′ ∈ ∂Ω}. (5.86)

Therefore R = r′ − δ ≥ rmin − δ at all points on the surface ∂Ω. In this case, the

integral appearing in (5.84) is bounded by

∫
∂Ω

εt(r′)
anm(r′,n)

Rn
dS ′ ≤ 1

(rmin − δ)n

∫
∂Ω

|εt(r′)anm(r′,n)|dS ′

≤ 1

(rmin − δ)n

∫
∂Ω

|εt(r′)M(r′,n)|dS ′

≤ Mmax

(rmin − δ)n

∫
∂Ω

|εt(r′)|dS ′. (5.87)

As this holds for all 0 < δ < rmin, no matter how small, we may take the limit δ → 0

of both sides in the above inequality. Then we have from (5.84) that δAt
w may be

represented for r < rmin as the series

δAt
w(r) =

∞∑
n=0

n∑
m=−n

bmn

(
r

rmin

)n

Y m
n (θ, φ) (5.88)
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where

|bmn| ≤Mmax

∫
∂Ω

|εt(r′)|dS ′. (5.89)

Suppose we surround the origin with a small sphere of radius r < rmin. On

this sphere, the error in the vector potential takes the form

δAt
w(r)|r=(R,θ,φ) =

∞∑
n=0

n∑
m=−n

cmnY
m
n (θ, φ) (5.90)

where

cmn = bmn

(
r

rmin

)n

. (5.91)

At a given distance r, we find that the coefficients cmn are guaranteed to decay with

n at least as fast as

e−nλ, (5.92)

where the rate of decay

λ = log
(rmin

r

)
(5.93)

is determined by the distance to the surface rmin. As a result, the contribution of

high-order harmonics to the error near the origin (5.90) is exponentially suppressed.

This occurs despite the high-frequency variations of the error εt on the surface ∂Ω.

An identical argument may be used to discuss the smoothing of errors in δAn
w

due to the kernel Gn
w(r; r′,m). In this case, the factor Mmax appearing in (5.89)

will differ. Behavior of the error δAw near a point rd other than the origin may

be obtained in the same manner. In this case, we surround the point rd (rather

than the origin) by a sphere of radius R where the sphere lies just inside the nearest

singularity, such that R = |r′ − rd| − δ. The series (5.83) is then a series in the
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variable r = |r − rd| denoting distance from rd, and successive results follow as

before.

As a numerical example of the smoothing just described, we have illustrated

the suppression of high-frequency errors in Fig 5.6. In this illustration, we suppose

that the domain of interest is a cube with side of length 1. A single Fourier mode

of the form

εn(r′) = sin (3πx′) sin (2πy′), εt(r′) = sin (3πx′) sin (2πy′) (5.94)

is added to the surface values n · B and ψ in the top plane z = 1. We illustrate

the resulting errors δAx and δAy in the planes z = 1/2 and z = 0. Note that the

amplitude of errors at z = 0 is a factor of 10 smaller than the corresponding errors at

z = 1/2, a suppression of 10−4 − 10−3 relative to their surface values. Furthermore,

only the lowest frequency Fourier modes contribute significantly to the error in the

midplane z = 0.

5.6.2.1 Supplementary Result

Note that each function Qm
n (x, y, z) = rnY m

n (θ, φ) appearing in (5.88) becomes

in Cartesian coordinates a homogeneous polynomial of degree n in the variables x,
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Figure 5.6: An illustration of numerical smoothing for the case of a cube with side

of length 1. (Top) A single mode with unit amplitude is added to the surface values

Bn, ψ on the top face of the cube. (Middle) Resulting error in the two transverse

components of the vector potential in the plane z = 1/2. (Bottom) Resulting error

in the two transverse components of the vector potential in the plane z = 0.
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y, and z [93]. For example

Q1
1 =

√
3

8π
(x+ iy), (5.95)

Q−1
1 =

√
3

8π
(x− iy), (5.96)

Q2
2 =

√
5

96π
3(x+ iy)2, (5.97)

Q1
2 =

√
5

24π
3z(x+ iy), (5.98)

and so on. Furthermore, these polynomials Qn(x, y, z) satisfy ∇2Qn(x, y, z) = 0

everywhere. As a result, we find that in (5.88) we have obtained the unique series for

δAw in homogeneous polynomials about the origin. The result (5.89) then provides

a tighter bound for the error in a given Taylor coefficient aw
l in the variables x, y,

and z. For all coefficients aw
l of degree n, we see that

|δaw
l | ≤

M t
max

rn
min

∫
∂Ω

|εt(r′)|dS ′ + Mn
max

rn
min

∫
∂Ω

|εn(r′)|dS ′, (5.99)

where we have used the superscripts t and n to distinguish the bounds due to the

kernels Gt
w and Gn

w, respectively.
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Chapter 6

Application to Damping Rings

6.1 Overview of the ILC

In August 2005, a large gathering of accelerator and particle physicists from the

Americas, Asia, and Europe met in Snowmass, Colorado for the second Workshop

on the International Linear Collider (ILC), accepted by the International Commit-

tee for Future Accelerators as the next major project in high-energy physics. The

Workshop saw the formation of the Global Design Effort (GDE), an international

organizing committee whose goal was to unite those institutes around the world

involved in linear collider R&D to produce a global design for the International Lin-

ear Collider. The proposed International Linear Collider (ILC) is a 200-500 GeV

center-of-mass linear electron-positron collider, 30 km in length, with a planned

future upgrade to 1 TeV. The machine is to be driven by superconducting radio-

frequency (rf) accelerating cavities patterned after those designed by the TESLA

Technology Collaboration, which grew out of the DESY facility in Hamburg, Ger-

many. Construction is optimistically projected to begin around 2015, depending on

international agreement and on the availability of funding. A site has not yet been

chosen. The three primary sample sites for the machine currently being considered

are:

• Northern Illinois, near Fermi National Accelerator Laboratory in the USA,
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• One of several possible candidate sites in Japan,

• European site located at CERN near Geneva, Switzerland.

The total estimated cost of the machine is 6.65 billion US dollars, of which 4.87

billion is expected to be shared among partner nations. This cost includes construc-

tion of the machine, final engineering designs, and construction of all conventional

facilities. It does not include manpower, R & D, prototype tests, or the cost of the

experimental detectors. A separate estimate can be found for labor. (See [62].)

6.1.1 The Case for the International Linear Collider

The ILC is designed to serve as a precision probe of new Terascale physics, in

conjunction with its partner the Large Hadron Collider (LHC). The Large Hadron

Collider is a 14 TeV circular proton-proton collider under construction at CERN.

The Large Hadron Collider is set to circulate its first beams in early 2008, and

is expected to obtain its first glimpse of Terascale physics by late 2008 or early

2009. While the LHC will be the first to investigate this new energy regime, the

ILC is required for mapping the regime with precision detail. In particular the ILC

will allow a detailed study of the Higgs, provide a window into precision top-quark

physics, and explore supersymmetry and other physics beyond the standard model.

All Standard Model predictions for the mass of the Higgs boson(s) lie within

the energy range of the ILC. While the LHC is expected to produce the Higgs, the

ILC will be capable of measuring its properties in detail. In the proton-proton colli-

sions of the LHC, the reaction energy cannot be controlled; the composite nature of
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the proton implies that the polarization and momentum exchange of quarks involved

in the collision are unknown. In addition, any Higgs interactions measured at the

LHC will have large backgrounds due to the huge number of strong quark-gluon

and gluon-gluon scattering events. In the electron-positron collisions of the ILC,

however, the collision energy of the beams is fully converted to create new states

(Ereact = 2Eb), and both the reaction energy and polarization are controlled. Given

the ability to scan between 200-500 GeV with a precision of 0.1%, the ILC will

measure the energy dependence of the Higgs production cross section, verifying the

mass as well as the spin and other quantum numbers of the Higgs. In addition, the

ILC will produce signals with sufficiently small background to measure the coupling

strength of the Higgs with other particles of the Standard Model.

One of the first tasks of the ILC is to investigate precision top-quark physics

[65]. The energy of the ILC will be sufficient to produce a large number of tt̄ pairs

at about 2mt ≈ 350 GeV center-of-mass energy. Because of its large mass, the

top quark behaves nearly as a free particle, allowing precision tests of perturbative

QCD in the asymptotic regime where strong coupling is small. The ILC will make

precision measurements of the top quark mass, its width, and the strong coupling

constant αs together with other electroweak parameters. These parameters can be

used to constrain the Standard Model or select between different extensions.

In addition, the ILC will investigate the properties of any physics beyond

the Standard Model observed at the LHC. Higgs and top quark measurements will

probe for the presence of extra dimensions. Any new dark matter candidates will be

investigated. The ILC will also search for and investigate the properties of massive
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Figure 6.1: Schematic layout of the proposed International Linear Collider. Taken

from [62].

supersymmetric particles, which together with previous measurements may select

between different models of supersymmetry.

6.1.2 Layout and Baseline Configuration

A schematic of the proposed International Linear Collider is provided in Fig.

6.1. A summary of the primary components of the machine is provided below.

We follow the beam from upstream (near the sources) to downstream (near the

interaction point). The layout presented here draws from the current draft version

of the GDE Reference Design Report, released 8 February 2007 [62].

• Electron source - Electrons are produced by photoelectric emission. A

titanium-sapphire laser illuminates a GaAs photocathode in a DC gun to eject

2 ns pulses of polarized electrons. The electrons are extracted by a DC field
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into a buncher, which produces short 10ps bunches of 2x1010 electrons/bunch.

These polarized electron bunches are directed into a 250-meter long linear ac-

celerator that accelerates the particles to 5 GeV for injection into the electron

damping ring.

• Positron source - Positrons are produced by polarized γ-ray induced pair-

creation. The electron beam is diverted from the main linac at 150 GeV

and sent through a 150 m helical undulator magnet before being returned to

the main linac. The high-energy (10 MeV) photons produced by synchrotron

radiation in the undulator hit a titanium alloy target, producing a (polarized)

positron beam via photoproduction. The positrons are captured in bunches

of 2x1010 positrons/bunch. A booster linac accelerates the bunched positrons

to 5 GeV for injection into the positron damping ring.

• Damping ring for electrons - The Damping Rings are responsible for con-

ditioning those bunches received from the source into tight, cleanly separated

bunches of uniform energy required for the downstream systems. Electron

bunches are injected into a 6.7 km damping ring at 5 GeV, where they are

stored for 10,000 turns. The particles pass repeatedly through 200 m of wig-

gler magnets, emitting synchrotron radiation. Through radiation damping and

longitudinal reacceleration the emittance of the particles is reduced, producing

the small, uniform, and stable bunches necessary for acceleration in the main

linac.
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• Damping ring for positrons - Positron bunches are injected into a sep-

arate 6.7 km damping ring. The two rings are housed in the same tunnel,

surrounding the interaction region.

• Ring to main linac (RTML) - The RTML transports the electron and

positron beams from their respective Damping Rings to the entrance of the

Main Linac. During this process the beam is collimated and rotated in longi-

tudinal phase space, using a bunch compressor that reduces the bunch length

from several (6) millimeters to a few hundred (300) microns as required at the

interaction point. Also, the energy is increased from 5 GeV to 15 GeV.

• Main linac - Two 12-km linear accelerators (linacs) accelerate the electron

and positron bunches from 15 GeV to 250 GeV using approximately 16,000

superconducting rf cavities. These 9-cell niobium rf cavities operate at a fre-

quency of 1.3 GHz with a gradient of 31.5 MV/m. A parallel tunnel, adjacent

to each linac provides space for support facilities (eg, cryogenics and klystrons).

• Beam delivery system - To obtain high luminosity, the beam size at the

interaction point must be very small. The luminosity is given by

L =
frepnbN

2

4πσxσy

. (6.1)

Here frep is the repetition rate, nb is the number of bunches per train, and N is

the number of particles per bunch. The required nominal size of each 300 µm

bunch is σy = 5.7 nm vertical, σx = 640 nm horizontal. The Beam Delivery

System is responsible for focusing the electron and positron beams to the sizes
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required at the interaction point (final focus), bringing them to collision, and

transporting the remaining beams to the main beam dumps. There is a single

collision point with a 14 mrad crossing angle, where bunches collide with a

center-of-mass energy of up to 500 GeV. Two detectors are present in the

interaction region to collect the new high-energy particles produced during

collision.

Table 6.1: Basic ILC Design Parameters

Center-of-mass energy range GeV 200-500
Peak luminosity cm−2s−1 2x 1034

Beam current mA 9.0
Pulse rate Hz 5.0
Pulse length (beam) ms 1
Number of bunches per pulse – 1000-5400
Charge per bunch nC 1.6-3.2
Accelerating gradient MV/m 31.5
RF pulse length ms 1.6
Beam power (per beam) MW 10.8
Typical beam size at IP nm 640x5.7
Total AC power consumption MW 230

Table 6.2: Nominal Beam Parameters
Bunch population 1010 2
Number of bunches – 2670
Linac bunch interval ns 369
RMS bunch length µm 300
Normalized horizontal emittance at IP mm·mrad 10
Normalized vertical emittance at IP mm·mrad 0.04
Horizontal beta function at IP mm 20
Vertical beta function at IP mm 0.4
RMS horizontal beam size at IP nm 640
RMS vertical beam size at IP nm 5.7
Vertical disruption parameter – 19.4
RMS beamstrahlung energy loss % 2.4
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6.2 ILC Damping Ring Design

Electrons/positrons in a bunch enter the appropriate damping ring from the

source with a large spread of energy and momenta. They undergo large-amplitude

betatron (transverse) and synchrotron (longitudinal) oscillations about the design

orbit. The damping rings are responsible for conditioning these bunches into tight,

cleanly separated bunches of uniform energy and momentum required for the main

linac. The damping rings must perform several functions:

• Accept e− and e+ beams with large transverse and longitudinal emittances

of 0.01 m·rad and damp to the low emittances (horizontal 8 µm·rad, vertical

20 nm·rad) required for luminosity production, within the 200 ms between

machine pulses.

• Inject and extract individual bunches to/from the ring without affecting the

emittance or stability of the remaining bunches stored in the ring.

• Maintain beam polarization and a sufficiently large acceptance over nearly

9000 turns.

The properties of the damping rings are set primarily by the requirements of

the main linac. The TESLA rf technology is capable of providing 1 ms accelerating

pulses of 1.3 GHz, spaced 0.2 s apart. As a result, the damping rings must provide

fully damped, 1 ms bunch trains for the main linac. An entire bunch train of

Nb = 2670 bunches is injected completely into the damping ring. This 1 ms train

of 300 km in length must be compressed into the 6.7 km ring for storage. This is
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accomplished by filling the damping ring over several (n = 44) turns. Every 370 ns a

kicker injects a new bunch into an available rf bucket in the ring, which must be done

without disturbing its neighbors. The entire bunch train is then stored for 0.2 s (the

time between machine pulses), while its emittance is reduced by radiation damping.

The train is then extracted as it was injected, by removing every nth bunch, forming

a bunch train for the main linac. The damping mechanism is discussed briefly in

the following section. A useful overview of the design issues involved can be found

in [61].

6.2.1 Radiation damping

The statistics of the beam are often characterized by a sigma matrix Σ. For

each coordinate xi = x, y, z, we have

Σi =

[
〈x2

i 〉 〈xix
′
i〉

〈x′ixi〉 〈x′2
i 〉

]
= εi

[
βi −αi

−αi γi

]
. (6.2)

The emittance εi = (detΣi)
1/2 characterizes the phase space area occupied by the

beam. Here the Twiss parameters α, β, and γ describe the geometry of the phase-

space distribution. The normalized emittance εN,i = γβεi is an adiabatic invariant.

The power radiated by a charged particle of energy E in a homogeneous mag-

netic field B is (see [57])

Pγ =
e2c3

2πβ2
CγE

2B2 =
cCγ

2π

E4

ρ2
(6.3)

where, for e− and e+,

Cγ =
4π

3

rc

(mc2)3
= 8.8460× 10−5m/GeV3 (6.4)
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and the radius of curvature ρ is given by

1

ρ
=
ecB

βE
= 0.2998

B[T]

βE[GeV]
. (6.5)

Synchrotron radiation is emitted within a narrow cone of angle θ = 1/γ relative to

the momentum of the charged particle, producing a recoil opposite the direction of

motion. Through the emission of synchrotron radiation in the wigglers, betatron

and synchrotron oscillation amplitudes are damped. The damping of synchrotron

oscillations occurs due to the energy dependence of (6.3). High-energy particles

have a higher rate of energy loss, tending to reduce the spread of beam energy.

As a result, the longitudinal emittance and amplitude of synchrotron oscillations

are damped. The damping of betatron oscillations occurs due to the direction of

emission recoil. Both the transverse and longitudinal momentum are reduced during

a single emission, but the energy is restored along the longitudinal direction by the

electric fields in the damping ring rf cavities. As a result, the transverse momentum

is damped and the divergence of the particle trajectory changes by

∆y′ = −y′ δE
E0

(6.6)

reducing deviations from the design orbit.

The effects of synchrotron emission on the beam are governed by the radiation
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integrals [57]

I2[m
−1] =

∮
ρ−2ds, (6.7)

I3[m
−2] =

∮
|ρ−3|ds, (6.8)

I4[m
−1] =

∮
ρ−1(2k + ρ−2)ds, (6.9)

I5[m
−1] =

∮
|ρ−3|H(s)ds, (6.10)

(6.11)

where

k =
1

Bρ

∂By

∂x
(6.12)

and H = γη2 + 2αηη′ + βη
′2 for a horizontal dispersion η. The integrals are taken

along one full orbit around the ring. In terms of these integrals, the energy loss per

turn due to synchrotron radiation may be expressed as

U =
Cγ

2π
E4I2. (6.13)

The effect of radiation damping competes with quantum excitation to drive the

beam toward an equilibrium emittance. The emittances in the ring behave with

time as

εN,i(t) = εN,i(0)e
−2t/τu + εN,i(∞)(1− e−2t/τu) (6.14)

where εN,i(0) is the injected (initial) emittance and εN,i(∞) is the equilibrium emit-

tance. The damping time τu therefore characterizes the time that would be required

for a particle to radiate all its energy in the absence of accelerating rf cavities. To

damp from 0.01 µm·rad to 20 nm·rad, we therefore need to store the beam for ∼ 7
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damping times. Given a set storage time of 200 ms in the ILC, the damping time

needs to be < 30 ms. This sets the properties of the damping rings.

The damping time is given explicitly by

τu =
C

CαE3I2Ju

(6.15)

with Cα = 2113.1m2/GeV3/s, where the damping partition numbers are

Jx = 1− I4

I2

Jy = 1− I4

I2

Js = 2 +
I4

I2

. (6.16)

The horizontal equilibrium emittance is given by

εu = Cq
γ2

Ju

I0
5 + Iw

5

I0
2 + Iw

2

, (6.17)

where the superscripts 0 and w denote that integrals are taken over dipoles and

wigglers, respectively.

6.2.2 Layout and parameters

We give an overview of the main features of the ILC damping rings. A

schematic of the most recent proposed lattice design is provided in Figs. 6.2 and 6.3.

The primary components of each damping ring are as follows. Detailed information

can be found in [63].

• Injection and extraction kickers - The kickers provide a brief bending field

to inject/extract a bunch within a 3 ns bunch spacing, without disturbing

nearby bunches.

• RF cavities - Accelerating cavities which replenish energy lost to synchrotron

radiation, to maintain a stable 5 GeV beam.
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Figure 6.2: Footprint of the OCS6 lattice, the current layout of the Damping Rings

for the International Linear Collider [63].
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Arc 1 (818 m)
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OCS6: 6695 m, TME lattice

Figure 6.3: Layout of the OCS6 lattice, the current layout of the Damping Rings

for the International Linear Collider. Graphic compliments of Andy Wolski.
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• Wiggler magnets - Magnets with a strongly alternating vertical field, which

provide the bulk of radiation damping in the ring.

• Arc cells - The primary sequences of multipole magnets responsible for fo-

cusing the beam and correcting beam optics aberrations. The style of arc cell

influences the natural emittance. The TME (theoretical minimum emittance)

arc cell design contains a single bend, separating several quadrupole magnets

such that the cell’s dispersion and beta functions reach a minimum in the

center of the bend (Fig. 6.4).

The layout of Fig. 6.2 is divided into four short and two long straight sections. The

short sections contain the wigglers and rf cavities, while the long sections are used

for injection and extraction. A table of parameters for the current design of the ring

is provided in Table 6.3.

6.3 Dynamic Aperture

The damping rings pose a number of challenges for the ILC. Previous expe-

rience at SLAC has shown that damping rings can create nonlinear instabilities

whose effects are amplified in the main linac, disrupting the beam and leading to

large reductions in luminosity. (See, for example, [60]). In addition, a number of

single-particle and collective effects can lead stored particles in the damping rings

to be lost against the vacuum chamber. The dynamic aperture can be defined as

the maximum initial amplitude a particle can have before becoming dynamically

unstable and being lost against the vacuum chamber due to single-particle dynam-
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Lattice Design and Parameter Optimization: Lattice Styles

FODO Lattice: F ! 100

34

Lattice Design and Parameter Optimization: Lattice Styles

Theoretical Minimum Emittance (TME) Lattice: F = 1

Figure 6.4: Schematic of arc cell types and corresponding lattice functions. (Upper)

Standard FODO lattice. (Lower) Theoretical minimum emittance (TME) lattice.
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Table 6.3: Basic ILC Damping Ring Parameters

Circumference m 6695.057
Energy GeV 5.0
Harmonic number – 14516
Arc cell type – TME
Horizontal tune – 52.397
Vertical tune – 49.305
Natural chromaticity (x,y) – -63,-62
Momentum compaction 10−4 4.20
Energy loss/turn MeV 8.69
Transverse damping time ms 25.7
Longitudinal damping time ms 12.9
Natural emittance nm 0.515
Norm. natural emittance µm 5.04
RF voltage MV 48.1
RF frequency MHz 650
Synchrotron tune – 0.0958
Synchronous phase deg 169
RF acceptance % 2.7
Natural bunch length mm 6.00
Natural energy spread 10−3 1.28
Average current mA 402
Mean horizontal beta function m 13.1
Mean vertical beta function m 12.5
Radiation integral I1 m 2.8116
Radiation integral I2 m−1 0.9872
Radiation integral I3 m−2 0.08876
Radiation integral I4 10−4 m−1 1.8888
Radiation integral I5 10−5 m−1 1.3870

ics effects [56]. The rate at which particles are lost determines the beam lifetime,

which in turn affects the integrated luminosity delivered by the collider. Hence, the

determination and optimization of dynamic aperture becomes an important part of

damping ring design.
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6.3.1 Single-particle dynamics

The dynamic aperture is related to the full 6-dimensional nonlinear motion

of the particles. In the linear Hamiltonian approximation, each particle is confined

in phase space to execute oscillations on a 3-dimensional torus. As an integrable

system, the motion is characterized by the existence of action-angle variables (I, θ),

such that the Hamiltonian H(I) depends on the three action variables Ij alone.

Hamilton’s equations of motion then become

İj = 0, θ̇j =
∂H(I)

∂Ii
= ωj(I), (6.18)

where the frequencies ω(I) are time-independent. In these coordinates, the motion

is confined to a torus which is the product of three circles of radii I1, I2, and I3, and

the particle executes quasiperiodic motion with a fixed frequency vector ω(I). We

assume the system is nondegenerate, that is

det

(
∂ω

∂I

)
= det

(
∂2H

∂I2

)
6= 0. (6.19)

The set of action variables {Ij} or frequencies {ωj} each forms a set of integrals of

the motion, determined by the initial conditions of the particle and characterizing

the corresponding torus. The angles θj then express the phase of the transverse

betatron and longitudinal synchrotron oscillations, while oscillation amplitudes are

determined by the invariant action I.

The presence of nonlinearities due to kinematic effects, high-order multipoles,

and fringe fields introduces nonlinear terms into the Hamiltonian. In the presence

of such a (nonintegrable) perturbation, the motion on tori and their corresponding
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constants of the motion may in general be destroyed [59]. However, the KAM

theorem states that for a sufficiently small perturbation, many of these invariant

tori survive. These surviving deformed tori are parametrized over a Cantor set Ωγ

of frequency vectors ω, satisfying

|k · ω| > γ

|k|m
(6.20)

for all integer triplets k = (kx, ky, kz), where γ > 0 is a measure of the size of the

perturbation. On the set of tori corresponding to the frequencies Ωγ, the system

still possesses integrable dynamics. In the gaps of the Cantor set, however, chaotic

behavior can occur. A region of the phase space where (6.20) is violated for some

k is characterized by destroyed tori, which are replaced by a nested sequence of

resonance islands within a “resonance zone” surrounding the region of the original

unperturbed torus. These resonance zones together form a connected network (the

Arnold web) that is dense in the available phase space, whose measure approaches

zero as γ → 0.

In the context of the damping rings, a resonance of order
∑

α |nα| occurs where

a rational relationship exists between beam tunes of the form

nxνx + nyνy + nzνz = l (6.21)

where nα, l are integers. Here νi = ωi/(2π). Particles approaching a low-order

resonance can be quickly excited to large amplitudes. A process of chaotic diffusion

occurs along these resonances, as the tunes of a particle are no longer fixed but

shift throughout the Arnold web. During this chaotic motion the corresponding

oscillation amplitudes of the particle increase, quickly leading to particle losses.
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6.3.2 Estimating dynamic aperture

The boundary in phase space between stable and unstable motion, as deter-

mined by the dynamic aperture, is in general quite complex and presently cannot be

computed explicitly. However, the dynamic aperture can be estimated by tracking

augmented by frequency map analysis techniques.

Frequency map analysis (FMA) is a technique for visualizing the global dy-

namics of a Hamiltonian system by computing rates of tune diffusion over a grid

of initial conditions (I0
1 , I

0
2 , θ

0
1, θ

0
2). The appearance of high-diffusion zones in tune

space then indicates the presence of resonances that should be avoided. See [64].

Three kinds of tracking are typically used in dynamic aperture studies:

• Matrix-kick method - Element-by-element tracking is performed using the lin-

ear (matrix) approximation of various beamline elements, with the addition

of multipole kicks to approximate nonlinear effects.

• Symplectic integrators - These techniques numerically integrate the particle

trajectory using split-operator algorithms that preserve the symplectic struc-

ture of the equations of motion. The matrix-kick method described above is

a low-order symplectic integrator.

• Symplectic one-turn maps - A high-order but truncated one-turn map is ob-

tained from the full Hamiltonian. A symplectic approximation to this map is

then applied repeatedly to obtain turn by turn behavior.

Finally, the full map must include synchrotron damping, a non-Hamiltonian
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process. The map will then take the form

M = MnsMsymp, where (6.22)

Mns = exp(G2) exp(G3) exp(G4) · · · (6.23)

is a general map “near” the identity, written as a product of exponentials of non-

Hamiltonian vector fields Gk [4], and Msymp is a symplectic map of the usual form

(1.21). Dynamic aperture is often computed using onlyMsymp, under the reasonable

expectation that the damping provided by Mns may increase, but never decrease,

the dynamic aperture.

6.4 Computation of Transfer Maps

We have seen that, in general, surface methods provide a reliable and nu-

merically robust method to extract transfer maps from numerical field data, and

that use of such techniques has several advantages. These techniques construct a

representation of the interior field using functions with known completeness prop-

erties; these functions form a complete orthonormal set on the solution space. As a

least-squares representation of the solution, the resulting solution has known, and

optimal, convergence properties. In addition, the resulting polynomial series in

x, y may be truncated after terms of a given degree N , with the knowledge that

Maxwell’s equations are exactly satisfied through order N . Due to the fortunate

properties of harmonic functions, the error is globally controlled by its values on the

bounding surface. Finally, the smoothing property of the inverse Laplacian operator

ensures that computed derivatives are relatively insensitive to errors in the surface
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data. We have seen in Chapter 3 that this insensitivity to errors may be greatly im-

proved in domains of small vertical aperture by fitting on the surface of an elliptical

cylinder. Such methods provide a promising approach to modeling dynamics in the

ILC damping rings and to the general problem of computing realistic transfer maps

for real magnets with complicated fringe and high-order multipole error fields.

Past ILC damping ring design studies, including dynamic aperture studies,

have employed idealized or approximate models of beamline elements. We intend

to use the methods of this thesis to compute realistic transfer maps for all beamline

elements, and wigglers in particular, of the proposed ILC damping rings. We may

then use these maps to evaluate the performance of various proposed damping ring

designs.
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Appendix A

Amplification of Noise

The primary goal of this Dissertation is to replace the use of high-order deriva-

tive operators in computing transfer maps with bounded integral operators that ex-

ploit the structure of Maxwell’s equations. In Chapters 2-4, the kernel of this integral

operator is the Green’s function (and its known derivatives) for Poisson’s equation

in the domain of interest. However, the Green’s function is strongly geometry-

dependent, and its series representation may be explicitly constructed for a limited

number of geometries. Consequently, in Chapter 5 a geometry-independent kernel

is constructed. To motivate these efforts, we first discuss the pitfalls of numerical

differentiation and how it leads to the amplification of noise present in the original

data.

A.1 Pitfalls of Numerical Differentiation

Let L be a linear transformation from a normed linear space X into a normed

linear space Y . Then L is a bounded linear transformation [67],[68] if there exists

some constant C > 0 such that

||Lf || ≤ C||f || (A.1)

for all functions f ∈ X. A linear transformation is bounded if and only if it is

continuous with respect to the norms on X and Y . Clearly boundedness is compu-
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tationally desirable, since it ensures the output Lf is stable with respect to small

changes in the input data f .

To see that differentiation is unbounded, consider the sequence of functions

fn(x) = sin(nx) in the space C1[−π, π] using the maximum norm, so that ||fn|| =

maxx∈[−π,π] |fn(x)| = 1. Then under the derivative operator D : C1[−π, π] →

C[−π, π] we have

||Dfn|| = max
s∈[−π,π]

n cos(nx) = n = n||fn||. (A.2)

We see that ||Dfn|| may be made arbitrarily large by choosing n sufficiently large,

and thus D is unbounded. The same result holds if we use the L2 norm, ||fn||2 =∫ π

−π
|f(x)|2dx, and in fact if we use any of the Lp norms. It is clear from this

example that high frequency changes in the data f will lead to large changes in

the output Df , with each frequency component amplified by a factor that increases

with frequency. The relationship between derivatives and high-frequency behavior

will be discussed further in Section A.2.

It follows that differentiation is discontinuous when considered as a linear

operator; that is, small changes in the input function can lead to dramatic changes

in the output. Consider, as a second example, the function g(x) = g0(x)+ε sin[(x2+

ε2)−1], where g0(x) = cos(x). We imagine that g0 is a signal to be approximated,

while the second term represents additive noise (Fig. A.1). For all ε ∈ R, g is

continuously differentiable on [−π, π], and therefore g ∈ C1[−π, π]. Clearly g can

be made arbitrarily close to cos(x) by choosing ε sufficiently small. In fact,

||g − g0|| = max
x∈[−π,π]

∣∣∣∣ε sin [ 1

x2 + ε2

]∣∣∣∣ = |ε|. (A.3)
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Figure A.1: (Upper) The function g illustrated for the values ε = −0.01 and ε =

+0.1. (Lower) The derivative illustrated for the values ε = 0.1 and ε = 0.01.

The same cannot be said of the derivatives, however, since for all ε 6= 0,

||Dg −Dg0|| = max
x∈[π,π]

∣∣∣∣ 2xε

(x2 + ε2)2
cos

[
1

x2 + ε2

]∣∣∣∣ =
3
√

3

8ε2
. (A.4)

In addition, for ε = 0, ||Dg −Dg0|| = 0. The discontinuity at ε = 0 is severe, and

the error in the derivative is unbounded as ε→ 0. (See Fig. A.2.)

Suppose now that we wish to approximate the Taylor coefficients of the mag-

netic field about some point in the interior Ω of a magnetic element, using measured

or numerical magnetic field data on a discrete mesh of points. Computation of

these derivatives requires that we work with an approximation to D in some finite-

dimensional subspace of the set of continuously differentiable functions on Ω. We
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Figure A.2: Illustration of the discontinuity in the derivative operator D at ε = 0

as it acts on functions of the form g, given by (A.4) .

may choose, for example, the space of polynomials, splines, or trigonometric poly-

nomials through some degree N [70]. In practice, this reflects the fact that we have

information about the function only up to variations on the scale of the mesh spac-

ing h, corresponding to a frequency ∼ π
h
. Despite this fact, the unbounded nature

of D is reflected in the amplification of noise that appears at this scale.

To illustrate the amplification of noise, consider applying one-dimensional fi-

nite differences to some function f : [a, b] → R using a uniform mesh with spacing

h. In the subinterval [xi − h, xi + h], we let f−1 = f(xi − h), f0 = f(xi), and

f1 = f(xi + h). If we suppose the values of f are known exactly at these mesh
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points, then three-point formulas for the derivative are given by [10]:

f ′−1 =
1

2h
(−3f−1 + 4f0 − f1) +

h2

3
f ′′′(ζ), (A.5)

f ′0 =
1

2h
(−f−1 + f1)−

h2

6
f ′′′(ζ), (A.6)

f ′1 =
1

2h
(f−1 − 4f0 + 3f1) +

h2

3
f ′′′(ζ), (A.7)

where ζ takes on some value in [xi−h, xi+h]. The rightmost terms then characterize

the error due to truncating the interpolating polynomial after terms of degree 2.

We denote this local truncation error as Ti. We now consider the effect of noise on

the central point formula (A.6). Suppose that at each point we have measured or

computed values f̂k = fk + ∆k, where ∆k is an unknown error. We suppose that

each ∆k is the value of a random variable allowed to take on values in R such the

point (∆−1,∆0,∆1) is described by a joint probability density on R3. The central

point formula (A.6) then gives the computed derivative

f̂ ′0 =
1

2h
(−f̂−1 + f̂1)−

h2

6
f ′′′(ζ) = f ′0 −

h2

6
f ′′′(ζ) +

1

2h
(−∆−1 + ∆1). (A.8)

We therefore write the total error in the computed derivative at xi as Ei = f̂ ′0−f ′0 =

Ti +Ri, where Ri = 1
2h

(−∆−1 + ∆1) is the error due to noise. We now assume that

the errors have zero mean and nonzero deviation σ, such that

<∆k> = 0, (A.9)

<∆2
k> = σ2, (A.10)

independently of k. It follows that, at each xi,

<Ri> = 0, (A.11)

<R2
i> =

1

2h2
σ2 − 1

2h2
<∆1∆−1>, (A.12)
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where the correlation must satisfy the inequality 0 ≤ <∆1∆−1> ≤ σ2. If the errors

at adjacent mesh points are taken to be uncorrelated, then the rms value σR of the

error due to noise is simply

σR =
1√
2h
σ = κσ, (A.13)

where for small stepsize, κ > 1 is a factor describing the amplification of noise. We

now estimate the global error on the entire interval [a, b]. We denote the average

over the values of a function f at N mesh points as f̄ . We are interested in

<E2
i> = <(Ti +Ri)2> = T 2

i +<R2
i> (A.14)

where the mean-squared truncation error can be approximated for small stepsize as

T 2
i =

1

N

N∑
k=0

|f ′′′(ζk)|2 →
1

b− a

∫ b

a

|f ′′′(ζ)|2dζ =
1

L
||f ′′′||2. (A.15)

Thus we may write the rms error as

E2
rms =

h4

36

1

L
||f ′′′||2 +

1

2h2
σ2. (A.16)

The error cannot be made arbitrarily close to zero for any stepsize. It is clear that

for small h, it is dominated by the amplification of noise. This phenomenon is not

limited to the simple three-point formula. For the central five-point formula [10]

f ′0 =
1

12
(f−2 − 8f−1 + 8f1 − f2) +

h4

30
f v(ζ), (A.17)

we have a similar result with the larger amplification factor

κ =

√
65

72

1

h
. (A.18)

Indeed, the degree of amplification increases with the order of derivative desired.

At a given order of derivative, the signal-to-noise ratio of the computed values falls

below a reasonable threshold, and information about all higher derivatives is lost.
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A.2 Models of Noise

In general we may have measured or numerical field data on a discrete mesh

of points distributed throughout the interior volume of a magnetic element. Either

process, of measurement or numerical computation, will introduce errors at each

point, whose statistical properties we now consider. In both cases we can model

the error as a stochastic process, where each realization is a function that assigns

to every mesh point the difference (∆Bx,∆By,∆Bz) between the data and the true

field values at that point [66]. We assume for the time being that errors in the

three components of the field are independent, in which case we let εi = ∆Bα(xi)

for a given component of the field with α = x, y, z. The errors εi may be treated as

follows.

Suppose the mesh points are indexed by j = 1, 2, 3, . . . , N . At each point xj,

we let εj be a random variable defined on the probability space (Ω, P r). We refer

to w = (ε1, ε2, ..., εN) as a random vector. The error process is then characterized

by the joint probability density P : RN → R, where

Pr[w ∈ Ω] =

∫
Ω

P (w)d3w (A.19)

gives the probability that a given realization of the random vector w lies within

the region Ω ⊆ RN . Given a sufficiently large ensemble of possible measurement

outcomes, the probability density P then completely characterizes the statistics of

the errors at the mesh points and their various correlations. Choosing a model for

the error then amounts to specifying the expected properties of P based on the

source of those errors, which is in general a difficult task.
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It is useful to make several simplifying assumptions. Throughout, we will

model the error process as white noise. That is, we make the following assumptions

for all i and j:

< εi > = 0, (A.20a)

< εiεj > = σ2δij, (A.20b)

where σ is independent of the indices i and j. When necessary, we will make the

stronger assumption that the errors are independent and identically distributed–

that is, that the probability density may be written P (w) =
∏N

i=1 p(εi), where p is

the probability density describing each random variable εi taken alone.

In the case when the values εj arise from random measurement errors, it is typ-

ical to assume that each εj is normally distributed with a mean near zero, satisfying

(A.20). In the case when the values εj arise from numerical errors, the assumptions

of (A.20) are also reasonable under a broad set of circumstances. In particular,

consider the error due numerical roundoff of the field values to n decimal places

[10]. The random variables εj are each independently described by the uniform

probability density

p(εi) =


1

2|ε|max
when |ε| < |ε|max = 5× 10−n−1

0 otherwise

, (A.21)

resulting in εrms = 0.2887× 10−n.

In the study of smoothing of Chapters 2-4, we will be especially interested in

the behavior of the Fourier coefficients (on bounded intervals) and Fourier transforms

(on unbounded intervals) of noisy functions satisfying such a model. It is important
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to note that any numerical Fourier transform algorithm must make assumptions

about the behavior of a given realization of the error ε(x) between the mesh points

xi (see Appendix C). However, we will see that such assumptions have little effect

on the low-frequency behavior of the spectrum. As a simplest case, we consider the

one-dimensional discrete-time Fourier transform (DTFT) of the errors {εi} along

the direction ẑ over the length −L ≤ z ≤ L for some fixed xn, yn. Letting fj =

ε(xn, yn, zj) with zj = jh we have

F [f ] ≈ h√
2π

p∑
j=−p

fje
ijkh =

√
h

2π
{ZR(k) + iZI(k)} (A.22)

where we denote the real and imaginary parts as ZR and ZI , respectively. For each

value of k, ZR(k) and ZI(k) are random variables whose outcome depends on the

values {fj}. If we make the assumptions of (A.20), then it is possible to show that

the central limit theorem applies for sufficiently small h, and therefore ZR and ZI

are approximated by normal distributions. We define the random variables

gR
j =

√
hfj cos(jkh), gI

j =
√
hfj sin(jkh), (A.23)

so that we may write

ZR(k) =

p∑
j=−p

gR
j , ZI(k) =

p∑
j=−p

gI
j . (A.24)

It can be shown that each sequence of variables gR
j and gI

j satisfies the Lyapunov

condition [72], and therefore their sums converge to limiting normal distributions as
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p→∞ with mean and variance given by

〈ZR〉 =

p∑
j=−p

〈gR
j 〉 = 0, (A.25)

〈ZI〉 =

p∑
j=−p

〈gI
j 〉 = 0, (A.26)

and

〈Z2
R〉 =

p∑
j=−p

〈|gR
j |2〉 =

p∑
j=−p

h〈f 2
j 〉 cos2(jkh), (A.27)

〈Z2
I 〉 =

p∑
j=−p

〈|gR
j |2〉 =

p∑
j=−p

h〈f 2
j 〉 sin2(jkh). (A.28)

In the limit h→ 0, p→∞ such that hp = L is constant, we have

〈Z2
R〉 → σ2

∫ L

−L

cos2(kz)dz = σ2

[
L+

sin(2Lk)

2k

]
, (A.29)

〈Z2
I 〉 → σ2

∫ L

−L

sin2(kz)dz = σ2

[
L− sin(2Lk)

2k

]
, (A.30)

where we have written σ2 = 〈|fj|2〉.

Using the fact that ZR and ZI are normally distributed, we may compute

various moments and correlations of these random variables as follows:

〈ZR〉 = 〈ZI〉 = 0, (A.31)

〈Z2
R〉 = σ2

[
L+

sin(2Lk)

2k

]
, (A.32)

〈Z2
I 〉 = σ2

[
L− sin(2Lk)

2k

]
, (A.33)

〈ZRZI〉 = 0, (A.34)

〈Z2
RZ

2
I 〉 = 〈Z2

R〉〈Z2
I 〉. (A.35)

These correlations uniquely determine the behavior of the real and imaginary parts

of the Fourier transform. They are directly related to the behavior of the power
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spectrum |f̂(k)|2, whose mean and variance for fixed k are given by:

〈2π
h
|f̂(k)|2〉 = 〈Z2

R + Z2
I 〉 = 2Lσ2, (A.36)

〈
(

2π

h

)2

|f̂(k)|4〉 = 〈(Z2
R + Z2

I )2〉 = σ4

[
8L2 +

sin2(2Lk)

k2

]
. (A.37)

The flat power spectrum (A.36), independent of the frequency k, is the distinguishing

characteristic of a white noise process. Note that all moments are determined by

the variance σ2 of the original variables fj; information about all higher moments

of the original noise is lost in this limit.

A numerical illustration of the results presented above is proved in Figs. A.3-

A.5. In each of these figures, we have computed the fast Fourier transform (FFT) of

a set of 2401 values fj = f(zj), where the zj = −1+jh, j = 1, . . . , 2401 are uniformly

spaced throughout the interval [−1, 1]. Each fj is the value of a uniform random

variable on [0, 1], taken such that fj, fk are independent for j 6= k. The resulting

values of the variables ZR(k) and ZI(k) are then computed at the frequencies kj,

j = 1, . . . 2401 in the Nyquist band [−π/h, π/h]. This process is repeated for an

ensemble of 1000 independent realizations of the random vector {f1, f2, · · · , f2401},

and the desired moments of the random variables ZR(k) and ZI(k) are computed

by averaging over this ensemble. We note that here L = 1 and σ2 = 1/3.

For comparison, we have included the analogous results obtained when the

Fourier integral on [−1, 1] is computed using the Filon-spline Fourier transform

algorithm of Appendix C. Note that the results are similar to the previous cases

over most of the Nyquist band, except that the values fall off according to a power-

law 1/|k|p very near the ends of the interval.
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Figure A.3: (Upper) The mean spectral power 〈 1
h
|f̂(k)|2〉 of a uniform white random

vector computed using the discrete Fourier transform, plotted versus the parameter

θ = kh. (Lower) The same mean spectral power computed using a Filon-spline

Fourier transform.
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puted using the DTFT, plotted versus θ = kh. (Center) The same variance com-

puted using a Filon-spline Fourier transform. (Lower) Close-up of the behavior near

θ = 0 using a finer mesh in θ.
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In the previous section, we discussed how repeated numerical differentiation

leads to the amplification of noise present in the original data. The amplification of

noise becomes clear when we consider the Fourier transform of the derivative of the

noisy values fj. Note that the Fourier transform of the derivative (when it exists)

is given by

F
[
dnf

dxn

]
= (ik)nF [f ]. (A.38)

Using this result, we may estimate the behavior of the spectrum of various derivatives

of f by multiplying the results above by the appropriate values of k. In Fig. A.6 we

illustrate the mean spectral power 〈k2|f̂(k)|2/h〉 of the first derivative of f obtained

using (A.38). As in the previous figures, values are provided over the full Nyquist

band. We see immediately that differentiation of order p serves to amplify the

high-frequency values of the spectral power by the factor k2p.

As a final result, we use the model described in this Appendix to illustrate

the effect of random noise on the Fourier coefficients of functions which are defined

on the surfaces of a circular cylinder, an elliptic cylinder, and rectangular cylinder.

Definitions of the appropriate coefficients involved are provided in the corresponding

Sections 2.4.2, 3.4.4, and 4.4.2. We have that

〈|an(k)|2〉 = 〈|bn(k)|2〉 =
hL(δφ)

π2
σ2 for a circular cylinder, (A.39a)

〈|fn(k)|2〉 =
hL(δv)

π3
σ2Is and

〈|gn(k)|2〉 =
hL(δv)

π3
σ2Ic for an elliptic cylinder, (A.39b)

〈|βT,B
n (k)|2〉 =

hL

π

∆x

s
σ2 and

〈|βR,L
n (k)|2〉 =

hL

π

∆x

d
σ2 for a rectangular cylinder. (A.39c)
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computed using (A.38) from the discrete Fourier transform. Note that the stepsize

h = 8.3× 10−4, so the Nyquist frequency kNyq = 3770 corresponding to θ = kh = π

is very large.
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Here

Is =

∫ π

−π

J(U, v)se2n(v, q)dv ≤ x2
maxπ, (A.40)

Ic =

∫ π

−π

J(U, v)ce2n(v, q)dv ≤ x2
maxπ, (A.41)

J is the Jacobian of the coordinate transformation from elliptic to cylindrical coor-

dinates (see Chapter 3), and σ2 is the variance of the error in a given field value at

each mesh point. The results (A.39) may be obtained in the same manner as those

for the discrete-time Fourier transform already considered. We note that errors ap-

pearing in Fourier coefficients computed from interpolated surface data will satisfy

(A.39) approximately out to a high-order mode nmax and kmax, beyond which the

coefficients decay as 1/np (for fixed k) and 1/kq (for fixed p) for some integers p, q.
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Appendix B

Smooth Cubic Spline Interpolation

B.1 Spline Spaces

We now give a brief overview of general splines and their properties. Suppose

that we are interested in approximating a function f on an interval [a, b] by a

piecewise polynomial φ. The use of splines allows one to enforce the continuity of

some number of derivatives.

Definition 1. [84] Given a knot sequence t = {ti} with a = t0 < ... < tm+1 = b, we

define the spline space of order n by St,n = {f ∈ Cn−2[a, b] : f |[ti,ti+1] ∈ πn−1, i = 0, ...,m}.

Here πq denotes the space of polynomials of degree q. We see that each spline

is a piecewise polynomial of degree n − 1, with joins occurring at the m internal

knot locations {tj : j = 1, ...,m}. We suppose here that no knots are repeated,

ti 6= tj, i 6= j. In this case, St,n is a linear space of dimension dimSt,n = m+ n. We

are particularly interested in the case when the knots are equidistant, tj = a + hj,

occurring at locations corresponding the sampled values of f .

Given a spline space St,n, we may also construct the space Ŝt,n = {F [φ] : φ ∈

St,n}, which is its image under the Fourier transform. The linear transformation

F : St,n → Ŝt,n is onto and therefore provides an isomorphism between St,n and

Ŝt,n. Properties of this space will be explored in the following section.
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B.1.1 B-Spline Basis

We consider first a useful basis for the above spline space. Consider the nor-

malized B-splines of order n [83],[84] given by

Bt,n,j = (tj+n − tj)[tj, ..., tj+n](t− x)n−1
+ , (B.1)

where xn−1
+ = (max{0, x})n−1 and [tj, tj+1, ..., tj+n]f denotes the n-th divided differ-

ence for the function f in the points {ti}j+n
i=j .

It can be shown that the set B = {Bt,n,−n+1(x), ..., Bt,n,m(x)} forms a basis for

the space St,n of polynomial splines of degree n − 1. The B-splines have a number

of interesting properties [84]:

1. suppBt,n,i = [ti, ti+n],

2. Bt,n,i > 0 for x ∈ [ti, ti+n],

3.
∑∞

i=−∞Bt,n,i(x) = 1 for all x,

4.
∫∞
−∞Bt,n,i(x)dx = (ti+n − ti)/n.

Of primary interest is the fact that the B-splines have minimal support. That is,

if s ∈ St,n and supp s ⊂ suppBt,n,i, then s = 0. In the special case of equidistant

knots {ti}, all B-splines of a fixed order are related by translation and we have

Bt,n,j(t) = Bt,n(t− tj) where (B.2)

Bt,n(t) = (tn − t0)
n∑

i=0

ωi,n(t− ti)
n−1
+ and (B.3)

ωi,n =
n∏

j=0,j 6=i

1

tj − ti
. (B.4)
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Figure B.1: Illustration of the B-splines Bt,n,j of (B.1) which form a basis for the

space of splines St,n with knots at t = 0, 1, 2, 3, 4. (Upper) Linear B-splines with

n = 2. (Middle) Quadratic B-splines with n = 3. (Lower) Cubic B-splines with

n = 4.
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In Fig. B.1 we have illustrated linear (n = 2), quadratic (n = 3), and cubic

(n = 4) B-splines on the interval [0, 4]. In each case, these splines form a basis for

n + 3 dimensional space St,n of all polynomial splines with joins at tj = t0 + hj

for j = 1, . . . , 4, with t0 = 0, h = 1. It follows that any spline φ has a unique

representation

φ(x) =
m∑

j=−n+1

cjBt,n,j(x). (B.5)

We now investigate the image Fourier space Ŝt,n. Note that [86]

∫ ∞

−∞
Bt,n,0(x)e

ikxdx =
n!

(ik)n

n∑
j=0

eitjk/ω̄′n(tj) where (B.6)

ω̄n(t) =
n∏

i=0

(t− ti). (B.7)

In the case of equidistant knots this becomes simply

∫ ∞

−∞
Bt,n,j(x)e

ikxdx = eiktj

(
eihk − 1

ihk

)n

. (B.8)

We therefore have a basis for the space Ŝt,n, and we note that successive basis

spectra differ only by a phase eikh. In particular, the Fourier transform of φ ∈ St,n

represented by the coefficients cj is given by

F [φ](k) =

(
eihk − 1

ihk

)n
1√
2π

m∑
j=−n+1

cje
iktj . (B.9)

Note that the approximation φ ∈ St,n is of class Cn−2(R), extends outside the

interval [a, b], and has support on the interval [a − h(n − 1), b + h(n − 1)]. As a

consequence, the spectrum falls off as 1/kn. We discuss later the effect of truncating

the Fourier integral over the interval [a, b].
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B.1.2 Global Basis

While the above basis has many elegant properties, in practice we are in-

terested in computing the spectrum directly from the sampled values {fi} rather

than the B-spline coefficients {ci}. We construct a basis that illustrates clearly the

relative weight of each sampled value.

Suppose we wish to select a unique spline from the space St,n to represent a

sampled function f . We may have available the values of f and/or some number of

its derivatives at the sampling points. Suppose that these values, which we denote

f = (fi, f
(p)
i ) are sufficient to determine φ uniquely. Since the restriction φk of φ to

the subinterval [tk, tk+1] is a polynomial of degree n− 1, we may write

φk(x) =
n−1∑
j=0

αjkx
j (B.10)

for every k = 0, 1, ...,m, where the αjk ∈ R are n(m+1) unknowns to be determined.

The system to be solved consists of the following n(m+1) equations. We have m+2

equations of the form

φk(xk) =
n−1∑
j=0

αjkx
j
k = fk, for k = 0, ...,m, (B.11)

φm(xm+1) =
n−1∑
j=0

αjkx
j
m+1 = fm+1, (B.12)

which require that the spline pass through the sampled values. In addition, we have

one set of m equations for each of the n− 1 degrees of continuity p = 0, ..., n− 2 at

the internal knots,

φ
(p)
k (xk)− φ

(p)
k−1(xk) =

n−1∑
j=p

(αjk − αj,k−1)
j!

(j − p)!
xj−p

k = 0, (B.13)
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where here k = 1, ...,m. Finally, we impose n− 2 conditions on the derivatives of φ:

φ(p)(xk) =
n−1∑
j=p

αjk
j!

(j − p)!
xj−p

k = f
(p)
k (B.14)

for some choice of k and p < n−2. It is typical to choose k = 0,m+1, such that the

conditions (B.14) represent boundary conditions on various derivatives of φ. This

is then a linear system for the αjk’s, and we see that φ is uniquely determined if

and only if this system is invertible. In general this can be achieved through the

appropriate choice of the final n− 2 endpoint conditions on the derivative.

It follows that, for each x ∈ [a, b], the value of φ(x) is a linear functional, which

we denote φx, of the values f = (fi, f
(p)
i ) such that φx[f ] = φ(x). That is,

φx[αf + g] = αφx[f ] + φx[g]. (B.15)

Therefore we may write

φ(x) = φx[f ] =
∑

p

αp(x)f
(p)
0 +

∑
p

βp(x)f
(p)
m+1 +

m+1∑
i=0

γi(x)fi, (B.16)

where the functions {αp, βp, γi} form a new basis for the space St,n.

We are interested primarily in the space of cubic splines St,4. To construct

the basis functions, we require two endpoint conditions of the form (B.14). For the

present work, we will choose the conditions φ′(a) = f ′(a) and φ′(b) = f ′(b). Consider

a single interval [tk−1, tk] and suppose that the endpoint derivatives s′k−1, s
′
k are

known. The cubic polynomial on [xk−1, xk] is given by the Hermite interpolation

formula [10]

φk−1(x) = s′k−1

(xk − x)2(x− xk−1)

h2
k

− s′k
(x− xk−1)

2(xk − x)

h2
k

(B.17)

+ fk−1
(xk − x)2[2(x− xk−1) + hk]

h3
k

+ fk
(x− xk−1)

2[2(xk − x) + hk]

h3
k
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where hk = xk−xk−1. A similar expression may be written if the derivatives s′′k−1, s
′′
k

are known. Imposing the continuity conditions (B.13) gives us the spline equations

[10]

s′k+1 + 4s′k + s′k−1 =
6

h
µδfk, or equivalently (B.18)

s′′k+1 + 4s′′k + s′′k+1 =
6

h2
δ2fk, (B.19)

where δfk, δ
2fk are divided differences. Together with the endpoint conditions,

this provides a band diagonal system for the derivatives s′k, sufficient to specify φ

uniquely. Solving (B.18) for the s′k and constructing φ from (B.17) provides us with

the basis functions {α, β, γi}, such that

φ(x) = α(x)f ′0 + β(x)f ′m+1 +
m+1∑
i=0

γi(x)fi. (B.20)

By definition the basis function γi(x) attains its peak value γi(xi) = 1 at the sample

point xi, and vanishes for all x = xj, j 6= i. The basis function α has derivative

α′(x0) = 1 at the left endpoint and passes through zero at every knot. Similarly,

β has derivative β′(xm+1) = 1 at the right endpoint and passes through zero at

every knot. Plots of the cubic basis functions for the case m = 1022 are provided in

Fig. B.2. These were obtained numerically using the routines“spline” and “splint”

described in [91]. By setting only the value fi = 1 with fj = 0 for all j 6= i and

f ′0 = f ′m+1 = 0, we compute the resulting interpolating spline γi. Similarly, we may

compute α by setting f ′0 = 1 and fj = 0 for all j.

The basis functions α, β, and γi illustrate the effect of changing a single sample

value on the cubic spline interpolant. Expressions may be determined for the basis
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Figure B.2: Illustration of the global spline basis functions α (lower) and γi (upper)

of (B.20) which lie in the basis for the space of cubic splines St,4 with 1024 knots

uniformly distributed on [−80, 80]. Here γi corresponds to the point z = 60.
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functions in terms of the stepsize h, the number of sampled values (knots) m+2, and

the desired interval [xk−1, xk]. Consider the function γi. A number of oscillations is

required such that the function passes through the value zero at every sample point

except at xi. As we consider intervals farther from the point xi, we see that these

oscillations are damped such that [10]

γi(x) ∼ exp(−|k − i|d), (B.21)

where

d = log(2 +
√

3). (B.22)

Similar behavior occurs in α and β as we move away from the left and right end-

points, respectively.

The Fourier transform of the spline approximant φ is then given by

F [φ](k) = α̂(k)f ′0 + β̂(k)f ′m+1 +
m+1∑
i=0

γ̂i(k)fi, (B.23)

where α̂, β̂, and γ̂i are the Fourier transforms of the basis functions above. The

function γ̂i is illustrated in Fig. B.3. These functions play a central role in the

Filon-spline routine to be discussed in Appendix C.

B.1.3 Change of Basis

To understand the relationship between these bases, consider the conditions

(B.11)-(B.14) applied to the B-spline representation of φ. By construction, the

204



0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0 5 10 15 20 25 30 35 40

F
ou

rie
r 

tr
an

sf
or

m

k (cm^-1)

Filon-spline Fourier Transform Obtained from Function with Support Only at z=0

’poles2’

0

2e-06

4e-06

6e-06

8e-06

1e-05

1.2e-05

1.4e-05

1.6e-05

1.8e-05

100 120 140 160 180 200

F
ou

rie
r 

tr
an

sf
or

m

k (cm^-1)

Long-k Spectrum Obtained from Filon-Spline FT with Support Only at z=0

’poles2’

Figure B.3: Fourier transform of the global spline basis function γi corresponding
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continuity conditions are satisfied and we obtain

φ(xj) =
m∑

i=−n+1

ciBt,4,i(xj) = fj, (B.24)

φ′(x0) =
m∑

i=−n+1

ciB
′
t,4,i(x0) = f ′0, (B.25)

φ′(xm+1) =
m∑

i=−n+1

ciB
′
t,4,i(xm+1) = f ′m+1. (B.26)

For simplicity, let Bi denote the B-spline Bt,4,i. If we order the elements in the

global basis as (α, γ0, ..., γm+1, β), then the matrix M representing the change of

basis Mc = f is

[M ]ij = Bi(xj) for j=0,...,m+1, (B.27)

[M ]i,−1 = B′
i(x0), (B.28)

[M ]i,m+2 = B′
i(xm+1). (B.29)

The fact that the B-splines Bi have support only on [ti, ti+n] now implies that M is

band diagonal. For example,

Mi(xj) = δj,i+1Mi(xi+1) + δj,i+2Mi(xi+2) + δj,i+3Mi(xi+3). (B.30)

For cubic splines with uniform sample spacing, M takes the especially simple, sparse

form 

−c 0 c
b a b

b a b
b a b
∗ ∗ ∗

b a b
−c 0 c


where a = M0(x2) = 4b, b = M0(x1) = M0(x2), and c = M ′

0(x1) = −M ′
0(x3). In

particular, it follows that M is invertible. Such inversion is efficient to implement

numerically [83].
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Appendix C

Fast and Accurate Fourier Transform Algorithms

C.1 Overview of Fourier Transform Algorithms

A large literature exists on algorithms available for the integration of rapidly

oscillatory functions. A particularly useful survey can be found in [77]. As intro-

duction, we briefly discuss four classes of Fourier transform algorithms.

Discrete Fourier Transform - Consider a continuous function g on R whose

values gj are known at a set of sampling points xj: gj = g(xj) for xj = jh, j ∈ Z.

The truncated discrete-time Fourier transform (DTFT) of the values {gj} is given

by [90]

DTFT{gj}(k) = h
N∑

j=−N

gje
−ikhj, (C.1)

where we have included the factor h so that

DTFT{gj} →
√

2πF [g] (C.2)

in the limit h → 0 and N → ∞, provided the Fourier integral F [g] of the function

g converges. The DTFT therefore approximates the Fourier transform of g by a

Riemann sum. To see the effect of this approximation, we may relate (C.1) to the

continuous Fourier transform as follows.

The DTFT differs from the true Fourier transform due to the effects sampling g

only at the set of values xj = jh and truncating the Fourier integral over some finite
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interval [−L,L]. To examine these effects, define the sampling function (actually a

tempered distribution),

∆(x) =
∞∑

j=−∞

hδ(x− jh), (C.3)

whose Fourier transform exists (in the sense of distributions) and is given by [90]

F [∆](k) =
√

2π
∞∑

j=−∞

δ

(
k − 2πj

h

)
. (C.4)

We also consider the window function χ and its Fourier transform, given by the pair

χ(x) =


1 if −L < x < L

0 otherwise

↔ 2L√
2π

sinc(kL). (C.5)

Here we have defined the function sinc as

sinc(x) =
sin x

x
. (C.6)

Now the effects of sampling and truncation can be understood as resulting from the

convolution of the true Fourier transform F [g] with the Fourier transforms of ∆ and

χ. To see that this is the case, note that in the time domain

g(x)∆(x)χ(x) = g(x)χ(x)
∞∑

j=−∞

hδ(x− jh) = χ(x)
∞∑

j=−∞

g(xj)hδ(x− jh)

= h
N∑

j=−N

gjδ(x− jh), (C.7)

where N is the largest integer such that hN ≤ L. Then we have

F [g] ? F [∆] ? F [χ] = F [g∆χ] =
1√
2π

∫ ∞

−∞
h

N∑
j=−N

gjδ(x− jh)eikxdx

=
h√
2π

N∑
j=−N

gje
ikxj =

1√
2π
DTFT{gj}. (C.8)
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Thus, the DTFT approximation generates the exact Fourier transform of the func-

tion (C.7), treating the function g as a sequence of delta-function peaks. The effect

of convolution with the sampling function (C.4) has been to introduce aliasing of

high frequencies; the spectrum becomes periodic with period 2π/h. The effect of

convolution with the window function is to introduce spectral spreading and leakage,

resulting from the width and side-lobe characteristics of the sinc function (C.5). A

primary goal of signal analysis [90] is to minimize these effects by using well-behaved

interpolating functions and choosing alternative forms of the window function χ.

Truncated series of orthogonal polynomials - Another approach is to approxi-

mate the function g as a truncated series of orthogonal polynomials over the interval

of interest, using the sampled values gj. This leads to a single polynomial of high

degree, whose Fourier transform may be computed exactly. The use of Legendre

and Chebyshev polynomials is explored in [80],[81]. These techniques have the ad-

vantage that the interpolating function is smooth; derivatives exist to all orders. As

a result, the aliasing problem is minimized due to the attenuation of high frequen-

cies. However, the derivatives computed using a single polynomial fit are poorly

approximated, and the polynomial need not converge to g as the stepsize goes to

zero [70].

Integration between zeros - In this technique [77], the zeros of the oscillatory

part of the integrand are located, a ≤ x1 < x2 < ... < xp ≤ b and each subintegral is

evaluated by a standard (Gaussian quadrature-type) integration rule. This requires

that samples of g be available between zeros of sin(kx) and cos(kx), which fails for

frequencies near or above the sampling frequency. The number of sampled values
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required is often unavailable.

Piecewise approximation by low degree polynomials on the integration interval.

- In this technique, the function g is approximated by piecewise polynomials, and

the Fourier integral over each subinterval is evaluated exactly. These techniques

include Filon’s rule [78], the Filon-trapezoidal rule [82], the Filon-spline rule [79],

and an extension to higher degree by Marsden and Taylor [82]. We are particularly

interested in the case when the interpolating function is a polynomial spline, which

allows one to bound the error appearing in some number of derivatives. Information

about these derivatives is therefore reflected accurately in the appropriate part of

the spectrum, and the first few derivatives may be reconstructed accurately from

the computed spectrum. In addition, the effect of aliasing is minimized due to the

attenuation of high frequency values of the spectrum.

C.2 Statement of the Problem

Let g : R → C be a function whose values are known at a set of equidistant

sampling points tj = jh, j ∈ Z. If g is provided on a set of sample points that does

not include 0, but values are available at some tj +a with a ∈ R, we consider instead

the function ga defined by ga(t) = g(t−a). We write the samples as {gi : i = 1, ..., N}

with gj = g(tj) for tj = jh, j ∈ Z. We are in general interested in computing

ĝ(k) = F [g](k) =

∫ ∞

−∞
g(t)eiktdt, (C.9)
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where we drop the factor
√

2π here for convenience. In particular, we are interested

in the finite sine and cosine integrals

∫ b

a

g(x) cos(kx)dx and (C.10)∫ b

a

g(x) sin(kx)dx. (C.11)

These are the real and imaginary parts, respectively, of the finite Fourier integral

FB[g](k) =
∫ b

a
g(x)eikxdx. Note that the Fourier transform and the finite Fourier

integral are related by FB(f) = F(fχB) = F(f) ∗ F(χB), where χB is the charac-

teristic function of the interval B = [a, b]. The results below will apply in the finite

case provided that we choose gi = 0 for all i such that ti lies outside the interval

[a, b].

In general, the information provided by the sample values {gi} alone is in-

sufficient to determine the above integrals uniquely. To see how much information

is lost by sampling, we construct the set Ω of all possible spectra of g as follows.

(We follow a remark of [87].) Given a function ŝ : R → C in L1(R), we define a

corresponding “aliased” function ŝA on the interval B = [−π
h
, π

h
] by

ŝA(k) =
∞∑

n=−∞

ŝ

(
k +

2π

n

)∣∣∣∣∣
B

, (C.12)

where the sum converges to an element in L1(B). Given two functions ŝ and q̂ in

L1(R), we say that ŝ is equivalent to q̂ if and only if ŝA(k) = q̂A(k) for all k ∈ B.

Aliasing Theorem 1. Let ŝ be any function in L1(R) satisfying

gn = F−1[ŝ](tn) =
1

2π

∫ ∞

−∞
eiktj ŝ(k)dk (C.13)
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for all n. Let [ŝ] be the equivalence class containing ŝ. Then the set Ω of absolutely

integrable spectra whose inverse Fourier transforms attain the values gn at the sample

points tn is given by Ω = [ŝ].

Lemma 1. Given any frequency k ∈ R we may write

eiktn = eiknh = ei(k+2πm/h)nh = eikAtn (C.14)

for all tn where kA = k + 2πm/h. We may choose the unique value of kA satisfying

−π
h
≤ kA ≤ π

h
, by an appropriate choice of m ∈ Z. We refer to kA as the principal

alias of k. Similarly we refer to kc = π
h

as the Nyquist frequency, and B = [−kc, kc]

as the Nyquist band. Thus, for all k ∈ R there exists a unique kA ∈ B.

Proof of Aliasing Theorem. Let q̂ ∈ [ŝ]. Then we know that q̂A(k) = ŝA(k) for all

k ∈ B, so that ∫
B

eiktq̂A(k)dk =

∫
B

eiktŝA(k)dk (C.15)

for all t. Now for all tj,∫
B

eiktj q̂A(k)dk =
∞∑

n=−∞

∫ kc

−kc

eikAtj q̂(k + 2πn/h)dk

=
∞∑

n=−∞

∫ kc

−kc

ei(k+2πn/h)tj q̂(k + 2πn/h)dk

=
∞∑

n=−∞

∫ kc

−kc

ei(k+2nkc)tj q̂(k + 2nkc)dk

=
∞∑

n=−∞

∫ kc+2nkc

−kc+2nkc

eiktj q̂(k)dk =

∫ ∞

−∞
eiktj q̂(k)dk. (C.16)

An identical argument shows that

∫
B

eiktj ŝA(k)dk =

∫ ∞

−∞
eiktj ŝ(k)dk. (C.17)
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Therefore,

F−1[q̂](tj) =
1

2π

∫ ∞

−∞
eiktj q̂(k)dk =

1

2π

∫
B

eiktj q̂A(k)dk

=
1

2π

∫
B

eiktj ŝA(k) =
1

2π

∫ ∞

−∞
eiktj ŝ(k)dk = g(tj), (C.18)

so q̂ is a possible spectrum of g and q̂ ∈ Ω. Now given p̂ ∈ Ω, we show p̂ ∈ [ŝ]. Note

that

g(tj) =
1

2π

∫ ∞

−∞
eiktj p̂(k)dk =

1

2π

∫
B

eiktj p̂A(k)dk and (C.19)

g(tj) =
1

2π

∫ ∞

−∞
eiktj ŝ(k)dk =

1

2π

∫
B

eiktj ŝA(k)dk, (C.20)

so that ∫
B

eiktj p̂A(k)dk =

∫
B

eiktj ŝA(k)dk (C.21)

for all tj. It remains to show that p̂A(k) = ŝA(k) for all k ∈ B. Define θ = kh so

g(tn) =

∫ π/h

−π/h

eiktn p̂A(k)dk =
1

h

∫ π

−π

eiθtn/hp̂A(θ/h)dθ =
1

h

∫ π

−π

einθp̂A(θ/h)dθ.

(C.22)

By construction, the aliased function p̂A is periodic in k with a period of 2π/h.

It follows that p̂A(θ/h) is periodic in θ with a period of 2π, and may be written

as a Fourier series in θ. From the above result, we see that the values gn are the

corresponding Fourier coefficients, and

p̂A(θ/h) = h

∞∑
n=−∞

e−inθgn (C.23)

so that

p̂A(k) = h

∞∑
n=−∞

e−iktngn, (C.24)
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which is the DTFT of g. Therefore p̂A(k) = DTFT{gn}(k). Similarly, ŝA(k) =

DTFT{gn}(k) = p̂A(k) and p̂ ∈ [ŝ], as desired. Thus we’ve shown that Ω = [ŝ],

where we may take ŝ to be the restriction of the DTFT to the Nyquist band,

ŝ = DTFT{gn} |B.

Sampling Theorem 1. Suppose the spectrum of g is bandlimited. That is, suppose

that the support of ĝ is contained in the Nyquist band B corresponding to the samples

{gi : i = 1, ..., n}. Then the spectrum of g is uniquely determined by these samples.

Proof. Let q̂ ∈ Ω be some potential spectrum of g, and suppose that q̂ is bandlimited

to B. Then q̂(k) = 0 for k < −kc or k > kc so

q̂(k) =
∞∑
−∞

q̂(k + 2nkc) = q̂A(k) = ŝA(k) = ŝ(k) = DTFT{gn} (C.25)

for all k ∈ B. Thus q̂ = ŝ and Ω contains only one bandlimited element. Therefore

the spectrum of g is uniquely determined. In addition, g itself is uniquely determined

from its samples, and it can be shown that g(t) =
∑∞

−∞ g(tn) sinc(kct− nπ).

Note that the construction of Ω assumes no information about the sampled

function g, other than its values at a set of equidistant sampling points. As shown

in the introduction, the discrete Fourier transform assumes that g is a distribution

consisting of delta-function peaks at the sampled points {xi}. In many cases, how-

ever, additional information about the function g is available. Our goal is to select

from Ω a representative that 1) is consistent with all available information about

the function g, and 2) can be implemented in a reasonable algorithm. One piece of

information that is commonly available is the continuity class of g. We note that
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the continuity class of g is reflected in the asymptotic behavior of its spectrum. In

particular, the spectrum of any smooth function f ∈ C∞ falls off faster than any

power of k.

Theorem 1. [77] Let g ∈ Cn[a, b]. Then, using integration by parts,

I(s) =

∫ b

a

eisxg(x)dx = eisb

n−1∑
k=0

ik−1g(k)(b)s−k−1 − eisa

n−1∑
k=0

ik−1g(k)(a)s−k−1

+ (−is)−n

∫ b

a

eisxg(n)(x)dx. (C.26)

Corollary 1. [77] Let g ∈ Cn[a, b], and suppose that g(k) → 0 as |x| → ∞ for each

k = 0, 1, ..., n− 1. Suppose also that
∫ b

a
|g(n)(x)|dx <∞. Then

I(s) =

∫ ∞

−∞
eisxg(x)dx = (−is)−n

∫ ∞

−∞
eisxg(n)(x)dx. (C.27)

Our objective is to construct a spectrum with tightly bound error for high

frequencies that allows accurate extraction of derivatives. The solution is to ap-

proximate g by some φ with similar smoothness properties, and then take F [φ] to

approximate F [g]. As a bonus, ensuring differentiability of the interpolant provides

preliminary smoothing of noise present in the original sampled data. For this pur-

pose, we consider polynomial splines in St,n of degree n− 1. These are discussed in

Appendix B. Recall that Ŝt,n is the image of St,n under the Fourier transform. For

a given set of samples {gi}, the approximate Fourier spectra we consider will then

lie in the subspace Ω ∩ Ŝt,n.
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C.3 Properties of the Space of Approximated Spectra

Consider the set Ω of approximated spectra for a set of samples {gi} introduced

in Section C.2. We note from the definition that Ω is a linear space if and only if

gj = 0 for all j. We are interested in the properties of this set, and in particular the

space Ω ∩ Ŝt,n. We will see that this is a translation of a linear space of dimension

n− 2. We consider here the cubic case n = 4.

Note that we may write the spline space as a direct sum St,n = SD ⊕ SI ,

where the independent subspaces SD and SI are given by SD = Span{α, β} and

SI = Span{γi}m+1
i=0 . This allows us to separate that part of the space due to the

values at the sample points from that part due to the boundary conditions. Note

that SD contains all splines that vanish at the knots, and SI contains all splines

with boundary conditions of vanishing derivative at both ends. Similarly, we may

decompose the image space Ŝt,n = ŜD ⊕ ŜI , where ŜD = F(SD) and ŜI = F(SI).

Then each φ ∈ Ŝt,n can be written uniquely as φ = φI + φD, where φI ∈ ŜI and

φD ∈ ŜD. We show the following.

Theorem 1. There exists a unique v ∈ ŜI such that Ω∩ ŜI = {v}. If gj = 0 for all

j, then v = 0.

Proof. We construct the element v. Consider first those splines in SI . By construc-

tion, the set (γ0, γ1, ...γm+1) forms an ordered basis for SI . For a given spline f ,

the coordinates in this basis are the values fi = f(xi). Let β be the unique spline

in SI given by the coordinates βi = g(xi) defined by the sample values of g for

i = 0, ...,m+ 1. Define v = F(β). Then v ∈ Ω since F−1[v](xi) = β(xi) = gi for all
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i. Also, v ∈ ŜI so v ∈ Ω ∩ ŜI . We now demonstrate uniqueness. Suppose also that

v′ ∈ Ω ∩ ŜI . We have F−1(v′) ∈ SI . Let β′ = F−1(v′). Then β′ has coordinates

β′i = β′(xi) for all i. Since v′ ∈ Ω, gi = F−1[v′](xi) = β′(xi) = β′i for all i. Thus,

β′ = β and v′ = F(β′) = F(β) = v. In the case that gj = 0 for all j, we see that

β = 0 is the unique spline in SI with β(xj) = 0 for all j, and v = F(β) = 0.

Theorem 1. Suppose α ∈ Ŝt,n with α = αD + αI . Then α ∈ Ω iff αI ∈ Ω.

Proof. Suppose α ∈ Ŝt,n with α = αD + αI . We first prove the forward implication.

Suppose α ∈ Ω and let β = F−1(α) ∈ St,n. We write β = βI +βD, where βI ∈ SI and

βD ∈ SD. Since α ∈ Ω, gi = F−1[α](xi) = β(xi) for all i. Since βD ∈ SD we have that

βD(xi) = 0 for all i. Therefore, β(xi) = (βI +βD)(xi) = βI(xi)+βD(xi) = βI(xi) = gi

for all i. Thus it follows that F(βI) = αI ∈ Ω. Conversely, suppose that αI ∈ Ω.

Define βI = F−1(αI) and βD = F−1(αD). Since gi = F−1[αI ](xi) = βI(xi) =

βI(xi) + βD(xi) = β(xi), we have that α = F(β) ∈ Ω.

Theorem 1. Ω ∩ Ŝt,n = ŜD + v = {αD + v : αD ∈ ŜD}, where v is the unique

element in Ω ∩ ŜI .

Proof. Let α ∈ Ω∩ Ŝt,n. We write α = αI +αD where αI ∈ ŜI and αD ∈ ŜD. By the

previous result, αI ∈ Ω. Therefore αI ∈ Ω ∩ ŜI and it follows that αI = v. Thus,

α ∈ ŜD + v. Conversely, suppose α ∈ ŜD + v, so α = αI + v for some αI ∈ ŜI .

Clearly α ∈ Ŝt,n, and it follows from the previous result that α ∈ Ω. Thus we have

shown that Ω ∩ Ŝt,n = ŜD + v.

In the special case that gi = 0 for all i, we have v = 0 and Ω ∩ Ŝt,n = ŜD, a

linear space. We see that in general Ω ∩ Ŝt,n ∈ Ŝt,n/ŜD. The equivalence relation
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on Ŝt,n defined by Ŝt,n/ŜD is exactly that appearing in the Aliasing Theorem, and

v is the representative in Ŝt,n/ŜD corresponding to the values {gi}.

C.4 Development of Filon-Spline Formulae

We now turn to the explicit formulae used in computing the finite sine and

cosine integrals as promised in Section C.2. Beginning with the result of Section

C.3.2, we see that this involves computing the finite sine and cosine integrals of the

approximating spline basis functions. For comparison, we first present a simpler

related result of approximation using piecewise-quadratic interpolation.

C.4.1 Filon’s Formula

Filon’s formula [78] is obtained by fitting a quadratic to each double interval

[x2j−2, x2j], where j = 0, ..., n, using the three available sample values at the knots

x2j−2, x2j−1, and x2j. The interpolating function is therefore continuous, but no

attempt is made to enforce continuity of the derivatives at the points x2j. The

interpolating function is therefore not an element of the quadratic spline space St,3.

Explicit integration of the finite Fourier transform gives the Filon formulae (see
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[22]):

∫ b

a

g(x) cos(kx)dx = h[α(θ)(g2n sin(kx2n)− g0 sin(kx0)) (C.28a)

+ β(θ)C2n + γ(θ)C2n−1],∫ b

a

g(x) sin(kx)dx = h[α(θ)(g0 cos(kx0)− g2n cos(kx2n)) (C.28b)

+ β(θ)S2n + γ(θ)S2n−1],

where we use the notation θ = hk. The first two terms on the right side of (C.28a)

and the first two terms on the right side of (C.28b), known as endpoint terms,

appear due to the fact that the function is nonvanishing at the endpoints of the

integration interval. That is, the choice of a rectangular window for the Fourier

transform ensures that the above integrals provide the Fourier transform of a func-

tion which is discontinuous at the two endpoints x0 = a and x2n = b. These endpoint

contributions therefore fall off as 1/θ.

The primary contribution is from the last two terms, consisting of even and

odd discrete Fourier transforms given by

C2n =
n∑

i=0

g2i cos(kx2i)−
1

2
[g2n cos(kx2n) + g0 cos(kx0)], (C.29a)

S2n =
n∑

i=0

g2i sin(kx2i)−
1

2
[g2n sin(kx2n) + g0 sin(kx0)], (C.29b)

C2n−1 =
n∑

i=1

g2i−1 cos(kx2i−1), (C.29c)

S2n−1 =
n∑

i=1

g2i−1 sin(kx2i−1). (C.29d)

Note that each term is multiplied by an attenuation function α, β, or γ, where the
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attenuation functions are given by:

α(θ) =
1

θ
+

sin(2θ)

2θ2
− 2 sin2(θ)

θ3
, (C.30a)

β(θ) = 2

(
1 + cos2(θ)

θ2
− sin(2θ)

θ3

)
, (C.30b)

γ(θ) = 4

(
sin(θ)

θ3
− cos(θ)

θ2

)
. (C.30c)

The function α given above determines the asymptotic behavior of the endpoint

terms of (C.28), and therefore falls off as 1/θ. However, the attenuation functions β

and γ given above ensure that the contributions of the discrete Fourier transforms

Cm and Sm in (C.28) are not periodic, but fall off asymptotically as 1/θ2. This is

what we would expect due to the continuity of the interpolating function on the

interval (a, b). Note the strong contrast with methods which use a Fast Fourier

Transform, which produces a spectrum that is periodic in k (and therefore in θ),

resulting in the associated aliasing [85].

C.4.2 Filon-spline Formula

To construct the Filon-spline formula, we choose from the space St,4 the unique

cubic spline φ representing the function g, as given in (B.20), obtained by imposing

the boundary conditions φ′(a) = g′(a) and φ′(b) = g′(b). The result may be written

in terms of the basis functions α̂, β̂, and γ̂ for i = 1, . . . ,m introduced in Appendix

B. To determine explicit integration formulas, the spline difference equation (B.19)

must be solved for the second derivative values of φ at the knot points xj for j =

0, . . . , N . In fact, only the values at the two endpoints are required, which we denote
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M0 = φ′′0 and MN = φ′′N . Explicit evaluation gives (see [79]):

∫ b

a

g(x) cos(kx)dx = h{(αgN − βh2MN) sin(kb)− (αg0 − βh2M0) sin(ka)

+ (
ε

2
gN + δhg′N) cos(kb) + (

ε

2
g0 − δhg′0) cos(ka) + ε

N−1∑
i=1

gi cos(kxi)},

(C.31a)∫ b

a

g(x) sin(kx)dx = h{−(αgN − βh2MN) cos(kb) + (αg0 − βh2M0) cos(ka)

+ (
ε

2
gN + δhg′N) sin(kb) + (

ε

2
g0 − δhg′0) sin(ka) + ε

N−1∑
i=1

gi sin(kxi)}.

(C.31b)

Define κ = 1− 2
3
sin2 θ

2
. We have the attenuation functions:

α =
1

θ
−

4 sin2 θ
2

κθ4
sin(θ), (C.32a)

β =
1

θ3
− sin(θ)

κ(θ4)
, (C.32b)

δ =
1

θ2
−

4 sin2 θ
2

κθ4
, (C.32c)

ε =
16 sin4 θ

2

κθ4
. (C.32d)

Note that the discrete-time Fourier transforms appearing in (C.31) are attenuated

by the function ε, which decays as 1/θ4 due to the continuity of the first two deriva-

tives of the splines in St,4. We therefore expect greater suppression of aliasing in

comparison with the result of Section C.4.1.

C.5 Discussion of Global Error Bounds

The asymptotic behavior of the spectra resulting from the use of the integra-

tion formulas (C.28,C.31) may be investigated as follows. As discussed previously,
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the endpoint terms (those containing the attenuation factor α) result from discon-

tinuities of the interpolating function at the endpoints, which occur due to trun-

cating the Fourier integral over a finite interval. This idea may be extended also

to higher-order derivatives. Let ∆s
(d)
j denote the value of a jump discontinuity in

the dth derivative of the interpolating polynomial s at the sampling point xj. In

Filon’s formula, for example, such discontinuities appear in the first derivative. The

asymptotic behavior of the Filon spectrum may be seen in the expression:

∫ b

a

s(x)eikxdx =
i

k
(s0e

ika− sne
ikb)− 1

k2

n/2−1∑
j=0

∆s′2je
ikx2j − i

k3

n/2−1∑
j=0

∆s′′2je
ik2j , (C.33)

where s is piecewise quadratic on the double intervals [x2j−2, x2j], j = 0, 1, · · · , n/2.

Similarly, the asymptotic behavior of Filon-spline spectrum may be seen in the

expression:

∫ b

a

s(x)eikxdx =
i

k
(s0e

ika − sne
ikb)− 1

k2
(s′0e

ika − s′ne
ikb)− i

k3
(s′′0e

ika − s′′ne
ikb)

+
1

k4

n−1∑
j=0

∆s′′′j e
ikxj , (C.34)

where s ∈ St,4 is a cubic spline. Each of these expressions may be verified using

successive integration by parts. As a result of this asymptotic behavior, we expect

the error appearing in the Fourier transform of a smooth function computed using

(C.28) or (C.31) to decay at a similar rate, allowing us to provide a global bound

on the error that is valid for all frequencies k. These bounds may be determined by

noting that the error in the resulting spline interpolant on each subinterval [xk, xk+1]

is bounded by [10]:

g(x)− s(x) =
h4

24
λ2(1− λ)2g(4)(xk) +O(h5), (C.35)
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where λ = (x − xk)/h so that 0 ≤ λ ≤ 1. Using this result on each subinterval

allows us to obtain local errors for the Fourier integral, which we sum to obtain a

global error bound for the error E in the Filon-spline formula (C.31):

E(θ) = −h
5

θ2

[
i

θ3
(eiθ − 1) +

1

2θ2
(eiθ + 1) +

i

12θ
(1− eiθ)

]N−1∑
n=0

g(4)
n eikxn +O(h5)

= −h
4

θ2

[
i

θ3
(eiθ − 1) +

1

2θ2
(eiθ + 1) +

i

12θ
(1− eiθ)

]
DTFT{g(4)

n }+O(h5).

(C.36)

Note that the error is of order h4 and decays as 1/θ3, where θ = kh. This occurs due

to the behavior of the difference g−s at the endpoints of the integration interval [a, b].

Note that, on the open interval (a, b), the function g − s has continuous first and

second derivatives, and we would expect the error to decay as 1/θ4. In addition,

the spline s is chosen to be that unique interpolating cubic spline satisfying the

boundary conditions s(a) = g(a), s(b) = g(b), s′(a) = g′(a), and s′(b) = g′(b) at the

endpoints a and b. It follows that the function g− s and its first derivative are also

continuous at the endpoints. However, s′′(a) 6= g′′(a) and s′′(b) 6= g′′(b) in general,

so that the second derivative of g − s is discontinuous at the points a and b. The

total error therefore decays as 1/θ3.

C.6 Implementation

The procedure described in the previous section has been implemented in a

Fortran-90 routine for extracting high-precision Fourier integrals. The routine re-

quires boundary conditions on the derivatives g′0 and g′N , which are used, together

with the samples {gj}, to solve (B.19) via the Numerical Recipes routine spline [91].
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The resulting values M0 and MN , as described in the previous section, are used in

(C.31) to compute the desired Fourier integrals. The discrete-time Fourier trans-

forms appearing in (C.31) are evaluated using a Fast Fourier Transform algorithm,

producing the values of the DTFT at a uniformly spaced sequence of frequencies in

the Nyquist band [−π/h, π/h]. These results are used, together with the periodicity

of the discrete Fourier transform, to compute the desired integrals for frequencies

k which lie outside the Nyquist band. Thus, our Filon-spline Fourier transform

algorithm has the same intrinsic speed as the discrete Fast Fourier Transform.

The procedure has been benchmarked by computing the Filon-spline integrals

of cubic polynomials on various intervals. The known value of these integrals may

be compared with those obtained using (C.31), and we find agreement to 10−12, as

expected. In addition, the error resulting in the case of quartic and sixth degree

polynomials of the form 1 − x4 and 1 − x6 has been investigated on the interval

[−1, 1]. The results are shown in Fig. C.1, together with estimated error bounds.

The dotted line in each figure of Fig. C.1 is obtained by taking the absolute value of

(C.36) with the O(h5) terms set to zero, which is used together with the inequality

|DTFT{g(4)
n }| ≤ (b− a) max

k
|g(4)

n |, (C.37)

to approximately bound the absolute error. Note that here a = −1 and b = 1. The

resulting bound is plotted together with the absolute error in the Fourier cosine

integral (C.10) as computed using the Filon-spline algorithm of (C.31). Note the

tightening of the bound as k →∞. For some values of k, the bound is exceeded by

terms of O(h5), as expected.
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Finally, we demonstrate in Figs. C.2-C.4 the use of the Filon-spline algorithm

in extracting derivatives using the relation

F
[
∂ng

∂xn

]
= (ik)nF [g]. (C.38)

Because the first and second derivatives of an interpolating cubic spline converge

uniformly to the derivatives of the true function as h→ 0 (see [10]), we expect the

use of (C.38) to produce corresponding derivatives of high accuracy. Indeed, we

see that this occurs through derivatives of third order, where convergence occurs

at all points except along the discontinuities at the endpoints (see Fig. C.3). In

Fig. C.4, we see that the approximation (C.38) is not valid for derivatives of fourth

order. This occurs because the fourth derivatives of the interpolating spline fail to

exist at the joins. In particular, the third derivative of the interpolating spline is

discontinuous at the sampling points xi, i = 1, . . . , n. Thus, the fourth derivative,

when taken as a distribution, consists of a sequence of delta-function peaks at the

points xi. The approximation of these peaks is apparent in Fig. C.4. As a result,

the information about derivatives of g that may be obtained using (C.38) is confined

at best to the first three derivatives.
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Figure C.1: Error in the Fourier cosine integral of the polynomials 1−x4 (upper) and

1−x6 (lower) computed using the Filon-spline algorithm. The integral is computed

on the interval [−1, 1] using 10 uniformly distributed values. Dotted curves represent

the error bound (C.36).
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Figure C.2: Derivatives of the global basis function γ4 of (B.20) as extracted using

the Filon-spline algorithm. Here seven sampling points are uniformly distributed

in the interval [−5, 5]. The function γ4 takes the value 1 at the point z = 0, and

vanishes at the other 6 sample points. (Upper) The function γ4. (Lower) First

derivative γ′4.
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Figure C.3: Derivatives of the global basis function γ4 as extracted using the Filon-

spline algorithm. (Upper) Second deriviative γ′′4 . (Lower) Third derivative γ
(3)
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Appendix D

Mathieu Functions

D.1 Definition and Properties

The separation of variables in the Helmholtz equation (∇2 − k2)Ψ = 0 leads

to the following equations in elliptic cylindrical coordinates:

d2V
dv2 + [λ− 2q cos(2v)]V = 0, (D.1)

d2U
du2 + [λ− 2q cosh(2u)]U = 0, (D.2)

where q = −k2f2

4
. The first is known as Mathieu’s equation, and the the second is the

modified Mathieu equation. (See [20],[21],[22].) The theory of Mathieu’s equation

and its solutions have found increasing application in accelerator physics, where it

is a canonical model of parametric resonance [30]. In atomic optics, solutions are

wavefunctions for a particle in a sinusoidal potential. For a detailed application to

solutions in an optical lattice, see [27].

Note that equation (D.1) is periodic, invariant under v → v + nπ for all integer

n. It follows from Floquet’s theorem that there exist one or more solutions of the

form wµ(v, q) = eiµvw(v), where w is a function of v with period π and the parameter

µ, known as the characteristic exponent, depends on the parameters q and λ, but not

on the independent variable v. A second solution is given by w−µ(v, q) = wµ(−v),

with w−µ(v) = e−iµvw(−v). If µ is not an integer, then these two Floquet solutions
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are linearly independent and span the space of solutions to (D.1). Of particular

interest are the linear combinations

ceµ(v, q) =
1

2
[wµ(v, q) + w−µ(v, q)] (D.3)

seµ(v, q) =
1

2i
[wµ(v, q)− w−µ(v, q)] . (D.4)

In the case that µ is an integer, it is readily seen that each Floquet solution becomes

periodic with period π (for µ even) or 2π (for µ odd). Furthermore, the solutions wµ

and w−µ become multiples, and we have one of the two cases ceµ(v, q) → wµ(v, q),

seµ(v, q) → 0 or ceµ(v, q) → 0, seµ(v, q) → iw−µ(v, q). For each integer µ and

q 6= 0, there are two sets of parameters λc and λs such that the Floquet solution of

(D.1) has characteristic exponent µ, corresponding to the solutions (D.3) and (D.4),

respectively.

We are interested here in solutions to Mathieu’s equation (D.1) periodic in

the variable v with period 2π, obtained as (λ, q) → µ = n for integer n. These are

eigenfunctions of the self-adjoint operator

M = − d2

dv2
− 2q cos (2v) (D.5)

which we take to act on the space H = L2(−π, π) with the periodic boundary con-

dition f(−π) = f(π). For each q the operator M has a countably infinite spectrum

of eigenvalues λn, called characteristic values, which we may index by the value of

the corresponding characteristic exponent µ = ... − 2,−1, 0, 1, 2, .... It is useful to

write the space H as the orthogonal direct sum H = H+
0 ⊕H+

1 ⊕H−
0 ⊕H−

1 , where

the superscripts ± indicate the set of functions symmetric and antisymmetric with
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respect to v = 0, and the subscripts 0, 1 indicate the set of functions symmetric and

antisymmetric with respect to v = π/2. Then M leaves each subspace invariant,

and can be similarly decomposed with the action of M in each subspace being again

self-adjoint [29]. We obtain four classes of eigenfunctions, corresponding to the four

subspaces

H+
0 : λ0, ce0, and λ+n, cen, n = 2, 4, 6, ... (D.6)

H+
1 : λ+n, cen, n = 1, 3, 5, ... (D.7)

H−
0 : λ−n, sen, n = 1, 3, 5, ... (D.8)

H−
1 : λ−n, sen, n = 2, 4, 6, ... (D.9)

Those eigenfunctions in H+
0 are even in v, symmetric about v = π/2, and hence

have period π. Similarly, those in H+
1 are even in v, antisymmetric about v = π/2,

and have period 2π, etc. We have associated the characteristic exponent µ = n with

that value of λ corresponding to solutions even in v. Similarly, we associate µ = −n

with the second value of λ, corresponding to solutions odd in v. To conform with

standard notation we now write a0 = λ0, an = λn and bn = λ−n for n = 1, 2, 3, ....

The Mathieu functions ce3 and se3 are illustrated in Fig. D.1 for a range of values

of the parameter q.

In accord with our desire for periodicity, we search for solutions to (D.1) of

the form [20]

cem(v, q) =
∞∑

n=0

Am
n (q) cosnv, (D.10a)

sem(v, q) =
∞∑

n=0

Bm
n (q) sinnv. (D.10b)
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Figure D.1: The Mathieu functions ce3 (upper) and se3 (lower) illustrated for q =

1.0, 3.0, 5.0, and 7.0 on the interval [−π, π]

233



This Ansatz results in four sets of decoupled recursion relations for the Fourier

coefficients Am
n and Bm

n . These expressions take the form (see [20]):

λA2r
0 − qA2r

2 = 0, (D.11a)

(λ− 4)A2r
2 − q(2A2r

0 + A2r
4 ) = 0,

(λ− (2k)2)A2r
2k − q(A2r

2k−2 + A2r
2k+2) = 0;

(λ− 1− q)A2r+1
1 − qA2r+1

3 = 0, (D.11b)

(λ− (2k + 1)2)A2k+1
2k+1 − q(A2r+1

2k−1 + A2r+1
2k+3) = 0;

(λ− 1 + q)B2r+1
1 − qB2r+1

3 = 0, (D.11c)

(λ− (2k + 1)2)B2r+1
2k+1 − q(B2r+1

2k−1 +B2r+1
2k+3) = 0;

(λ− 4)B2r+2
2 − qB2r+2

4 = 0, (D.11d)

(λ− (2k + 2)2)B2r+2
2k+2 − q(B2r+2

2k +B2r+2
2k+4) = 0.

Solutions for the Fourier coefficients Am
n with n = 0, 1, 2, · · · exist only for a single

characteristic value denoted λ = am, while solutions for the coefficients Bm
n with n =

0, 1, 2, · · · exist only for the characteristic value λ = bm. (Note that am and bm will

depend on the parameter q.) Requiring that the recursion relations above be satisfied

provides a transcendental equation for the values λ(q) = am(q) or λ(q) = bm(q).

The relations (D.11), together with an appropriate normalization, are sufficient to

determine the Fourier coefficients uniquely. Here we choose the normalization such
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that

1

π

∫ 2π

0

ce2
m(v, q)dv =

1

π

∫ 2π

0

se2m(v, q)dv = 1. (D.12)

The periodic Mathieu functions are complete on the interval [−π, π], and each

of the four classes is complete in its own subspace Hα
j , j = 0, 1, α = ±. To

investigate this further, suppose we consider the following functions of v ∈ [−π, π]

for fixed q:

fE
n (v) =

1√
π
cen(v, q), (D.13)

fO
n (v) =

1√
π
sen(v, q), (D.14)

gE
n (v) =

1√
π

cos(nv), n 6= 0, (D.15)

gO
n (v) =

1√
π

sin(nv), (D.16)

gO
0 (v) =

1√
2π
. (D.17)

Each of {fE
j , f

O
k } and {gE

j , g
O
k } forms a complete orthonormal set on L2[−π, π]. We

may then write, using the standard inner product,

A
(2n)
0 (q) =

1√
2
(fE

n , g
E
0 ), (D.18)

A(n)
r (q) = (fE

n , g
E
r ), n 6= 0, (D.19)

B(n)
r (q) = (fO

n , g
O
r ), (D.20)
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for all values of the parameter q, together with the completeness identities

∞∑
n=0

A
(n)
j (q)A

(n)
k (q) = δjk(1−

1

2
δj0), (D.21)

∞∑
n=0

B
(n)
j (q)B

(n)
k (q) = δjk, (D.22)

2A
(j)
0 A

(k)
0 +

∞∑
r=1

A(j)
r (q)A(k)

r (q) = δjk, (D.23)

∞∑
r=1

B(j)
r (q)B(k)

r (q) = δjk. (D.24)

These relations are useful for understanding the behavior of the coefficients Am
n , Bm

n ,

which appear in the kernels Λr
n and in the Mathieu-Bessel relations (Section D.2).

As a final remark, we note the following symmetries of solutions under q → −q (see

[20]):

a2r(−q) = a2r(q), (D.25)

a2r+1(−q) = b2r+1(q), (D.26)

b2r(−q) = a2r+1(q), (D.27)

b2r+2(−q) = b2r+2(q); (D.28)

A2r
2k(−q) = (−1)k+rA2r

2k(q), (D.29)

A2r+1
2k+1(−q) = (−1)k+rB2r+1

2k+1(q), (D.30)

B2r+1
2k+1(−q) = (−1)k+rA2r+1

2k+1(q), (D.31)

B2r+2
2k+2(−q) = (−1)k+rB2r+2

2k+2(q); (D.32)
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ce2r(v,−q) = (−1)rce2r(π/2− v, q), (D.33)

ce2r+1(v,−q) = (−1)rse2r+1(π/2− v, q), (D.34)

se2r+1(v,−q) = (−1)rce2r+1(π/2− v, q), (D.35)

se2r+2(v,−q) = (−1)rse2r+2(π/2− v, q). (D.36)

D.1.1 General Solutions

The associated solutions of the Modified Mathieu Equation regular at the

origin are given by

Cem(u, q) = cem(iu, q) for λ = am, (D.37)

Sem(u, q) = −isem(iu, q) for λ = bm, (D.38)

corresponding to characteristic values am(q) and bm(q), respectively. The general

solution to the Helmholtz equation is therefore

ψ̃(u, v, k) =
∞∑

m=0

[α(k)Cem(u, q)cem(v, q) + β(k)Sem(u, q)sem(v, q)] (D.39)

with q = −k2f2

4
.

In general, we are interested in expressing product solutions of the form

Cen(u, q)cen(v, q) and Sen(u, q)sen(v, q) in terms of homogeneous polynomials in

the Cartesian coordinates x, y where q = −k2f2

4
. Inverting coordinates to obtain

these solutions as functions of x, y requires a careful choice of branch; we obtain

inverse trigonometric functions whose arguments are roots of a quartic equation. In
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particular:

u = Re[arccosh(z)] (D.40)

= arccosh

 |x|
√

2√
1 + x2 + y2 −

√
4y2 + (−1 + x2 + y2)2

 ,
v = Im[arccosh(z)] (D.41)

= ±arccos

±
√

1 + x2 + y2 −
√

4y2 + (−1 + x2 + y2)2

√
2

 .
Note from Fig. D.2 that the function cem(v(x, y)) is not differentiable on the domain

{(x, y) : y = 0, x ∈ (−∞, f)}. Similarly, Cem(u(x, y)) is not differentiable on the

domain {(x, y) : y = 0, x ∈ [−f, f ]}. It is not obvious that a simple representation of

the power series for the product Cem(u, q)cem(v, q) exists, although the function does

appear smooth (Fig. D.3). This behavior also occurs for the functions Sem(u(x, y))

and sem(v(x, y)).

This can be compared to the cylinder case, which exhibits the same phenom-

ena. In that case we have

ρ = |z| =
√
x2 + y2, (D.42)

φ = Arg(z) = arctan
(y
x

)
,

and the functions In(kρ(x, y)), sin(nφ(x, y)), and cos(nφ(x, y)) fail to be differen-

tiable in the plane with respect to the variables (x, y). Nevertheless, the products

In(kρ) cos(nφ) and In(kρ) sin(nφ) are analytic on all of R2.

To illustrate the analyticity of the Mathieu function products in the variables

corresponding to the Cartesian coordinates x, y, we present the integral representa-
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Figure D.2: Various Mathieu functions of the coordinates (u, v) plotted in the x, y

plane.
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Figure D.3: The product Ce2(u, q)ce2(v, q) plotted as a function of cartesian coor-

dinates (x, y) in the plane.

tion given in Bateman et al. [21]:

K(x, y, a) = exp [−k(x cos a+ y sin a)], (D.43a)

Cen(u, q)cen(v, q) =
2

π
gn

c (k)

∫ 2π

0

K(x, y, a)cen(a, q)da, (D.43b)

Sen(u, q)sen(v, q) =
2

π
gn

s (k)

∫ 2π

0

K(x, y, a)sen(a, q)da, (D.43c)

where gn
c and gn

s are given in (D.72). In particular, it follows that such products are

analytic with derivatives to all orders given by

∂p+q

∂xp∂yq
Cen(u, q)cen(v, q) =

2

π
gn

c (k)(−k)p+q

∫ 2π

0

K(x, y, a) cosp(a) sinq(a)cen(a, q)da

(D.44)

where the integral on the right is guaranteed to converge since

|K(x, y, a) cosp(a) sinq(a)cen(v, q)| ≤ e|k|(|x|+|y|)|cen(a, q)| (D.45)

and the Mathieu functions are absolutely integrable on [0, 2π]. A similar expression

exists for Sen(u, q)sen(v, q) with cen(v, q) → sen(v, q) in the integrand of (D.44).
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D.1.2 Asymptotic Forms

The kernels Λr
n introduced in Section 3.4.2 are in general complicated functions

of the spatial frequency k. Understanding their behavior therefore requires appro-

priate approximate representations of the Mathieu functions in various regimes of

the parameter q = −k2f2

4
. We find it sufficient to consider two asymptotic forms for

each Mathieu function corresponding to low-frequency and high-frequency behavior.

We choose as the crossover point for a given order n the quantity qc > 0, defined

as the unique root of an(q) = 2q. We then refer to the low-frequency regime when

|q| < qc, and to the high-frequency regime when |q| > qc.

The significance of the crossover qc is illustrated in Fig. D.4. Here the char-

acteristic values an and bn are plotted for n = 0, ..., 20 and q > 0. For fixed q,

the values an(q) and bn(q) each increase with n, becoming large and positive for

large orders n. For q 6= 0, the values an and bn are distinct and do not cross with

increasing |q|. It is known [20] that near q = 0, an ∼ bn and for n ≥ 7,

an

bn
∼ n2 +

q2

2(n2 − 1)
+

(5n2 + 7)q4

32(n2 − 1)3(n2 − 4)
+O(q6/n10). (D.46)

Similarly, as q →∞, an ∼ bn+1 and

an

bn+1
∼ −2q + 2mq1/2 − (m2 + 1)2−3 − (m3 + 3m)q−1/22−7 +O(m4/q) (D.47)

where m = 2n+1. The line y = 2q is included in Fig. D.4 to illustrate the partition

of each characteristic value into low-frequency and high-frequency regimes. The

value q = qc appears to be an inflection point a′′n(qc) = 0 for each n 6= 0, and neatly

divides the asymptotic behaviors described in (D.46,D.47). Plotted in Fig. D.4 is
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also a comparison of the true value a50 with the approximations (D.46,D.47), where

the crossover qc is illustrated by the intersection with the line y = 2q.

We note that the crossover scales as qc ∝ n2. As a result, we expect the form

(D.46) to be valid in the limit q/n2 → 0, except for n ≤ 3. Similarly, we expect

(D.47) to be valid as n2/q → 0, except in a neighborhood of q ≈ 0. To quantify this

further, define the scaled parameter ã in each regime by ã = 2q/a for |q| < qc and

ã = (1/2)(a/2q + 1) for |q| > qc. It can be shown that 0 ≤ ã ≤ 1 for all q. In fact,

we have that ã → 0 as q/qc → 0, and ã → 0 as qc/q → 0. The parameter ã may

then be used to characterize the “size” of the perturbation relative to each of the

asymptotic forms.

A remarkably accurate estimate of the relative error obtained by taking the

first N terms in (D.46) is given by

εN =
an − a

(N)
n

a
(N)
n

≈
(

q√
2an

)2N

(D.48)

valid over a range of values of q and n.

D.1.2.1 Low-frequency regime |q| < qc

Near q = 0, when the perturbation ã = 2q/an << 1, we see that Mathieu’s

equation is dominated by the term containing the characteristic value, and the

equation approaches that of a harmonic oscillator V ′′ + λV = 0 with frequency
√
λ.

For q = 0, the eigenfunctions are given by cos(nv), sin(nv), corresponding to the

characteristic value λ = n2 for integer n. As q increases, the perturbed solutions are
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Figure D.4: (Upper) Characteristic values an and bn plotted versus q for q > 0,

together with the line y = 2q. (Lower) Small-q and large-q approximations to

a50(q), illustrating the crossover at qc.
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given by [22]

cen(v, q) = (D.49)

cos(nv)− q

[
cos(n+ 2)v

4(n+ 1)
− cos(n− 2)v

4(n− 1)

]
+ q2

[
cos(n+ 4)v

32(n+ 1)(n+ 2)
+

cos(n− 4)v

32(n− 1)(n− 2)

]
− 1

32

(
1

(n+ 1)2
+

1

(n− 1)2

)
cos(nv) +O(q3/n3),

sen(v, q) = (D.50)

sin(nv)− q

[
sin(n+ 2)v

4(n+ 1)
− sin(n− 2)v

4(n− 1)

]
+ q2

[
sin(n+ 4)v

32(n+ 1)(n+ 2)
+

sin(n− 4)v

32(n− 1)(n− 2)

]
− 1

32

(
1

(n+ 1)2
+

1

(n− 1)2

)
sin(nv) +O(q3/n3).

The resulting series are known to have a finite, nonzero radius of convergence, al-

though a general expression for this radius could not be found in the literature. For

n ≥ 3, a lower bound on this radius of convergence is known [29] to be rn ≥ n− 1.

In general, however, the first few terms of these series provide an accurate approxi-

mation for small q, even outside the known radius of convergence, provided the series

is truncated at some optimal number of terms N . (In this case the error is of order

O(qN).) In addition, we verify numerically that the same series are approximately

valid as n → ∞ for fixed q, with error O(n−N). We therefore use (D.49,D.50) to

approximate the Mathieu functions in the domain |q| < qc. Corresponding series

approximations for the modified Mathieu functions are obtained by taking v → iu.

We also require an approximation for the Fourier coefficients A
(n)
r , B

(n)
r . Using

the recursion relations (D.11) together with the series (D.47,D.46) allows us to obtain
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for n ≥ r that

Bn
r (−q)

Bn
1 (−q)

= (−1)(r−1)/22r−1 (n− L− 1)!

L!
q−(r−1)/2

(
1− q

n2 − 1
+O(q2/n4)

)
,

(D.51)

where n = r + 2L.

We obtain the following rational Padé approximation for the kernels for n ≥ r:

Λr
n(k) ≈ N(1 + αq)−1 (D.52)

where

N = f−r2r−1(−1)L (n− L− 1)!

r!L!

1

cosh(nu)
, (D.53)

α =
(n+ 2) cosh[(n+ 2)u]

4n(n+ 1) cosh(nu)
− (n− 2) cosh[(n− 2)u]

4n(n− 1) cosh(nu)
. (D.54)

A further approximation for small q is then obtained as

Λr
n(k) ∼ N(1− αq +O(q2/n2)), (D.55)

although we use the more accurate approximation (D.52) throughout. The approx-

imations (D.52,D.55) for the kernel Λ5
5 are illustrated in Fig. D.5.

D.1.2.2 High-frequency regime |q| > qc

A careful treatment of the uniform asymptotic approximation of Mathieu func-

tions in the regime |q| > qc is given in Dunster [28], together with error bounds.

For large q < 0, we determine from McLachlan the asymptotic form of the modified

245



-0.0005

 0

 0.0005

 0.001

 0.0015

 0.002

-10 -5  0  5  10

La
m

bd
a_

5^
5(

k)

k (cm^-1)

Small-q Approximations for the Kernel Lambda_5^5

Figure D.5: The kernel Λ5
5(k) is plotted together with the small-q approximations

(D.52) and (D.55) for the values u, f used in Section 3.4.1.

Mathieu functions to lowest order:

Cen(U, q) ∼ 1

2

√
f

y
q−1/4π−1/2gn

c (q)αn exp(kx)

[
1 +O

(
1
√
q

)]
, (D.56)

Sen(U, q) ∼ 1

2

√
f

y
q−1/4π−1/2gn

s (q)αn exp(kx)

[
1 +O

(
1
√
q

)]
, (D.57)

where we have used x, y to denote the semiminor and semimajor axes of the corre-

sponding ellipse, x = xmax = f cosh(U) and y = ymax = f sinh(U), and q = −k2f2

4
.

The functions gn
c and gn

s are presented in (D.72). Here

αm =

[
1− ε

1 + ε

](2m+1)/4

(D.58)
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is a geometrical factor where ε = cosh(U)−1 is the eccentricity of the ellipse. Note

that 0 < ε < 1 and 0 < αm < 1 for any m. Similarly, we may obtain

Ce′n(U, q) ∼
√
y

f
q1/4π−1/2gn

c (q)αn exp(kx)

[
1 +O

(
1
√
q

)]
, (D.59)

Se′n(U, q) ∼
√
y

f
q1/4π−1/2gn

s (q)αn exp(kx)

[
1 +O

(
1
√
q

)]
. (D.60)

To obtain a rough estimate of error, note that the O(1/
√
q) term in (D.56,D.57) is

given by

η = − 2n+ 1

4kf sinh2(U)
+

(n2 + n+ 1) cosh(U)

4kf sinh2(U)
. (D.61)

We also require expressions for the behavior of the Fourier coefficients B
(n)
r and

A
(n)
r . The asymptotic behavior of these coefficients has been studied in [26] in

terms of generalized Hermite polynomials. Following [27], we define the variable

ζ = j(4/q)1/4. The Fourier coefficients are then obtained from the expression

f
(n)
j =

√ √
2

2n−1n!(qπ2)1/4
exp

(
−ζ2

2

)
Hn(ζ) (D.62)

where the Hn are the Hermite polynomials. The coefficients behave as

A
(2r)
2j (−q) ∼ f

(n=2r)
j , (D.63)

B
(2r)
2j (−q) ∼ f

(n=2r+1)
j , (D.64)

A
(2r+1)
2j+1 (−q) ∼ f

(n=2r)

j+ 1
2

, (D.65)

B
(wr+1)
2j+1 (−q) ∼ f

(n=2r+1)

j+ 1
2

. (D.66)

Expanding (D.62) in ζ and retaining terms through order O(ζ3) we have [27]

f
(n=2r)
j =

(−1)rn!

r!

√ √
2

2n−1n!
√
π
q−1/8

[
1− (2n+ 1)j2

√
q

+O

(
1

q

)]
, (D.67)
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f
(n=2r+1)
j =

2j(−1)rn!

r!

√ √
2

2n−2n!
√
π
q−3/8

[
1− (2n+ 1)j2

3
√
q

+O(
1

q
)

]
. (D.68)

We note that all coefficients go to zero as q → ∞, although the rate of falloff is

quite slow. As a final result, we note that the Hermite polynomials can be bounded

for all x by [22]

|Hn(x)| < ex2/2κ2n/2
√
n! (D.69)

where κ ≈ 1.086435 is a constant independent of n. It then follows that

|f (n)
j |2 =

√
2

2n−1n!(qπ2)1/4
exp(−ζ2)[Hn(ζ)]2 < 2κ2

√
2

π
q−1/4 (D.70)

for q > qc sufficiently large. We now have a bound for the asymptotic behavior of

the Fourier coefficients that is independent of both indices j and r, where we may

take κ ≈ 1.
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D.2 Mathieu-Bessel Relations

We show that the following relations hold at every point in the plane defined

by coordinates (x,y) for k 6= 0.

Ce2m(u, k)ce2m(v, k) = g2m
c (k)

∞∑
r=0

A2m
2r (k)I2r(kρ) cos(2rφ), (D.71a)

Ce2m+1(u, k)ce2m+1(v, k) = g2m+1
c (k)

∞∑
r=0

A2m+1
2r+1 (k)I2r+1(kρ) cos[(2r + 1)φ],

(D.71b)

Se2m+1(u, k)se2m+1(v, k) = g2m+1
s (k)

∞∑
r=0

B2m+1
2r+1 (k)I2r+1(kρ) sin[(2r + 1)φ],

(D.71c)

Se2m(u, k)se2m(v, k) = g2m
s (k)

∞∑
r=0

B2m+2
2r+2 (k)I2r(kρ) sin(2rφ), (D.71d)

where we have

g2m+1
s (k) =

2se2m+1(
π
2
, k)se′2m+1(0, k)

kfB2m+1
1 (k)

, (D.72a)

g2m
c (k) =

ce2m(π
2
, k)ce2m(0, k)

A2m
0 (k)

, (D.72b)

g2m+2
s (k) =

−4se′2m+2(
π
2
, k)se′2m+2(0, k)

k2f 2B2m+2
2 (k)

, (D.72c)

g2m+1
c (k) =

−2ce′2m+1(
π
2
, k)ce2m+1(0, k)

kfA2m+1
1 (k)

. (D.72d)

The above series are absolutely and uniformly convergent for k 6= 0 in any finite

region. At k = 0, the general solution to Laplace’s equation becomes

ψ̃(u, v, k) =
∞∑

m=0

α(k) cosh(mu) cos(mv) + β(k) sinh(mu) sin(mv) (D.73)
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and the limiting forms of the above relations are

sinh(nu) sin(nv) =

[n/2]∑
m=0

bnm

(
ρ

f

)n−2m

sin[(n− 2m)φ], (D.74a)

cosh(nu) cos(nv) =

[n/2]∑
m=0

bnm

(
ρ

f

)n−2m

cos[(n− 2m)φ], (D.74b)

where

bnm = (−1)m n

m

(
n−m− 1

m− 1

)
2n−2m−1, (D.75)

bn0 = 2n−1. (D.76)

These may be used to obtain limiting expressions for the on-axis gradients as

k → 0:

C̃n,s(0) = f−n2n−1

[
Fn

n cosh(nU)
+

∞∑
L=1

(−1)L 1

L

(
n+ L− 1

L− 1

)
FL+2n

cosh((n+ 2L)U)

]
,

(D.77a)

C̃n,c(0) = f−n2n−1

[
Fn

n sinh(nU)
+

∞∑
L=1

(−1)L 1

L

(
n+ L− 1

L− 1

)
FL+2n

sinh((n+ 2L)U)

]
.

(D.77b)

We demonstrate the first Mathieu-Bessel identity (D.71a) above, and the oth-

ers follow similarly. The demonstration follows a remark of Erdélyi [31]. The general

solution of the Helmholtz equation regular at the origin can be written

ψ̃(ρ, φ, k) =
∞∑
−∞

Dn(k)In(kρ)einφ. (D.78)

In elliptic coordinates, we have the interior solutions

Ce2m(u, k)ce2m(v, k) =
∞∑
−∞

Dn(k)In(kρ)einφ. (D.79)
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To determine the coefficients Dn(k), note that the right hand side of (D.79) can be

expressed in elliptic coordinates using

ρ = f [cosh(u+ iv)cosh(u− iv)]1/2, (D.80)

einφ =

[
cosh(u) + iv

cosh(u)− iv

]n/2

. (D.81)

Letting

Fn(u, v, k) = In(kρ)einφ (D.82)

= In(kf [[cosh(u+ iv)cosh(u− iv)]1/2])

[
cosh(u) + iv

cosh(u)− iv

]n/2

,

we have

Ce2m(u, k)ce2m(v, k) =
∞∑
−∞

Dn(k)Fn(u, v, k). (D.83)

Now define the differential operator

L = ∂2
v + λ+

k2f 2

2
cos (2v), (D.84)

where λ is the characteristic value for ce2m as described in Section D.1. Mathieu’s

equation (D.1) can then be written

L[ce2m(v, k)] = 0. (D.85)

Acting on (D.83) from the left, we have that

∞∑
−∞

D2m
n (k)L[Fn(u, v, k)] = 0. (D.86)

We need to know how the differential operator acts on the function Fn. Use of

recursion relations involving the modified Bessel functions allows us to write

LFn = (λ− n2)Fn +
k2f 2

4
[Fn−2 + Fn+2]. (D.87)
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Using (D.86) we have that

∞∑
−∞

{D2m
n (k)(λ− n2) +

k2f 2

4
[D2m

n+2(k) +D2m
n−2(k)]}Fn = 0. (D.88)

We know that the Fn are orthogonal functions, and therefore the D2m
n must obey

recursion relations of the form

D2m
n (k)(λ− n2) +

k2f 2

4
[D2m

n+2(k) +D2m
n−2(k)] = 0. (D.89)

Suppose we write

ce2m(v, k) =
∞∑
−∞

E2m
n (k)einv (D.90)

such that the E2m
n are related to coefficients A2m

n by E2m
0 = A2m

0 and E2m
n = 1

2
A2m

2n .

Then

∞∑
n=−∞

E2m
n (k)Leinv = 0, and (D.91)

Leinv = (λ− n2)einv +
k2f 2

4
[eiv(n−2) + eiv(n+2)]. (D.92)

It follows that the coefficients E2m
n obey the same recursion relations as the D2m

n .

Consequently, for fixed k, the coefficients are multiples,

D2m
n (k) = g2m

c (k)E2m
n (k). (D.93)

Therefore,

Ce2m(u, k)ce2m(v, k) = g2m
c (k)

∞∑
n=−∞

E2m
n (k)In(kρ)einφ (D.94)

= g2m
c (k)

∞∑
n=0

A2m
n (k)In(kρ)einφ,

as desired. The factor g2m
c is obtained by equating the limits u → 0,v → π

2
of each

side of (D.94). A similar procedure is used to demonstrate the other three relations

in (D.71).
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These results may also be proven using (D.43) together with integral repre-

sentations of the Bessel functions.

D.3 Numerical Computation

The methods of Section D.2 were used for making the analytical estimates in

Section 3.4. Here we describe the methods used to compute the quantities an(q),

bn(q), cem(v, q), sem(v, q), Cem(u, q), Sem(u, q), Am
n (q), Bm

n (q), gl
c(k), and gl

s(k),

with high numerical accuracy, as is required for the numerical implementation out-

lined in Section 3.2.

The characteristic values an(q) and bn(q) were obtained using the routine

“CVA2” described in [32], which is numerically stable and produces values that

agree well with those produced by Mathematica for a range of n and q. After com-

puting the appropriate characteristic value λ = an or bn, the corresponding Mathieu

function and its Fourier coefficients were computed by integrating a corresponding

system of equations using an 11th order Adams integrator. For example, the Fourier

coefficients Bm
n (q) of the Mathieu function sem(v, q) were computed together with

the angular coefficients Fm(U, k) of (3.8) by integrating the system

f ′1(t) = f2(t), f ′2(t) = −[λ− 2q cos(2t)]f1(t), (D.95a)

f ′3(t) = [f1(t)]
2, f ′4(t) = f1(t)

√
J(U, t)B̃u(u = U, t), (D.95b)

f ′5(t) = f1(t) sin(t), f ′6(t) = f1(t) sin(nt), (D.95c)

from t = 0 to t = 2π, subject to the initial conditions fk(0) = 0 for k 6= 2 and

f2(0) = 1. Note that the pair of equations (D.95a) is equivalent to Mathieu’s
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equation for the function f1. The appropriate normalization for f1 is determined by

the quantity N , where

N2 =
f3

π
=

1

π

∫ 2π

0

f1(t)
2dt. (D.96)

Note that N = 1 if f1(t) = sem(t, q) for all t, q. In this way, we obtain the functions

Fm(U, k) = f4(2π)/(πN), the Fourier coefficients Bm
n (q) = f6(2π)/(πN), and so

on. When values of sem(v, q) are required for v 6= 2π, a similar integration is

performed from t = 0 to t = v, using the normalization determined above. The

values of cem(v, q) may be similarly obtained by changing the initial conditions for

equations (D.95a) such that f1(0) = 1 and f2(0) = 0. As one benchmark of this

technique, we verified that the computed functions sem(v, q) and cem(v, q) satisfy

the conditions sem(0, q) = sem(2π, q) and cem(0, q) = cem(2π, q) to high accuracy

for a range of q. This benchmark also validates the accuracy of the CVA2 routine.

The functions Cem(u, q) and Sem(u, q) were computed similarly, by integrating the

Modified Mathieu equation together with the appropriate initial conditions.

Finally, the functions gl
c(k) and gl

s(k) can be computed using expressions

(D.72). Note the poor limiting behavior of these expressions as k → 0. However, the

quantities gr
c(k) and gr

s(k) appear in our expressions for the kernels Λr
n,α(k) of Chap-

ter 3. Limiting arguments can be used to show that these kernels are well-behaved

as k → 0. Motivated by this result, we computed products of the form krgn
s (k)Bn

r (q)

and krgn
c (k)An

r (q) as they appear in (3.28-3.29). It can be shown using (D.11c), for

example, that the quantities kr−1Bn
r (q)/Bn

1 (q) obey a recursion relationship in the

index r, each term of which is well-behaved as k → 0. These were used to determine
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numerically the ratios kr−1Bn
r (q)/Bn

1 (q) as they appear in the kernels Λr
n,α(k). For

example, let

Rr =
(q

4

)(r−1)/2 B
(n)
r (q)

B
(n)
1 (q)

, (D.97)

Vr =
1

4
(bn − r2), (D.98)

where q = −k2f 2/4. Then the quantities Rr and Vr are O(1) as q → 0, and obey

the recursion

R1 = 1, (D.99)

R3 = V1 + q/4, (D.100)

Rr+2 = VrRr −
(q

4

)2

Rr−2. (D.101)

Similar relationships exist for the other products of this form.
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Appendix E

Alternative Wiggler Fitting Techniques

E.1 Idealized wiggler models

An ideal wiggler is a periodic array of alternating dipole magnets whose pur-

pose is to decrease the beam emittance through radiation damping, while minimizing

other effects on beam dynamics. In the simplest approximation, we suppose that

the magnet is periodic in z and uniform in x. It can be shown that the field is

uniquely determined by its values in the x-z plane. In particular, we require that

the midplane field be vertical. In the case of a single longitudinal mode, the mid-

plane field is then By(x, z) = By sin(kz + φ), where k = 2π
λw

and λw is the wiggler

period. If we consider higher modes in z, then we have

By(x, y, z) =
Nz∑
n=1

B(n)
y cosh[(2n− 1)ky] sin[(2n− 1)kz + φn], (E.1a)

Bz(x, y, z) =
Nz∑
n=1

B(n)
y sinh[(2n− 1)ky] cos[(2n− 1)kz + φn], (E.1b)

Bx(x, y, z) = 0. (E.1c)

We will see that due to symmetry considerations, only odd modes contribute. Even

ideal fields of the form (E.1) generate linear focusing and nonlinear perturbations

of the beam dynamics.

We now consider deviations from the ideal wiggler. Any real wiggler has finite

width poles, and as a result we have a transverse field roll-off in x. This introduces
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a number of new features. In particular, we have that Bx = 0 at the poles faces

while Bx 6= 0 in the interior. Furthermore, the finite length and nonzero fringe fields

of the wiggler ensure that longitudinal modes other than those appearing in (E.1)

contribute to the total field. As an example of a realistic wiggler field, consider the

numerical model of the prototype ILC wiggler described in Chapter 3. We illustrate

in Fig. E.1 the first three nonvanishing angular Mathieu coefficients Fm(k) obtained

by fitting the field to the surface on an elliptical cylinder as described in Section 3.3.2.

The sharp, uniformly spaced peaks are located at odd multiples of the fundamental

spatial frequency k = 2π
λw

, as seen in (E.1). However, note the nontrivial behavior of

these functions for other spatial frequencies.

E.2 Fourier fitting

Alternative methods of modeling realistic wiggler fields have been developed

that do not require a Fourier transform. We discuss a method used by Sagan and

others at Cornell [54] that relies on nonlinear optimization. The field is written as

Bfit =
N∑

n=1

Bn(x, y, z;Cn, kxn, kzn, φzn, fn), (E.2)

where each term Bn is written in one of three forms, indexed by fn = 1, 2, 3. The

first form, with fn = 1, is given as:

Bx = −Ckx

ky

sin(kxx) sinh(kyy) cos(kzz + φz), (E.3a)

By = C cos(kxx) cosh(kyy) cos(kzz + φz), (E.3b)

Bz = −Ckz

ky

cos(kxx) sinh(kyy) sin(kzz + φz), (E.3c)
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Figure E.1: The first three nonvanishing coefficients F1(k), F3(k), and F5(k) con-

tributing to the field of the prototype ILC wiggler, illustrating the dominant longi-

tudinal modes.
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with the constraint k2
y = k2

x + k2
z , imposed to ensure that B satisfies ∇ × B = 0,

∇ ·B = 0. The second form fn = 2 is given as

Bx = C
kx

ky

sinh(kxx) sinh(kyy) cos(kzz + φz), (E.4a)

By = C cosh(kxx) cosh(kyy) cos(kzz + φz), (E.4b)

Bz = −Ckz

ky

cosh(kxx) sinh(kyy) sin(kzz + φz), (E.4c)

where k2
y = k2

z − k2
x. The third form fn = 3 is

Bx = C
kx

ky

sinh(kxx) sin(kyy) cos(kzz + φz), (E.5a)

By = C cosh(kxx) cos(kyy) cos(kzz + φz), (E.5b)

Bz = −Ckz

ky

cosh(kxx) sin(kyy) sin(kzz + φz), (E.5c)

where k2
y = k2

x − k2
z . We let fn = 1 if 0 < kx, fn = 2 if −|kz| ≤ kx ≤ 0, and fn = 3

if kx < −|kz|.

The set of parameters {Cn, kxn, kzn, φzn : n = 1, ..., N} is allowed to vary

continuously, in such a way as to minimize the merit function:

M =
∑

data pts

|Bfit −Bdata|2 + wc

N∑
n=1

|Cn|, (E.6)

where the sum of residuals is taken over all points in the interior of a box lying on

a uniform rectangular mesh with uniform spacing in x, y, and z . Note that the

parameters kx, ky are allowed to take on any value, and are not confined to transverse

modes available for specific boundary values. As a result, the expression for B is

a linear combination of solutions to Maxwell’s equations, corresponding terms of

which are in general not orthogonal. This method has the advantage of avoiding a
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Figure E.2: Set of values kz selected for use in fitting the field of the Cornell ILC

wiggler prototype. These are obtained by minimizing (E.6).

large number of Fourier transforms. However, convergence of Bfit with increasing

index N is not guaranteed, and the set of available solutions is not guaranteed to

be complete. That is, it is possible that there may be solutions which cannot be

approximated arbitrarily closely by this algorithm. Finally, the optimization process

required to minimize the merit function M requires extensive computation, typically

one day on a fast workstation.

Fig. E.2 illustrates the set of values kz resulting from the optimization for the

Cornell wiggler design. In this case, all kx values are equal, and the kz values are

uniformly distributed between [0, 200], in no particular order. Here fn = 1 for all n.

This method may also be used to numerically estimate various derivatives of
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the true field, by differentiating (E.2). In particular, we may numerically estimate

the on-axis gradient functions Cm
n (z) of Chapters 2-4 by using the expression (E.2)

for Bfit. We wish to compare the on-axis gradient functions obtained in this man-

ner with those obtained using boundary-value data on the surface on an elliptical

cylinder, as described in Section 3.3.2. Because fn = 1 for all n, we may use (E.3)

to write B = ∇ψ where

ψ(x, y, z) =
N∑

n=1

Cngn(x, y) cos(kznz + φn). (E.7)

For terms with fn = 1, we have gn(x, y) = 1
kyn

cos(kxnx) sinh(kyny). This is to be

compared with the expression

ψ(x, y, z) =
∞∑

m=0

∞∑
l=0

κl,2m+1(x
2 + y2)lC

[2l]
2m+1,s(z)Im(x+ iy)(2m+1). (E.8)

Comparing the series for (E.7) term by term with that above, we find that the

on-axis gradients can be written

C [2l]
m (z) =

N∑
n=1

Cnfm,l(kxn, kyn) cos(kznz + φn), (E.9)

where the functions fm,l are homogeneous polynomials in the variables kx and ky of

degree m+ 2l − 1. The first few are listed below.

f1,0 = 1, (E.10a)

f1,1 = k2
x − k2

y, (E.10b)

f3,0 = −1

8
k2

x −
1

24
k2

y, (E.10c)

f1,2 = (k2
x − k2

y)
2, (E.10d)

f3,1 =
1

24
(−3k4

x + k4
y + 2k2

xk
2
y), (E.10e)

f5,0 =
1

384
(k4

x +
1

5
k4

y + 2k2
xk

2
y). (E.10f)
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In Figs. E.3-E.5, these gradients are compared with those obtained from the

method described in Section 3.3.2. We find agreement to 4 × 10−5 for the lowest-

lying gradient C1(z), while the difference increases with increasing order. For C4
1(z)

we find a difference (relative to peak) of 0.03, for C3(z) of 0.01, and for C5(z) of 0.3,

a full 30 percent. We conclude that, while this method provides excellent agreement

to the field values Bdata themselves, significant errors may appear in the high-order

derivatives of the field (as represented by the high-order on-axis gradient functions).

Nevertheless, techniques using fields of the form (E.2) might in principle be used

in conjunction with boundary-value fitting to improve accuracy in these high-order

derivatives.
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Figure E.3: Comparison of on-axis gradient functions for the field of the prototype

ILC wiggler obtained by fitting using (E.9) versus fitting to an elliptical cylinder

as in Section 3.3.2. Solid lines denote values obtained using (E.9), while dotted

lines denote values computed by fitting to an elliptical cylinder. (Upper) The func-

tion C1,s. (Lower) The function C2
1,s. The two curves in each figure are nearly

indistinguishable in this case.

263



-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

D
iff

er
en

ce
/m

ax
[C

_1
^4

(z
)]

z (m)

Difference Relative to Peak in Gradient C_1^4 Computed from BMAD fit vs Boundary-Value fit

’bmadoutput’ u 1:($2-$3)/(2000000)

-150000

-100000

-50000

0

50000

100000

150000

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

C
_3

^2

z (m)

Comparison of Gradient C_3^2 Computed from BMAD fit vs Boundary-Value fit

’bmadoutput’
’fort.132’
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denote values computed by fitting to an elliptical cylinder.
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Appendix F

Separability of Laplace and Helmholtz Equations

In the following appendix, we classify those coordinate systems in which the

equation

(∇2 + ω2)Ψ = 0 (F.1)

can be solved by separation of variables, treating the Laplace equation ω = 0 as a

special case. The following treatment presents key results briefly and without proof.

For details, see [75] or [76].

Consider some set of orthogonal curvilinear coordinates (u, v, w) on R3, such

that the line element ds2 = dx2+dy2+dz2 can be written ds2 = Fdu2+Gdv2+Hdw2.

We will be interested in solutions to (F.1) of the form Ψ(u, v, w) = U(u)V (v)W (w).

More generally, we say that a solution is R-separable if it takes the form Ψ(u, v, w) =

exp [R(u, v, w)]U(u)V (v)W (w), where the function R is independent of all separa-

tion constants. The case R = 0 then describes a usual separation of variables. We

will see that the set of coordinates for which (F.1) is R-separable is characterized

by the symmetries of (F.1). In particular, each separable coordinate system cor-

responds to a pair of second-order symmetry operators of (F.1). The separated

solutions are then simultaneous eigenfunctions of these two operators, and the cor-

responding eigenvalues are the two separation constants parametrizing the family of

separated solutions. In the following section, we provide some necessary definitions
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from Lie theory. Applications to the Helmholtz and Laplace equations follow.

F.1 Preliminary Definitions

Let D be some open connected set in R3. We let F denote the vector space of

all complex-valued functions that are real-analytic on D. That is, given a function

f in F and a point r in D, f may be represented as a Taylor series about r in the

three variables (x, y, z), converging in some ball containing r. We are interested in

the partial differential operator Q = ∇2 + ω2 appearing in (F.1). Note that Q is a

linear operator on F . The set of all solutions to QΨ = 0 therefore forms a subspace

F0 of F , called the solution space of (F.1). Thus, F0 = Ker(Q) is the null space of

the linear operator Q.

Definition A linear operator of the form L = Bx∂x +By∂y +Bz∂z + C, with

each Bi a real analytic function in F , is a symmetry operator for (F.1) provided

[L,Q] = RQ (F.2)

for some function R ∈ F , where R may vary with L. All first-order differential

operators that commute with Q are symmetry operators. The key feature of a

symmetry operator L is that it maps solutions of (F.1) into solutions, Ψ ∈ F0 ⇒

LΨ ∈ F0. The set G of symmetry operators forms a vector space, which becomes a

Lie algebra if we introduce the bracket product [, ] given by the usual commutator.

That is, any linear combination of symmetry operators is again a symmetry operator,

and the commutator of any two symmetry operators is again a symmetry operator.

The first-order differential operators L defined above may be extended to con-
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struct a representation for a local Lie group G, the symmetry group of (F.1). That

is, G is the connected Lie group which has G as its Lie algebra. The following sec-

tions will investigate the symmetry group of (F.1). For the purposes of separation

of variables, we will be interested in second-order symmetries. We may treat such

higher-order symmetries as follows.

Definition Given the Lie algebra G, we may construct its universal enveloping

algebra, denoted U(G). Let {L1, L2, ..., Ln} be a basis for G. Then U(G) is the algebra

of polynomials in the variables (L1, L2, ..., Ln), where the associative product is given

by operator composition. We require that AB−BA = [A,B] for any elements A,B

in G. A basis for U(G) is the set of monomials of the form {Lp1

1 L
p2

2 ...L
pn
n : pi ∈ Z}

such that pi are positive integers. For the Lie algebra of symmetry operators, U(G)

can be identified with the space of differential operators on F obtained by composing

the first-order differential operators in G. Furthermore, the commutator may be

extended to apply to all elements in U(G). Note that the commutator [A,B] of

a differential operator A of order p with a differential operator B of order q is an

operator of order p+ q − 1.

Definition A second-order operator S =
∑3

i,j=1Aij∂i∂j +
∑3

i=1Bi∂i + C is a

symmetry operator for (F.1) provided

[S,Q] = UQ (F.3)

where U = H1∂x + H2∂y + H3∂z + J for some Hj, J ∈ F . The set of second-order

symmetry operators forms a vector space, which we denote S. A differential equation

is called class I if the set of all second-order symmetries S is contained in U(G). Both
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the Helmholtz and Laplace equations are class I. That is, all second-order symmetries

of (F.1) can be expressed as quadratic polynomials in the first-order symmetries in

G.

Definition The group G can be represented as a set of linear operators on

the space of second-order symmetries S as follows. Let g ∈ G be an element of the

symmetry group of (F.1). Let T (g) denote a representation of g on the space of

analytic functions F , and let T (g)−1 denote its inverse. The group element g then

defines a linear operator ĝ on the space S which acts as follows. Given S ∈ S,

ĝS = T (g)ST (g)−1. (F.4)

It follows that ĝS is a second-order symmetry operator. Such a representation of the

group G is called the adjoint representation. Note that the action of G decomposes

S into orbits of equivalent subspaces. We say that S lies on the same orbit as S ′ if

S = c(ĝS ′) for some nonzero c ∈ R and some g ∈ G. [76]

F.2 Application to the Helmholtz Equation

The symmetry algebra G of the Helmholtz equation (F.1) for ω 6= 0 is 6-

dimensional, with a basis given by

P1 = ∂x, P2 = ∂y, P3 = ∂z, (F.5a)

J1 = z∂y − y∂z, J2 = x∂z − z∂x, J3 = y∂x − x∂y, (F.5b)

with commutation relations

[Pi, Pj] = 0, [Ji, Pj] =
3∑

k=1

εijkPk, [Ji, Jj] =
3∑

k=1

εijkJk, (F.6)
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where εijk is the Levi-Civita tensor. Thus, G is isomorphic to the Lie algebra E(3)

of the Euclidean group E(3). In terms of these operators, the Helmholtz equation

may be written:

(P 2
1 + P 2

2 + P 2
3 )Ψ = −ω2Ψ. (F.7)

The symmetry group E(3) can be represented as a group of transformations on

Euclidean three-space R3. The Euclidean group E(3) is the set of isometries of

the Euclidean metric as follows. Given two points x1 and x2 in R3, each element

g ∈ E(3) has the property 〈gx1, gx2〉 = 〈x1,x2〉, where 〈, 〉 denotes the vector dot

product. The group E(3) is not connected. The component of E(3) which contains

the identity is the subgroup E+(3) of isometries preserving orientation, also called

rigid motions. The rigid motions consist of the translation group T , generated by

the three Pi, and the rotation group SO(3), generated by the three Ji. The action

of E+(3) on R3 is given for x = (x, y, z) by the affine transformation

gx = Ax + a, (F.8)

where A is a rotation matrix in SO(3) so that AtA = E and det(A) = +1. Thus g

corresponds to a rotation about the origin followed by a translation a. The group

SO(3) may be parametrized by the Euler angles 0 ≤ φ < 2π, 0 ≤ θ ≤ π, 0 ≤ ψ < 2π,

such that

A =

 cosφ sinφ 0
− sinφ cosφ 0

0 0 1

1 0 0
0 cos θ sin θ
0 − sin θ cos θ

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1

 . (F.9)

The local representation T of E(3) on the space of real-analytic functions F

is given by

T (g)Ψ(x) = T [exp(φJ3) exp(θJ1) exp(ψJ3) exp(a ·P)] Ψ(x) = Ψ(gx), (F.10)
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where gx is given by (F.8).

F.2.1 Separation of Variables

Consider the set of purely second-order symmetry operators in the enveloping

algebra U(G), which we denote by S(2). These are polynomials of the form PlPm,

JlJm, and PlJm. These form a vector space spanned by the 21 operators 1

{Jl,Jm}, {Jl,Pm}, {Pl,Pm}, (F.11)

where the notation {·, ·} denotes the anticommutator, such that {A,B} = AB+BA.

We seek a representation of S(2) on the solution space F0 of the Helmholtz equation.

As differential operators on the space F0, the elements of S(2) obey the identities

J ·P = J1P1 + J2P2 + J3P3 = 0, (F.12)

P ·P = P 2
1 + P 2

2 + P 2
3 = −ω2, (F.13)

as required by (F.1). The space of distinct second-order operators on F0 therefore

has dimension 19.

Miller [76] makes the following claims:

1) Each separable coordinate system is associated with a two-dimensional subspace

of U(G) spanned by commuting operators S1, S2 ∈ S(2).

2) The separated solutions Ψkl = U(u)V (v)W (w) are characterized by the eigenvalue

equations

QΨkl = 0, S1Ψkl = k2Ψkl, S2Ψkl = l2Ψkl, (F.14)

1This count disagrees with that appearing in [76]. Note that {Jj , Jk} = {Jk, Jj}, etc. by

construction.
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where the k, l are separation constants.

3) The symmetry group G = E(3) acts via the adjoint representation on the set of all

two-dimensional subspaces of commuting operators in S(2), and decomposes this set

into orbits of equivalent subspaces. Separable coordinates associated with equivalent

subspaces are considered equivalent, since one can obtain any such coordinate system

from any other using a symmetry transformation in E(3).

It can be shown using (F.5) that the separable coordinate systems for the

Helmholtz equation fall into exactly 11 distinct equivalence classes. This relationship

is illustrated in Table (F.1). The coordinate surfaces are orthogonal families of

confocal quadratic surfaces of the form

x2

a1 + λ
+

y2

a2 + λ
+

z2

a3 + λ
= 1 (F.15)

for constants ai, together with their degenerate forms. These are ellipsoids, hyper-

boloids, paraboloids, spheres, and planes.
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Table F.1: Separable Coordinates for the Helmholtz Equation

Commuting operators S1, S2 Separable coordinates Solutions

1. P 2
2 , P 2

3 Cartesian Exponentials
x, y, z

2. J2
3 , P 2

3 Cylindrical Bessel
x = r cosφ functions

y = r sinφ, z = z

3. {J3, P2}, P 2
3 Parabolic cylindrical Parabolic

x = (ξ2 − η2)/2 cylinder
y = ξη, z = z functions

4. J2
3 + d2P 2

1 , P 2
3 Elliptic cylindrical Mathieu

x = d coshu cos v functions
y = d sinhu sin v, z = z

5. J · J, J2
3 Spherical Spherical

x = ρ sin θ cosφ harmonics
y = ρ sin θ sinφ, z = ρ cos θ

6. J · J− a2(P 2
1 + P 2

2 ), J2
3 Prolate spheroidal Spheroidal

x = a sinh η sinα cosφ wave functions
y = a sinh η sinα sinφ Psm

n

z = a cosh η cosα

7. J · J + a2(P 2
1 + P 2

2 ), J2
3 Oblate spheroidal Spheroidal

x = a cosh η sinα cosφ wave
y = a cosh η sinα sinφ functions
z = a sinh η cosα

8. {J1, P2} − {J2, P1}, J2
3 Parabolic Confluent

x = ξη cosφ hypergeometric
y = ξη sinφ functions

z = (ξ2 − η2)/2

9. J2
3 − c2P 2

3 + Paraboloidal Whittaker-Hill
c({J2, P1}+ {J1, P2}), x = 2c coshα cos β sinh γ solutions
c(P 2

2 − P 2
1 )+ y = 2c sinhα sin β cosh γ gcn, gsn

{J2, P1} − {J1, P2} z = c(cosh 2α+ cos 2β
− cosh 2γ)/2
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Table F.1: Separable Coordinates for the Helmholtz Equation (Cont.)

Commuting operators S1, S2 Separable coordinates Solutions

10. P 2
1 + aP 2

2 + Ellipsoidal Ellipsoidal

(a+ 1)P 2
3 + J · J, x =

(
(µ−a)(ν−a)(ρ−a)

a(a−1)

)1/2

wave functions

J2
2 + a(J2

1 + P 2
3 ) y =

(
(µ−1)(ν−1)(ρ−1)

1−a

)1/2

elmn

z = (µνρ/a)1/2

11. J · J, J2
1 + bJ2

2 Conical Lamé

x = r
(

(bµ−1)(bν−1)
1−b

)1/2

polynomials

y = r
(

b(µ−1)(ν−1)
b−1

)1/2

z = r(bµν)1/2
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F.3 Application to the Laplace Equation

The symmetry algebra G of the Laplace equation is 10-dimensional with basis

P1 = ∂x, P2 = ∂y, P3 = ∂z; (F.16a)

J1 = z∂y − y∂z, J2 = x∂z − z∂x, J3 = y∂x − x∂y; (F.16b)

D = −(
1

2
+ x · ∂); (F.16c)

K1 = x+ (x2 − y2 − z2)∂x + 2xz∂z + 2xy∂y, (F.16d)

K2 = y + (y2 − x2 − z2)∂y + 2yz∂z + 2yx∂x, (F.16e)

K3 = z + (z2 − x2 − y2)∂z + 2zx∂x + 2zy∂y. (F.16f)

In terms of these operators, the Laplace equation may be written as

(P 2
1 + P 2

2 + P 2
3 )Ψ = 0. (F.17)

Note that G contains the symmetry algebra of the Helmholtz equation, E(3), as a

subalgebra. The symmetry group for the Laplace equation is significantly richer.

The structure of G is clarified as follows. We introduce a new basis by defining the

operators

L+
i =

1

2
(Pi +Ki), (F.18a)

L−i =
1

2
(Pi −Ki), (F.18b)

for i = 1, 2, 3. The set of basis elements may then be organized in the following

5× 5 matrix Γ:

Γ =


0 L+

1 L+
2 L+

3 D
−L+

1 0 −J3 J2 L−1
−L+

2 J3 0 −J1 L−2
−L+

3 −J2 J1 0 L−3
D L−1 L−2 L−3 0

 . (F.19)
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The commutation relations may then be written:

[Γa5,Γb5] = Γab, (F.20a)

[Γa5,Γcd] = −δadΓc5 + δacΓd5, (F.20b)

[Γab,Γcd] = δbcΓad + δadΓbc + δcaΓdb + δdbΓca. (F.20c)

It follows that the symmetry algebra G is isomorphic to so(4, 1). If we define the

matrix G by G = diag(1, 1, 1, 1,−1), then so(4, 1) is the set of 5× 5 matrices a such

that aG+Gat = 0. In particular so(4, 1) is the Lie algebra of the conformal group.

The conformal group SO(4, 1) is the group of real 5× 5 matrices such that

AGAt = G. (F.21)

Note that SO(4, 1) is not connected. The identity component consists of those

matrices A satisfying (F.23) such that detA = 1 and A55 ≥ 1.

We wish to identify how the conformal group SO(4, 1) acts on R3. First, we

have the subgroup E+(3) of rigid motions generated by the Pi, Ji, whose elements

act on R3 to produce translations and rotations. In addition, two new types of

symmetry operators appear. The operator D is a generator of dilations such that

exp(λD)x = exp(−λ)x = (e−λx, e−λy, e−λz). (F.22)

That is, D generates a change of scale. The three Ki generate conformal transfor-

mations of the form

exp(a ·K)x =
x− a|x|2

1− 2a · x + |a|2|x|2
. (F.23)

Clearly a = 0 corresponds to the identity transformation. Consider a conformal

transformation with a = aẑ for some a 6= 0. It is straightforward to check that
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such a transformation leaves the origin invariant, and the origin is its only fixed

point. Furthermore, a sphere of radius R is mapped to a new sphere of radius R∗

and center r∗ given by:

R∗ =
R

1− (aR)2
, r∗ =

aR2

1− (aR)2
. (F.24)

Figure F.1 illustrates the behavior of the mapping. Note that the unit ball is mapped

into the half-space z > −a/(1+a2), while all points outside the unit ball are mapped

to the half-space z < −a/(1 + a2). The point at infinity is mapped to x = −a/a2.

The transformation is real-analytic at all points except x = a/a2, where it is singular.

The transformation is conformal in that it preserves angles. This can be seen by

noting that the Jacobian matrix J satisfies

J tJ =
1

(1− 2a · x + a2|x|2)2
I. (F.25)

We show how (F.23) is related to a conformal transformation of the same

name in complex analysis as follows. Consider the plane y = 0. Note that each

point x = (x, 0, z) in the plane y = 0 is mapped under (F.23) to a point (x′, 0, z′)

in the same plane. We consider the action of (F.23) on this plane. Let u = z + ix.

Then it can be shown that z′ + ix′ = f(u), where the function f on C is given by

f(u) =
u

1− au
. (F.26)

Then f is a conformal transformation of the complex plane minus the point u = 1/a.
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Figure F.1: A conformal transformation of three-space with a = 1ẑ. Illustrated is

a cross-section in the plane y = 0. The sphere R = a (red) in the upper figure is

mapped to the plane z = −a/(1 + a2) in the lower figure. As a transformation of

the plane, (F.23) is the Möbius transformation (F.26). The point u = 1/a (pole)

appearing at the top of the northern hemisphere in the upper figure, is mapped to

the point at infinity in the lower figure. Conversely, the point at infinity in the upper

figure is mapped to u′ = −1/a in the lower figure (inverse pole). Points interior to

the circle R = a in the upper figure are mapped to points above the red line in the

lower figure. Action on R3 is determined by noting that each figure is symmetric

under rotations about the z-axis.
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The local representation of SO(4, 1) on F is given by

T (g)Ψ(x) = Ψ(xg) for all g in E+(3), (F.27)

T (exp(λD))Ψ(x) = exp(−λ/2)Ψ(exp(−λ)x), (F.28)

T (exp(a ·K)Ψ(x) = (1− 2a · x + |a|2|x|2)1/2Ψ(exp(a ·K)x). (F.29)

We have summarized the action of SO(4, 1) on the real-analytic functions F . How-

ever, in addition to the identity component of SO(4, 1), the Laplace equation has

two additional discrete symmetries not possessed by the Helmholtz equation. The

first corresponds to inversion I with respect to the unit sphere x → x/x2. The

discrete symmetry I acts on a real-analytic function in F as follows:

IΨ(x) =
1

|x|
Ψ
( x

x2

)
, (F.30)

where I is known as a Kelvin transformation. If Ψ is a solution to the Laplace

equation on the domain D, then IΨ is a solution to the Laplace equation on the

transformed domain D∗, obtained by inverting D with respect to the unit sphere.

The second discrete symmetry R corresponds to a reflection x → (−x1, x2, x3), and

acts on an analytic function in F as

RΨ(x) = Ψ(−x1, x2, x3), (F.31)

where R is known as a parity transformation. It is clear that the Laplace equation

is invariant under parity transformations. Note that I2 = R2 = E, the identity.

We will consider the symmetry group of the Laplace equation to be the identity

component of SO(4, 1), augmented by the discrete symmetries I and R described

above.
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F.3.1 Separation of Variables

The claims 1)-3) of Section F.2.1 again hold for the Laplace equation. In

particular, each separable coordinate system is associated with a two-dimensional

subspace of second-order symmetry operators. Two coordinate systems are equiv-

alent if one can be obtained from the other under the action of an element in the

symmetry group of the Laplace equation.

The Laplace equation is separable in each of the 11 coordinate systems of Table

F.1. In addition, 6 new coordinate systems appear in which the Laplace equation is

R-separable. These are given in Table F.2. The coordinate surfaces are orthogonal

families of confocal cyclides. A cyclide is a surface of the form

a(x2 + y2 + z2) + P (x, y, z) = 0 (F.32)

where a is constant and P is a polynomial of degree 2. If a = 0, the cyclide reduces

to a quadratic surface.

The only widely-used system in Table F.2 is the system of toroidal coordi-

nates (system number 17). A surface of constant ξ is a torus-like (toroidal) surface

satisfying

x2 + y2 + z2 + 1 = 2
√
x2 + y2coth(ξ), (F.33)

whose surface is parametrized by the two angles φ ∈ [−π, π] and ψ ∈ [−π, π].
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Table F.2: Additional R-Separable Coordinates for the Laplace Equation

Commuting operators S1, S2 Separable coordinates

12. (a+ 1)L+2
2 + (b+ 1)L+2

1 x = R−1
(

(µ−a)(ν−a)(ρ−a)
(b−a)(a−1)a

)1/2

+(a+ b)L+2
3 + J2

3 + bJ2
2 + aJ2

1 , y = R−1
[

(µ−b)(ν−b)(ρ−b)
(a−b)(b−1)b

]1/2

aL+2
2 + bL+2

1 + abL+2
3 z = R−1

[
(µ−1)(ν−1)(ρ−1)

(a−1)(b−1)

]1/2

R = 1 +
(

µνρ
ab

)1/2

13. 2αJ2
3 + (α+ 1)(L+2

2 − L−2
2 ) + β{L+

2 , L
−
2 } x = R−1

[
(µ−1)(ν−1)(ρ−1)

(a−1)(b−1)

]1/2

+α(L+2
1 − L−2

1 )− β{L+
1 , L

−
1 }, y = R−1

[
−µνρ

ab

]1/2

α(L+2
2 − L−2

2 ) + β{L+
2 , L

−
2 } z = R−1

+(α2 + β2)J2
3 R = 2Re

[
− i(µ−a)(ν−a)(ρ−a)

(a−b)(a−1)a

]1/2

,

14. J2
3 , L

+2
3 − aL−2

3 x = R−1 cosφ
y = R−1 sinφ

z = R−1
[

(µ−a)(a−ρ)
a(a−1)

]1/2

R =
[

(µ−a)(a−ρ)
a(a−1)

]1/2

−
[

(µ−1)(1−ρ)
a−1

]1/2

15. J2
3 , −aD2 − L−2

3 x = R−1 cosφ
y = R−1 sinφ

z = R−1
[

(µ−a)(a−ρ)
a(a−1)

]1/2

R =
(

µρ
a

)1/2
+
[

(µ−1)(ρ−1)
(a−1)

]1/2

16. J2
3 , x = R−1 cosφ

α(L+2
3 − L−2

3 ) + β{L+
3 , L

−
3 } y = R−1 sinφ

z = R−1
(
−µρ

ab

)1/2

R = 2Re
[

i(ρ−a)(µ−a)
a(a−b)

]1/2

17. J2
3 , L

+2
3 x = R−1 sinh ξ cosφ

y = R−1 sinh ξ sinφ
z = R−1 cosψ

R = cosh ξ + sinψ
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Appendix G

The Dirac Monopole

G.1 Basic Formulation

A brief treatment of the Dirac monopole is given in Jackson [7]. We sup-

plement these results with a more detailed treatment. For discussion of the Dirac

quantization condition and related results, we refer the reader to [51],[52],[7]. In the

present section, we show that the Dirac monopole may be constructed as a chain

of ideal magnetic dipoles, aligned along a simple smooth curve, whose magnetic

moments point along the tangent to the curve at each point.

We begin by constructing an analogy with the electrostatic case. Given a static

charge distribution ρ, suppose F is a vector field satisfying ∇·F = ρ and ∇×F = 0

on all space, and vanishing at infinity. Then there exists a scalar function φ such

that F = −∇φ, and therefore ∇2φ = −ρ. Suppose that the charge density ρ is

piecewise continuous on R3. In free space, the solution is given by

φ(r) =
1

4π

∫
R3

ρ(r′)

|r− r′|
d3r′, (G.1)

provided that 1) ρ is Hölder continuous at the point r, and 2) ρ falls off sufficiently

rapidly at infinity [92]. Suppose, in fact, that ρ is smooth and nonzero in some

volume V that can be contained in a sphere of radius R surrounding the point rd,

and that ρ vanishes outside V . For r′ in the volume V we write r′ = rd + η. For
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points r outside the sphere |r| = R, we then write

Φ(r) =
1

4π

∫
V

ρ(rd + η)

|r− rd − η|
d3η, (G.2)

where V is the volume corresponding to V in the coordinates η. Performing a Taylor

series in the variables ηk about η = 0 we obtain

1

|(r− rd)− η|
=

1

|r− rd|

(
1 +

η · (r− rd)

|r− rd|2
+
{3[η · (r− rd)]

2 − η2|r− rd|2}
2|r− rd|4

+O

(
η3

|r− rd|3

))
, (G.3)

which is guaranteed to converge since |r− rd| > R ≥ η. The multipole expansion of

Φ with respect to the point rd is then given by integrating this series term-by-term

Φ(r) =
1

4π

(
q

|r− rd|
+

pd · (r− rd)

|r− rd|3
+

1

2

∑
i,j

Qij
(x− xd)i(x− xd)j

|r− rd|5

+O

(
1

|r− rd|

))
. (G.4)

Here we have employed the moments relative to rd:

q =

∫
V

ρ(r′)dV ′, (G.5)

pd =

∫
V

(r′ − rd)ρ(r
′)dV ′, (G.6)

Qij =

∫
V

{3(x′ − xd)i(x
′ − xd)j − |r′ − rd|2δij}ρ(r′)dV ′, etc. (G.7)

In particular, the dipole contribution is given for r 6= rd by

Φd(r) =
1

4π

pd · (r− rd)

|r− rd|3
, (G.8)

where

pd =

∫
V

(r′ − rd)ρ(r
′)dV ′. (G.9)
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It is well-known that the field of an ideal dipole may be constructed as the net

field of two electric charges q (monopoles) in the limit that their relative displacement

dr goes to zero, such that the product qdr = p remains constant. Conversely, we

show that the field of an electric monopole may be constructed by a limiting process

from a distribution of electric dipoles. Consider a chain of N such electric dipoles

with dipole moments dpi, all of equal magnitude. Assume that these dipoles lie at

equidistant intervals of length ∆s along a smooth curve L with endpoints at rA and

rB, such that each dipole moment points along the direction of the tangent vector

at the location of the dipole. We then have pi = qdri. The net potential of such a

chain takes the form of a Riemann sum, which converges in the limit |dr| → 0 to

the path integral

Φ(r) =
1

4π

N∑
i=1

dpi · (r− ri)

|r− ri|3
→ q

4π

∫
L

(r− r′) · dr′

|r− r′|3
. (G.10)

Here L is a piecewise smooth curve with endpoints at r′ = rA and r′ = rB. Hence,

Φ(r) =
q

4π

∫
L

∇′
(

1

|r− r′|

)
· dr′ = q

4π

(
1

|r− rB|
− 1

|r− rA|

)
. (G.11)

That is, a string of electric dipoles is equivalent to a pair of electric charges, one

located at each end of the string. Note that the integral is independent of the path

L. If the path is chosen such that |rB| → ∞, then we recover the potential of a

point charge (monopole) of strength q:

Φm(r) = − q

4π

1

|r− rA|
, (G.12)

with corresponding field

Fm(r) = −∇Φm(r) =
q

4π

r− rA

|r− rA|3
. (G.13)
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We now wish to construct a vector potential Am for the field (G.13), such

that Fm = −∇Φm = ∇ ×Am. Given a current distribution J, suppose F satisfies

∇×F = J and ∇·F = 0. Then there exists some A such that F = ∇×(∇×A) = J.

In the Coulomb gauge, we have that ∇·A = 0 and ∇× (∇×A) = ∇(∇·A)−∇2A,

hence ∇2A = −J. The solution is now given by

A(r) =
1

4π

∫
R3

J(r′)

|r− r′|
dV ′, (G.14)

where each component of J must satisfy the same conditions as ρ in (G.1). By

construction, ∇ ·A = 0. (This can be verified as follows. First, note that by charge

continuity we have

∂ρ

∂t
+∇ · J = 0. (G.15)

In the magnetostatic case the time derivative vanishes, and therefore ∇ · J = 0. We

also know that

∇·
(

J(r′)

|r− r′|

)
= J(r′) · ∇

(
1

|r− r′|

)
(G.16)

= −J(r′) · ∇′
(

1

|r− r′|

)
= −∇′ ·

(
J(r′)

|r− r′|

)
+
∇′ · J(r)

|r− r′|
.

We may then evaluate the divergence of (G.14) as follows. Consider first the integral

(G.14) to be evaluated on a ball B of radius R, surrounding the point r. From the

above result we have

∇ ·
∫

B

J(r′)

|r− r′|
dV ′ = −

∫
B

∇′ ·
(

J(r′)

|r− r′|

)
dV ′ +

∫
B

∇′ · J(r′)

|r− r′|
dV ′

= −
∫

S

n(r′) · J(r′)

|r− r′|
dS ′ ≤ max

S
(n · J)4πR. (G.17)

If we assume that J falls off faster than 1/R, the integral vanishes as R → ∞ and

∇ ·A = 0, as claimed.)

285



We now suppose that J vanishes outside some bounded region V . The multi-

pole expansion of A outside of V with respect to the point rd is given by using the

series (G.3) and integrating term-by-term

A(r) =
1

4π

(
qm

|r− rd|
+

md × (r− rd)

|r− rd|3
+O

(
|r− rd|−3

))
, (G.18)

where

qm =

∫
V

J(r′)dV ′, (G.19)

md =
1

2

∫
V

(r′ − rd)× J(r′)dV ′. (G.20)

It can then be shown that qm = 0. Let xi = x, y, or z. Since ∇ · J = 0 we have

∇′ · (x′iJ) = J · ∇′xi
′ + x′i(∇ · J) = J · ei. (G.21)

Suppose we integrate over a volume Ω such that V ⊂ Ω. Thus, for each unit vector

ei we have

ei ·
∫

V

J(r′)dV ′ = ei ·
∫

Ω

J(r′)dV ′ =

∫
Ω

∇′ · [xiJ(r′)]dV ′ =

∫
∂Ω

xi(n(r′) ·J(r′))dS ′ = 0,

(G.22)

since J vanishes outside the volume V .

The vanishing of the monopole term illustrates that no bounded distribution

of current J can produce the field of a magnetic monopole. The dipole term is given

by

Ad(r) =
1

4π

md × (r− rd)

|r− rd|3
(G.23)

where

md =
1

2

∫
V

(r′ − rd)× J(r′)dV ′. (G.24)
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We claim that the dipole fields F = −∇Φd and F = ∇ ×Ad are identical in

the case when md = pd. For all points r 6= rd, it can be shown that

F = −∇Φd =
1

4π

(
(3pd · r− rd)(r− rd)

|r− rd|5
− pd

|r− rd|3

)
, (G.25)

F = −∇×Ad =
1

4π

(
(3md · r− rd)(r− rd)

|r− rd|5
− md

|r− rd|3

)
. (G.26)

It follows that

−∇Φd = ∇×Ad (G.27)

when md = pd and r 6= rd.

Recall that we constructed a scalar potential for the field of a monopole source

using a chain of electric dipoles. It follows from (G.27) that we may construct a

vector potential for the same field using a chain of magnetic dipoles. We define a

string in a form analogous to the electrostatic case. As before, let L denote a curve

with one end at rA and extending to infinity. Let Fi denote the field given by (G.25)

due to the ith dipole of the chain. Then, for all points away from the curve L, the

field is given by the sum

Fm =
N∑

i=1

Fi = −∇ 1

4π

N∑
i=1

dpi · (r− ri)

|r− ri|3
= ∇× 1

4π

N∑
i=1

dmi × (r− ri)

|r− ri|3
. (G.28)

The vector potential for the dipole chain can be written in the limit dr → 0 by the

path integral

A(r) =
1

4π

N∑
i=1

dmi × (r− ri)

|r− ri|3
→ g

4π

∫
L

dr′ × (r− r′)

|r− r′|3
, (G.29)

where we let dmi = gdr define the magnetic charge g. Unlike the case of the scalar

potential this integral will, in general, depend on the path chosen L.

287



The vector potential of a Dirac monopole of charge g at a fixed location rA ∈ R3

is given by the line integral

Am(r) = − g

4π

∫
L

dr′ ×∇
(

1

|r− r′|

)
(G.30)

where the integral is taken along a directed path L beginning at the point rA and

extending to infinity. Such a potential has the desired property:

Fm = −∇Φm = ∇×Am (G.31)

at all points away from the curve L. Furthermore,

∇ ·Am = 0. (G.32)

These properties may be verified directly as follows. Consider the integrand of

(G.30) for a fixed value of r′ along the path L. Let t̂ denote the tangent vector to

L at r′. Writing dr′ = t̂ds we evaluate the curl of the integrand. Using the identity

∇× (A×B) = (B · ∇)A− (A · ∇)B−B(∇ ·A) + A(∇ ·B), we find that

∇×
[
t̂×∇

(
1

|r− r′|

)]
= t̂∇2

(
1

|r− r′|

)
− (̂t · ∇)∇

(
1

|r− r′|

)
. (G.33)

Noting that ∇2
(

1
|r−r′|

)
= 0 for r 6= r′, we have that the curl is given by the integral

∇×Am =

∫
L

−(dr′ · ∇)∇
(

1

|r− r′|

)
=

∫
L

(dr′ · ∇′)∇
(

1

|r− r′|

)
= −∇

(
1

|r− rA|

)
= Fm, (G.34)

provided that r /∈ L. Similarly, using the identity ∇ · (A×B) = B · (∇×B)−A ·

(∇×B), we find that

∇ ·
[
t̂×∇

(
1

|r− r′|

)]
= −t̂ ·

[
∇×∇

(
1

|r− r′|

)]
= 0, (G.35)
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provided r 6= r′. Since the integrand vanishes everywhere along the path, it follows

that ∇ ·A = 0.

G.2 Properties of the Dirac String

We refer to the path L appearing in (G.30) as the Dirac string. In the present

section, we will demonstrate several properties of the monopole potential (G.30) as

they relate to the Dirac string.

Why is such an artifice necessary? The field Fm of a monopole is smooth on all

of space except the location of the source rA. Furthermore, the field is curl-free and

divergence-free on all space except at rA. However, there exists no vector potential

A such that Fm = ∇×A on all of R3 \{rA}. To prove this statement, suppose that

such a vector potential does exist. We surround the point rA by a sphere S. We

know from the divergence theorem that there will be a net flux through the sphere

due to the enclosed magnetic source:

∫
S

Fm · ndS =

∫
B

∇ · FmdV =

∫
B

ρmdV = g, (G.36)

where g is the magnetic charge of the monopole. However, if F = ∇ × A at all

points on S, then we also have that

∫
S

Fm · ndS =

∫
S

(∇×A) · ndS. (G.37)

Since S is a closed surface, it follows from Stokes’ theorem that the integral (G.37)

must vanish, contradicting (G.36). Thus, no such vector potential exists. (This is

possible because the region R3 \ {rA} is not simply-connected.) It follows from the
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above argument that on any sphere surrounding a monopole there is at least one

point where the identity Fm = ∇×A fails. The (connected) set of smallest measure

on which this identity can fail is therefore a single curve, originating at the point rA

and extending to infinity. This is the Dirac string.

We now show that the vector potential of (G.30) is, in fact, singular for all

points r ∈ L on the Dirac string. To demonstrate this, consider a modified version

of the previous argument. Let r0 be a point on the string, and let t̂ be the unit

tangent vector to L at r0. We surround the string by a small circle of radius ε,

whose center lies at the point r0. For simplicity, we assume that the circle lies in the

plane orthogonal to the string. Let Sε be a surface enclosing the monopole source,

which is closed except for a small hole whose boundary is the circle surrounding the

string (Fig. G.1). Note Am is well-behaved on this surface. Using Stokes’ theorem

we note that line integral of Am over the circle is given by

∮
C

Am(r) · dr =

∫
Sε

(∇×Am) · ndS =

∫
Sε

Fm(r) · ndS. (G.38)

In the limit as ε → 0, this integral must approach that of a closed surface (G.36).

We therefore have the key identity:

lim
ε→0

∮
C

Am(r) · dr = g . (G.39)

Consider cylindrical coordinates in a neighborhood of r0. We let dr = εφ̂dφ, such

that Aφ denotes that component of A encircling the string. Note that we may write

lim
ε→0

∮
C

Am(r) · dr = lim
ε→0

[
ε

∫ 2π

0

Aφ(r0 + ερ̂)dφ

]
= g. (G.40)
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Figure G.1: A monopole of strength g together with its Dirac string.

This is only possible if

lim
ε→0

∫ 2π

0

Aφ(r0 + ερ̂)dφ = ±∞ (G.41)

where the sign is determined by the sign of the enclosed charge. We conclude: The

component of Am encircling the Dirac string diverges as the string is approached

from any direction. This can also be seen directly from the integral (G.30). The

integrand appearing in the vector potential (G.30) becomes singular as 1/|r− r′| for

all points near r = r′. We therefore expect that this line integral will diverge when

r ∈ L.

G.3 Gauge Transformations

In the present section we demonstrate that a change in the Dirac string is

equivalent to a change of gauge in the vector potential (G.30), and we study these
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gauge transformations in detail.

Consider a Dirac monopole at location rA. Let L1 and L2 be two strings, each

with one end at rA. We wish to show that deforming the string L1 → L2 amounts

to a change of gauge

AL2 = AL1 +∇f (G.42)

for some harmonic function f , on all space excluding the two strings, R3 \{L1∪L2}.

First assume that the string L2 is obtained by deforming L1 locally. That is, if

we parametrize each string by arc length along the curve from the end rA, then

L1(λ) = L2(λ + l) for all λ sufficiently large, where l is a constant. The strings

coincide at all points beyond some value λp. (The general case may be obtained by

a limiting process as λp →∞.) We then have from (G.30) that

AL2(r)−AL1(r) = − g

4π

[∫
L2

dr′ ×∇
(

1

|r− r′|

)
−
∫

L1

dr′ ×∇
(

1

|r− r′|

)]
= − g

4π

∮
C

dr′ ×∇
(

1

|r− r′|

)
(G.43)

where C is the closed path along the curve L2 − L1. We now establish that∮
C

dr′ ×∇
(

1

|r− r′|

)
= ∇

∫
S

n · ∇′
(

1

|r− r′|

)
dS ′ (G.44)

where S is any smooth surface with C as its boundary. Throughout, let φ(r) =

1
|r−r′| . Let a be any constant vector, and define V = ∇φ × a. By the product rule

A · (B×C) = C · (A×B) we have

V · dr′ = dr′ · (∇φ× a) = a · (dr′ ×∇φ). (G.45)

Thus ∮
C

V · dr′ = a ·
∮

C

dr′ ×∇φ. (G.46)
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Also, noting ∇× (A×B) = (B · ∇)A− (A · ∇)B−B(∇ ·A) + A(∇ ·B) we have

that

∇×V = ∇× (∇φ× a) = (a · ∇)∇φ− a(∇2φ). (G.47)

Noting that ∇2φ = 0 for r 6= r′, we have ∇×V = (a · ∇)∇φ. Similarly, ∇′ ×V =

(a ·∇′)∇φ. Since derivatives of φ with respect to primed and unprimed coordinates

commute, we have ∇′×V = (a ·∇)∇′φ. Hence, using the fact that the normal n(r′)

is independent of the coordinates r,

(∇′ ×V) · n = [(a · ∇)∇′φ] · n = a · ∇(n · ∇′φ). (G.48)

It follows from Stokes’ theorem

∮
C

V · dr′ =
∫

S

(∇′ ×V) · ndS ′ (G.49)

and applying (G.46) and (G.48) that

a ·
∮

C

dr′ ×∇φ = a · ∇
∫

S

(n · ∇′φ)dS. (G.50)

As this result holds for any constant vector a, the result (G.44) is established. We

have therefore shown that

AL2 = AL1 +
g

4π
∇Ω, (G.51)

where the gauge function Ω is given by

Ω(r) = −
∫

S

n · ∇′
(

1

|r− r′|

)
dS ′. (G.52)

Note that

n · ∇′
(

1

|r− r′|

)
= n ·

(
r− r′

|r− r′|3

)
= −n · R

|R|3
(G.53)
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where R = r′− r is a vector pointing from the evaluation point to the surface at r′.

Thus, we may write

Ω(r) =

∫
S

R̂ · n
R2

dS ′. (G.54)

By definition, Ω(r) is the solid angle subtended at the point r by the surface S. We

may therefore interpret Ω as the surface area of the projection of the surface S onto

the unit sphere surrounding r.

G.3.1 A Choice of Gauge

One particularly simple choice of Dirac string forms the foundation of Section

(5.3.2). The Dirac string, which we denote D, is taken to be a straight line that

extends from the point rA to infinity in the direction of m [19]. That is, D =

{rA +λm : 0 ≤ λ <∞}. Due to its importance, we evaluate the vector potential in

the corresponding gauge. We parametrize the path in terms of λ as, r′ = rA + λm.

Note that r− r′ = r− rA − λm and dr′ = mdλ. Then we have

A(r) =
g

4π

∫ ∞

0

m× (r− rA − λm)

|r− rA − λm|3
dλ. (G.55)

Note m× (r− rA − λm) = m× (r− rA) and

|r− rA − λm|3 = [(r− rA)2 − 2λm · (r− rA) + λ2]−
3
2 . (G.56)

Hence, the vector potential is given by the integral

A(r) =
g

4π

∫ ∞

0

m× (r− rA)

[(r− rA)2 − 2λm · (r− rA) + λ2]3/2
dλ

=
g

4π
m× (r− rA)

∫ ∞

0

1

(c+ bλ+ aλ2)3/2
dλ, (G.57)
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where a = (r− rA)2, b = −2m · (r− rA), and c = 1. Evaluating integrals of this

form using the identity

∫ ∞

0

dλ

(a+ bλ+ cλ2)3/2
=

2√
a

1

(2
√
a+ b)

, (G.58)

we obtain the result

A(r) =
m× (r− rA)

4π|r− rA|(|r− rA| −m · (r− rA))
(G.59)

at each evaluation point r. The unit vector m points in the direction of the Dirac

string.

We investigate the behavior of (G.59) in a neighborhood of the string D.

Given a point r0 on the string, we let ε denote the displacement of r relative to

r0. We may write r = rA + λm + ε. It follows that m × (r− rA) = m × ε and

m · (r− rA) = λ+ m · ε. The distance to the source point is therefore given by:

|r− rA| =
√
λ2 + 2λm · ε + ε2 = λ+ m · ε +

ε2

2λ
− (m · ε)2

2λ
+O(ε3). (G.60)

We have, to leading order in ε = |ε|, that

A(ε) =
g

4π

1

λ

m× ε

ε2/2λ− (m · ε)2/2λ
=

g

2π

m× ε

|m× ε|2
. (G.61)

In cylindrical coordinates defined by m = ẑ with origin at r0, we have ε = ρρ̂ + zẑ.

In these coordinates, we find that

A(ε) =
g

2πρ
φ̂ (G.62)

where ρ is the distance from the string. In a neighborhood of the string, the domi-

nant component of A is therefore the component encircling the string, which diverges
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as 1/ρ. Furthermore, the line integral around the string is given by

lim
ε→0

∮
C

Am(r) · dr =

∫ 2π

0

g

2π
dφ = g, (G.63)

as expected from (G.39).

G.3.2 Transformations of the Ray Gauge

We now apply these results to the gauge introduced in Section (G.2.1). Con-

sider the rays L1 = {rA + λm1 : 0 ≤ λ < ∞} and L2 = {rA + λm2 : 0 ≤ λ < ∞},

defining two Dirac strings as in Section (G.2.1). In the present section, we investigate

the gauge function (G.52) associated with the change of gauge AL1 → AL2 .

Consider the plane spanned by the vectors m1 and m2. Let P denote that

segment of the plane that lies in the wedge defined by the interior angle between

the two rays. The surface P then inherits an orientation from the boundary L2−L1

given by the constant normal n = m2 ×m1. The gauge function (G.52) is then the

solid angle subtended by P at the point r, which we evaluate as follows.

We evaluate Ω in coordinates such that the surface P defines the plane z = 0

and n = ẑ. Furthermore, we choose the x-axis to coincide with the ray L2, so that

the source rA lies at the origin. Let α denote the interior angle between the two rays.

In these coordinates we may represent a point on the surface P in polar coordinates

as r′ = ρ cosφx̂ + ρ sinφŷ, with 0 ≤ φ < ∞. Similarly, we write r = xx̂ + yŷ + zẑ
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so that R2 = ρ2 − 2ρ(x cosφ+ y sinφ) + r2, where r2 = x2 + y2 + z2. Then

Ω(r) =

∫
P

R̂ · n
R2

dS ′

=

∫ α

0

∫ ∞

0

−z
[ρ2 − 2(x cosφ+ y sinφ)ρ+ x2 + y2 + z2]3/2

ρdρdφ

=

∫ α

0

−z
r − x cosφ− y sinφ

dφ = −2
z

|z|
arctan

(
−y + (r + x)t

|z|

)∣∣∣∣t=tan α/2

t=0

. (G.64)

Let κ = tanα/2. We have in these coordinates the result:

Ω(r) = 2

(
arctan

(
y − (r + x)κ

z

)
− arctan

(y
z

))
. (G.65)

It can be shown by direct calculation that ∇2Ω = 0 at all points where the second

derivatives are defined. This is the case for all points away from the plane z = 0.

What happens in the plane of the strings, z = 0? Note that

lim
u→+∞

arctan(u) =
π

2
lim

u→−∞
arctan(u) = −π

2
. (G.66)

The arguments of the arctan appearing in (G.65) diverge, but their sign is deter-

mined by where the limits are taken. Define f1(x, y) = y − (
√
x2 + y2 + x)κ and

f2(x, y) = y. Then the limit from above is given by

lim
z+→0

Ω(r) = sgn(f1)π − sgn(f2)π. (G.67)

In the regions outside the wedge, sgn(f1) = sgn(f2) and therefore the limit vanishes.

Inside the wedge, sgn(f1) = −1 and sgn(f2) = +1. Therefore limz+→0 Ω = −2π.

The limit from below is given by

lim
z−→0

Ω(r) = − sgn(f1)π + sgn(f2)π. (G.68)
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Outside the wedge, Ω is continuous across the plane z = 0. Inside the wedge, there is

a jump discontinuity of magnitude 4π, corresponding to a reversal of sign in crossing

from one side of the wedge to the other.

As a final result, we consider the geometric interpretation of Ω. The gauge

function Ω is given by the solid angle subtended by the wedge P at the evaluation

point r. Surrounding r by a unit sphere, we project P onto the sphere as follows.

Consider the ray L1 originating at the source point rA. The segment of the line

connecting the center r and the point rA intersects the sphere at a single point r′A,

representing the projection of rA onto the sphere. We then construct a ray parallel

to L1 with endpoint at the center of the sphere r. This ray likewise intersects

the sphere at a single point e1. The projection of L1 onto the sphere is then that

segment of the great circle, lying in the plane defined by L1 and r, that connects

points r′A and e1. A similar construction applies for L2, and for each ray originating

at rA contained in the wedge P . The projection is therefore a spherical triangle

with vertices r′A, e1, e2 (Fig G.2). The gauge function Ω is given by the associated

spherical area.

The area of a spherical triangle with interior angles A, B, and C is given by

4ABC = (A+B +C − π)R2 = ER2, where R is the radius of the sphere and E is

the angle excess. Given three sides a, b, c, the angle excess E of a spherical triangle

is given by [53]

tan
E

4
=

√
tan

1

2
d tan

1

2
(d− a) tan

1

2
(d− b) tan

1

2
(d− c) (G.69)

where d = (a+ b+ c)/2. This can be applied as follows. As before, we let α be the
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interior angle between the two rays L1 and L2. Let θ1 and θ2 be the angles of L1

and L2, respectively, with respect to the radial segment. In this case the sides of

the triangle are given by a = α, b = π − θ1, and c = π − θ2. It follows that

Ω = ±4 arctan

(√
tan 1

2
(s+ θ1) tan 1

2
(s+ θ2)

tan 1
2
s tan 1

2
(s− α)

)
(G.70)

where s = (α− θ1 − θ2)/2. The sign is chosen by the orientation of P . Namely, the

+ sign is chosen if n points “away from” r (that is (r′ − r) · n > 0 for all r′ ∈ P ),

while the − sign is chosen if n points “toward” r (that is (r′ − r) · n < 0 for all

r′ ∈ P ).

In the limit as r passes through the plane of the wedge, we have the following.

Outside the wedge, note that either θ2 = θ1 + α or θ1 = θ2 + α. Thus, s = −θ1 or

s = −θ2. In either case, Ω = 0. Inside the wedge, note that α = θ1 + θ2 so that

s = 0 and Ω = ±2π, as expected.
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Figure G.2: Geometrical interpretation of the gauge function Ω as a spherical area.

(See equation (G.70).)
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Appendix H

Potential Theory

H.1 Background

Poisson’s equation is an example of a class of partial differential equations

known as elliptic PDE’s. A general linear partial differential equation of second

order in the N variables x = (x1, x2, ..., xN) takes the form

Lu =
N∑

i,k=1

aik
∂2u

∂xi∂xk

+
N∑

i=1

bi
∂u

∂xi

+ cu = f, (H.1)

where the solution u is assumed to be twice continuously differentiable on some

open set Ω ⊂ RN . That is, u ∈ C2(Ω). Similarly, we assume the coefficients aik,

bi, and c are continuously differentiable functions of x on the domain Ω. Finally, f

is assumed to be continuous on Ω. The existence of solutions and their important

properties are determined by the second-order part of the linear operator,

L0 =
N∑

i,k=1

aik(x)
∂2

∂xi∂xk

, (H.2)

referred to as the principal part of L. At a given point x ∈ Ω, the coefficients of

the second-order terms aik(x) define a quadratic form (the characteristic form of L)

given by Q(λ) =
∑N

i,k=1 aikλiλk = (λ,Aλ) for all λ ∈ RN , where A is the matrix

with entries Aij = aij. Note that A may be taken to be symmetric because only

the symmetric part of aij contributes to (H.1). A quadratic form of this type can

always be transformed by a similarity transformation employing a real orthogonal
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matrix, λ = Sη, into the normal form Q(η) =
∑N

i=1 κiη
2
i , where the coefficients κi

take on only the values +1,-1, or 0. We let p be the number of coefficients κi taking

on positive values, let q be the number of κi taking on negative values, and let s be

the number of vanishing κi. These correspond to the number of positive, negative,

and zero eigenvalues of the matrix A(x), respectively. The important feature is

that these numbers are invariant under general coordinate transformations of the

independent variables appearing in the differential equation.

The equation (H.1) is elliptic at a point x provided all values κi are +1 or all

values are -1; that is, A(x) is positive definite or negative definite. Similarly, the

equation is parabolic at a point x provided one or more of the κi vanish; that is,

A(x) is a singular matrix. The equation is hyperbolic at x provided all values of

the κi have the same sign except one, which takes the opposite sign. Finally, when

there is more than one nonvanishing κi of each sign, the equation is ultrahyperbolic.

In this Appendix, we focus on the properties of elliptic equations.

The operator L is elliptic in a domain R ⊆ Ω if (H.1) is elliptic at each point of

R. In the special case that the coefficients are constant, it is possible to reduce the

differential equation to normal form over the entire domain Ω. By a linear change of

the independent variables and a change in the dependent variable, a general elliptic

equation with constant coefficients can be reduced the normal form

∇2v(x) + cv(x) = g(x) (H.3)

for x ∈ Ω, where c is a constant. In particular, for c = 0 the expression reduces to

Poisson’s equation with a source term g(x).
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The corresponding homogeneous equation ∇2v = 0 is the familiar Laplace

equation. A function v ∈ C2(Ω) satisfying the Laplace equation is said to be har-

monic on Ω. Harmonic functions have a number of well-known special properties,

which we summarize here.

Mean-Value Property: Let h be a harmonic function on Ω. For any spher-

ical ball B(x, r) of radius r contained completely within Ω with center at a point x,

such that B(x, r) ⊂ Ω, we have

h(x) =
1

vol{B}

∫
B(x,r)

h(y)dy, (H.4)

h(x) =
1

area{S}

∫
S(x,r)

h(y)dS. (H.5)

Here dy denotes the N -dimensional volume measure on RN , and dS denotes the

(N − 1) dimensional measure on the surface of the ball. Similarly, vol{B} and

area{S} are the volume of the ball in RN and the surface area of its spherical

boundary, respectively. Conversely, suppose h ∈ C(Ω) is continuous. If the mean-

value property (H.4) or (H.5) holds for every B(x, r) contained in Ω, then h is

harmonic on Ω.

Extremum Property: Suppose h is harmonic on Ω, and let x ∈ Ω. If Ω is

connected and h attains an extremum at x, then h is constant. Otherwise, h attains

its extrema on the boundary of Ω, and min∂Ω h ≤ h ≤ max∂Ω h.

Regularity Property: If h is harmonic on Ω, then h ∈ C∞(Ω) and all partial

derivatives of h are also harmonic on Ω.

Analyticity Property: If h is harmonic on Ω, then h is real-analytic on Ω.

In addition, h can be expanded as a series of harmonic polynomials. That is, for
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each x0 ∈ Ω there is a ball of nonzero radius r > 0 and a unique sequence {Hj} of

harmonic polynomials such that

h(x0 + x) =
∞∑

j=0

Hj(x), (H.6)

where each Hj is homogeneous of degree j. In particular, if h is harmonic on some

ball B(x0, r) of radius r about x0, then the series (H.6) converges absolutely and

locally uniformly on all of B(x0, r).

Harmonic Polynomials: Let Pd denote the vector space of all real-valued

homogeneous polynomials of degree d on R3. We note that the set of polynomials

in Pd which are also harmonic forms a finite-dimensional subspace of dimension

2d + 1, which we denote Hd. Let Qd denote the set of all polynomials of the form

Q(x, y, z) = (x2 + y2 + z2)P (x, y, z) where P ∈ Pd−2. If we introduce the inner

product on Pd,

〈P,Q〉 =

∫
S

PQdS (H.7)

by integrating over the surface of the unit sphere S in R3, then the space of homo-

geneous polynomials may be written as the orthogonal direct sum Pd = Hd ⊕ Qd.

(For proofs of the above claims, see [93].)

The properties summarized above will be used repeatedly throughout the body

of this dissertation.

H.2 Representation in Terms of Surface Data

Given any linear elliptic differential equation Lu = f , a central role is played

by the set of fundamental solutions for L. A fundamental solution for L, which we
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denote as E , is a regular distribution satisfying

LE(x) = δ(x), (H.8)

where δ(x) is the Dirac-delta distribution centered at the origin x = 0 in RN . We

will consider only the case in which L contains derivatives of even order, as in (H.3).

A word of clarification is warranted. Let C∞
0 (Ω) denote the space of infinitely

differentiable functions φ which have compact support contained in Ω. (That is, the

closure of the set of points for which φ 6= 0 is compact and contained within Ω.)

Then (H.8) is equivalent to

LE(x) = 0, x 6= 0 (H.9)

(LE , φ) =

∫
Ω

E(Lφ)dx = φ(0), (H.10)

for all test functions φ ∈ C∞
0 (Ω). Here dx denotes the volume measure on RN . We

note that the function

EN(x) =

{
1
2π

log ||x|| if N = 2

− 1
(N−2)ωN

1
||x||N−2 if N ≥ 3

(H.11)

is a fundamental solution for the Laplace operator in RN , where the constant ωN =

2πN/2/Γ(N/2) is the volume of the unit sphere in RN . In R3, this is the familiar

expression for the potential of a point charge at the origin

E3(x) = − 1

4π

1

|x|2
, (H.12)

where we denote vectors in R3 by boldface. The significance of the fundamental

solutions is that they allow the general solution of the PDE to be constructed, at
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least formally, for a general domain. A particular solution for the inhomogeneous

equation Lu = f is given by

u(x) = (E ? f)(x) =

∫
RN

E(x− y)f(y)dy, (H.13)

provided the convolution is defined. This follows from the fact that

L(E ? f) = (LE) ? f = δ ? f = f. (H.14)

Note that for any u, v ∈ C2(Ω) ∪ C1(Ω̄) we have

∇ · (u∇v − v∇u) = u∇2v − v∇2u. (H.15)

Integrating over the domain Ω ⊂ RN produces Green’s integral identity,∫
Ω

(u∇2v − v∇2u)dx =

∫
∂Ω

(
u
∂v

∂n
− v

∂u

∂n

)
dS, (H.16)

where here n is a unit vector denoting the direction of the exterior normal to the

boundary ∂Ω, and we introduce the normal derivative

∂

∂n
= n · ∂. (H.17)

We can now set v(x′) = EN(x− x′) from (H.12), provided we omit from the domain

some small ball Bε of radius ε > 0 about the point x where EN(x − x′) is singular.

Then v is smooth on Ωε = Ω \ Bε and (H.16) applies to this domain. In particular,

∇2v = 0 and

−
∫

Ω

E(x− x′)∇2u(x′)dx′ =

∫
∂Ω

(
u(x′)

∂E(x− x′)

∂n
− E(x− x′)

∂u

∂n

)
dS ′

− 1

4πε2

∫
|x−x′|=ε

(
u(x′) + ε

∂u

∂n

)
dS ′. (H.18)

Taking the limit at ε→ 0, we obtain the following result.
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Green’s Representation Theorem 1. Let u ∈ C2(Ω) ∩ C1(Ω). Then for any

x ∈ Ω we have

u = Z∇2u+ V
∂u

∂n

∣∣∣∣
∂Ω

+W u|∂Ω (H.19)

where the following three integrals,

Zψ(x) =

∫
Ω

ψ(y)En(x− y)dy, (H.20)

V ψ(x) = −
∫

∂Ω

ψ(y)En(x− y)dS(y), (H.21)

Wψ(x) =

∫
∂Ω

ψ(y)
∂En

∂ny

(x− y)dS(y), (H.22)

are referred to as the volume potential, the single-layer potential, and the double-

layer potential corresponding to a density ψ.

The theorem states that a general function can be reconstructed as a sum of

these three types of potentials. Within the domain Ω, the volume potential satisfies

the Poisson equation ∇2(Zψ) = ψ. The volume potential appearing in (H.19) is the

potential due to a charge distribution ψ = ∇2u within Ω. Both the single-layer and

double-layer potentials are harmonic functions at all points in Ω. The single-layer

potential in (H.19) represents the potential due to a monopole distribution of density

ψ = −∂u/∂n on the surface ∂Ω. Finally, the double-layer potential in (H.19) is the

potential due to a distribution of dipoles on the surface ∂Ω, the direction of which

at any point coincides with the exterior normal, with dipole moment ψ = u.

In the particular case that u is a harmonic function, the first term of (H.19)

vanishes. We then see that u can be represented entirely in terms of its values on the

surface of the domain Ω. Exactly how this is to be accomplished in practice depends
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on the boundary-values available. In the case that u is taken to be a scalar electric

or magnetic potential, we may have the values of the potential itself available on

the bounding surface. In this case, we wish to represent the solution in the interior

in terms of a single-layer potential alone, leading to the inner Dirichlet problem.

More likely, we may have values of the electric or magnetic field available on the

surface, and we wish to represent the solution in the interior in term of a double-

layer potential alone, leading to the inner Neumann problem. We focus here on the

latter case.

In particular, consider the Neumann problem for the Poisson equation

∇2u = f on Ω, (H.23a)

∂u

∂n

∣∣∣∣
∂Ω

= φ on ∂Ω, (H.23b)

with Ω ⊂ RN . Under fairly general conditions on the bounding surface, it is possible

to construct a Green’s function for (H.23) as follows. Let G : Ω̄ × Ω̄ → R be a

fundamental solution of the Laplace operator satisfying

∂G(x, y)

∂n
= α, (H.24a)

G(x, y)− EN(x− y) = vy(x), (H.24b)

where α is a constant and vy is harmonic in x for all y ∈ Ω. Then G is a Green’s

function for the inner Neumann problem (H.23) on Ω. By construction, G is a

fundamental solution in the variable x−y. Applying Green’s representation theorem

(H.19) then allows us to write a given u ∈ C2(Ω) ∩ C1(Ω) in the form

u(x) =

∫
Ω

G(x, y)∇2u(y)dy +

∫
∂Ω

[
u(y)

∂G(x, y)

∂ny

−G(x, y)
∂u

∂n
(y)

]
dS(y). (H.25)
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Any solution of ∇2u = f may therefore be written by using (H.24) together

with (H.25) to find that

u(x) = α〈u〉∂Ω +

∫
Ω

G(x, y)f(y)dy −
∫

∂Ω

G(x, y)
∂u

∂n
(y)dS(y), (H.26)

where 〈u〉∂Ω denotes the integral of u over the boundary ∂Ω. In the case of the

Laplace equation, the source term f vanishes, and we again obtain a representation

of the solution in terms of surface data alone. Namely,

u(x) = α〈u〉∂Ω −
∫

∂Ω

G(x, y)
∂u

∂n
(y)dS(y). (H.27)

It can be shown that a solution to the source-free Neumann problem exists for

continuous boundary data if and only if the boundary data satisfies the condition

∫
∂Ω

∂u

∂n
(y)dS(y) = 0. (H.28)

If this is satisfied, the solution is unique up to a constant. For this reason, we

may choose u such that its integral over the boundary vanishes. That is, if φ(x) =

∂u(x)/∂n satisfies (H.28), then the unique solution of (H.23) with 〈u〉∂Ω = 0 is found

from (H.27) to be

u(x) = −
∫

∂Ω

G(x, y)φ(y)dS(y). (H.29)

Note that while the fundamental solutions appearing in (H.19) depend only

on the dimension of the space, the Green’s function G depends strongly on the

geometry of the domain Ω. In the context of magnetic fields, (H.29) allows one to

express source-free fields of the form B = ∇u in terms of their normal component

n·B = ∂u/∂n on the boundary. We have thus eliminated the need for potential data
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on the surface, at the cost of introducing a geometry-dependent integration kernel.

(An alternative approach, utilizing both field and potential data, is discussed in

Chapter 5.)

H.3 Smoothing Property of Elliptic PDE’s

Many of the properties of harmonic functions described in Section H.1 also

apply to solutions of more general elliptic PDE’s. As this class of PDE’s includes

the Poisson and Helmholtz equations, critical to the electromagnetic modeling of

beamline elements, we wish to consider this more general case. In particular, a

general feature of elliptic PDE’s is the smoothness of their interior solutions. In

this section, we present the primary results which describe the smoothness of these

solutions and place corresponding bounds on their derivatives. In particular, we will

see that (unlike the derivative operator discussed in Appendix A) the inverse of an

elliptic operator is often a continuous linear transformation.

H.3.1 Interior Estimates

We consider differential operators L of the form appearing in (H.1). In addi-

tion, we assume for simplicity that the coefficients aik, bi, c are constant. (Such is

the case for the Poisson and Helmholtz equations.) The form of the fundamental

solution for such a differential operator L may be used to study the local properties

of the solution at interior points, and to provide various interior estimates.

This technique may be used, for example, to show that the following claims
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are equivalent [96]:

1) L is an elliptic operator.

2) There exists a fundamental solution for L which is analytic except at the origin.

3) All solutions of the homogeneous equation Lu = 0 are analytic in Ω.

To see that 2) implies 3), we note that the behavior near a point x0 ∈ Ω of any

solution u of Lu = 0 can be written in terms of the fundamental solution E as follows.

Let φ ∈ C∞
0 (Ω) be a smooth test function such that φ = 1 on some neighborhood

Bε of x0. By construction, φ vanishes outside some larger compact domain K such

that Bε ⊂ K ⊂ Ω. Now consider the function uφ. Clearly uφ = u in Bε, and

uφ = 0 outside K. If we define f = L(uφ), then the convolution given in (H.13) is

well-defined, since each derivative of uφ (and therefore the function f) mush vanish

outside the compact domain K. The equation L(uφ) = f therefore has the solution

uφ = E ? f = E ? L(uφ). (H.30)

However, in the neighborhood Bε surrounding x0 we know uφ = u, so that for x ∈ Bε

we have the integral representation

u(x) =

∫
K

E(x− x′)L(uφ)|x′ dx
′. (H.31)

If follows from (H.31) that if the fundamental solution E(x) is analytic for all x 6= 0,

then u is analytic at the point x0 ∈ Ω. In particular, this construction makes no

assumptions about the geometry of the domain Ω or the values of u on the boundary.

In addition, if the equation Lu = 0 is brought to the normal form ∇2u+cu = 0

on Ω, then for any sphere S contained in Ω we have a mean-value property analogous

311



to the mean-value property for harmonic functions. In particular, [94] gives the

mean-value relationship

u(x)
sinR

√
c

R
√
c

=
1

4πR2

∫
S(x,R)

u(y)dS(y), (H.32)

where R is the radius of a sphere centered at the point x.

As a final example, we consider interior estimates for Laplace equation. Sup-

pose L = ∇2, so that u is harmonic. Let x ∈ Ω and let d denote the distance of x

to the boundary ∂Ω. (That is, d is the radius of the largest ball B(x, d) centered at

x such that B(x, d) ⊆ Ω.) We let

Dα =
∂|α|

∂α1x1∂α2x2 . . . ∂αNxN

(H.33)

denote a mixed partial derivative of order |α| = α1 + α2 + · · ·αN . Then the value

of this derivative is bounded by

|Dαu(x)| ≤
(
n|α|
d

)|α|
max

Ω̄
|u(x)|. (H.34)

Thus, we see that high-order derivatives of harmonic functions decay quickly as we

move away from the boundary toward the interior.

H.3.2 Global Estimates

Rather than presenting theorems for a general elliptic operator L, we describe

the results in the setting L = ∇2. Those features specific to the Laplacian operator

will be stated explicitly. The following results may be found in [96], [97], [37].
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H.3.2.1 Formulation in Sobolev spaces

We first define the appropriate spaces of functions. Let Ω be a bounded open

region in R3 with a smooth boundary, and let m be a nonnegative integer. Re-

call that Cm(Ω) denotes the vector space of real-valued functions on Ω possessing

continuous partial derivatives through order m. We define a norm || · ||m given by

||u||2m =
∑
|α|≤m

||Dαu||2 =

∫
Ω

∑
|α|≤m

|Dαu|2dx, (H.35)

where || · || denotes the usual norm on the space L2(Ω), and the sum is taken

over all multi-indices α defined in (H.33). Let Cm,∗(Ω) denote the space of func-

tions u ∈ Cm(Ω) for which the above norm is finite. That is, those functions have

square-integrable derivatives through order m on Ω. The Sobolev space Hm(Ω) is

the completion of the space Cm,∗(Ω) with respect to the norm (H.35). (A similar

technique may be used to define the spaces Hm(∂Ω) on the boundary, where the

integrals in (H.35) become integrals over the surface ∂Ω.)

The completion of Cm,∗(Ω) requires the introduction of functions which may

not be differentiable in the usual pointwise sense. We say that a function u ∈ L2(Ω)

possesses a weak derivative Dαu in L2(Ω) if there is some function v ∈ L2(Ω) such

that ∫
vφdx = (−1)|α|

∫
uDαφdx (H.36)

for every test function φ ∈ C∞
0 (Ω). (That is, v is the derivative of u in the sense

of distributions.) The Sobolev space Hm(Ω) is then the set of functions u ∈ L2(Ω)

possessing weak derivatives Dαu ∈ L2(Ω) through order m. We note that Hm(Ω) is

a subspace of the usual L2(Ω) space for m = 0, 1, 2, · · · . In fact, we have L2(Ω) =
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H0(Ω) ⊃ H1(Ω) ⊃ H2(Ω) · · · . In addition, functions appearing in the Sobolev space

Hm(Ω) are contained in the usual Ck(Ω) spaces for m sufficiently large. Indeed, for

any piecewise-smooth domain Ω ⊂ Rn,

Hs(Ω) ⊂ Ck
b (Ω) for s > n/2 + k, (H.37)

where Ck
b (Ω) denotes the subset of functions in Ck(Ω) that are also bounded with

bounded derivatives through order k.

To use these spaces in discussing boundary-value problems, we must first define

the restriction of a function u ∈ Hm(Ω) to the boundary ∂Ω, m ≥ 1. While the

boundary values of u may not be defined in the usual pointwise sense, we note that

the space of smooth functions C∞(Ω̄) is dense in Hm(Ω). Thus, we may construct a

sequence {uk} of functions in C∞(Ω̄) such that uk → u with respect to (H.35). Each

of these functions has a pointwise restriction to the boundary uk|∂Ω ∈ C∞(∂Ω). It

can be shown that this sequence converges in the space Hm−1(∂Ω) to a unique limit

u|∂Ω, called the trace of u on ∂Ω. Note that u|∂Ω is independent of the sequence

{uk} used to represent u. The trace u|∂Ω of all functions u ∈ Hm(Ω) in fact defines

a smaller space Hm−1/2(∂Ω) ⊆ Hm−1(∂Ω) of functions on the boundary, with norm

given by:

||u||m−1/2 = inf {||w||m such that w ∈ Hm(Ω), w = u on ∂Ω} . (H.38)

A norm equivalent to (H.38) can be written explicitly as

||u||2m−1/2 = ||u||2m−1 +
∑

|α|=m−1

∫
∂Ω

∫
∂Ω

|Dαu(x)−Dαu(x′)|2

|x− x′|3
dSdS ′, (H.39)
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where, in expression (H.39) only, ||·||m−1 denotes the norm as defined on Hm−1(∂Ω).

For more about these spaces and associated theorems, we refer the reader to [96].

H.3.2.2 Elliptic Problems in Bounded Domains

The theory of elliptic boundary-value problems on smooth, bounded domains

involves demonstrating that the linear operator appearing in the PDE is well-

behaved when considered as a mapping between the appropriate function spaces. By

well-behaved, we mean that such operators are Fredholm. A Fredholm operator U ,

from a Banach space X into a Banach space Y , is a bounded linear transformation

such that

• The kernel of U is finite-dimensional.

• The range of U is closed.

• The complement of the range of U is finite-dimensional.

In many cases, inverse operators can then be constructed by considering appropriate

subspaces of the domain and range. As a result, the inverse of a differential operator

L becomes an integral operator whose kernel is given by the Green’s function for

the domain Ω.

Consider, for example, the Dirichlet boundary-value problem given by

∇2u = f on Ω, (H.40a)

u|∂Ω = φ on ∂Ω. (H.40b)
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We may associate with this problem the linear transformation

UD : Hm(Ω) → Hm−2(Ω)×Hm−1/2(∂Ω) (H.41)

which takes

u 7→
(
∇2u, u|∂Ω

)
. (H.42)

Then the following statements hold [96]:

1) For any m ≥ 2, the operator UD is a continuous (bounded) linear transformation

with a continuous (bounded) inverse. In particular, UD is an isomorphism.

2) The relation u ∈ Hm(Ω) is equivalent to the set of conditions∇2u = f ∈ Hm−2(Ω)

and u|∂Ω = φ ∈ Hm−1/2(∂Ω). If the boundary ∂Ω and the data f and φ are analytic,

then the solution u is analytic on Ω̄.

3) As a consequence of 1) above, we have the so-called Schauder estimate

||u||m ≤ C
(
||∇2u||m−2 + ||u|∂Ω||m−1/2

)
(H.43)

where the constant C > 0 depends only on the geometry of the domain. As a result,

the global behavior and size of the derivatives of a solution u is determined by the

behavior of the source f and the boundary-value data φ.

Similarly, consider the Neumann problem given by

∇2u = f on Ω, (H.44a)

∂u

∂n

∣∣∣∣
∂Ω

= φ on ∂Ω. (H.44b)

We associate with this problem the linear transformation

UN : Hm(Ω) → Hm−2(Ω)×Hm−3/2(∂Ω) (H.45)
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which takes

u 7→
(
∇2u,

∂u

∂n

∣∣∣∣
∂Ω

)
. (H.46)

We then have the following [96]:

1) For any m ≥ 2, the operator UN is a Fredholm operator.

2) The relation u ∈ Hm(Ω) is equivalent to the set of conditions∇2u = f ∈ Hm−2(Ω)

and ∂u/∂n|∂Ω = φ ∈ Hm−3/2(∂Ω). If the boundary ∂Ω and the data f and φ are

analytic, then the solution u is analytic on Ω̄.

3) For all m ≥ 2, we have the Schauder estimate

||u||m ≤ C

(
||∇2u||m−2 +

∥∥∥∥ ∂u∂n
∣∣∣∣
∂Ω

∥∥∥∥
m−3/2

+ ||u||0

)
(H.47)

where the constant C > 0 depends only on the geometry of the domain.

In general, the operator UN is not invertible. This follows since any constant

function u = c for c ∈ R is a solution for the data ∇2u = 0, ∂u/∂n = 0. We see

in fact that the kernel of UN is the one-dimensional subspace of Hm(Ω) containing

the constant functions. The image of UN consists of the pairs (f, φ) satisfying the

compatibility condition ∫
Ω

f(x)dx−
∫

∂Ω

φ(x)dS = 0. (H.48)

An invertible operator Û may therefore be constructed by considering the subspaces

D =

{
u ∈ Hm(Ω)

∣∣∣∣∫
Ω

u = 0

}
(H.49)

R =

{
(f, φ) ∈ Hm−2(Ω)×Hm−3/2(∂Ω)

∣∣∣∣∫
Ω

f(x)dx−
∫

∂Ω

φ(x)dS = 0

}
. (H.50)

The operator Û : D → R defined as in (H.44) is then an isomorphism; Û is a

continuous linear operator with continuous inverse.
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H.3.2.3 Generalization to Cylinder Domains

Treatment of Unbounded Domains

The study of elliptic boundary-value problems on unbounded domains introduces a

number of subtleties. For example, consider the Dirichlet problem for the Laplace

equation in the strip [0, α]× R, where we desire u(x, 0) = 0 and u(x, α) = 0 on the

two lines bounding the domain. Note than an infinite number of solutions to this

boundary-value problem exist of the form

un(x, y) = enπx/α sin
(nπy
α

)
(H.51)

for n = 1, 2, · · · . Furthermore, these solutions grow without bound as x→∞. Inte-

rior values of un can be significantly greater than values appearing on the boundary!

Note that this is not a violation of the extremum property of harmonic functions,

since un has no local maxima or minima in the interior of the strip, and no global

maximum or minimum.

These issues appear due to the fact that the closure of an unbounded domain

in RN is not compact. To avoid this problem, we may introduce the one-point com-

pactification of RN , denoted RN ∪ {∞}, by including a “point at infinity.” The set

RN ∪ {∞} can then be made into a differentiable manifold. A neighborhood con-

taining the point at infinity may be covered by a coordinate patch with coordinates

r∗ = r/r2, obtained by inverting with respect to the unit sphere. In particular, the

point at infinity is then mapped to the origin in the coordinates r∗. A function h is

said to be “harmonic at infinity” if its Kelvin transform

h∗(r) =
1

rN−2
h
( r

r2

)
(H.52)
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is harmonic at r = 0. (For the significance of the Kelvin transform and its relation-

ship to inversion with respect to the unit sphere, see Section F.3.) Note that this is

equivalent to the condition that

h(r) = O

(
1

rN−2

)
as r →∞. (H.53)

The condition (H.53) then allows one to define the usual Dirichlet and Neumann

problems in unbounded domains. Similar asymptotic conditions may be constructed

for other elliptic boundary-value problems (eg., Sommerfeld radiation conditions for

the Helmholtz equation).

In the case of unbounded domains, the global estimates of the previous section

also fail. However, the results of Section H.3.2.1 may be modified by restricting

consideration to functions with a specified rate of growth. This can be done by

introducing an appropriate weight into the norms appearing in the relevant function

spaces. In the following section we apply this idea to the cylindrical domains of

Chapters 2-4 by introducing the spaces Hm
β . While standard treatments (eg., [34])

use exponential weights of the form eβz, we prefer more recent treatments involving

polynomial weights due to the clear physical relevance of the resulting spaces. We

follow [37], [38].

Application to Cylinders

Consider an infinite domain of uniform cross-section, given by Π = {(r, z) : r ∈

Ω, z ∈ R} where Ω is a domain in R2 with compact closure Ω̄ and smooth boundary

∂Ω. We let z denote the coordinate along the axis of the cylinder. For all β ∈ R,

we introduce the weighted space Hm
β (Π) consisting of those functions u for which
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the norm

||u||m,β = ||(1 + z2)β/2u||m (H.54)

is finite, where || · ||m denotes the norm in Hm(Π) given in (H.35). (More precisely,

we consider the completion of the space C∞
0 (Π) with respect to (H.54).)

Continuous functions in Hm
β (Π) must decay asymptotically faster than some

power of z to ensure convergence of the integral appearing in (H.54). To clarify this

point, consider the integral∫ ∞

−∞

1

(1 + z2)a
dz =

√
πΓ(a− 1/2)

Γ(a)
, (H.55)

for real a > 1/2. The integral (H.55) converges to the rhs if and only if a > 1/2;

otherwise, the integral diverges. It follows that a function of the form ga = (1 +

z2)−a/2 lies in L2(Π) if and only if a > 1/2. This illustrates the necessary asymptotic

behavior of functions in L2(Π). In particular, for a continuous function v to lie in

L2(Π) it is sufficient that

v = O

(
1

|z|a

)
for a > 1/2. (H.56)

In addition, we see that

||ga||20,β = ||(1 + z2)β/2ga||20 =

∫ ∞

−∞

|ga|2

(1 + z2)−β
dz. (H.57)

It follows that ga ∈ H0
β(Π) if and only if a > β+1/2. More generally, for a continuous

function v to lie in H0
β(Π) it is sufficient that

v = O

(
1

|z|a

)
for a > β + 1/2. (H.58)

A treatment of boundary-value problems for Poisson’s equation with general weights

β ∈ R can be found in [37],[38]. We will consider only the simplest physically relevant
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cases below. Consider an electric or magnetic field F in a source-free cylindrical

region Π. We know that far outside the magnetic element in the fringe-field region

the field and the corresponding scalar potential ψ, related by F = ∇ψ, are dominated

by the lowest-lying spherical multipole moment. In particular, if the monopole

moment is nonvanishing then

ψ ∼ O

(
1

|z|

)
as z →∞ (H.59)

Fw ∼ O

(
1

z2

)
as z →∞ (H.60)

for each component w = x, y, z. For general magnetic fields, for which there is no

monopole moment, the power of z appearing in the denominator of (H.59,H.60)

is increased by 1. It follows that for realistic data, ψ ∈ H0
0 (Π) = L2(Π) and

Fw ∈ H0
1 (Π).

For the Dirichlet problem it is then sufficient to consider the case of weights

with β = 0. We associate with this problem the operator

UD : Hm
0 (Π) → Hm

0 (Π)×H
m−1/2
0 (∂Π) (H.61)

which takes

u 7→
(
∇2u, u|∂Π

)
. (H.62)

This operator is then an isomorphism. The claims 1)-3) of Section H.3.2.2 hold as

described in the case of bounded domains, with the estimate

||u||m,0 ≤ C
(
||∇2u||m−2,0 + || u|m−1/2,0 ||

)
(H.63)

where the constant C > 0 depends only on the geometry of the cylinder.
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The theory of the Neumann problem in cylinder domains with polynomial

weights appears to be incompletely developed at the time of writing of this disser-

tation. We describe the relevant results found in Theorem 6.3, Corollary 6.5 of [37]

as we presently understand them. We wish to study the operator corresponding to

the Neumann problem, which takes

u 7→
(
∇2u,

∂u

∂n

∣∣∣∣
∂Π

)
, (H.64)

as defined on the appropriate function spaces. To ensure the appropriate asymptotic

behavior (H.60) of the boundary data, consider the case of weights with β = 1.

Suppose (f, φ) ∈ Hm−2
1 (Π) × H

m−3/2
1 (∂Π). Then there is a solution u ∈ Hm

−1(Π)

with ∇u ∈ L2(Π) if and only if∫
Π

f(x)dx−
∫

∂Π

φ(x)dS = 0. (H.65)

This solution is unique up to a constant. Futhermore, this solution may be written

in the form

u = û+ U (H.66)

where û ∈ Hm
1 (Π) and

||û||m,1 + ||(1 + z2)1/2∂2
zU ||m−1,1+||∂zU ||0,0 + ||(1 + z2)−1/2U ||0,0 (H.67)

≤ C
(
||f ||m−2,1 + ||φ||m−3/2,1

)
. (H.68)

H.4 Relationship between Green and Helmholtz Theorems

We now discuss the relationship between Green’s theorem and the Helmholtz

theorem. In this section, vectors in R3 are denoted in boldface, such that x = (x, y, z)
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in Cartesian coordinates.

For the subspace Im(grad) of vector fields which can be written as gradients,

the Helmholtz theorem (5.3), (5.21-5.22) of Chapter 5 is equivalent to Green’s rep-

resentation theorem (H.19). This can be seen as follows. Let F lie in Im(grad) such

that F = ∇u. It then follows that ∇2u = ∇ · F and ∂u/∂n = n · F. Recall the

notation E(r, r′) = − 1
4π|r−r′| . Using Green’s representation theorem,

u(r) =

∫
Ω

E(r, r′)∇′2udV ′ +

∫
∂Ω

(
u
∂E(r, r′)

∂n
− E(r, r′)

∂u

∂n

)
dS ′

= − 1

4π

∫
Ω

∇′ · F
|r− r′|

dV ′ +

∫
∂Ω

(
u
∂E(r, r′)

∂n
+

n · F
4π|r− r′|

)
dS ′ (H.69)

we see that

F = ∇u(r) = ∇Φ +∇
∫

∂Ω

u
∂E(r, r′)

∂n
dS ′ (H.70)

where Φ is given by (5.22). We now establish that

∇
∫

∂Ω

u
∂E(r, r′)

∂n
dS ′ = ∇×

∫
∂Ω

E(r, r′) (n×∇′u) dS ′. (H.71)

First consider the corollary to Stokes’ theorem given by

∫
∂Ω

(n×∇φ)dS = 0 (H.72)

for any smooth φ where ∂Ω is a closed, piecewise smooth surface. This is proven

as follows. Given any constant vector a ∈ R3, let V = φa. Note that ∇ × V =

∇× (φa) = ∇φ× a. Furthermore, using the identity A · (B×C) = C · (A×B) we

have n · (∇φ× a) = a · (n×∇φ) for the normal n at each point and

a ·
∫

∂Ω

(n×∇φ)dS =

∫
∂Ω

n · (∇×V)dS = 0, (H.73)
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where the last integral vanishes by applying Stokes’ theorem to a closed surface.

Since this holds for any vector a ∈ R3, (H.72) must hold as a vector identity. Now

let φ(r′) = u(r′)E(r, r′). Noting ∇′φ = E∇′u+ u∇′E we apply (H.72) to find

∫
∂Ω

E(r, r′)(n×∇′u)dS ′ = −
∫

∂Ω

u(n×∇′E(r, r′))dS ′. (H.74)

This identity was used in Section 5.3.2.2. We must now take the curl of (H.74). Using

the identity ∇× (A×B) = (B · ∇)A− (A · ∇)B−B(∇ ·A) + A(∇ ·B), note that

∇× [n(r′)×∇′E ] = −(n ·∇)∇′E −n(∇′2E). Derivatives of E with respect to primed

and unprimed coordinates commute. Furthermore, since ∇′2E = 0 for all r 6= r′, we

have ∇ × [n(r′) × ∇′E ] = −(n · ∇)∇′E = −(n · ∇′)∇E = −∇(n · ∇′E) = −∇∂E
∂n

.

Therefore

∇×
∫

∂Ω

E(r, r′) (n×∇′u) dS ′ = −∇×
∫

∂Ω

u(n×∇′E(r, r′))dS ′

= ∇
∫

∂Ω

u
∂E(r, r′)

∂n
dS ′. (H.75)

Finally, since F = ∇u, it follows that ∇×F = 0. The expression (5.21) of Chapter

5 therefore becomes

A(r) = − 1

4π

∫
∂Ω

n(r′)× F(r′)

|r− r′|
dS ′ =

∫
∂Ω

E(r, r′) (n×∇′u) dS ′, (H.76)

and by (H.71),

∇×A = ∇
∫

∂Ω

u
∂E(r, r′)

∂n
dS ′. (H.77)

Comparing with (H.70) we have shown that

F = ∇Φ +∇×A, (H.78)

which is the Helmholtz theorem. �
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Appendix I

Mathematica 5.2 Notebook: Calculation of On-Axis Gradients Using

a Rectangular Cylinder

In the following notebook, we illustrate the calculation of the lowest-lying on-

axis gradients for the monopole-pair test field. These are computed using field values

on the surface of a rectangular cylinder of transverse dimension 7 cm x 4 cm.
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We check the fit to a dipole field using the rectangular cylinder.  Throughout, we will

utilize the known Fourier transforms of the field B and scalar potential  y.   In this

notebook, we compute only the on-axis gradient functions.

d = 5;

g = 50;

a = Sqrt@x^2 + Hy - dL^2 + z^2D

x2 + H-5 + yL
2
+ z2

b = Sqrt@x^2 + Hy + dL^2 + z^2D

x2 + H5 + yL
2
+ z2

a3 = a^3;

b3 = b^3;

Bx = g*x*H-1êa3 + 1êb3L;

By = g*HHd - yLêa3 + Hd + yLêb3L;

Bz = g*z*H-1êa3 + 1êb3L;

y = g*H1êa - 1êbL;

Normal@Series@y ê. 8x Ø l*X, y Ø l*Y<, 8l, 0, 4<DD ê. l Ø 1

31250 Y3

I25 + z2M7ê2
-

750 X2 Y

I25 + z2M5ê2
-

750 Y3

I25 + z2M5ê2
+

500 Y

I25 + z2M3ê2

We must Fourier transform the surface field values in z.  Fortunately, we have exact

expressions for this.

a1 = Sqrt@x^2 + Hy - dL^2D;

a2 = Sqrt@x^2 + Hy + dL^2D;

Bxtilde = -g*H2êSqrt@2*pDL*Abs@kD*x*

HBesselK@1, a1*Abs@kDDêa1 - BesselK@1, a2*Abs@kDDêa2L

-50
2

p
x Abs@kD

BesselKB1, x2 + H-5 + yL2 Abs@kDF

x2 + H-5 + yL2
-

BesselKB1, x2 + H5 + yL2 Abs@kDF

x2 + H5 + yL2
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Bytilde = -g*H2êSqrt@2*pDL*Abs@kD*

HHy - dL*BesselK@1, a1*Abs@kDDêa1 - Hy + dL*BesselK@1, a2*Abs@kDDêa2L

-50
2

p
Abs@kD

H-5 + yL BesselKB1, x2 + H-5 + yL2 Abs@kDF

x2 + H-5 + yL2
-

H5 + yL BesselKB1, x2 + H5 + yL2 Abs@kDF

x2 + H5 + yL2

Now we define the basis functions for our Fourier series.  We take the width of the

rectangular cylinder to be s=7.

s = 7;

cnx = Cos@Hx + sL*n*p êH2*sLD

CosB
1

14
n p H7 + xLF

We take the height of the rectangular cylinder to be d=4, just under the monopole

source.

dn = 4;

cny = Cos@Hy + dnL*n*p êH2*dnLD

CosB
1

8
n p H4 + yLF

Now we define the surface values.  Here they are evaluated after the Fourier transform

in z.

Byplus = Bytilde ê. y Ø dn

-50
2

p
Abs@kD

-

BesselKB1, 1 + x2 Abs@kDF

1 + x2

-

9 BesselKB1, 81 + x2 Abs@kDF

81 + x2

Byminus = Bytilde ê. y Ø -dn

-50
2

p
Abs@kD

-

BesselKB1, 1 + x2 Abs@kDF

1 + x2

-

9 BesselKB1, 81 + x2 Abs@kDF

81 + x2
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Bxplus = Bxtilde ê. x Ø s

-350
2

p
Abs@kD

BesselKB1, 49 + H-5 + yL2 Abs@kDF

49 + H-5 + yL2
-

BesselKB1, 49 + H5 + yL2 Abs@kDF

49 + H5 + yL2

Bxminus = Bxtilde ê. x Ø -s

350
2

p
Abs@kD

BesselKB1, 49 + H-5 + yL2 Abs@kDF

49 + H-5 + yL2
-

BesselKB1, 49 + H5 + yL2 Abs@kDF

49 + H5 + yL2

Next we will evaluate the Fourier coefficients on each surface.  To do this numeri-

cally, we construct an array of frequency values with spacing dk=0.05 and cutoff 2.

ktable = Table@0.01*j, 8j, 1, 300<D

bT = Table@SetAccuracy@
NIntegrate@HByplus ê. k Ø ktable@@pDDL*Hcnx ê. n Ø 2*jL, 8x, -s, s<Dê
s, 16D, 8j, 1, 20<, 8p, 1, 300<D;

bB = Table@
-SetAccuracy@NIntegrate@HByminus ê. k Ø ktable@@pDDL*Hcnx ê. n Ø 2*jL,

8x, -s, s<Dês, 16D, 8j, 1, 20<, 8p, 1, 300<D;

bR = Table@SetAccuracy@
NIntegrate@HBxplus ê. k Ø ktable@@pDDL*Hcny ê. n Ø 2*j - 1L,

8y, -dn, dn<Dêdn, 16D, 8j, 1, 20<, 8p, 1, 300<D;

bL = Table@-SetAccuracy@
NIntegrate@HBxminus ê. k Ø ktable@@pDDL*Hcny ê. n Ø 2*j - 1L,

8y, -dn, dn<Dêdn, 16D, 8j, 1, 20<, 8p, 1, 300<D;

bT0 = Table@
SetAccuracy@NIntegrate@Byplus ê. k Ø ktable@@pDD, 8x, -s, s<DêH2*sL,
16D, 8p, 1, 300<D;

bB0 =

Table@SetAccuracy@-NIntegrate@Byminus ê. k Ø ktable@@pDD, 8x, -s, s<Dê
H2*sL, 16D, 8p, 1, 300<D;

bR0 =

Table@SetAccuracy@NIntegrate@Bxplus ê. k Ø ktable@@pDD, 8y, -dn, dn<Dê
H2*dnL, 16D, 8p, 1, 300<D;

bL0 =

Table@SetAccuracy@NIntegrate@Bxminus ê. k Ø ktable@@pDD, 8y, -dn, dn<Dê
H2*dnL, 16D, 8p, 1, 300<D

Now we define the interior solution corresponding to each face.  First, we define lnand

tnas follows.  Note that for ln we require only even values of n, since bnT and bnB are

nonzero only for even values of n.  Similarly, for tn we require only odd values of n,

since bnR and bnL are nonzero only for odd values of n.
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ln = Table@SetAccuracy@n*p êH2*sL ê. n Ø 2*j, 16D, 8j, 1, 20<D

80.448798950512828, 0.897597901025655,

1.346396851538483, 1.795195802051310, 2.243994752564138,

2.692793703076966, 3.141592653589793, 3.590391604102621,

4.039190554615448, 4.487989505128276, 4.936788455641104,

5.385587406153931, 5.834386356666759, 6.283185307179586,

6.731984257692414, 7.180783208205242, 7.629582158718069,

8.078381109230897, 8.527180059743725, 8.975979010256552<

tn = Table@SetAccuracy@n*p êH2*dnL ê. n Ø 2*j - 1, 16D, 8j, 1, 20<D

80.392699081698724, 1.178097245096172,

1.963495408493621, 2.748893571891069, 3.534291735288517,

4.319689898685966, 5.105088062083414, 5.890486225480862,

6.675884388878311, 7.461282552275759, 8.246680715673207,

9.032078879070656, 9.817477042468104, 10.602875205865552,

11.388273369263000, 12.173671532660449, 12.959069696057897,

13.744467859455345, 14.529866022852794, 15.315264186250242<

<< NumericalMath`ListIntegrate`

dk = 0.01;

We wish to compute values on a grid in x,y, and z.  We define such a grid as follows.

dz = 1;

ztable = Table@dz*Hj - 1L - 30, 8j, 1, 61<D

8-30, -29, -28, -27, -26, -25, -24, -23, -22, -21, -20, -19,

-18, -17, -16, -15, -14, -13, -12, -11, -10, -9, -8, -7, -6, -5,

-4, -3, -2, -1, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,

15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30<

Since y is symmetric in z, we know that only the cosine Fourier integral contributes,

and yNeumann should be symmetric in k.  Thus, we need compute only the inverse

Fourier cosine integral.  We'll use 2x the integral over the half-range (0,kmax) where

kmax is 2.  We first define an array storing the expressions for the integrand at each

value of k in 'ktable'.

splus = Table@
ln@@jDD + Sqrt@ktable@@pDD^2 + ln@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

sminus = Table@
ln@@jDD - Sqrt@ktable@@pDD^2 + ln@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

qplus = Table@
tn@@jDD + Sqrt@ktable@@pDD^2 + tn@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

qminus = Table@
tn@@jDD - Sqrt@ktable@@pDD^2 + tn@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

fn = Table@Sqrt@ktable@@pDD^2 + ln@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

gn = Table@Sqrt@ktable@@pDD^2 + tn@@jDD^2D, 8j, 1, 20<, 8p, 1, 300<D;

r =.
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drn =

Piecewise@881, HFractionalPart@nê2D ã 0 && FractionalPart@rê2D ! 0L »»
HFractionalPart@nê2D ! 0 && FractionalPart@rê2D ã 0L<<, 0D

µ 1 IFractionalPartA n

2
E ã 0 && FractionalPartA r

2
E ! 0M »» IFractionalPartA n

2
E !

coef = H-1L^HIntegerPart@rê2DLêHr!*2^rL;

We first check the terms contributing to the top face yT.  Note that the n=0 term must

be included,  and it  is  added separately  in  each case.   For  this  purpose,  we define

Hdrn - 1Lnfor the n=0 case as follows
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dcoefr0 =

Piecewise@881, FractionalPart@rê2D ã 0<, 80, FractionalPart@rê2D ! 0<<D

µ 1 FractionalPartA r

2
E ã 0

CrcTtable = Table@coef*Sum@Hsplus@@j, pDD^r + sminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêfn@@j, pDD*Hdrn - 1L^n*
bT@@j, pDDêH2*Sinh@dn*fn@@j, pDDDL ê. n Ø 2*j, 8j, 1, 20<D +

Hcoef*HAbs@kD^r + H-Abs@kDL^rLêAbs@kD*dcoefr0*

bT0@@pDDêH2*Sinh@dn*Abs@kDDL ê.
8k Ø ktable@@pDD, n Ø 0<L, 8p, 1, 300<, 8r, 1, 10<D;

C0cT = Table@Sum@H-1L^HIntegerPart@nê2DLêfn@@j, pDD*

bT@@j, pDDêH2*Sinh@dn*fn@@j, pDDDL ê. 8r Ø 0, n Ø 2*j<,
8j, 1, 20<D + bT0@@pDDêH2*Abs@kD*Sinh@dn*Abs@kDDL ê.

8k Ø ktable@@pDD, r Ø 0, n Ø 0<, 8p, 1, 300<D;

CrsTtable = Table@coef*
Sum@Hsplus@@j, pDD^r - sminus@@j, pDD^rL*H-1L^HIntegerPart@nê2DLê

fn@@j, pDD*drn*bT@@j, pDDêH2*Cosh@dn*fn@@j, pDDDL ê. n Ø 2*j,

8j, 1, 20<D + Hcoef*HAbs@kD^r - H-Abs@kDL^rLêAbs@kD*

drn*bT0@@pDDêH2*Cosh@dn*Abs@kDDL ê.
8k Ø ktable@@pDD, n Ø 0<L, 8p, 1, 300<, 8r, 1, 10<D;

drn =

Piecewise@881, HFractionalPart@nê2D ã 0 && FractionalPart@rê2D ! 0L »»
HFractionalPart@nê2D ! 0 && FractionalPart@rê2D ã 0L<<, 0D

qlm = Piecewise@881, FractionalPart@Hl + mLê2D ! 0<,
80, FractionalPart@Hl + mLê2D ã 0<<, 0D

dnlm = Piecewise@
88qlm, FractionalPart@nê2D ã 0<, 81 - qlm, FractionalPart@nê2D ! 0<<, 0D

CrcBtable = Table@coef*Sum@Hsplus@@j, pDD^r + sminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêfn@@j, pDD*Hdrn - 1L^n*
bB@@j, pDDêH2*Sinh@dn*fn@@j, pDDDL ê. n Ø 2*j, 8j, 1, 20<D +

Hcoef*HAbs@kD^r + H-Abs@kDL^rLêAbs@kD*dcoefr0*

bB0@@pDDêH2*Sinh@dn*Abs@kDDL ê.
8k Ø ktable@@pDD, n Ø 0<L, 8p, 1, 300<, 8r, 1, 10<D;

C0cB = Table@Sum@H-1L^HIntegerPart@nê2DLêfn@@j, pDD*

bB@@j, pDDêH2*Sinh@dn*fn@@j, pDDDL ê. 8r Ø 0, n Ø 2*j<,
8j, 1, 20<D + bB0@@pDDêH2*Abs@kD*Sinh@dn*Abs@kDDL ê.

8k Ø ktable@@pDD, r Ø 0, n Ø 0<, 8p, 1, 300<D;

CrsBtable = Table@-coef*
Sum@Hsplus@@j, pDD^r - sminus@@j, pDD^rL*H-1L^HIntegerPart@nê2DLê

fn@@j, pDD*drn*bB@@j, pDDêH2*Cosh@dn*fn@@j, pDDDL ê. n Ø 2*j,

8j, 1, 20<D + H-coef*HAbs@kD^r - H-Abs@kDL^rLêAbs@kD*

drn*bB0@@pDDêH2*Cosh@dn*Abs@kDDL ê.
8k Ø ktable@@pDD, n Ø 0<L, 8p, 1, 300<, 8r, 1, 10<D;

Now we consider the right and left sides of the box.  First, the right side.

coefnew = 1êH2^r*r!L;

CrcLtable =

Table@coefnew*Sum@HH-1L^r*qplus@@j, pDD^r + qminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêgn@@j, pDD*

bL@@j, pDD*H1 - qlm ê. 8l Ø n, m Ø 0<L*

HH1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*gn@@j, pDDDL +

Hqlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*gn@@j, pDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8p, 1, 300<, 8r, 1, 10<D;

C0cL = Table@0, 8p, 1, 300<D;
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CrsLtable =

Table@coefnew*Sum@H-H-1L^r*qplus@@j, pDD^r + qminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêgn@@j, pDD*

bL@@j, pDD*Hqlm ê. 8l Ø n, m Ø 0<L*

H-Hqlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*gn@@j, pDDDL -

H1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*gn@@j, pDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8p, 1, 300<, 8r, 1, 10<D;

CrcRtable =

Table@coefnew*Sum@HH-1L^r*qplus@@j, pDD^r + qminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêgn@@j, pDD*

bR@@j, pDD*H1 - qlm ê. 8l Ø n, m Ø 0<L*

HH1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*gn@@j, pDDDL -

Hqlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*gn@@j, pDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8p, 1, 300<, 8r, 1, 10<D;

C0cR = Table@0, 8p, 1, 300<D;

CrsRtable =

Table@coefnew*Sum@H-H-1L^r*qplus@@j, pDD^r + qminus@@j, pDD^rL*

H-1L^HIntegerPart@nê2DLêgn@@j, pDD*Hqlm ê. 8l Ø n, m Ø 0<L*

bR@@j, pDD*H-Hqlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*gn@@j, pDDDL +

H1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*gn@@j, pDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8p, 1, 300<, 8r, 1, 10<D;

We now check the full on-axis gradients against their known values.  To do this, we

must invert the Fourier integral.

Crstable = Table@CrsTtable@@p, mDD + CrsBtable@@p, mDD +

CrsRtable@@p, mDD + CrsLtable@@p, mDD, 8p, 1, 300<, 8m, 1, 10<D;

We first compute the gradient m=1 as follows.

Crs1Cos =

Table@Crstable@@p, 1DD*Cos@k*zD ê. k Ø ktable@@pDD, 8p, 1, 300<D;

Crs1 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs1Cos ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Crctable = Table@CrcTtable@@p, mDD + CrcBtable@@p, mDD +

CrcRtable@@p, mDD + CrcLtable@@p, mDD, 8p, 1, 300<, 8m, 1, 10<D;

Crc1Cos =

Table@Crctable@@p, 1DD*Cos@k*zD ê. k Ø ktable@@pDD, 8p, 1, 300<D;

Crc1 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crc1Cos ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Now we compute the gradients m=3, 5.

Crs3Cos =

Table@Crstable@@p, 3DD*Cos@k*zD ê. k Ø ktable@@pDD, 8p, 1, 300<D;

Crs3 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs3Cos ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Crs5Cos =

Table@Crstable@@p, 5DD*Cos@k*zD ê. k Ø ktable@@pDD, 8p, 1, 300<D;

Crs5 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs5Cos ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Finally, the fourth derivative of the gradient m = 1 is computed as :
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Crs1d4Cos =

Table@Crstable@@p, 1DD*k^4*Cos@k*zD ê. k Ø ktable@@pDD, 8p, 1, 300<D;
Crs1d4 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs1d4Cos ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

However, we have not included the k=0 contribution.  This was done to avoid division

by zero.  As a result, we treat the k=0 solution separately below.  

bTk0 = Table@SetAccuracy@
NIntegrate@HLimit@Byplus, k Ø 0DL*Hcnx ê. n Ø 2*jL, 8x, -s, s<Dês,
16D, 8j, 1, 20<D;

bBk0 =

Table@-SetAccuracy@NIntegrate@HLimit@Byminus, k Ø 0DL*Hcnx ê. n Ø 2*jL,
8x, -s, s<Dês, 16D, 8j, 1, 20<D;

bRk0 = Table@
SetAccuracy@NIntegrate@HLimit@Bxplus, k Ø 0DL*Hcny ê. n Ø 2*j - 1L,

8y, -dn, dn<Dêdn, 16D, 8j, 1, 20<D;

bLk0 = Table@
-SetAccuracy@NIntegrate@HLimit@Bxminus, k Ø 0DL*Hcny ê. n Ø 2*j - 1L,

8y, -dn, dn<Dêdn, 16D, 8j, 1, 20<D;

bT0k0 =

SetAccuracy@NIntegrate@Limit@Byplus, k Ø 0D, 8x, -s, s<DêH2*sL, 16D;

bB0k0 =

SetAccuracy@-NIntegrate@Limit@Byminus, k Ø 0D, 8x, -s, s<DêH2*sL, 16D;

bR0k0 = SetAccuracy@
NIntegrate@Limit@Bxplus, k Ø 0D, 8y, -dn, dn<DêH2*dnL, 16D;

bL0k0 = SetAccuracy@
NIntegrate@Limit@Bxminus, k Ø 0D, 8y, -dn, dn<DêH2*dnL, 16D;

CrsTk0 =

Table@coef*Sum@H2*ln@@jDDL^r*H-1L^HIntegerPart@nê2DLêln@@jDD*

drn*bTk0@@jDDêH2*Cosh@dn*ln@@jDDDL ê. n Ø 2*j, 8j, 1, 20<D +

Hcoef*H2*Abs@kD^Hr - 1LL*drn*bT0k0ê2 ê. 8k Ø 0, n Ø 0<L, 8r, 1, 5<D;

CrsBk0 =

Table@-coef*Sum@H2*ln@@jDDL^r*H-1L^HIntegerPart@nê2DLêln@@jDD*

drn*bBk0@@jDDêH2*Cosh@dn*ln@@jDDDL ê. n Ø 2*j, 8j, 1, 20<D +

H-coef*H2*Abs@kD^Hr - 1LL*drn*bB0k0êH2L ê. 8k Ø 0, n Ø 0<L, 8r,
1, 5<D;

coefnew = 1êH2^r*r!L;

CrsLk0 = Table@
coefnew*Sum@H-H-1L^r*H2*tn@@jDDL^rL*H-1L^HIntegerPart@nê2DLê

tn@@jDD*bLk0@@jDD*Hqlm ê. 8l Ø n, m Ø 0<L*

H-Hqlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*tn@@jDDDL -

H1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*tn@@jDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8r, 1, 5<D;

CrsRk0 = Table@coefnew*Sum@H-H-1L^r*H2*tn@@jDDL^rL*

H-1L^HIntegerPart@nê2DLêtn@@jDD*Hqlm ê. 8l Ø n, m Ø 0<L*

bRk0@@jDD*H-Hqlm ê. 8l Ø 0, m Ø r<LêH2*Sinh@s*tn@@jDDDL +

H1 - qlm ê. 8l Ø 0, m Ø r<LêH2*Cosh@s*tn@@jDDDLL ê.
n Ø 2*j - 1, 8j, 1, 20<D, 8r, 1, 5<D;

Crsk0 =

Table@CrsTk0@@mDD + CrsBk0@@mDD + CrsRk0@@mDD + CrsLk0@@mDD, 8m, 1, 5<D;

We now compute the gradient m=1, including the k=0 term.
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Crs1Cosk0 = Table@0, 8p, 1, 301<D;

Crs1Cosk0@@1DD = Crsk0@@1DD

15.9576912160572

Do@Crs1Cosk0@@p + 1DD = Crs1Cos@@pDD, 8p, 1, 300<D

Crs1k0 = Table@SetAccuracy@H2êSqrt@2*pDL*ListIntegrate@
HCrs1Cosk0 ê. z Ø ztable@@lDDL, dk, 3D, 16D, 8l, 1, 61<D;

Now we compute the gradient m=3.

Crs3Cosk0 = Table@0, 8p, 1, 301<D;

Crs3Cosk0@@1DD = Crsk0@@3DD

-0.212769216214094

Do@Crs3Cosk0@@p + 1DD = Crs3Cos@@pDD, 8p, 1, 300<D

Crs3k0 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs3Cosk0 ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Now we compute the gradient m=5.

Crs5Cosk0 = Table@0, 8p, 1, 301<D;

Crs5Cosk0@@1DD = Crsk0@@5DD

0.0051064611891382

Do@Crs5Cosk0@@p + 1DD = Crs5Cos@@pDD, 8p, 1, 300<D

Crs5k0 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@Crs5Cosk0 ê. 8z Ø ztable@@lDD<, dkD, 16D, 8l, 1, 61<D;

Finally, the derivative C1
4.

Crs1d4Cosk0 = Table@0, 8p, 1, 301<D;

Do@Crs1d4Cosk0@@p + 1DD = Crs1d4Cos@@pDD, 8p, 1, 300<D

Crs1d4k0 = Table@SetAccuracy@H2êSqrt@2*pDL*

ListIntegrate@HCrs1d4Cosk0 ê. z Ø ztable@@lDDL, dkD, 16D, 8l, 1, 61<D;

Crs1values = Table@8ztable@@lDD, Crs1k0@@lDD<, 8l, 1, 61<D;
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grad1computed = ListPlot@Crs1valuesD
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Crs3values = Table@8ztable@@lDD, Crs3k0@@lDD<, 8l, 1, 61<D;

grad3computed = ListPlot@Crs3valuesD
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Ü Graphics Ü

Crs5values = Table@8ztable@@lDD, Crs5k0@@lDD<, 8l, 1, 61<D;

10  DipoleTestResults.nb
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grad5computed = ListPlot@Crs5values, PlotRange Ø 80, 0.00314<D
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Crs1d4values = Table@8ztable@@lDD, Crs1d4k0@@lDD<, 8l, 1, 61<D;

grad1d4computed = ListPlot@Crs1d4valuesD
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beta = dêSqrt@z^2 + d^2D;

Crsexact = H-1L^HHn - 1Lê2L*Hgêd^Hn + 1LL*

H2*nL!êH2^H2*n - 2L*Hn!L^2L*beta^H2 n + 1L;

C1sexact = Crsexact ê. n Ø 1

500

I25 + z2M3ê2

C3sexact = Crsexact ê. n Ø 3

-
15625

2 I25 + z2M7ê2
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C5sexact = Crsexact ê. n Ø 5

4921875

32 I25 + z2M11ê2

C1d4exact = D@Crsexact ê. n Ø 1, 8z, 4<D

500
945 z4

I25 + z2M11ê2
-

630 z2

I25 + z2M9ê2
+

45

I25 + z2M7ê2

grad1exact = Plot@C1sexact, 8z, -30, 30<D
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grad3exact = Plot@C3sexact, 8z, -30, 30<D
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grad5exact = Plot@C5sexact, 8z, -30, 30<, PlotRange Ø 80, 0.00314<D
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grad1d4exact = Plot@C1d4exact, 8z, -30, 30<, PlotRange -> 8-0.15, 0.3<D
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Here is a comparison of the computed on - axis gradient functions with the

corresponding exact expressions.
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Show@grad1exact, grad1computedD
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Show@grad3exact, grad3computedD
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Show@grad5exact, grad5computedD
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Show@grad1d4exact, grad1d4computedD
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Below are illustrations of the the resulting error.

errorC1 = Table@8ztable@@lDD,
HCrs1k0@@lDD - C1sexactLê4 ê. z Ø ztable@@lDD<, 8l, 1, 61<D;

errorC3 = Table@8ztable@@lDD,
HCrs3k0@@lDD - C3sexactLê0.1 ê. z Ø ztable@@lDD<, 8l, 1, 61<D;

errorC5 = Table@8ztable@@lDD,
HCrs5k0@@lDD - C5sexactLê0.003 ê. z Ø ztable@@lDD<, 8l, 1, 61<D;

errorC1d4 = Table@8ztable@@lDD,
HCrs1d4k0@@lDD - C1d4exactLê0.3 ê. z Ø ztable@@lDD<, 8l, 1, 61<D;

ListPlot@errorC1, PlotJoined Ø TrueD
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ListPlot@errorC3, PlotJoined Ø TrueD
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ListPlot@errorC5, PlotJoined Ø TrueD
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ListPlot@errorC1d4, PlotRange Ø 8-0.00144, 0.00144<, PlotJoined Ø TrueD
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