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Abstract-- In recent years, wireless ad hoc networks have been a growing area of research. While there has
been considerable research on the topic of routing in such networks, the topic of topology creation has not
received due attention. This is because almost all ad hoc networks to date have been built on top of a single
channel, broadcast based wireless media, such as 802.11 or IR LANs. For such networks the distance
relationship between the nodesimplicitly (and uniquely) determines the topology of the ad hoc network.

Bluetooth isa promising new wir eless technology, which enables portable devicesto form short-rangewirdess
ad hoc networks and is based on a frequency hopping physical layer. Thisfact impliesthat hosts are not able to
communicate unless they have previously discovered each other by synchronizing their frequency hopping
patterns. Thus, even if all nodes are within direct communication range of each other, only those nodes which
are synchronized with the transmitter can hear the transmission. To support any-to-any communication, nodes
must be synchronized so that the pairs of nodes (which can communicate with each other) together form a
connected graph.

Using Bluetooth as an example, this paper first provides deeper insightsinto theissuetolink establishment in
frequency hopping wireless systems. It then introduces the Bluetooth Topology Costruction Protocol (BT CP), an
asynchronous distributed protocol for constructing scatter nets which starts with nodes that have no knowledge
of their surroundings and terminates with the formation of a connected network satisfying all connectivity
constraints posed by the Bluetooth technology. To the best of our knowledge, the work presented in this paper is
the first attempt at building Bluetooth scatter nets using distributed logic and is quite “practical” in the sense
that it can beimplemented using the communication primitives offered by the Bluetooth 1.0 specifications.

Index terms—Frequency hopping, Bluetooth, topology construction, scatter net.

1 INTRODUCTION

An ad hoc network is a wireless network formed by nodes that cooperate with each other to forward
packets in the network. Almost all experimental ad hoc networks to date have been built on top of single
channel, broadcast based 802.11 wireless LANs or IR LANSs. In such networks, all nodes within direct
communication range of each other share a common channel using a CSMA style MAC protocal. In
addition, multi-hop routing is used as a means for forwarding packets beyond the communication range of
the source’ s transmitter. Since a single channel is used throughout the network, the topology of the ad hoc
network isimplicitly (and uniquely) determined by distance rel ationship among the participating nodes.

This paper isaimed at addressing a new problem which arises when multiple channels are available for
communication in an ad hoc network. The problem is that of determining which subgroup of nodes should
share acommon channel and which nodes should act asrelays and forward traffic from one channel to
another. The channel assignment should be done so that all constraints posed by the underlying physical
layer are satisfied while ensuring that the resultant graph formed by all nodesis connected.

We address an instance of the above problem which occursin Bluetooth based ad hoc networks, known as
scatternets [8]. Bluetooth is a promising new technology which is aimed at supporting wireless connectivity
among cell phones, headsets, PDAS, digital cameras, and laptop computers. Initially, the technology will be
used as areplacement for cables, but in due course of time solutions for point-to-multipoint and multi-hop
networking over Bluetooth will evolve.

Bluetooth is afrequency hopping system which defines multiple channels for communication (each channel
defined by a different frequency hopping sequence). A group of devices sharing acommon channel is
called a piconet. Each piconet has a master unit which selects afrequency hopping sequence for the piconet
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and controls the access to the channel. Other participants of the group known as slave units are
synchronized to the hopping sequence of the piconet master. Within a piconet, the channel is shared using a
slotted time division duplex (TDD) protocol where amaster uses a polling style protocol to allocate time-
slots to slave nodes. The maximum number of slaves that can simultaneously be activein apiconet is

seven.

Multiple piconets can co-exist in acommon area because each piconet uses a different hopping sequence.
Piconets can also be interconnected via bridge nodes to form a bigger ad hoc network known asa
scatternet. Bridge nodes are capabl e of timesharing between multiple piconets, receiving data from one
piconet and forwarding it to another. There is no restriction on the role a bridge node can play in each
piconet it participatesin. A bridge can be a master in one piconet and slave in another (termed as M/S
bridge) or aslavein al piconets (termed as S/S bridge).

Itis possible to organize a given set of Bluetooth devicesin many different configurations. Figures 1b and
1c show two example configurationsin which nodes in a Bluetooth network can be arranged. All nodes are
assumed to be in radio proximity of each other. Fig. 1b shows an examplein which all nodes are part of a
single piconet®. Figure 1cillustrates another configuration in which node A is master of piconet 1, node E
is master of piconet 3, node B isan M/S bridge (master of piconet 2 and a slave of piconet 1), nodeD isa
slave of piconet 1 and node C isan S/S bridge (slave in piconets 2 and 3). In contrast to the above two
configurations the node interconnection topology in asingle channel system will be a complete graph (Fig.
1a) since all nodes will hear each other’ s transmission.

(@) (b) (c)

Figure 1: () Single channel model. (b),(c) Different configurations according to the Bluetooth multiple
channel model.

Given a collection of Bluetooth devices, an explicit topology construction protocol is needed for forming
piconets, assigning slavesto piconets, and interconnecting them via bridges such that the resulting
scatternet is connected. Such a protocol should be asynchronous, totally distributed and nodes should start
with no information about their surroundings. The problem of constructing distributed self-organizing
networks has been addressed in the past ([3][4][5][9]), but all the efforts so far were aimed at solving the
problem by assuming a single broadcast channel and a CSMA style MAC protocol. The problem is
significantly harder for frequency hopping based wireless systems as will be evident in the later discussion.

This paper isafirst attempt to address the topology construction problem in the multiple FH channel setting
imposed by the Bluetooth technology. In order to solveit, we design our protocol in abottomup fashion:
First, in section 2 we examine the wireless link provided by Bluetooth by presenting the asymmetric
“sender-receiver” point to point link establishment protocol as defined in the Bluetooth specifications. In
section 3 we enhance this protocol by proposing a symmetric variant of the link establishment protocol
where two devices alternate independently between the “sender” and “receiver” state until they discover
and connect to each other. Such a protocol is necessary for establishing a connection between a pair of
identical devices or in situations when any external means for selecting initial device states are not
available. Section 4 introduces the Bluetooth Topology Construction Protocol (BTCP), whichisan

1 Note thereis no edge among slave nodes since slaves cannot hear each other’ s transmission.




asynchronous distributed connection establishment protocol that extends the point to point symmetric
protocol to the case of many nodes. This protocol isbased on aleader election process where each node
uses atimeout to independently decide about the leader election termination. The timeout delay factor
introduces a correctness-del ay tradeoff of the network formation. By using the delay analysis of section 3
we show in section 5 how to best choose the protocol parametersin order to maximize the probability of
forming a connected scatternet while minimizing delays. Finally, section 6 provides a future work
discussion and conclusions.

2. LINK ESTABLISHMENT IN BLUETOOTH : BACKGROUND

The Bluetooth Baseband Specification [1] defines the Bluetooth point to point connection establishment as
atwo-step procedure. First neighborhood information is collected through the Inquiry Procedure. The
Paging procedure is subsequently used to establish the connections between neighboring devices. Both the
Inquiry and Paging procedures are asymmetric processes; they involve two types of nodes (which we call
senders and receivers) each performing different actions. During Inquiry, “senders” discover and collect
neighborhood information provided by “receivers’. During Paging, “senders’ connect to “receivers’
discovered during a previous inquiry procedure.

During the inquiry or paging Erocedure, although senders and receivers use the same (inquiry or paging)
frequency hopping sequence=, it islikely that they will be out of phase since each unit starts at a different
hop frequency derived from itslocal clock value. This (unavoidable) phase difference introduces a phase
uncertainty among the devices participating in the procedure. To overcome this phase uncertainty, senders
and receivers hop at different speeds. A receiver hops at a slow rate over the common frequency pattern
listening on each hop for sender messages and the sender transmits at a much higher rate listening in
between transmissions for an answer, in hope of discovering the frequency areceiver is currently listening
to. Given two units, one operating as a sender and the other as areceiver, the term Freguency
Synchronization delay (or FS delay) refersto the time until the sender transmits at the frequency the
receiver is currently listening onZ.

Even if the two procedures have the same synchronization mechanism, a difference isthat during the
paging procedure the sender triesto bypass the FS delay by estimating the phase of the receiver. If paging
is performed directly after the Inquiry procedure, the sender has acquired the clock value of the receiver
unit and can useit to determine its phase and connect to it instantaneously.

The functional difference between the Inquiry and Paging Proceduresliesin the use of auniversal FH
seguence in the first and a common point to point FH sequence in the second. Using a universal inquiry
hopping sequence, a sender node effectively “broadcasts’ an Inquiry Access Code (IAC) packet that can be
heard only by receiver nodes that listen for such a packet. During the paging procedure, by using the
receiver’s page hopping sequence a sender node initiates connection establishment by effectively
“unicasting” aDevice Access Code (DAC) packet that can be heard only by the corresponding receiver
device. Thusthe Inquiry Procedure involves many units, where a sender can discover more than one
receivers while the paging procedure involves only two units, where a sender pages and connectsto a
specific receiver.

2.1. The Bluetooth Asymmetric protocol for link formation

According to the Bluetooth Baseband specification the protocol starts by the sender starting in the
INQUIRY state and thereceiver inthe INQUIRY SCAN state. As was described in the previous section
thereisaninitial FS delay until the sender hits the frequency the receiver islistening to. Upon receiving the
IAC packet, the receiver backs off for an amount of time that is uniformly distributed between 0 and

2 N;, the number of frequenciesin the inquiry or page hopping set, is equal to 32 for systems operating in
Europe and US and 16 for systems operating in Japan, Spain and France.

2 The sender can cover the entire inquiry hopping frequency set in time T gz = N; X 625uswhichis 10ms(20ms) for
the 16 (32) hop system.



639.375ms. This happensin order to prevent the contention problem that would ariseif there were two
receivers listening on the same hop frequency. If both of them responded immediately, the response
message would get garbled and the sender would not receive it. We call the time while the receiver backs
off the Random Backoff dday (or RB ddlay). When the receiver unit wakes up, it startslistening again at

the hop it was listening to before backing off. After asecond FS delay (same asthefirst one), asecond IAC
packet is received from the sender. Then the receiver sends back to the sender an FHS packet that contains:

1. The receiver's address: This is used by the sender to derive the DAC of the receiver and the page
hopping sequence it will use later in order to page the receiver.

2. Thereceiver's clock value: Thisis used to estimate the phase of the receiver and thus eliminate the FS
delay during the paging procedure that follows.

Thetiming diagram in Figure 2, summarizes the point to point connection establishment procedure between
the two units. The dashed arrows denote events on each unit’ s timeline and each event is numbered in the
order it happens during the connection establishment procedure. The timing diagram shows that the
receiver entersthe PAGE SCAN state after sending the inquiry response FHS packet to the sender. When
the sender receivesthe FHS packet, it enters the PAGE state and uses the clock information in the FHS
packet to send a DA C packet on the frequency the receiver islistening to in the PAGE SCAN state. Then
the receiver responds immediately with a DAC packet and the sender sends an FHS packet to the receiver.
Thereceiver uses the FHS information to determine the channel hopping sequence and the phase of the
sender and becomes the slave of the point to point connection. It then acknowledges the FHS packet with
another DAC packet. As soon as the sender receives the acknowledgment, it becomes the master of the
connection and may start exchanging data with the synchronized receiver-slave.
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Figure 2: The Bluetooth asymmetric link formation protocol.

By observing Figure 2, we can easily identify the link formation delay components. The inquiry procedure
delay consists of afirst FS delay, the RB delay and a second FS delay that is taking place when the receiver
waits for the second | AC packet after it wakes up. The paging procedure delay is negligible since it
immediately follows the inquiry procedure. (As soon as the first DAC packet isreceived by the receiver the
rest of the steps are happening in consecutive 625ns slots). Thus we can approximate the link formation
delay R using the following equation:



R=2FS+RB (1)

where FS and RB are uniform random variablesin [0, T, .| and [0, ] respectively. According to

- = 20ms +639.375ms = 659.375ms for

oV erage,

equation (1), the link formation delay can be at most 2T +r

coverage m

the 32-hop system and 649.375ms for the 16-hop system.
3. A SYMMETRIC PROTOCOL FOR LINK FORMATION

The asymmetric protocol provided by the Bluetooth specification, yields avery short connection
establishment delay provided that the sender and receiver roles are pre-assigned. When two or more users
aretrying to establish links between their Bluetooth devicesin an ad hoc fashion, they will not be ableto
explicitly assign sender and receiver roles. They will just press a button and expect to connect with their
peers. Thus there should be a symmetric mechanism that forms connections in an ad hoc fashion without
any explicit sender or receiver role pre-assignment. A way to do this, is by forcing the two nodes to
aternate independently between the sender (INQUIRY state) and receiver (INQUIRY SCAN state) roles
and try to connect according to the asymmetric protocol during an overlap interval where they meet in
opposite states.

InFigure 3, Unit A has already started alternating, and Unit B starts alternating at some arbitrary time t,.

The merged schedule is produced by merging the state switching times of the two unitsinto asingle one,
which can be seen as an “ on-off” process.

By using state alteration, a connection will be established after arandom delay, which in principle will be
larger than the one of the asymmetric protocol. The reason is that starting at each “on” interval of the
merged process, the two units will connect after arandominterval R = 2FS+ RB, given that they both
remain fixed at their (complementary) states for an amount of time greater than R. Otherwise, they have to
wait for the next “on” interval. Thetime T fromtime t, up to the point where the two units come to a

complementary state for a sufficient amount of timeis essentially the link formation delay between the two
units.
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Figure 3: A symmetric link formation protocol: Nodes alternate between sender and receiver state until
they connect.

There are someinteresting questions arising from the proposed “ alternating states’ technique. First of all
what should the alternating schedul e be? Should the states alternate in a periodic or random fashion? It can
be analytically proven that the mean connection time is infinite when each unit changes states



deterministically (see Appendix A). Intuitively, if the state residence intervals are fixed, the intervals of the
merged processin Figure 3 will be fixed aswell. Then the connection time will depend on the fixed phase
difference of the two devices. If this phaseisvery small, then the “on” intervalsin the merged process will
be very small and the link formation delay very large since the units will use arbitrarily many “on” intervals
until they finally connect.

Alternatively, arandom schedule can be imposed on the state residence times. In Appendix B we provide
an ad hoc link formation delay model, and show that when each unit alternates independently between
INQUIRY and INQUIRY SCAN with the state residence times following a common random distribution,
we can analytically calculate the mean and variance of the link formation delay.

The way to calculate the connection set up delay isto determine the cdf and pdf of the merged schedule
process X given that the two nodes alternate independently according to an identical distribution Z. In
Appendix B we show that the mean and variance of the link formation delay of the symmetric protocol are
given by:

efr |- E[X], (E[XIR>X]+E[x])a- p) £[H @1)
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where p = P[RE£ X]. (23

The “alternating states” technique is a mechanism that guarantees an ad hoc point to point connection
between two Bluetooth devices. When more than two devices exist and wish to form a scatternet “on the
fly”, aprotocol should be devised on top of this mechanism, that ensures that the resulting network will
fulfill the requirements and structure of a Bluetooth scatternet. This protocol should also be efficient in
terms of network establishment delay. We will use the symmetric link formation delay model derived in
Appendix B in order to achievethis.

4. BTCP: A DISTRIBUTED SCATTERNET FORMATION PROTOCOL

Our motivation for the scatternet formation problem arises from a*“ conference-scenario” of an ad hoc
network establishment. Suppose that there are many usersin aroom that wish to form an ad hoc network
using their Bluetooth enabled devices. Each user presses a“start” button and waits for the device to show
on the screen a*“ network connection established” message after a short period of time. After this message
appears, the user will be able to exchange information with any other user in the room. The description of
this application actually contains the elements of a successful connection establishment protocol:

Network connection establishment should be performed in atotally distributed fashion. This means
that each device starts operating asynchronously on itsown and it initially does not have any
knowledge about the identities or number of nodesin the room.

After completion, the protocol must guarantee a connected scatternet. “ Connected” means that there
should be at |east one path between any two nodes in the network.

The network set up delay should be minimized such that it is tolerable by the end user.

In general there are no restrictions regarding the final form of the scatternet. The only requirements are
that:

There should be piconets that have one master and less than seven slaves and that piconets are
interconnected through S/S or M/S bridge nodes.

Every node must be able to reach every other node in the resulting network i.e. the network must be
connected.



In addition to satisfying connectivity, a desirable feature of the protocol would be to be able to shape the
network topology according to scatternet formation criteriaimposed by specific applications. For example
the same node may need to have different rolesin different applications. Also it may be possible for anode
to have more restrictive degree constraints than seven due to its own nature as adevice; for example apalm
pilot would not have the processing power to be a master of a seven slave piconet. Scatternet formation
criteria could also be in the form of traffic demands that need to be satisfied by the nodes participating in
the network construction process. These criteria should be taken into account during the topol ogy
construction process if they exist. The problem of defining scatternet forrmation criteriaisitself an open
research issue that is heavily dependent on the envisioned applications. Although we do not addressit in
this paper, our approach takes it into account by collecting information about all nodes participating in the
process at a single point before actual connection happens.

BTCP isbased on aleader election process. Leader election is generally an important tool for breaking
symmetry in adistributed system. Since the nodes start asynchronously and without any knowledge of the
total number of participating nodesin the network construction process, an elected coordinator will be able
to control the network formation and ensure that the resulting topology will satisfy the connectivity
requirements of a Bluetooth scatternet.

In the absence of any scatternet formation criteria, and in order to design asimpler and faster protocol, we
propose and justify the following default properties that the resulting network will satisfy:

1. A bridge node may connect only two piconets. (Bridge degree congtraint): A bridge node forwards
data from one piconet to another by switching between them in a time division manner. Given that
each portable device may have limited processing capabilities, a maximum bridge degree of two
relieves anode of being an overloaded crossroad of multiply originated datatransfers.

2. Given the number of nodes N, the resulting scatternet should consist of the minimum number of
piconets possible. The impact of this is similar to the motivation of solving the problem in [5] of
finding the minimum number of routers in an ad hoc network. A minimum number of piconets yields
an easier network to control.

3. The reaulting scatternet should be fully connected. This means that every master will be connected
to all other masters through bridge nodes. Scatternets are expected to change and be reformed over
time. A fully connected scatternet in its initial state provides higher robustness against topology
changes. Also no routing is needed in this original state since every master can reach every cther
master through a bridge node and every slave can reach everybody else through its own master.

4. Two piconets share only one bridge (Piconet overlap constraint). This condition is used in order to
provide a means of terminating easily the connection establishment protocol and calculating the
minimum number of piconets. If two masters later wish to share another bridge between them they can
do so by means of a bridge negotiation protocol.

The protocol consists of three phases:
Phasel: Coordinator Eledion

During this phase, thereis an asynchronous, distributed election of a coordinator node that will eventually
know the count, identities and clocks of all the nodes participating in the network construction process.
Each node x has avariable called VOTES which is set to 1 as soon as the node is powered up. After
initialization, the node starts alternating between the INQUIRY and INQUIRY SCAN state.

Any two nodes x and y that discover each other will form a point to point connection, enter a“one-to-one
confrontation” and compare their VOTES variables. The node with the larger variable is the winner of the
confrontation. If the two nodes have equal VOTES variables the winner is the node with the larger
Bluetooth address.

Without loss of generality, suppose that x isthe winner and y isthe loser. Theloser y sends all the device
FHS packets of the nodesit has won so far to the winner X, it tears down the connection and enters the
PAGE SCAN state. In thisway it will not be able to hear inquiry messages any more but only page
messages from nodes that will pageit in the future. This action hasthe effect of eliminating the loser from
the coordinator election process and preparing it for the next phases of the protocol.



Thewinner x increasesits VOTES variable by VOTES(y) and continues on the leader election process by
resuming aternating between INQUIRY and INQUIRY SCAN.

If there are N nodes participating in the scatternet formation, there will be N-1 one-to-one confrontations.
The winner of the N-1% confrontation will be the coordinator node and the rest of the nodes will bein the
PAGE SCAN state waiting to be paged by anode that has information about them.

Phasell: Role Deter mination

The coordinator that was elected during phase |, has the FHS packets (i.e. identities+clocks) of all the
nodes and hence knows the total number of nodes N that participate in the network connection
establishment.

At the start of phase |1, the coordinator checksif the number of nodesthat it has discovered during phase |
islessthan eight. If thisisthe case, it pages and connectsto all of the nodesin PAGE SCAN and one
piconet isformed with the coordinator asthe master and all the other nodes asits slaves. In this special case
the protocol terminates at this point.

If the number of nodesis greater than seven then more than one piconet must be formed and interconnected
viabridge nodes. Given the global view of the network the coordinator can decide on the role that each
node will performin thefinal scatternet. If the participating nodes impose specific scatternet formation
criteria, they can be communicated to the coordinator during the election processin addition to the FHS
information, and can aid it in determining the roles of the nodesin the final scatternet. By using the default
criteriacited at the start of this section the coordinator first cal cul ates the number of piconets P. The
minimum number of masters Pin order for the resulting scatternet to be fully connected can be cal culated

by the following relation (see Appendix C):

417- 289 - 8N U
P:W(J, 1ENE3D ©)
é a

Aswe observe from the above relation, the default scheme works for a number of nodes less than or equal
to 36 due to the desired properties 2-4 described at the beginning of this section. A larger number of nodes
may lead to adefault scheme that does not require afully connected scatternet.
After calculating P, the coordinator selectsitself and P-1 nodes to be the designated masters and P(P- 1)

2
other nodes to be the scatternet bridges. Consequently, the coordinator equally distributes to the designated
masters the remaining nodes to be their “pure” slaves.
After the role assignment, for each master x (including itself), the coordinator has a connectivity list set
(SLAVESLIST(x), BRIDGELIST(x)) consisting of the master’ s assigned slaves and bridges. Each entry of
these lists contains FHS packets (identities+clocks) so that the designated master can later pageits
connectivity list set instantaneously.
Then the coordinator connects to the designated mastersit selected by paging them. (Recall that at the end
of phase | al remaining nodes were in the PAGE SCAN state). Thus atemporary piconet isformed
instantly with the coordinator as the “ master” and the designated masters as the “slaves™ The coordinator
transmits to each designated master its connectivity list set, instructs the designated mastersto start phase
[11, and consequently tears down the temporary piconet and starts phase |11 as a master node itself.

Phase |11: The actual connection establishment

During this phase, each master x pages and connects to the slaves and bridges defined in its
SLAVESLIST(x) and BRIDGELIST(x) respectively.

Assoon as anodeis notified by its master that it isabridge, it waitsto be paged by its second master.
When this happens, the bridge node sends a CONNECTED natification to both masters.

4 Note that according to equation (3), Pis always less than seven. Thus the temporary piconet can always
be formed.



When a master receivesa CONNECTED notification from all its assigned bridges, afully connected
scatternet of P piconetsis guaranteed to be formed and the protocol terminates.

It isevident that the most time consuming part of the protocol isthe leader election phase. Phase |1 and
Phase I11 involve only paging and connecting which is happening almost instantaneously dueto the
previous discovery phase. Thetricky part of the protocol is actually the phase | termination. Ideally it
should stop as soon as the coordinator is found. But how does a node know that it isthe final winner of the
election process? All nodes have a“ state alternation” timeout period ALT_TIMEOUT that is set once a
nodeis powered up and reset each time it wins an “one to one confrontation”.

When ALT_TIMEOUT expires, the node assumesit is the elected coordinator and that all other nodes are
inthe PAGE SCAN state waiting to be paged.
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Figure 4: The connection establishment protocol for a set of N=16 nodes. (a) Start of Phase I: All nodes
start alternating trying to discover their neighborhood. (b) At the end of phase | the coordinator has been
elected. Since N=16 the coordinator computes P=3 and selects the masters, bridges and slaves accordingly
(c) Phase I1: Coordinator forms atemporary piconet with the designated masters and sends them their
connectivity lists. (d) Phase I11: Each master pages the nodes specified within its connectivity list. (€) Final
scatternet formation.

The question that israised now is“what isagood valuefor ALT_TIMEOUT”? A very large value will
result in a node having won the competition and continuing alternating without knowing it is the only one
left. Thiswill result in avery slow phase | (and hence avery slow connection establishment protocol). On
the other hand avery small timeout value may result in a case where more than one nodes assume they are
the coordinator and hence a protocol that will result in a disconnected scatternet.

We address the above problem by making the following observation. When there are N nodes alternating
and trying to discover and connect to each other, the time for the first connection to happen is generally less
than thetimeit takesif there were only two of them trying to connect. According to the link model derived
in Appendix B, given adistribution and the mean state residence time, the mean connection establishment
time can be analytically calculated for the two-node case and this value can be used to determine the
ALT_TIMEOUT timer of each node.



5. EXPERIMENTS
5.1. Emulating Bluetooth

We have implemented BTCP on top of an existing prototype implementation that emulates the Bluetooth
environment on aLinux platform. The reason for using an emulator instead of the Bluetooth devices
themselvesis because current Bluetooth units do not support the piconet switching function and hence
cannot operate as bridges. In addition, an emulator provides a higher degree of flexihility in testing the
system for various parameters and can afford testing the protocol for alarge number of nodes.

Each Bluetooth host isimplemented as a process that mainly consists of two interacting modules. The
Bluetooth Baseband (BB) module emulates in software the Inquiry, Paging and piconet switching
procedures as defined in the Bluetooth Baseband specification [1]. The BTCP module interacts with the BB
modul e through the HCI control specification functions as defined in [2]. The use of HCI functions allows
usto later replace the Bluetooth software modul e with a hardware module, when the bridging capabilities
become availablein hardware.

The wireless medium is simulated by a N¢-hop channel process which is used for the exchange of IAC and
FHS packets during the inquiry and paging procedures. The N; -hop channel process also determines the
frequency hopping collisions that are happening between the devices and emulates the FS delays. Note that
this channel processisnot similar to aCSMA channel since the senders or receivers cannot perform carrier
sensing or any kind of intelligent backoff.

We also assume that all the devices are within range of each other. Thisisalogical assumption for
networking many short-range wireless devicesin asingle room. Thisfact is mapped in our architecture by
having all Bluetooth host processesinitially connected to the N¢ -hop wireless channel process and
executing the topology construction protocol.

52. Determining ALT_TIMEOUT

Using the the Periodic_Inquiry_Mode HCI command [2], it is possible to program Bluetooth units to
aternate between INQUIRY and INQUIRY SCAN states with uniformly distributed state residence times.
In this case the cdf of the merged process X (see Figure 3) when each unit has state residence times
uniformly distributed in [O,b] is:

Fo( P[X£x]_—xx -bizxx +Sxx 0£ x£b )

by using (4) and (1) in (2.1),(2.2),(2.3) we can calculate analytical expressions for the mean and variance of
thelink formation time T, of the symmetric protocol as a function of the mean state residence time

nE E[Z] :g of each unit (given by eguations (B.34) and (B.37) in Appendix B respectively):

! —+8’E[X|X<R] m° o™ M T 0£ mg [mx
¢ ! 24rmax - (8rrflax)n+ rrr?ax 9 I max I max

ML &x X <R ;
T4+g[ X <R+ 2%32m (24r )mz+(8fnfax)m' M@ 2

where E[X | X < R] isgiven by the relation (B.33), Appendix B:
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where Var[X | X < R] isgiven by (B.36), Appendix B:
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Given (2.1) and (2.2), we choose ALT_TIMEOUT according to the empirical relation:
ALT _TIMEOUT = E[T, ]+ Nar[T ]+r ®)

Figure 5 shows the mean connection establishment time and the standard deviation in the connection
establishment time in the point to point case when the state residence times are uniformly distributed. We
observe that for every alternating mean state residence time the resulting standard deviation is almost equal
to the mean connection time. This meansthat the link formation time distribution is not centered around the

mean. Thisjustifies the inclusion of the NariTC ) term in our empirical formula.
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Figure 5: Means and standard deviation delays for the point to point connection establishment time
where nodes alternate with state residence times according to a uniform distribution.

Theterm r,x was more subtle and was determined only after performing experiments and observing the
protocol behavior on many runs. It seemslike the following case was happening very frequently: After the
N-2"% confrontation the winner A would start alternati ng by resetting ALT_TIMEOUT while there was one
node B in SLEEP mode (and all therest in PAGE SCAN). The two nodes A and B would start trying to
form the N-1% connection only after node B woke up! The additional term rmay is the upper limit for the
backoff interval and thus eliminates the concern about this case.

In our experiments we choose a mean state residence time of 600ms which according to equation (5) and
Figure 5 yieldsthe smallest ALT_TIMEOUT value of 2527.223ms

53. Protocol Performance

The performance metrics associated with the protocol are the network connection set up delay and the
probability of protocol correctness which depends on the value of ALT_TIMEOUT. The higher thisvalue
is, the higher the probability of protocol correctness but also the longer it will take the network to connect.
The network connection set up delay measured in the experimentsis always the time to elect the |eader
(phase | duration) since phase Il and I11 include only instantaneous paging and connections.
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Figure 6: Averageideal connection establishment time for various application scenarios. Units alternate
according to uniformly distributed state residence times with mean 1000ms.

The“no offset” curve in Figure 6, shows the mean network connection establishment delay Tjgea When al
nodes start alternating at the sametime t, . By “ideal” we mean the time where the coordinator is actually

elected. The node itself will assumeit isthe coordinator when itstimer expires after time ALT_TIMEOUT.
Thusthe actual network connection time Tactya Will be:

T . =T, +ALT_TIMEOUT (6)

actual ideal

The curve shows adelay that isincreasing slowly with the number of nodes that participate in the network
formation. The reason isthat there are many one-to-one confrontations occurring in parallel until the
coordinator iselected. Thisisactually a desirable asset of anetwork establishment protocol. We wouldn’t
for examplelike the delay increasing linearly with the number of nodes. We observe that the delay ranges
from 1sec to 3sec for a set of nodes that span from N=2 to N=30.



The“no offset” curveyields very small delays partly because all nodes start participating in the network
formation at the same time instant. In a more realistic scenario where human users push buttonsin order to
connect to the network, the nodes will not necessarily start alternating at the same time. We model the
“button pushing” as a Poisson processin a W=10sec application window. After the first user, each user i
will “arrive” within aniid (truncated) exponentially distributedtime L, ,i =1,...,N - 1inthe 10sec

application window as shown in Figure 7.

The graphs “exp1000” and “exp2000” in Figure 6, show the ideal network formation delay when each user
isexpected to “arrive” after the first user within 1s and 2sin the average according to the truncated
exponential distribution. Asthe mean value increases, the system becomes more asynchronous and less
parallel one-to-one confrontations occur at each time instant. This has an effect of increasing the delay of
connection establishment. Nevertheless, the protocol’ simmunity to the increase of N is preserved. Thisis
illustrated by a constant delay offset between the curves for the same number of N.

1st arrival i 2nd arrival  3rd arrival ===« Ntharriva

2

t,)
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W

Figure 7: The “push button” arrival process.

The timeout may be viewed as a penalty that hasto be paid in order to have adistributed algorithm. A large
ALT_TIMEOUT value will satisfy the “correctness” condition with higher probability (higher “timeout
efficiency”) but will accumulate alarger extraoverhead in the actual network connection time Taetya) -
Figure 8 illustrates this trade-off by demonstrating the timeout efficiency as afunction of different
candidate values of ALT_TIMEOUT?2. For all application scenarios, the timeout efficiency initially
increases rapidly as afunction of the timeout and then reaches a steady state. It is clear that the value of
ALT_TIMEOUT where the curves start stabilizing, is at 2500ms which isvery close to the value
2527.223ms chosen by our empirical formula (5).

The combination of Figures 6 and 8 provide practical guidelines to the designer using the topol ogy
construction protocol.
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Figure 8: Timeout efficiency for the three conference application scenarios.

For exampleif there are 30 nodes envisioned participating in the protocol and we choose an
ALT_TIMEOUT equal to 2500ms, Figure 6 shows that the average delay experienced by each user will be
roughly 3000ms+2500ms=5.500sec and Figure 8 shows that a connected scatternet will be formed with a
probability of 96.13% in the case of the “no offset” application scenario.

6. CONCLUSIONS AND DISCUSSION

In ad hoc networks using frequency hopping technology, nodes can be grouped into multiple
communication channels. This physical layer setting provides a new way of viewing higher layer functions
like topology construction algorithms. Motivated by this environment and using the Bluetooth technology
as our research vehicle, wefirst study the Bluetooth standard asymmetric “ sender-receiver” point to point
link establishment scheme and then propose a symmetric mechanism for establishing a connection without
any role pre-assignment. Based on the ad hoc link formation mechanism we present BTCP, a distributed
topology construction protocol where nodes start asynchronously without any prior neighborhood
information and result in a network satisfying the connectivity constraintsimposed by the Bluetooth
technology. The protocol is centered on aleader election process where a coordinator is elected in a
distributed fashion and consequently assignsrolesto the rest of the nodesin the system.

BTCP wastested under a conference-scenario where users arrive in aroom and try to form a scatternet by
pressing a “button” on their Bluetooth enabled devices. A nice feature of the protocol isthat the network
formation delay is sub-linear with the number of participating nodes (implying that the users don’t needto
wait proportionately longer when more users are present). Although, the delay is small, each node must
have an estimate of how long it must participate in the protocol before assuming protocol termination. A
conservative estimate of the timeout will introduce unnecessary delays in network formation while an
aggressive estimate may leave the network disconnected. Our analysis of the delay statistics of the
symmetric link formation protocol provides atight estimate of the appropriate timeout value, making the
protocol fast while ensuring high probability of scatternet connectedness.

Throughout the design of BTCP our aim has been to build a protocol which can be implemented on top of
Bluetooth hardware. Although our implemention runsin a Bluetooth emulated environment, when the

i nter-piconet communication feature is made available in the next release of the Bluetooth hardware, we
can test our protocol in an actual setting.

We would like to emphasize that the work presented here isthe first approach towards tackling the

topology construction problem and providing afully functional protocol in the Bluetooth frequency
hopping environment. Thereis still much work that remains to be done.

For example, the protocol needs to be extended for the case when not all nodes are within communication
range of each other. In this case, after completion of the election process, the coordinator will learn about

all participating nodes but not all of them will actually be within its range. Fortunately, the scatternet can

till easily be formed by keeping the election phase | while replacing phases |l and 111 by the following
simple procedure: After the coordinator is elected, it pages and connects only to the nodes it confronted and
won, since these are the nodes guaranteed to be within itswireless range. Once it has connected to its“ one
hop” neighbors as a master, it instructs them to start paging, assume the role of masters and repeat the same
steps recursively until all nodes are covered. The resulting scatternet is guaranteed to be connected and will
have atree structure rooted at the leader.

Given a set of nodes with zero knowledge of each other that need to form quickly an initial connnected ad
hoc network, BTCP focuses on minimizing the connection delay while providing connectedness with high
probability. Thisisadesired property in application scenarios where ad hoc networks continuously connect
(birth), perform a coordinated function for a short amount of time (live) and disconnect, since the
connection setup delays should be asmall fraction of these "birth-live-die" cycles. Keeping this network
operation model in mind, alternative methods for topology construction need to be studied and compared in
terms of delay with the one presented here.



Finally, in addition to zero-knowledge network initialization, the reformation of an existing network in the
face of dynamic changes can be viewed as a separate but equally important issue. After network
connection, a separate topology maintenance and optimization protocol needsto run, in order to take care
of mobility and/or nodes entering and leaving the network and make sure that the scatternet is reformed
accordingly. Such a protocol, although out of the scope of the current paper should be the subject of future
resarch efforts.
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APPENDIX A: SYMMETRIC PROTOCOL CONNECTION ESTABLISHMENT DELAY WHEN THE UNITSALTERNATE

DETERMINISTICALLY.

Suppose that each node alternates between Sender (1) and Receiver (S) state, remaining in each state for a
fixed period T. Referring to Figure A.1, Unit A has already started alternating at some timein the past, and

unit B starts alternating at some random time t, after unit 1 started alternating. Since t,, israndom, the

connection establishment delay Tc which isthe delay starting at t, up to the point where the two units

connect will also be random. We will show that the expected value of T_ isinfinite.
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Figure A.1: Units A and B try to connect by alternating deterministically between INQUIRY and SCAN
states with period T.



During the connection process, two units will be in opposite states for afixed interval ¢, and in the same
state for afixed interval T-(. The phase differenceq dependson t,, and since t, isarbitrary, | isa
uniform random variablein [0, T]:

Ploeal=Fyla)=, 0£qeT A.D).

Let usnow fix T, (and hence Q) and assume without loss of generality that unit B findsunit A inan
opposite state at time t, . Referring to Figure A.1, the two devices will have a chance to connect only

during the fixed “on” intervals of length  where they are in opposite states. During an “on” interval the
unitswill try to form a connection according to the asymmetric Bluetooth point to point connection
establishment protocol. The delay of the asymmetric protocol isR = 2FS+RB where FSisauniformr.v.in
[O,Tcoveragej , T =10ms and RB isauniformr.v.in [o r r. =639.375ms (seesection 2).

coverage 7 "maxd?
Since the back-off delay is much greater than the FS delay, the delay R of the asymmetric protocol can be
approximated by R » RB and hence:

P[R£r]=FR(r)=rL, Of£r£r,, ad E[R]=rm7ax (A2).

max
During an“on” interval, if Rislessthanq then the unitswill connect otherwise they will have to wait until

the next “on” interval. Thus the connection establishment process can be seen as a coin tosswith a
“success” probability being:

p=PREq] = Fy(a) == (A3,

max

Given ), the number N of “on” intervals that will be needed before a connection happensis a geometric
random variable having cdf:

P[N £k |a]=(- p)* (A4)

Then the connection establishment time in this case will be equal to N unsuccessful periods T (“on” +” of f”
intervals) plusthe last successful interval whose delay is equal to R:

ch£r"“"* = N XT + R, for g being fixed.
Taking the expectations we have:

E[T. |a]= E[N |q]= + E[R] (A5).

1-
Using the fact that E[ N |q] -—P , and using relation (A.1) and (A.3), the average connection
p

establishment time will be:

T, 1g) = O:““"“ <T + r““za* (A6)




The average connection establishment delay can now be found by taking the expectation over al possible
values of g and using equations (A.6) and (A.1):

T 1 T\aﬂ r -
E[Tc] = E[E[TCM]] = OE[T C|q]><fQ (a)dgq== 0O¢ XT + —>dq b
g=0 T, d 2 g
E[T]=T + = 4 xT(\)qu o
c 2 max q .

q=0

T
<1
Theintegrd (Q— xdq inthe RHS of (A.7) tendsto + ¥ and hence the average connection
q=0
establishment delay E[T, | isinfinite.

APPENDIX B: SYMMETRIC PROTOCOL CONNECTION ESTABLISHMENT DELAY WHEN THE UNITSALTERNATE
RANDOMLY.

B.1: GENERAL MODEL

Assume that each node alternates between Sender (1) and Receiver (S) state randomly. More specifically,
for each node, theinquiry (I) and inquiry scan (S) intervals consist arandom process {Zn} of independent
and identically distributed (iid) random variables each having a distribution FZ(Z) and finite mean value
E[Z] . Referring to Figure B.1, Unit 1 has already started alternating at some timein the past, and Unit 2
starts alternating at some arbitrary time t,, after unit 1 started alternating.
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Figure B.1: Units A and B try to connect by alternating between INQUIRY and SCAN states according to a
random distribution with mean E[Z] .

For Bluetooth unit i, we denote by N, (t) the number of state switchesfrom t,uptotimet. Thus N, (t)
can be seen asarenewal process with an underlying distribution between switches of F, (Z) . Since the two
units alternate independently the corresponding renewal processes Nl(t) and N, (t) are independent.
Now consider the process N(t) that results from merging the two independent renewal processes Nl(t)

and N, (t) . N (t) isaprocess (not necessarily arenewal one) that consists of all the state switches of both



nodesfromtime t, uptotimet. We denote by {Xn} the “underlying” random process consisting of the

iid interval s between the merged state switches of N (t) .

In general, the two units have a chance of discovering and connecting to each other only during the time
intervals where they are in complimentary states. Asis shown in Figure B.2 this happens every other

interval of the process N(t)

There are two equiprobabl e cases which we take into account:

Attime t, the units arein opposite states. In this case they will have the chance to discover each other

only onodd intervals X,,, , 12 O.Onintervals X,; , i3 1, thetwo unitsarein the same state
and cannot discover each other.
Attime {, the units are in the same state. This meansthat in the first timeinterval of the merged

process there will be no chance for the two unitsto meet and hence thisinterval isapure delay factor
in the connection time. After this delay, the two unitswill start having the chance to discover each
other like the previous case.

Assumethat at time 1, , the units start in opposite states as depicted in Figure B.1.

The cdf FX(X) of the merged process X, given theiid Nl(t) and Nz(t) isgiven by Trivedi in [10]:

FZ X X\
P[X £x]=F (x) =F,(x) E[z g{1 F,(z)Jdz (B.1)

then the corresponding pdf will be equal to:

xdl F( ]dz+[l Ay ®2)

d
f,(0=—F(x)=1,( [Z]

dx E[z]
and
E[X] = ¢§ f, (t)ct B3)

Letusnow setY, = X, + X, i31. (B4

i+1?

{Yn} isaniid random process of composite intervals Y; each consisting of an “on” firstinterval X, and
an “off” second interval X, . During the connection establishment process, the two units start trying to

connect in acompositeinterval Y; . Then they will have the chance to connect after arandom delay R
which isgiven by:

R=2FS+RB (B.5)

cover ageJ 1 coverage

where FS and RB are uniform random variablesin [O , T T =10ms and
[0, I’max] T = 639.375MS respectively. The unitswill connect only if Risless than the“on

interval X, of compositeinterval Y, . If not, they will have to wait until the start of the next composite



interval Y, . Thusthe connection time T " for the case where the units start at opposite states is given
by:

opp —
T =Y, +Y, +--+Y, , +Y, +R B6)

where N isarandom variable. The sum of Y variablesin the RHS denotes the time of unsuccessful
discovery attempts and the last term Risthe portion of thelast “on” interval which correspondsto the
successful connection attempt. Each “on” interval within acomposite Y, interval may be seen asacoin
toss. A successin the coin toss means that the two units have sufficient time to form a connection
according to the asymmetric Bluetooth connection establishment protocol. Hence N isageometric random
variable denoting the number of failures before the success-connection occurs. Thus the probability of

successis p = P[R£ X] and the mean of N issimply E[N] Z:L_Tp.

The mean discovery time Etrf”pj will be:

Efro»] = g[e[ror | N+ E[R] = E[R] + éo E[To | N = n|xP[N = n]
=E[R] +n§_o EgalY gxP[N =n| = E[R] + né:nXE[Yi]P[N =n|
- €[R]+ £l |-€[N]= E[RI+ Ex, + X,.]€[N]
= E[R]+(E[X | R> x|+ E[x]) xE[N] p

E[X |R> X]+E[X])1- p)

b E[r]=E[R]+ (

(B.7)
P
The quantity E[X | R> X] is calculated asfollows:
F (X
Firstwefindthecdf F,(x|x<r)= A ) X<r. B8)
F.(r)
Then the corresponding pdf is given by:
f Ix
f(x|x<r)= () X<, B9

Flr)’

Tmax * 2%coverage T

Then, E[X | X <R]=E[E[X X <r]]= f (x| x<r)xfo(r)dxdr. (810

r=0 x=0
In the case where the two units start at the same state, the first interval is an “off” one and the units must

wait until the next interval (which will be“on”). Thus the connection establishment delay in this case will
be:

Tcsame:X+Y1+Y2+"'+YN-1+YN "'R:X"'TcOpp (B.11)



The two cases are eguiprobable so the random variable describing the connection establishment time in any
caseis:

T, = % AT same +% T 0P = % XX + TP (B.12)

Using (B.7) and taking expectations over (B.12) wefinally get the expression for the mean connection
establishment delay:

Elx], [EIXIR>X]|+E[X])1- p)
2

+E[R| (8.13)
p

ElT.] =

Also starting from (B.12) and (B.7) and applying the variance operator on both sides, we get the expression
for the variance of the connection establishment delay:

_Var[X] , (Var[X|R>X]+Var[X])2- p) +var[R] (B.14)
2

P

We now proceed in deriving the analytical expressions for the mean and variance of the connection
establishment delay for specific distributions. We will use the approximation R » RB (instead of the
exact R = 2FS+ RB) since the backoff delay is one order of magnitude greater than FS. Without using
the approximation much more complicated expressions can be obtained for E[TC] and Var [TC] .
According to the approximation:

2
FR(r):r—, fR(r):ri, O£r£r_  and E[R]:rmTaX, Var[R]:r;—;x (B.15)

max max

B.1. Z ISEXPONENTIALLY DISTRIBUTED WITH PARAMETER | .

Assume that Nl(t) and Nz(t) are Poisson processes with parameter |

P[N, (t) = K] :('t)kT’e“ i=12 (B.16)

We know that by merging two Poisson processes with parameter | yields a Poisson process with
parameter 2| . Thus the random process {Xn} is exponentially distributed with parameter 21 :

F(x)=1-e2*,  f(x)=21 = and E[X] =%, Var(X) = 4I12 . B

Using the approximation (B.15):



rmax

o=P[REX]=P[X3 R|= PlIx s r]xf.(r df‘oe Lo b
-—1 e, g=lx_ (B.18)

Using (B.9) and approximation (B.15) in (B.10) we get:

Mmax T Tmax T -2lx
E[X X <Rl=—— & Ox xf—(r)dxdr =1 (‘)(‘)xx%dxdrb

max r=0x=0 X( ) max r=0x=0

E[x|x <r]=Y 'og(e2gjl+g 29(g+1)

, g=I % (B.19)

max

Using (B.15), (B.17), (B.18), (B.19) in (B.13) we finally have for the average connection establishment
delay:

1 aEdllog( )+2g(g+1) 1029+e 1+rmax, g=1x

E[T] 4l
g 2I g 1-¢e? 2

(B.20)

max

In order to cal cul ate the variance we must first find the quantity Var[X | X < R] ;

Mmax T Mmax 1 - 21 x
elx 1x <Rz -2 3 o el =L F oxt 2 e b
max r=0x=0 Fx(r) max =0 x=0 B

LA +2t+1- e
E[X |X<R] 2I 9 0O 1 & dt, g=1I %, (B.21)
t=0

Using thefact that Var [X | X < R] = E[X2 | X < R]- (E[X | X < R])? and using (B.19) and
(B.21) we get:

9 52 2 ; 2
var[X | X <R]= L 22 +2t+1- € dt_aejllog( 9)+2g(g+1)g, o=l % @2

2l gt? 1- e 49 ]

Using (B.15), (B.17) and (B.22) in (B.14) wefinally have the expression for the variance of the connection
establishment delay:

89 1 S22 +2t+1- e* ot - aEdllog( Zg)+Zg(g| +1)

Var[T,] =
arlr.] = 8|2 gz| 50 1. & Ag

Zg +e -1 rrr21ax _
bt + S B
1- %9 12




1
By setting M~ E[Z] = I—and replacing into (B.20) and (B.23), wefinally have the expressions for the

mean and variance of the connection establishment delay as a function of the mean state residence time of
each unit:

E[TC] :LrﬁeJraedi Iog(e29)+ 29(g +2)gx29 +e‘_zg - 1g+ o g= (., ©24
4? g g g l-e* 5 2
9 o2 2t . 2 e
Var[T ] :g:ﬁzﬁ C)Zt +12t +2t1- e 4. rﬁgdl Iog(e gl+ 29(g +1)g EX
8 0 -0 -€ g 9 g (B.25)
yzg+e‘29-1+rr§ax o
1- 29 12’ 9 m

B.2. Z ISUNIFORMLY DISTRIBUTED IN [0,B].

Assume that the units' state residence time Z isuniformly distributed in [0, b] asfollows:

F(2)=22 aa £,(2) =L tor 21 [0,6] ana e E(2) =2 ©29
b b 2
by substituting (B.26) to (B.1) we find the cdf of X:
F()=P[XEx]=2n¢- S +3x, 0ExXED B27)
b* b? b
and
1- F,(x)=P[X >x]=1-b—13xx3+b—32><x2-%xx, 0£ x£b (B.29)
The pdf will be:
fx(x):%Fx(x):b—ixxz-b—ixH%, O£ x£b (B29)
and then
b b , 3 6 3 < b
E[X]= g‘)(xfx(x)dxz g‘%xx3 - F><x2 +Exx§>dx = (8.30)

Also E[XZ]: b(‘)<2 xf, (x)dx = £3 xx* - i><x3+§><x2l)>dx:E (B:31)
o ™ b2 ThH 10



And since Var[X] = E[Xz]- (E[X])2 we get:
Var[X]= —- — == (B.32)

The next quantity we need to deriveis p = P[R £ X] . In order to do this we have to distinguish between
two cases:

Cae: 0EbEr

P[RE X]= dD[REX]Xf ) xclx = o—xf()xd Er[x]:%, OEbET, . B3

0 max max max

Cae2 b3 r

u
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To calculate E[X | X < R] Using (B.9), (B.27), (B.29) and approximation (B.15) in (B.10) we get:
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Using (B.30), (B.31), (B.32), (B.33) in (B.13) we get the expression for the average connection
establishment delay:
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In order to find the expression about the variance wefirst calcul ate:
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Then from (B.33) and (B.35):
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The variance isthen given by (B.14):
Var[T | = VarZ[X] , (Var[X|R> X]+Var[X])(1- p) +var[R]p
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where Var[X | X < R] isgiven by (B.36).

b
By setting M~ E[Z] = E and replacing into (B.34) and (B.36)& (B.37), we can get the expressions for the

mean and variance of the connection establishment delay as a function of the mean state residence
time Irof each unit.

APPENDIX C: PROOF OF EQUATION (3)

Any scatternet consists of master nodes, slave nodes that belong only in one piconet (termed as “ pure
slaves”), and slave nodes that belong to multiple piconets (termed as bridges).

Given anumber of Bluetooth nodes Nand the following conditions:



1. Theresulting scatternet is fully connected (Every master is connected to all other mastersviaa
bridge).

2. Two masters share only one bridge node.

3. A bridge node may connect only two piconets.

4. The maximum number of slaves per piconet is seven.

wewill prove that the minimum number of piconets P isgiven by therelation:
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Proof:

Suppose we fix P the number of piconets (masters) in the scatternet. Each piconet i hasn; slaves, consisting
of 5 pure slaves and b; bridges. Thus:

n=s+b, 1£i£P (Cy

where P isthe number of piconetsin the scatternet.
Dueto the Bluetooth specification degree constraints, the maximum number of slaves per piconet is seven :

(n£7, 1£i£P). (C2)

According to conditions 1 and 2, each master should be connected to all other masters (condition 1)
through only one bridge node (condition 2).

Thus each master will haveb; =P-1 bridgesand s, = n, - (P- 1) pureslaves.

Also thetotal number of masters in the scatternet is P and the total number of bridges should be P(P- 1)
2
(condition 2). Therefore the following relation holds:
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Where the sum terms of the LHS are the total number of assigned masters, pure slaves and bridge slavesin
the scatternet respectively.

Equation (C.3) reflects the allowable values for P and N based on the scatternet formation conditions 1-4.
We seethat for afixed P, thereis an associated range of values of N that can be covered depending on the
possible sets of values s;.

For example P=1 piconet can accommodate from N=1 up to N=8 nodes. P=2 masters can cover from N=9

to N=15 nodes (where the two masters are connected by a common bridge and each master has six pure
slaves). N=16 nodes cannot be supported by only 2 masters because the conditions 1-4 will be violated and
equation (1) will not hold.

The “maximal” set s, = 7- (P - 1), 1£i £ P yieldsthe maximum N that can be supported by a specific
P. For the values of the maximal set, equation (C.3) becomes:
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Solving (C.4) for Nmax We get the maximum number of nodes that can be supported by a specific minimum
number of piconets P without violating equation (C.3):

Nomax = f(P):@ (C5)

According to conditions 1-4, we wish each master to be connected to all other masters through exactly one
bridge node. Hence the maximum number of piconetsis P=8 which isthe case of every master having
seven bridge slavesto all other (seven) masters. Thus the maximum number N iS given by (C.5) to be
Nmax = 36. Using (C.5) for P=1 up to to 8 we generate the ordered set N™* of corresponding numbers Nyyax

N ={8, 15, 21, 26, 30, 33, 35, 36} 9

Solving (C.5) for P and keeping the “-* root solution we get:
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Since (C.7) istheinverse function of (C.5), for any valuein the set N™, (C.7) yields an integer P. Also we
can easily seethat Pisastrictly increasing (discrete) function of Nya. Therefore any two consecutive
numbers N, and N in N™®will correspond to two values P; and P, respectively with P,=P;+1.

Since Pisstrictly increasing function of N, any values of N not inN™®in the ordered set
S={N,u, +1,..., N 1} that are used in (C.7) will yield areal number P between Py and
P,=P,+1. Thusthe values of S along with N, @€ actually the values of N that can be supported by a

max,

minimum number of piconets P,.

Hence, by using any value of N in (C.7) and rounding the resulting real number to the next integer will
alwaysyield the desired value P of the minimum number of piconets that can support N:
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