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Title of dissertation: Development of a dual-tip millikelvin
Josephson scanning tunneling microscope
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Department of Physics

In this thesis, I first describe the design and construction of a dual-tip mil-
likelvin STM system. The STM is mounted on a dilution refrigerator and the setup
includes vibration isolation, rf-filtered wiring, an ultra high vacuum (UHV) sample
preparation chamber and sample transfer mechanism.

Next I describe a novel superconducting tip fabrication technique. My tech-
nique involves dry-etching sections of 250 µm diameter Nb wire with an SF6 plasma
in a reactive ion etcher. I present data taken with these tips on various samples
at temperatures ranging from 30 mK to 9 K. My results demonstrate that the tips
are superconducting, achieve good spectroscopic energy resolution, are mechanically
robust over long time periods, and are atomically sharp.

I also show data characterizing the performance of our system. This data is in
the form of atomic resolution images, spectroscopy, noise spectra and simultaneous
scans taken with both tips of the STM. I used these to examine the tip-sample sta-
bility, cross talk between the two tips, and to extract the effective noise temperature
(∼185 mK) of the sample by fitting the spectroscopy data to a voltage noise model.

Finally, I present spectroscopy data taken with a Nb tip on a Nb(100) sample
at 30 mK. The enhanced spectroscopic resolution at this temperature allowed me
to resolve peaks in the fluctuation-dominated supercurrent at sub-gap voltages. My
analysis indicates that these peaks are due to the incoherent tunneling of Cooper
pairs at resonant frequencies of the STM’s electromagnetic environment. By measur-
ing the response of the STM junction to microwaves, I identified the charge carriers
in this regime as Cooper pairs with charge 2e. The amplitude of the response cur-
rent scales as the square of the Bessel functions, indicating that the pair tunneling
originates from photon assisted tunneling in the incoherent regime, rather than the
more conventionally observed Shapiro steps in the coherent regime.
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Chapter 1: Introduction

The scanning tunneling microscope [1] is essentially a mobile tunnel junction

that can produce atomic resolution images and probe the local density of states

of conducting samples with extremely fine precision. At ultra-low temperatures,

an STM can not only achieve sub-Angstrom spatial resolution, but can provide

unprecedented spectroscopic energy resolution. The combination of the two makes

it a unique and extremely powerful surface analysis tool that can be used to image

materials ranging from noble metals to doped semiconductors, superconductors, and

most recently topological insulators.

STM studies of the local properties of superconductors are particularly inter-

esting when the material has a short coherence length, resulting in varying super-

conducting properties at atomic length scales. Thus, Hess was the first to use an

STM to image a vortex lattice in NbSe2 [2] and many other such studies followed

[3, 4]. Other groups used STMs to study high Tc superconductors, including MgB2

[5–7], BSSCO [8–13] and the effect of atomic impurities on local superconducting

properties of high Tc materials [11, 14–16].

Nearly all of the STM studies on superconductors to date have probed the

quasiparticle density of states using normal metal tips made of W, Pt-Ir, or Au.
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A tool that could instead provide spatially resolved information on the supercon-

ducting condensate by directly probing it using tunneling Cooper pairs, could prove

particularly useful in studying superconductors with locally varying superconduct-

ing properties. A “Josephson STM” which tunnels quasiparticles at high biases and

Cooper pairs at low or zero bias, would combine the spatial resolution of an STM

with the tunneling properties of a Josephson junction.

There have been several proposals to exploit the physics of a Josephson STM

[17–19]. There has also been work on developing techniques to fabricate supercon-

ducting STM tips [20–24] and studies have been reported using such tips on super-

conducting materials between 2.1 and 4 K [21, 25–31]. However, phase diffusion is

a serious limitation in all such experiments. Phase diffusion occurs in ultra-small

Josephson junctions due to thermal noise [32] and quantum uncertainty [33], caus-

ing the supercurrent to be highly suppressed. Simultaneously acquiring information

on the atomic scale, while maintaining a measurable pair tunneling current has

therefore proved extremely difficult to achieve in STM SIS junctions. Meanwhile,

new materials with interesting superconducting properties or phases are still being

discovered [34–38]. Hence there remains a need for tools that can directly study

superconductivity in such materials, as well as in the high-Tc materials for which

the underlying mechanism producing superconductivity is still not understood.

Theoretically, a very low STM junction temperature is favorable for obtaining

a measurable supercurrent, especially at the relatively high junction resistances typ-

ical of a scanning STM junction. A Josephson STM that could operate at millikelvin

temperatures could also provide enhanced spectroscopic resolution, and offers the

2



potential to uncover new physics that is inaccessible at higher temperatures. Fur-

thermore, a Josephson STM that could provide spatially resolved phase sensitive

information could provide new insights into superconductivity.

In this thesis, I report progress towards the realization of a dual-tip mK Joseph-

son STM. I discuss both the classical and quantum physics of ultra-small junctions,

and also present data that demonstrates Cooper pair tunneling in our millikelvin

STM. This thesis is organized with the first third describing the design and charac-

terization of the dual-tip STM and millikelvin system, the second third focusing on

the physics of ultra-small junctions, and the final part focusing on my measurements

on the dual-tip system.

In Chapter 2, I introduce the theoretical foundations of scanning tunneling mi-

croscopy, including a description of the two main imaging modes. I also present the

relevant theory for interpreting scanning tunneling spectroscopy data. Since my goal

was to build a Josephson STM, I compare tunneling from a normal conducting STM

tip into a normal conducting sample (N-I-N), to tunneling from a superconducting

STM tip into a normal sample, and tunneling from a superconducting STM tip into

a superconducting STM sample. Finally, I present our motivations for undertaking

the arduous project of building a milIikelvin STM system.

In Chapter 3, I describe the design and implementation of the millikelvin dual-

tip STM. I begin by discussing the dual-tip STM design and assembly in detail. The

most unusual feature of our instrument is that it has two tips that can independently

scan a sample while operating at millikelvin temperatures on a dilution refrigerator.

I include a general explanation for the operation of our dilution refrigerator and

3



describe the modifications that were made to accommodate our STM. Details of the

wiring and filtering are also provided. I also describe the UHV sample preparation

chamber and our novel in situ sample transfer mechanism that allows us to exchange

samples while the STM remains cold. Finally I discuss operation of the system.

In Chapter 4, I present a novel fabrication technique for making sharp and

mechanically robust superconducting Nb tips. I discuss our motivation for devel-

oping this method, and discuss the physics and relevant parameters chosen for the

etch. I also present data characterizing the Nb tips and demonstrating their per-

formance. These results show that the tips are superconducting, atomically sharp,

and mechanically robust over long time periods (∼ 12 hours) even at relatively low

junction resistances.

In Chapter 5, I present data acquired with the instrument to calibrate the

system and evaluate its performance. This includes atomic resolution images with

both tips, simultaneous scans, and spectroscopy indicating that the actual temper-

ature accessible to the instrument is less than 100 mK. I also show that the effective

noise temperature is approximately 200 mK by fitting spectroscopy data taken for

a range of temperatures to a voltage noise model. To characterize the performance

of the two tips in the simultaneous imaging mode, I also present images and noise

power spectra for each of the tips for various configurations of the other tip. Fi-

nally, I demonstrate the operation of our magnet dewar via measurements of the

superconducting gap of Nb as a function of magnetic field strength.

Having described and characterized the dual tip STM system as well as the

fabrication and performance of superconducting STM tips, the rest of the thesis fo-

4



cuses on the physics of ultra-small junctions, and measurements I made that exploit

this physics and the spectroscopic energy resolution of the system.

In Chapter 6, I provide a theoretical overview of the dynamics of ultra-small

Josephson junctions such as that formed by a superconducting tip and sample in

our STM. I first introduce the general physics of Josephson junctions, and the well

known RCSJ (resistively and capacitively shunted junction) model that is used to

provide an intuitive and quantitative picture of junction dynamics. I then discuss

the electromagnetic environment that the junction is embedded in, and the effect

this has on the dynamics of the junction, according to the quasi-classical theory for

thermally induced phase diffusion in ultra-small junctions. The second half of this

Chapter focuses on the quantum P (E) theory that treats both the electromagnetic

environment and the junction embedded in it. The P (E) theory predicts that under

the right conditions, one can observe the incoherent tunneling of Cooper pairs at

non-zero voltages. This theory also predicts that the application of microwaves to

the junction results in photon-assisted tunneling of incoherent Cooper pairs, rather

than the Shapiro steps that arise from a coherent junction response.

In Chapter 7, I present measurements taken with a Nb STM tip on a Nb(100)

sample at 30 mK. The data is in good qualitative agreement with what one expects

from P (E) theory. By coupling microwaves to the STM and characterizing the

junctions response as a function of microwave amplitude, I also observed photon-

assisted tunneling of incoherent Cooper pairs. The data and simulations (using the

theory described in Chapter 6) show close agreement. Furthermore, the spacing

between the peaks in this data revealed that the charge carriers responsible for the
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current at low biases in my STM S-I-S junction are Cooper pairs. I also present

measurements of the junction response to microwaves as a function of microwave

frequency, rather than amplitude, as well as fits of some of the spectroscopy curves

to theory.

Finally in Chapter 8, I conclude by summarizing my main findings and then

discuss my contributions towards building a superconducting phase STM. I discuss

the proposal by our group to reduce phase diffusion due to quantum mechanical

uncertainty in the phase and connect this to reducing thermally induced phase

diffusion as observed in our STM. I also discuss the feasibility of this project in

terms of the experimental parameters and basic physics and technology involved in

realizing such an instrument.
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Chapter 2: Scanning Tunneling Microscopy: Theoretical Foundations

The Scanning Tunneling Microscope (STM), first described in 1981 by G.

Binnig and H. Rohrer [39], is a remarkably powerful surface analysis tool capable of

probing the local density of states of a sample on the atomic scale. It has also served

as inspiration for a host of new scanning probe techniques that were developed in the

decades since its invention, including the atomic force microscope (AFM) [40], the

magnetic force microscope (MFM) [41], the scanning near-field optical microscope

(SNOM) [42], the scanning gate microscope (SGM) [43] and the spin-polarized STM

[44]. All of these techniques involve a probe that is raster scanned very close to the

surface of a sample, allowing variations in a signal to be measured on the atomic

scale. The type of probe determines the particular signal and physics that can be

studied.

In this Chapter, I first describe the standard STM setup and operation, and

introduce the basic working principle of the instrument. I then describe the various

STM operation modes and discuss the relevant theory for each of them with a

particular focus on spectroscopy using superconducting tips. Finally I discuss the

desirability of cryogenic temperatures since this is central to the rest of my thesis.
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2.1 STM operation and experimental setup

Figure 2.1 shows a schematic of the general setup used to run an STM (I

describe my specific STM setup in Chapter 3). The STM tip is attached to a piezo

with x, y and z electrodes. In our case, this piezo is a hollow cylindrical tube with

±x and ±y electrodes on opposing quadrants of the outer surface of the tube (see

Fig. 2.1). A single z electrode is on the inside of the hollow tube. When a voltage

difference is applied to the x piezo electrodes, for example, one side shear expands,

while the side of the tube with the opposite polarity shear shrinks. This causes

the tube to bend and the tip to trace out a small portion of an arc. Applying the

opposite voltage difference causes the tube to bend in the opposite direction. By

applying appropriate x or y voltages, the tip can raster scan the sample. The z-piezo

causes the tube to shrink away from the sample, or expand towards it, in response

to the polarity and magnitude of the voltage applied to it. This controls the fine-z

motion of the scanner as the tip scans the sample.

Before a tunneling current can be established, the tip must first be brought

within tunneling distance of the sample via a coarse approach mechanism, in our

case a Pan-style stick-slip walker [45]. The tip typically “walks” a distance of 1-

4 mm during approach. In order to generate a tunneling current, a bias voltage

is applied, usually to the sample with the tip grounded. Once the tip is within

tunneling distance of the sample, a current on the order of 1 nA is detected through

the tip, and the coarse approach is stopped when it matches a user-defined set point.

This tunneling current is amplified and converted to a voltage by a trans-impedance
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Figure 2.1: Simplified schematic of a typical STM setup. The bias voltage, set point

current, and other feedback loop parameters (time constant, gain) are user-defined

via the computer connected to the control unit. The x, y, and z piezos of the

tube scanner are connected to a high voltage amplifier that in turn is connected

to the STM controller. The tip current signal is amplified and converted into a

voltage before being fed into the controller. For this input, the controller generates

a feedback output that controls the z-piezo voltage to keep the tip a fixed distance

above the sample.
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amplifier with a resistance in the 0.1-1 GΩ range. This voltage is fed to the control

electronics, which compares it to the set point and generates an error signal that

is then fed back to the z-piezo to keep the tip-sample separation constant. The

principle of quantum tunneling is thus crucial to the operation of an STM and the

fundamental theory is introduced in the next Section.

2.2 Tunneling basics

The basic physics underlying the STM is the principle of quantum tunneling of

electrons through a potential barrier [46]. When a sharp conducting tip is brought

within a distance of∼ 1 nm of a conducting sample, the tip and sample form an ultra-

small tunnel junction. The tunneling probability can be calculated by matching a

plane wave solution to Schrodinger’s equation inside the sample to an exponentially

decaying wave-function inside the barrier. For a uniform, square barrier in one

dimension, one finds

|Ψ(z)|2 = |Ψ(0)|2e−2z
√

2m(U−E)/h̄2 (2.1)

where Ψ(0) is the amplitude of the wave function at the surface of the sample, z is

the barrier width, U is the barrier height, m is the electron mass in its rest frame,

and h̄ is Planck’s constant. When a voltage Vb is applied across the STM tip and

sample, and the barrier is a vacuum gap, then we may write equation Eq. (2.1) as

|Ψ(z)|2 = |Ψ(0)|2e−2z
√

2m(φt+φs−eVb)/h̄2 (2.2)

where φt and φs are work functions of the tip and sample respectively, and the height

of the barrier may be roughly approximated as the average work function of the tip
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and sample.

An expression for the the electron tunnel current between two electrodes (la-

belled by µ and ν subscripts) with a bias voltage applied between them, was first

developed by Bardeen in 1961 [46] and is given by

IT =
4πe

h̄

∑
µν

|Mµν |2(f(Eµ)− f(Eν))δ(Eµ − Eν − eVb) (2.3)

where f(E, T ) = 1/(1+exp(E/kBT )) is the Fermi function at temperature T and E

is energy measured from the Fermi energy. Mµν is a matrix element that describes

the overlap of the wave functions between the two electrodes and is given by

Mµν = − h̄

2m

∫
(ψ?µ∇ψν − ψµ∇ψ?ν)d~S (2.4)

where the integration is over any surface S lying entirely within the vacuum gap

separating the two electrodes. If we assume the system is 1-dimensional, and use the

local density of states (LDOS) for the STM tip and sample, ρtip =
∑

µ |ψµ|2δ(Eµ−E)

and ρsample =
∑

ν |ψν |2δ(Eν − E), the tunnel current may be written as

IT ≈
4π

h̄
|M |2

∫ ∞
−∞

[ftip(E)− fsample(E + eVb)]ρtip(E − eVb)ρsample(E)dE. (2.5)

Here I have assumed that the tunneling matrix element M is independent of energy,

and is given by

|M |2 = exp

(
−2z

√
m

h̄2

(
φt + φs

2

))
. (2.6)

From Eqs. (2.5) and (2.6) it can be seen that the tunnel current depends

exponentially on z. This exponential dependence of the tunnel current on the tip-

sample separation is exploited in an STM to create an extremely sensitive probe
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of the topography and the local density of states (LDOS) of a conducting sample.

The exponential dependence is also critical to keeping the tip at a constant but

extremely close distance from the sample by maintaining a constant tunnel current.

2.3 Constant current and constant distance imaging

The two main modes of imaging a sample with an STM are the constant

current and constant distance modes. In the constant current mode, variations in

the z-piezo voltage are recorded as a function of the tip’s x-y position as it raster

scans the sample. The tunnel current is held constant by a feedback circuit which

compares the measured value to a set point defined by the user, and adjusts the

voltage on the z-piezo accordingly. The feedback loop has an integrator with a time

constant that must be adjusted by hand to suit the sample being studied. Careful

adjustments of the feedback parameters are required to achieve good images in the

constant current mode. A feedback that is too slow results in the tip being unable

to follow the sample topography accurately, and it might cause the tip to bump

into protruding features and lag over “cliffs.” A feedback that is too fast causes

an underdamped response, and feedback oscillations. Such oscillations are difficult

to distinguish from tip instabilities or coupling between the tip and mechanical

oscillations in wires somewhere in the circuit.

For a metallic surface, constant current images generally reflect surface topog-

raphy, although analyzing and interpreting the data in a precise manner is difficult.

The essential problem in comparing an image to theory is the need to calculate the
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tunneling matrix element in Eq. (2.4). To do this integration, explicit expressions

for the tip and sample wave functions Ψµ and Ψν are needed. The 1-dimensional

approximation discussed above is easily calculable but not very realistic.

In 1985, Tersoff and Hamann [47] described an approach that improved on

the 1D approximation. They used first order perturbation theory and a simple

model of a spherically symmetric and atomically sharp tip to calculate the tunneling

matrix element. For small bias voltages, at low temperatures, and taking only elastic

tunneling into account, they wrote the tunnel current as

I =
32π3e2φ2

h̄
ρtip(EF)e−2κR

∑
ν

|Ψν(r0)|2δ(Eν − EF) (2.7)

where φ is the effective height of the local potential barrier, κ = (2mφ)/h̄ is the

spatial decay constant in the barrier, R is the effective tip radius, and r0 is the

center of curvature of the tip. Also, ρsample(EF, r0) =
∑

ν |Ψν(r0)|2δ(Eν−EF), is the

LDOS of the sample at the Fermi level. Using this expression, images obtained in the

constant current mode may be interpreted as contour maps of constant surface LDOS

at EF. However, we note that in general the current signal cannot be interpreted to

represent solely the electronic structure of the sample, and a full treatment would

involve de-convolving the tip states from those of the sample. Again, this is an

extremely difficult problem since the precise structure and composition of a tip is

not usually known.

An STM may also be used to image in the constant height mode. In this mode,

the tip is raster scanned over the surface at a constant height without any z feedback,

and the resulting variations in tunnel current are recorded and transformed into an
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image. Since the tip-sample separation is typically on the order of 1 nm or less,

very small features on the sample can result in the tip crashing into it. Thus, this

method of imaging is typically only used to study atomically flat terraces of cleaved

or single crystal samples.

Both the constant current and constant height modes have their advantages.

For example, overviews of large areas (1-3 µm) with unknown topography are usu-

ally obtained using the constant current mode, whereas small atomically resolved

images are usually easier to obtain using the constant height mode. Both modes are

typically used to calibrate the piezo scanner of a new STM: images of atomic steps

on a single crystal with known lattice constants taken in the constant current mode

provide z-calibration, and the atomic lattice imaged in the constant height mode

provides x and y calibrations.

2.4 Scanning tunneling spectroscopy

In the spectroscopic mode the STM tip is parked at a chosen point of a topo-

graphic image, the feedback circuit turned off, and the bias voltage V swept between

two user defined values. The tunneling current I is recorded as a function of volt-

age, at specific user defined values. At the same time, a lock-in amplifier is used

to measure the conductance dI/dV . In principle dI/dV could be found by numer-

ical differentiation of the I-V curve, but the lock-in technique provides a better

signal-to-noise ratio.

Scanning tunneling spectroscopy (STS) involves the simultaneous recording of
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a topographic image and spectroscopy data. In this mode the tunnel current is first

recorded at a user-defined fixed bias voltage, after which the feedback loop is turned

off and the bias voltage swept. The I-V and dI/dV vs. V data are then recorded.

The feedback loop is then turned back on, the tip moved to the next pixel, and the

procedure repeated. Obtaining atomically resolved spectroscopic data in this way

is arguably the most powerful capability of an STM, as it allows mapping of the

LDOS of a sample on the atomic scale.

2.4.1 N-I-N tunneling

The simplified energy band model shown in Fig. 2.2 provides an intuitive

picture of how dI/dV conductance data may be interpreted. This 1-dimensional

model shows two normal metal electrodes representing the tip and sample. The

two electrodes are separated by a vacuum gap. The distribution of quasiparticles

depends on the temperature of the system and is determined by the Fermi function.

At 0 K, as shown in the figure, the Fermi function reduces to a step function with

all states occupied by quasiparticles up to the Fermi energy. In the absence of an

external voltage, the Fermi energies line up (Fig. 2.2(a)). When a voltage bias, V

is applied to the sample, the Fermi energies are shifted by eV with respect to each

other, allowing tunneling from occupied states in one electrode to unoccupied states

in the other (see Fig. 2.2(b)).

If a positive bias potential V is applied to the sample, the net quasiparticle
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Figure 2.2: Band diagram depicting N-I-N tunneling at temperature T = 0 for (a)

V = 0, and (b) |V | > 0, where V is the negative bias voltage applied to the sample,

and the tip is grounded. The y-axis depicts the energy E of quasiparticle states.

Quasiparticles from occupied states (yellow) from the sample tunnel into unoccupied

states in the tip only when the applied voltage bias shifts the Fermi level of one with

respect to the other.
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tunnel current flowing to the STM tip from the sample can be written as [46, 48]

I(V ) =
4πe|M |2

h̄

∫ ∞
−∞

[ftip(E)− fsample(E + eV )] ρtip(E)ρsample(E + eV )dE, (2.8)

where |M | is the average value of the tunneling matrix element, assumed to be

independent of energy, ftip and fsample are the electron energy distribution functions

in the electrodes which reduce to the Fermi distribution in thermal equilibrium,

and ρtip and ρsample are the local electronic density of states (LDOS) of the tip and

sample at the point of contact.

If the tip and sample are both normal metals, and the Fermi energy for both

can be treated as approximately constant, we can write [48]

I =
(
4πe|M |2ρsample,n(0)ρtip,n(0)/h̄

) ∫ ∞
−∞

[f(E)− f(E + eV )] dE, (2.9)

where ρtip,n(0) and ρsample,n(0) are the density of states of the tip and sample respec-

tively at the Fermi energy. In the limit of small applied bias voltage (eV � kBT ),

the integral reduces to eV , and we can write

I = GnV (2.10)

where the tunnel conductance in the junction’s normal state is

Gn = 4πe2|M |2ρsample,n(0)ρtip,n(0)/h̄ (2.11)

Since M depends exponentially on the tip-sample separation, the tunneling current

I will depend exponentially on z.

While Eq. (2.10) is useful for simple metals, many STM studies are conducted

on materials with a LDOS that depends on energy. It is these materials that are

17



interesting to probe through spectroscopic tunneling measurements. In general, Eq.

(2.8) can be rewritten in the form

I =
Gn

eρtip,n(0)ρsample,n(0)

∫ ∞
−∞

[f(E)− f(E + eV )] ρtip(E)ρsample(E+eV )dE, (2.12)

where ρtip,n(0) is the density of states of the tip at the Fermi energy when the tip is

in the normal state. If we assume that the density of states of the tip is constant,

i.e., ρtip(E) = ρtip,n(0), we may write

I =
Gn

eρsample,n(0)

∫ ∞
−∞

[f(E)− f(E + eV )] ρsample(E + eV )dE (2.13)

Typically dI/dV is difficult to compute from Eq. (2.13) at non-zero temper-

atures. Conductance (dI/dV ) data at such temperatures is therefore nontrivial to

interpret. However, if we consider the limit T → 0, the Fermi function f(E) be-

comes 1−Θ(E), where Θ(E) is the Heaviside step function. In this case, Eq. (2.13)

reduces to

I =
Gn

eρsample,n(0)

∫ ∞
−∞

[Θ(E + eV )−Θ(E)] ρsample(E + eV )dE

=
Gn

eρsample,n(0)

(∫ ∞
−eV

ρsample(E + eV )−
∫ ∞

0

ρsample(E + eV )dE

)
=

Gn

eρsample,n(0)

∫ 0

−eV
ρsample(E + eV )dE

(2.14)

If we shift the variable of integration, we can write

I =
Gn

eρsample,n(0)

∫ eV

0

ρsample(E)dE (2.15)

The conductance, dI/dV , is now easy to calculate by applying the first fundamental
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theorem of calculus.

G =
dI

dV
=

Gn

eρsample,n(0)

d

dV

∫ eV

0

ρsample(E)dE

=
Gn

eρsample,n(0)
eρsample(eV )

=
Gnρsample(eV )

ρsample,n(0)

(2.16)

Thus we have

dI

dV
∝ ρsample(eV ). (2.17)

We can see from Eq. (2.16) that it is extremely preferable to perform spectroscopy

measurements in the T → 0 limit, as they provide a way to directly probe the LDOS

of a sample. This is in fact the primary motivation behind designing STM systems

such as ours that operate at millikelvin temperatures.

2.4.2 S-I-N tunneling

Figure 2.3 shows a band diagram illustrating tunneling between a supercon-

ducting tip and normal sample. In this case we can write

dI

dV
=
Gn

e

∫ ∞
−∞

f(E + eV )Nsample(E + eV )Ntip(E)dE, (2.18)

where Gn is given by Eq. (2.11), and the normalized density of states for the tip

and the sample are given by Nsample(E + eV ) = ρsample(E + eV )/ρsample,n(0) and

Ntip(E) = ρtip(E)/ρtip,n(0). For a tip made from a BCS s-wave superconductor,

Ntip(E) is given by [49]

Ntip(E) = Re

[
|E|√

E2 −∆2

]
. (2.19)
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Figure 2.3: Band diagram depicting S-I-N tunneling at temperature T = 0 for (a)

V = 0, and (b) |V | > ∆tip/e, where V is the negative bias voltage on the sample. The

y-axis depicts the energy of quasiparticle states, E. Quasiparticles from occupied

states (yellow) from the sample tunnel into unoccupied states in the tip only when

the applied voltage bias shifts the Fermi level of one with respect to the other by

an energy larger than the gap energy.
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From the above equations and Fig. 2.3(b), one can see that the singularity at E = ∆

in the density of states of the tip provides a way to resolve variations in the sample

LDOS when the bias voltage is swept.

If either the tip or the sample is superconducting, spectroscopy measurements

provide a way to probe the LDOS and electron distribution of the other electrode.

For temperature T > 0, a conducting sample with an approximately constant density

of states, and a superconducting tip, Eq. (2.18) reduces to

dI

dV
∝ df

dE

∣∣∣∣
E=eV

Ntip(eV ) (2.20)

where df/dE = −sech2(E/kBT )/2kBT , and Ntip(eV ) has singularities at eV = ±∆.

Thus the effect of temperature is to broaden the conductance data in a quantitatively

predictable manner. In principle, this can provide an estimate for the temperature

of the electrons in the non-superconducting electrode. In Chapter 6, I describe how

we have used conductance measurements to obtain an estimate for the temperature

of our STM junction at the base temperature of the dilution refrigerator.

2.4.3 S-I-S tunneling

Figure 2.4 shows a band diagram for quasiparticle tunneling in a junction

composed of two superconductors. At T = 0, for superconducting materials with

superconducting gaps ∆1 and ∆2, a bias voltage of V = (∆1 + ∆2)/e has to be

applied before quasiparticles from the occupied states of one electrode line up with
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Figure 2.4: Band diagram depicting S-I-S tunneling at temperature T = 0 for (a)

V = 0, (b) ∆tip/e < |V | < (∆sample + ∆tip)/e, and (c) |V | > (∆tip + ∆sample)/e .

V is the negative bias voltage on the sample. The y-axis depicts the energy E of

quasiparticle states. In (b), tunneling does not occur despite a positive bias voltage

because quasiparticles in the occupied states of the tip DOS are not lined up with

available unoccupied states in the sample DOS. Quasiparticles from occupied states

(yellow) from the sample tunnel into unoccupied states in the tip only when the

applied voltage bias shifts the Fermi level of one with respect to the other by an

energy larger than the sum of the gaps.
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available states in the other electrode. The quasiparticle current can be written as:

I = Gn

∫ ∞
−∞

[f(E + eV )− f(E)]Nsample(E + eV )Ntip(E)dE

= Gn

∫ ∞
−∞

[f(E + eV )− f(E)]
|E + eV |√

(E + eV )2 −∆2
1

|E|√
E2 −∆2

2

dE

(2.21)

The expression for dI/dV is clearly more complicated than for S-I-N tunneling, and

the effects of tip and sample are harder to deconvolve. However, such an S-I-S

junction is interesting because the STM tip and sample form a Josephson junction.

In addition to quasiparticle tunneling, one might therefore expect a supercurrent

consisting of Cooper pairs to tunnel from the tip to the sample at 0 V [50]. In

addition, one might expect to observe Andreev reflections due to electrons and

holes combining at energies smaller than the gap to form Cooper pairs [51].

While most STM experiments on superconductors involve measurements of the

quasiparticle density of states, a Josephson STM could directly probe the supercon-

ducting condensate of a sample on the atomic scale. Unfortunately, the realization

of such an instrument is more complicated than one might naively expect due to

a combination of engineering difficulties and constraints imposed by the physics of

ultra-small junctions, as I describe in Chapter 6.

2.5 Cryogenic temperatures

There were three main reasons for undertaking the construction of the mi-

likelvin STM system that is described in this thesis. The most straightforward

reason follows directly from Section 2.4 above. When both the tip and sample are
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normal metals, the Fermi function reduces to a delta function in the low tempera-

ture limit, and STS measurements may be used as a direct probe of the LDOS of

the sample. Higher temperatures smear spectroscopy, obscuring fine spectroscopic

features.

Second, a cryogenic scanning tunneling microscope is an extremely sensitive

tool for probing physics associated with extremely small energy scales. Examples

are the physics of single atomic spins [52, 53], single atom defects [54, 55], and

macroscopic quantum states such as superconductivity that are manifest only at

cryogenic temperatures. While superconductivity is of specific interest, there are

many other physical phenomena for which millikelvin temperatures are desirable.

The final reason for building a mK STM is specific to our goal of building

an STM that tunnels Cooper pairs in addition to quasiparticles. In particular, we

wanted to build a dual-tip STM that can image the gauge-invariant phase difference

of superconductors on the atomic scale [19], as I describe in Chapter 8. The basic

idea is that a superconducting tip and sample form an ultra-small Josephson junc-

tion, the physics of which is determined primarily by three competing energy scales.

These are the Josephson energy EJ = h̄Ic/2e, where Ic is the critical current of the

junction, the capacitive energy EC = e2/2C, and the thermal energy ET = kBT .

For typical STM parameters C = 1 fF and Ic ≈ 1 nA, we find EJ/kB ≈ 0.25 K, and

EC/kB ≈ 1 K. In order to prevent thermal noise kBT from dominating the dynam-

ics of the junction, we need to operate at temperatures much less than EC/kB and

EJ/kB, for example in the 50-150 mK regime.

24



Chapter 3: Design and Implementation of the Millikelvin Dual-Tip

STM

3.1 Introduction

Since the invention of the scanning tunneling microscope (STM) [39], numer-

ous systems have been built that operate at cryogenic temperatures [45, 56–62].

Cryogenic temparatures not only provide the potential for achieving finer energy

resolution, but also open up the possibility of exploring otherwise inaccessible phe-

nomena such as superconductivity and a wide range of solid state quantum effects.

In the 1990’s a variety of 4 K STMs [59, 63–66] were developed and used to perform

pioneering studies at the atomic scale. Since then, several groups have successfully

implemented STM’s on single shot 3He refrigerators [45, 60, 67–69] and dilution

refrigerators [60–62, 70–73].

The advantage of using a dilution refrigerator instead of single shot cooling

methods is that the former can supply significant cooling power continuously to an

experiment, without a set time limit, at a stable temperature. Cooling power can be

critical to millikelvin STM experiments due to the heat load from the STM’s several

high voltage wires and moving piezos. Furthermore, some types of STM data can
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take days to weeks to acquire. Temperature variations induce thermal drifts in the

piezos that are extremely undesirable while taking such data.

Despite the impressive science being conducted by the systems mentioned

above, there are still relatively few instruments that operate reliably at sub-Kelvin

temperatures. This is mainly due to the inherent difficulties in constructing a system

that operates at ultra-low temperatures, in ultra-high vacuum, with the mechanical

stability necessary for STM measurements. In this Chapter, I describe details of

the design, construction and operation of our dual-tip millikelvin STM. I start with

general design principles and an overview of our system. I follow this with a descrip-

tion of our dual-tip STM, and a brief description of the principle of operation of a

dilution refrigerator. I then discuss design considerations specific to our instrument

such as our UHV sample preparation and transfer mechanism, vibration isolation,

filter design, wiring choices, and materials used. Finally, I describe the operation of

our system.

3.2 System design

Designing an STM that can operate at millikelvin temperatures involves satis-

fying several stringent requirements. First, the STM tip and sample obviously need

to be cooled to mK temperatures. Although dilution refrigerators routinely reach

millikelvin temperatures, achieving such temperatures in an STM is non-trivial. The

high voltages necessary for the coarse approach motor and piezo tube scanner gen-

erate substantial heat that must be carried away and sunk at upper stages of the
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fridge. In order to strongly thermally couple the STM body to the mixing chamber,

some groups have resorted to making the STM body out of high purity silver [61, 62],

to ensure good thermal conductivity in the entire temperature range. Although our

STM head is machined out of MACOR, we have taken several other measures, dis-

cussed below, to ensure thermalization of the STM junction to the temperature of

the mixing chamber.

Another critical requirement is the mechanical stability of the STM junction.

Vibration isolation is critical to the operation of an STM because the tunnel current

I depends exponentially on the tip-sample spacing z, i.e. I = I0e
−z/z0 . Typically

the current changes by an order of magnitude when the spacing is changed by 0.1

nm which gives z0 = 0.23 nm. A small change δz in z leads to a change in current

δI = (I/zo)δz. Hence to stabilize a 1 nA current to 10 pA requires δz ≤ 2.3 pm.

This illustrates the extreme stability required for the tip/sample spacing.

Our dilution refrigerator requires a host of attached pumps in order to operate

and these can produce substantial vibrations. In addition, the continuous 3He circu-

lation can introduce unavoidable low-frequency mechanical noise. For our system,

we require voltage resolution of 10 µV or better, and current resolution as fine as 1

pA. Voltage noise carried down through the wires smears signals and raises the effec-

tive temperature of the STM junction. Our strategies for filtering both mechanical

and electrical noise are described in Sections 3.6 and 3.9.

Finally, samples must be kept in vacuum at a pressure of 10−11 Torr or better

to prevent contamination of the surface. Ideally it should be possible to clean or

cleave a sample and transfer it to the STM without breaking vacuum.
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3.3 Dilution refrigerator: working principle and operation

A dilution refrigerator works by exploiting the phase separation that occurs

when a mixture of two stable isotopes of helium (3He and 4He) is cooled below

its tri-critical point at 0.86 K. One of the phases is 3He rich, while the other (the

dilute phase) is 4He rich, and the enthalpy of 3He is different in the two phases.

When 3He passes through the phase boundary from the 3He rich phase to the dilute

phase, the internal energy of the 3He rich phase is reduced. This is analogous to

evaporative cooling. The phase boundary exists all the way down to 0 K—i.e.,

the 3He equilibrium concentration in the 4He-rich phase is non-zero even at 0 K.

So in principle, there is no lower limit to the temperature that can be attained

by the “evaporative” cooling of 3He. Continuous cooling requires using a pump to

continuously remove the 3He atoms from the dilute phase and returning 3He to the

3He-rich phase.

Figure 3.1 shows a schematic of a dilution refrigerator. The refrigerator has

several thermal stages that are maintained at different temperatures. The top-most

is the 1K stage which is cooled by the 1K pot. The condenser is attached to the pot

and is responsible for condensing the mixture (primarily 3He) that is output from the

room temperature circulation pump. The “still” stage is continually pumped on to

pull 3He from the dilute phase and also cools the incoming mixture to 600 mK. The

“cold plate” sits in the middle of the heat exchangers between the still and mixing

chamber and lacks active cooling power, but typically settles at a temperature of

∼ 150 mK. Finally, the mixing chamber stage, contains the 3He-4He phase boundary
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Figure 3.1: Schematic of the dilution refrigerator for the dual tip mK STM system.
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and cools the mixture to ∼ 6-30 mK. An outer dewar containing liquid 4He functions

as a ∼ 4 K bath and reservoir for the 1K pot. While the refrigerator is not being

operated, the warm 3He/4He mixture is stored in the “dump” at room temperature.

The inside of the refrigerator is first cooled to 77 K from room temperature by

filling the outer dewar with liquid N2 and introducing a small quantity of exchange

gas, typically 3He into the vacuum space between the dilution refrigerator unit and

the dewar. Once the refrigerator has cooled to 77 K, the liquid N2 is replaced by

liquid 4He. It is helpful if the exchange gas condenses at a temperature lower than

4K, as this aids in coupling the 4K 4He bath to the the dilution refrigerator. Once

the inside of the refrigerator has cooled to 4.2 K, the exchange gas is pumped out,

and the circulation of the mixture is begun. The dilution refrigerator operation is

controlled from the front panel of the main control unit; this unit directly controls

all of the valves in the gas handling unit. We also used a Labview VI to operate the

refrigerator automatically.

While circulating the mixture, it is first passed through cold traps kept in

a 77 K nitrogen bath. The traps contain activated charcoal and are designed to

condense and absorb vapors of unwanted impurities such as N2, O2 or other gases

present in the mixture. This is particularly important when using an oil-based scroll

pump in the circulation path, as small quantities of hydrocarbons make their way

into the mixture. In practice, care must be taken to pass the mixture through the

cold trap at a rate of < 200 cm3/minute to ensure that the mixture is adequately

cleaned. In the next step of the cycle, the mixture flows through a 4.2 K trap that is

inserted in the dewar, to capture any residual impurities, such as H2, that were not
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captured by the 77 K traps. The cold traps need to be periodically cleaned to avoid

clogging. This is done by valving them off from the rest of the system and gently

heating them to ∼ 100◦ C, while simultaneously pumping away any released gas. A

residual gas analyzer (RGA) attached to the pump is very useful for determining

the composition of impurities, and for identifying small leaks.

Next, the mixture makes its way to the condenser inside the 1K pot where it is

cooled to ∼ 1.5 K. The 1 K pot is a small cylindrical copper chamber, connected to

the 4He bath through a fine capillary tube that forms a flow impedance. Pumping

on the pot causes it to suck liquid 4He into its body, and evaporation of the liquid

produces cooling to ∼ 1.2 K. The mixture next makes its way to a heat exchanger

on the still (∼ 0.6 K). In the main body of the still, outgoing 3He is pumped out

of the mixture by the main circulation pump. After passing through the still heat

exchanger, incoming mixture is cooled even further when it passes through several

coils of a heat exchanger that couples the input mixture flowing down to the colder

mixture flowing up from the mix to the still. Finally, the incoming mixture reaches

the mixing chamber where the phase boundary is maintained. The mixing chamber

is the coldest part of the cryostat with the greatest cooling power, and the STM

assembly is rigidly clamped to it.

3.4 System overview

Figure 3.2 shows an overview of our system. A UHV sample preparation and

transfer system sits on an optical table directly above a 3He-4He dilution refrigerator
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Figure 3.2: Overview of dual tip mK STM system. The dewar and radiation shields

that surround the dilution refrigerator are not shown.
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that has the STM assembly mounted to the mixing chamber. A vertical sample

transfer rod runs along the central axis of the refrigerator to enable top loading of

samples from the UHV system into the microscope. The dilution refrigerator is a

customized Oxford Instruments Kelvinox with a cooling power of 400 µW at 100

mK and a no-load base temperature of 6-7 mK. The operating base temperature

for our STM however is 30-35 mK due to a thermal heat-load of about 30 µW from

the system wiring. Radiation shields clamped to the mixing chamber and the still

(0.7 K) prevent black-body radiation from higher stages from reaching the STM. A

custom made super-insulated liquid-helium cryostat [74] provides a 4 K bath. This

dewar is interchangeable with a custom made 13.5 Tesla superconducting magnet

dewar with a LHe capacity of 140 liters [75]. The magnet is a high field (vertical

bore) solenoid system, with a rated field of 13.8 T, and a rated current of 99.8 A. The

entire setup sits inside a copper and steel-walled rf shielded room with a nominal

attenuation of 100 dB or greater from 1 kHz to 10 GHz.

3.5 The dual-tip STM

Our dual-tip STM is a modified version of an STM design by Pan et al. [45].

The main difference is that we have double the number of parts in order to allow the

independent operation of two STM tips (see Fig. 3.3). Key aspects of Pan’s design

are its emphasis on mechanical rigidity and the use of materials that are matched as

closely as possible to minimize stress from thermal expansion. In our case, this was

achieved by making the main STM body from a single 94 mm long Macor cylinder
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with an outer diameter of 50.8 mm and an inner diameter of 35.6 mm.

Figures 3.3(b) and 3.3(c) show details of our STM design. The sample stud

(11) is loaded from the top, and the two tips approach the sample from below. The

“inner” tip (1) is attached to the center or “inner” piezo tube (4), and the “outer”

(off-center) tip (2) to the “outer” piezo tube (3). The tips are side-by-side, about 1

mm apart while the piezo tubes are concentric and share a common axis (see Fig.

3.2(b)). Each piezo tube is epoxied onto a Macor scanner holder. The large outer

scanner (3) operates in a hole in a large sapphire prism (6). The small scanner tube

(4) is located above the corresponding small sapphire prism (7) rather than within

it.

The coarse approach mechanism is driven by six shear piezo stacks for each tip

(see Fig. 3.3(b)). Four large stacks (5) are epoxied to the inside of the outer Macor

STM body (10) and two to a Macor piece (14) held in place by a Cu-Be spring plate

(13). Likewise, four small stacks (8) are epoxied onto the smaller inner Macor body,

and two to a small Macor piece (15) held in place by a small Cu-Be spring plate

(16).

Figure 3.4 shows the main components used to build the dual-tip STM before it

was assembled. Figure 3.4(a) shows the main Macor STM body, and the components

of the tip, scanner and walker components for the outer tip. Figure 3.4(b) shows

the small Macor STM body, and the tip, scanner and walker components for the

inner tip.

Figure 3.5 show the STM in various stages of assembly. In Fig. 3.5(a), we can

see piezo stacks glued onto the large and small Macor bodies. The large piezo stacks
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Figure 3.3: (a) Close-up photograph of STM tips, (b) inner and outer tip assemblies,

(c) cross section view and (d) photograph of the STM. The figures show the inner tip

(1), outer tip (2), large piezo scanner (3), small piezo scanner (4), large piezo stacks

(5) and (14), large sapphire prism (6), small sapphire prism (7), small piezo stacks

(8) and (15), inner tip (9), outer Macor body (10), sample stud (11), capacitance

plates (12) and Cu-Be spring plates (13) and (16).
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Figure 3.4: Some of the components used to build the dual-tip STM. (a) Macor

main STM body (1) that forms part of the coarse approach for the outer tip, the

large sapphire prism (2), the large tube scanner assembly (3), the large CuBe spring

plate (4), and the copper and Macor parts of the tip cup for the outer tip (5). (b)

Small Macor STM body (6), the small sapphire prism (7), the small piezo tube

scanner assembly (8), the small CuBe spring plate (9), a Cu piece that attaches the

small prism to the large piezo scanner (10), and the small Cu tip cup (11).
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and large sapphire prism are responsible for the coarse approach for the outer tip

which carries the inner tip assembly with it as well (see Fig. 3.5(c)). The small piezo

stacks along with a small sapphire prism allow the inner tip to approach the sample

independently. Amorphous aluminum oxide pads epoxied onto the stacks are placed

in contact with sapphire prisms. The friction between these pads and the sapphire

prisms is controlled by the tension of the screws against the Cu-Be spring plates.

The coarse approach uses a stick-slip motion of the piezo legs against the

sapphire prisms [45]; voltage is applied to one leg at a time, which slides it backward

while the static friction from the other five hold the prism in place. When all six

legs have slid, the voltages on all of them are ramped down simultaneously, resulting

in the prism moving forward by one step. This entire process is repeated at 60 Hz.

For first approach, I position the two tips with the inner tip just behind the

outer tip (out of tunneling range), and then drive the large piezo walker so that both

tips are carried forward and the outer tip makes contact with the sample first. I

then retract the outer tip, and approach with the small piezo motor until a tunneling

current is detected with the inner tip.

With this arrangement, our outer walker carries the weight of the inner walker

(see Fig. 3.5(c)). I found that the standard design with four piezos per stack [45]

was not strong enough to reliably approach the sample at mK temperatures. This

was especially the case after we lost one or two of the connections to arcing due to

the layer of 3He exchange gas that adsorbed to the surface. In order to address this

problem, I rebuilt the walker with six piezos per stack to incorporate redundancy

even if a few of the piezo connections are lost due to arcing. I also redesigned the new
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Figure 3.5: Photographs of STM while it was being assembled. (a) The large walker

with 6-stack piezos and wiring, and the rebuilt small walker with 4-stack piezos. (b)

STM with the small coarse approach walker attached to the large piezo tube scanner

assembly. (c) STM with sapphire prism around the large tube scanner. The small

Cu-Be spring plate completes the small coarse approach walker. The large CuBe

spring plate and the end pieces that complete the Macor body are not shown.
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stacks to have “wings” (see Fig. 3.5(a)) that tripled the distance between ground

and high voltage connections, making short circuits less likely. The wings also make

it easier to repair the connections if necessary.

As a final precaution against arcing, I painted a thin layer of GE varnish

around the stacks, and over the connections to prevent conduction through 3He

gas adsorbed to the surface. Although GE varnish is typically avoided in UHV

environments due to outgassing, I decided that the benefits in this case outweighed

the costs, especially since outgassing is negligible at cryogenic temperatures. I tested

the breakdown voltage of varnish up to 500 V, before and after several thermal cycles

of being dipped in liquid N2. The varnish held up to these tests, but might eventually

develop cracks after repeated thermal cycling. It should probably be redone every

15 months or so.

Testing of the six-piezo stacks at various voltages through their whole range

of motion revealed that they walked about twice as fast as our four-piezo setup.

The small walker for the inner tip carries less weight and four piezos per stack were

sufficient. I note that the tight space makes wiring the small stacks challenging, and

the prototype developed shorts after a couple of years of use. Our later design for

the small walker uses replaceable piezo stacks epoxied onto copper plates that are

screwed onto the small Macor body.

During operation, I monitor the relative position of each scanner-tip assembly

by means of a capacitance sensor connected to capacitance plates mounted on the

body (12), the small scanner section, and the large scanner section (see Fig. 3.3(c)).

A capacitance bridge [76] was used to measure the capacitance, which ranges from
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≈ 11 pF to 19 pF on the outer coarse approach mechanism, over the coarse motion

range of 24 mm. On the inner coarse approach mechanism, the capacitance ranges

from 1.8 pF to 6 pF over the maximum coarse motion range of 8 mm. I also note

that at cryogenic temperatures the maximum lateral scan range of the inner tip

piezo tube scanner is ≈ 1 µm while the lateral scan range of the outer tip piezo tube

scanner is ≈ 2 µm.

The Macor STM body is bolted rigidly to the mixing chamber plate of the di-

lution refrigerator via a Cu flange and three L-shaped Cu bars. The lowest internal

vibrational modes of the mixing chamber plate were stiffened with the help of ad-

ditional braces [77]. The STM body is enclosed in a Au-plated Cu can for electrical

and heat shielding. This can is surrounded by a 150 mK heat shield, which is in

turn enclosed by the inner vacuum can (IVC) and the LHe dewar.

One of the tip-scanner-walker subsystems of the microscope is controlled by

an RHK Technology STM control system [78]. It has a maximum piezo voltage of

220 V and runs in analog feedback. This subsystem uses an IVP-300 RHK trans-

impedance amplifier with a conversion factor of 1 nA/V to maintain the tunnel cur-

rent. The other tip-scanner-walker subsystem is controlled by a Thermomicroscopes

SPM control system (now obsolete), with a digital feedback electronic control unit,

and a maximum piezo voltage of 220 V. A variable gain trans-impedance amplifier

monitors the tunnel current [79].
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3.6 Vibration isolation

The STM must be kept as vibrationally isolated as possible—ideally with the

tip-to-sample distance stable to better than 5 picometers (pm) in order to resolve

atomic scale features in topographic images and fine scale structures in spectroscopy.

We chose a Pan-style design [45] for the STM head because it is resistant to

vibrational noise. Vibration isolation of the entire system is achieved by mounting

the refrigerator on an optical table with a pneumatically damped air suspension

system (see Fig. 3.1) [80]. The nominal isolation efficiency is 97% at 5 Hz and

99% at 10 Hz, with a resonance frequency of 0.8-1.7 Hz for the vertical mode. The

horizontal mode has an isolation efficiency of up to 90% at 5 Hz and 95% at 10 Hz

with a resonance frequency of 1-2 Hz [81]. Another potential source of vibrations is

whistling in the 1 K pot, as liquid 4He is drawn in through the siphon. To eliminate

whistling, the pot was custom-made to a larger size, allowing data to be taken for

1.5 days between fillings.

To reduce vibrations from the rotary circulation pumps, we placed them on

large rubber pads in an adjacent room. The pipes from these pumps go through

a sand box and vertical and horizontal aluminum bellows for additional vibration

isolation. Pumping line connections to the top of the optical table present a critical

vibration isolation problem. We use bellows in a “sideways T design” [77] to min-

imize the transfer of pressure variation from the pumping lines to the table. The

T-bellows box rests on a rubber pad and has 113 kg of Pb added to it.
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3.7 The ultra high vacuum (UHV) subsystem

An ultra high vacuum sample preparation and transfer mechanism is an ex-

tremely desirable feature for a low-temperature STM for several reasons. First, it

allows the exchange of samples without breaking vacuum, or having to warm the

system to room temperature. This also facilitates our standard procedure for clean-

ing the STM tip via high voltage field emission against an Au(111) single crystal,

and then exchanging it out for a more interesting sample of our choice. Second, the

exposure of any sample to air, even for a few seconds, results in the adsorption of a

thin layer of water and other contaminants on the sample’s surface. Upon cooling,

this layer freezes in place and impedes one’s ability to scan and interpret atomic

scale features on the sample surface.

At this point I should note that with our dilution refrigerator based STM,

there is an additional complication from adsorbed gases. During operation, I use a

very small quantity of 3He during cool down, to couple the inside of the refrigerator,

including the STM to the 4 K 4He bath in the dewar. This exchange gas is pumped

out before starting circulation of the 3He-4He mixture. However, if we cool the

system with the sample placed in the STM, some residual 3He nevertheless remains

adsorbed on the sample surface. In fact, a thin layer of 3He atoms will collect on all

of the STM surfaces, including the piezo stacks used for the coarse approach mech-

anism. This film can lead to an arc discharge between the high-voltage piezos in the

coarse approach motor, weakening its power or preventing the tip from approaching

the sample. This has led other mk STM groups to replace the exchange gas with a
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heat switch [61], or pre-cooling loop [62]. In our case, since we had already bought

and installed our refrigerator as well as all of the STM wiring and filtering, we ad-

dressed this problem by making a minor modification to the STM head, described

in Section 3.5. It is also undesirable to condense the exchange gas on the sample

surface. Our in situ transfer mechanism allows us to insert the sample into the STM

after pumping out the exchange gas. This prevents the accumulation of 3He atoms

on the sample surface.

Figure 3.6 shows a photograph of our UHV subsystem, which consists of a

preparation chamber and a transfer chamber that are separated by a gate valve.

Each chamber has its own ion getter [82], titanium sublimation pumps [83], and ion

gauge [84]. The system is roughed out using a detachable turbo pump [85] backed

by an oil-free scroll pump [86] and can be baked to 150◦ C using heater tape. A

load lock allows the introduction of samples into the preparation chamber. Samples

are mounted on sample studs that fit into the STM and can be moved throughout

the UHV system on a transfer plate using a magnetic transfer rod.

The sample preparation chamber has a residual gas analyzer [87], two electron

beam evaporators [88], and an argon ion sputter gun [89]. The sample stage in this

chamber is attached to an XYZ manipulator [90]. Samples may be heated to 600◦

C by a resistive heater or by a direct current heater [91]. The preparation chamber

also has a room temperature STM for examining samples before we transfer them

into the mK STM.

As we noted above, a very desirable feature in a low-temperature STM is the

ability to exchange samples without having to warm the system to room temper-
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Figure 3.6: Photograph of the UHV subsystem used to prepare and transfer samples

into the STM. It consists of the sample preparation chamber (1), with a load lock

(2) and gate valve (3). The argon ion gun (4) and e-beam evaporators (5) and (6)

are used to prepare the samples. Nitrogen is bled into the chamber during venting

via a nozzle (7). A magnetic transfer rod (8) is used to introduce samples into the

transfer chamber (10). Each chamber is equipped with an XYZ manipulator (9) to

adjust the position of a sample holder. Finally, the sample is transferred into the

STM via a collapsible sample transfer rod (11).
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ature. Our design allows for top loading of samples via a 3 cm diameter access

shaft in the dilution refrigerator. Figure 3.7(a) shows the sample transfer rod with

a sample stud attached to it as it is being lowered through the central shaft of the

dilution refrigerator. The top-loading system uses a collapsible rod that fits inside

a 4’ long magnetic transfer rod [Fig. 3.7(a) and 3.8(a)]. The collapsible rod has an

outer tube made from a 0.5” diameter thick-walled aluminum tube with a slot cut

along almost the entire length. Inside the slot there is a brass pin that is attached

to a thin-walled stainless steel tube. The lower end of the inner tube is fitted with

a sample exchange fork [91] for engaging the sample stud and a guide piece. The

brass pin can be locked in place at either end of the outer tube. The locks have an

L-shaped cut [Fig. 3.8(b) and 3.8(c)] and are operated by a short wobble stick while

the pin is held in place by a clamping mechanism.

Figure 3.9 shows the two spring-loaded clamp arms. The springs force the

clamping arms open while a pulley system is used to close them. The clamps are

operated by a push/pull feedthrough hooked into a steel rope loop running around

the pulleys. Each arm has a short spike. The spikes fit into counter bores on the

brass pins in the inner stainless steel tube. This arrangement allows the inner rod to

be held in place while the outer rod is moved between the upper and lower latching

positions, allowing transfer of the sample from the transfer chamber to the mixing

chamber.
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Figure 3.7: (a) Sample transfer tube (1) with sample grabber (2) and sample stud (3)

as the sample is being inserted through the central shaft of the dilution refrigerator.

(b) and (c) Two different sample grabber designs (4) and (6) that lock into sample

studs (5) and (7) respectively.
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Figure 3.8: (a) Overview of collapsible transfer rod. (b) Locking mechanism in the

open and (c) closed position. (1) Shell of magnetic transfer rod, (2) coupler, (3)

upper lock, (4) outer rod, (5) clamp with lower lock inside, (6) inner rod, (7) guide

piece, (8) sample grabber, (9) lock, (10) outer shaft, (11) slot in outer shaft showing

brass pin mounted on inner rod.
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Figure 3.9: Transfer rod clamping mechanism in the (a) closed and (b) open position.

(1) lock, (2) outer shaft, (3) brass pin mounted on inner rod, (4) clamp arm, (5)

spike and (6) pulley system.
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3.8 Wiring

The two main kinds of wires in our system are (1) “signal wires” for the two

STM tips, sample, and capacitive sensors, and (2) “drive wires” for the piezo drives

and thermometry [77].

To achieve good energy resolution for tunneling spectroscopy, the signal wires

must be shielded and filtered to prevent heating and smearing of non-linear electrical

tunneling characteristics by broad-band noise. The length of each wire (see Table

3.1) was chosen so that heat leaks between stages were not too large. Since the

body of our STM is made from Macor, which is thermally quite insulating, we used

Cu wires from the STM to the mixing chamber stage to carry away heat generated

during coarse approach and tunneling measurements. The wire insulation must work

with tunneling resistances that range up to 100 GΩ, and must be able to withstand

several hundreds of volts applied during field emission in order to clean the tip.

Figure 3.10 shows details of the wiring and filtering on each stage of our

dilution refrigerator. One potential source of noise in our system is microphonic

pickup on the signal wires for the tips. To reduce this pickup we used semi-rigid

coax for all signal wires inside the vacuum space of the cryostat (see Fig. 3.10(a)).

This also provides good shielding against rf pickup and allows us to use rf-tight

connectors. To minimize thermal load between stages, we used CuNi microcoax

(see Table 1). The coax was clamped to 3.35 cm long Cu posts at the 600 mK still

stage, and 7.5 cm long posts at the 150 mK stage (see Fig. 3.10(b)). At the mixing

chamber, these lines are connected to bronze powder filters [77] by SSMC connectors.

49



1!

2!

3!

4!

5!

6!
7!

8!

9!
10!

11!

12!

(a)! (b)! (c)!
3	
  
cm

	
  

3	
  
cm

	
  

15
	
  c
m
	
  

Figure 3.10: Photographs of (a) the 1K pot stage, (b) the still stage and cold plate,

and (c) the mixing chamber stage and STM. The 1 K pot (1) was custom built to

1.5 times the normal size. Copper heat sinks ((2) and (5)) for the NbTi microcoax

signal wires are tightly bolted to each stage of the dilution refrigerator. Cylindrical

heat sinks ((3) and (7)) for the loom wires are also tightly bolted to each stage.

Figure 3.7(b) also shows the still (4) and continuous heat exchangers (6). Copper

coax wires (8) were used for good thermal coupling between the mixing chamber

stage (9) and the STM (12). The signal wires pass through bronze powder filters

(10) that are tightly bolted to the mixing chamber stage. All of the Cu coaxial wires

are heat sunk by clamps (11) that tightly press the wires against the Au-plated Cu

extension rods.
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As shown in Fig. 3.10(c), from the mixing chamber filters to the STM, the signal

lines are semi-rigid coax with Cu shielding, and a Ag plated Cu inner conductor to

allow heat to be conducted away from the STM tip, sample, and piezos.

Four woven wiring looms [93], each with 12 twisted pairs of ≈ 100 µm diameter

wire were used for the thermometry and piezo wiring. From 300 K to 1.4 K, two

Constantan wiring looms were used as they provided a low heat load and resistances

that varied only slightly with temperature. From 1.4 K to the mixing chamber, we

used two CuNi-clad NbTi looms that were superconducting below 9 K. The Nb-Ti

loom can be seen in the close up photograph of the still stage and cold plate in

Figure 3.10(b). These lines were connected to the STM via semi-rigid coax as was

done for the signal wires. The looms are wrapped around copper heat sinks at each

stage on the refrigerator. To ensure adequate thermal anchoring, 40 mm tall heat-

sink posts were used at the 4 K, 1.4 K, and 0.6 K stages, and 75 mm tall posts were

used at the 150 mK shield stage and mixing chamber.

3.9 Cryogenic filters

To prevent external rf and microwave interference from reaching the STM, the

signal wires are filtered with low pass π-filters on entry into the shielded room and at

the top of the cryostat. We also used bronze powder filters on the signal wires at the

mixing chamber stage (see Fig. 3.11(a)). The CuNi microcoax used for the signal

wires also provides some filtering. The cable length of 1 m from room temperature

to 4 K, and 1 m from 4 K to the mixing chamber, provides a total attenuation of
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Figure 3.11: (a)Photographs of the mixing chamber stage showing the Au plated Cu

box (1) designed to accommodate filters for all the non-signal lines, bronze powder

filter boxes (2), heat sinking clamps (3) to ensure thermalization of the STM to the

mixing chamber temperature, and the STM (4). (b) Photograph of the powder filter

boxes (5), with CuNi micro-coaxial wires leading into them. Rectangular Cu heat

sinks (6) are used to ensure thermalization of the coaxes to the mixing chamber (7).
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about 39 dB at 1 GHz and 120 dB at 10 GHz [95].

The bronze powder filters we used were based on the design by Miliken et

al [96] which in turn are based on the original powder filters built by Martinis et.

al. in the 1980’s [97]. The principle of operation of these low-pass filters relies on

a combination of the skin effect, and the large surface area to volume ratio of the

metal powder. Eddy currents are created on the surface of each metal grain, causing

dissipation in the metal powder/epoxy mixture. The length scale associated with

the surface currents is the skin depth, δ =
√
ρ/πfµ, where ρ is resistivity, f is

frequency, and µ is the magnetic permeability of the metal. The power dissipated is

proportional to ρ/δ. Hence, the larger the surface area to volume ratio of the metal

powder, the greater the dissipation at high frequencies. Figure 3.11(a) and (b)

show the CuNi micro-coax signal lines leading into the copper boxes that house the

bronze powder filters which are clamped beneath the mixing chamber stage. Each

filter used 5.0 m of 50 µm Cu-clad NbTi wire. The wire was wound in four sections

with alternating chirality around rods made from Stycast 2850 FT to minimize

magnetic coupling between the filters. The rods were cast in drinking straws, which

were slit lengthwise and peeled off after the epoxy was cured for ∼ 24 hours. They

were then cut to length (7.9 cm), and small holes were drilled into each end to

fit brass connectors that mate to pins connected to the wiring. Finally, the rods

were weighed to ensure the absence of air bubbles and embedded in an 80% bronze

powder/20% epoxy composite. Two Cu boxes of four filters each were made (see

Fig. 3.11(b)).

During development of these filters, a prototype developed short circuits at
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voltages > 100 V. We found that the problem was between the bronze powder in

the composite and the brass connectors. To fix this problem, we modified the design

to include a < 1 mm thick insulating layer of Stycast 2850 epoxy that separated the

bronze powder/epoxy mix from the connectors. This design had breakdown voltages

up to 500 V, even after shocking them by dropping the Cu filters into liquid N2.

The measured attenuation of the filters scales approximately as
√
f with about 35

dB attenuation at 100 MHz [77].

3.10 Operation

Samples are mounted on copper, stainless steel, or molybdenum sample studs

that can be changed in situ. A sample can be attached to the holder with silver

epoxy or held in place by an L-shaped clamping arm. I used etched W and Nb wires

as STM tips [98]. The tips cannot be changed in situ—the microscope has to be

warmed to room temperature and the vacuum can vented in order to replace a tip.

After STM tips are installed, the vacuum can is evacuated to ∼ 10−7 Torr. I

then fill the dewar with liquid N2 and bleed 3He exchange gas into the inner vacuum

can (IVC). Overnight cooling brings the STM to 77 K. The nitrogen is then siphoned

out and slowly replaced with liquid helium. After cooling to 4.2 K in about a day,

the exchange gas is then pumped out, the 1K pot filled, and standard operation of

the dilution refrigerator begins.

After reaching a base temperature of 30-35 mK, we insert a sample of single

crystal Au(111) or Au(100), and clean each tip using high voltage field emission.
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This is done by turning off the z-feedback loop, retracting the tip a few nm away

from the sample surface, and ramping the tip-to-sample voltage up to 80-100 V.

The current is ramped up until the tip-to-sample current jumps to 0 A, indicating

that a piece of the tip has fallen off. After cleaning, the I-V curve for each tip is

examined to ensure we have a stable, sharp and metallic tip. The gold sample is

then exchanged via the sample transfer system for other samples of interest. Sample

exchange takes 12-15 hours, including about 3 hours spent pre-cooling the rod at

the top plate and about 3 hours pre-cooling at the 1 K stage.

Once the STM is cold, and an interesting sample is put into the STM, I have

taken data for 5-6 months without needing to warm up the system. Data taken with

the STM is presented and discussed in detail in Chapter 4 and 7.

3.11 Conclusions

In this chapter, I described in detail the design and construction of the main

components of our millikelvin STM system including the dual-tip STM, the dilu-

tion refrigerator, and details of the wiring. Building the system was a challenging

endeavor that occupied myself, Mark Gubrud and Michael Dreyer for several years

and constituted the majority of my work for this thesis.
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Table 3.1: Wiring for dual-tip mK-STM

Temp.
range

Wire type
and

Length [m]

Dimensions
O.D. [mm]

Resistance
[Ω/m]

Cap-
acitance
[pF/m]

10 GHz
Atten.
[dB/m]

No.

300 K –
10 K

10 K –
MXC

CuNi coax
[92]
∼ 2 m

CuNi 0.08
PTFE 0.26
CuNi 0.40

wire 75
shield 5.2

96.2 61 12

300 K –
10 K

10 K –
1.4 K

Constantan
loom [93]
(twisted
pairs)
∼ 3.5 m

Constantan
0.10

polyester
0.12

66 ∼50 ∼100 48

1.4 K –
MXC

CuNi-clad
NbTi loom

[93]
(twisted
pairs)
∼ 1 m

NbTi 0.05
CuNi 0.08
polyester

0.10

52 ∼50 ∼100 48

MXC-
STM

Cu coax
[94]
∼ 0.7 m

Cu 0.29
PTFE 0.94

Cu 1.19

wire
0.26

96.1 3.7 48
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Chapter 4: Fabrication of Superconducting Nb Tips

4.1 Introduction

In this Chapter, I describe a reactive ion etching technique for fabricating ultra

sharp superconducting Nb tips. I also examine the performance of these tips via

atomic resolution images, temperature dependent spectroscopy and a conductance

map. My results indicate that the tips are superconducting, mechanically stable and

atomically sharp. Furthermore, the the tips display excellent spectroscopic energy

resolution at mK temperatures. The tips are fabricated ex situ and could be used

in a range of STM setups. The tip radius of curvature is often the limiting factor in

field emission techniques [99, 100], atom manipulation techniques [52, 53] and STM

based lithography [54, 55, 101–104]. My recipe offers a way to fabricate batches of

multiple ultra-sharp probes that may be used for diverse applications.

4.2 Motivation

STM tips are typically fabricated out of normal metals such as Pt-Ir or W,

for which wet etching techniques yield atomically sharp tips with minimal surface

oxidation [105, 106]. Such tip materials also have an approximately constant density
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of states (DOS) near the Fermi level. Thus the tunneling conductance dI/dV versus

the bias voltage V between the tip and sample provides a direct measurement of

the local DOS of the sample.

By using a superconducting STM tip rather than a normal metal tip, one can

obtain enhanced spectroscopic resolution due to the singularity at the gap edge in

the superconducting DOS [17, 23, 31, 107]. Enhanced resolution is important in

observing many phenomena, including superconducting gap anisotropy and multi-

band superconductivity. In contrast, a normal metal tip is subject to thermal or

Fermi broadening (see Chapter 2). Furthermore, superconducting STM tips can

directly probe the superconducting condensate on the atomic scale [19, 24, 29, 108].

Finally, the study of topological insulators using STM techniques has been of recent

interest [109]. For example, it has been predicted that Majorana bound states may

be supported by the state induced by the proximity effect between an s-wave super-

conductor and a topological insulator [110–112]. Scanning tunneling spectroscopy

(STS) of the topological insulator surface state with a superconducting tip would en-

able us to explore arrangements of superconductor/topological insulator interfaces.

Despite their potential advantages, it has proven challenging in practice to

reproducibly fabricate superconducting tips that are mechanically robust and sharp

enough to obtain atomic resolution. Common superconducting elements such as Al

and Pb oxidize quickly in air. Materials such as MgB2 and high-Tc superconductors

are brittle and difficult to work with due to surface degradation. Despite these diffi-

culties, some progress has been made using a variety of techniques. One approach is

to mechanically stretch a Nb wire in UHV until it breaks at a designated weak point
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[24]. Another approach involves repeatedly indenting a tip into a sample made of

a superconducting material until a relatively sharp tip is formed [23, 60, 113]. The

main disadvantage of such methods however, is that they require UHV tip exchange

capabilities or an in-situ x-y stage, approaches that are difficult to use in a scanning

probe microscope that is mounted on a dilution refrigerator.

Superconducting tips based on the proximity effect have also been fabricated

by depositing a layer of a Pb on a conventional Pt-Ir tip, and protecting it by a thin

layer of Ag to prevent oxidation [28, 114]. This method renders a UHV environment

unnecessary, but such tips have yet to yield atomic resolution topographic images.

Small crystals of high-Tc superconductors have been successfully used as STM tips

by attaching them to the end of a PtIr wire [5, 22, 29, 31]. This method has yielded

stable superconducting tips with good spatial resolution. However, the anisotropic

wave function of these superconductors renders spectroscopic information about the

sample more complicated to deconvolve than an s-wave BCS density of states.

I chose to make our tips from Nb for several reasons. Nb is a conventional

s-wave superconductor with a transition temperature Tc = 9.3 K. This allows us to

operate up to a relatively high cryogenic temperature. Also Nb has much slower

growing oxides than Al and this allows for ex situ fabrication. Furthermore, Nb

is more mechanically robust than Pb, which one expects should allow for better

imaging. Finally, techniques for patterning thin film and bulk Nb are well known

from the fabrication of superconducting microelectronics circuits and rf cavities

[115, 116].
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4.3 Reactive ion etching tip fabrication technique

Since the ultimate goal of our project is the realization of a Josephson STM

that can image the gauge-invariant phase difference between arbitrary points on

superconducting surfaces [19], it was important to develop a reproducible technique

for fabricating sharp and robust superconducting tips. In particular, since two

such tips would ultimately have to be connected by a superconducting wire, it was

important that the bulk of the tips be superconducting. This constraint meant

that we could not use some of the most successful superconducting tip fabrication

techniques developed in the last decade, including those that involve attaching a

superconducting micro-crystal to the end of a metallic non-superconducting holder

[23, 24, 60, 113].

I first attempted to etch Nb tips using conventional wet etching techniques

[105, 117], that are commonly used in making W tips. For the wet etch, I used

concentrated (30%) HCl as the electrolyte, and a Pb counter electrode. I immersed

one end of a 0.25 mm Nb wire of 99.99% purity in the electrolyte, and covered the

immersed portion almost entirely with a sleeve, exposing only a narrow (∼ 1 mm)

region to the electrolyte. I applied an ac voltage of 30 V for ∼ 1 hour, and reduced

it by 2 V every 30 minutes until the voltage was 2 V. The Cl− ions etched the tip

isotropically in the exposed region. As the exposed wire narrowed, it was stretched

downwards by gravity pulling on the sleeve-protected wire beneath. Once I had

reached 2 V, I switched to a dc voltage of 2 V and waited until the etched sections

of the wire narrowed enough that the weight of the wire beneath it caused it to drop
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off. The dc voltage at the end was important as it left behind a smooth and sharp

tip. This tip fabrication technique is routinely used in making atomically sharp

STM tips out of tungsten [105]. The main drawback of using this method with Nb,

was that that the long etching times (> 12 hours) in ambient conditions resulted

in significant oxidation of the tips while etching. Tungsten tips by comparison can

be etched in 20-30 minutes. Although the resulting Nb tips were sharp, the tip

apex was typically brittle and insulating due to oxide growth during several hours

of exposure to the etching solution.

I tried to reduce the etch time by increasing the voltage used, but I was unable

to shorten it to much less than 10 hours, even with quite high voltages (∼ 150 V).

I should also note that wet etch recipes for fabricating STM tips typically involve

lowering the ac voltage as the etch progresses and switching to a DC voltage for

the final stage, in order to produce a well-defined and sharp tip [117]. So there is a

trade-off between speeding up the process and producing a finer tip.

Another way to reduce the etch time would have been to use an electrolyte

containing more electronegative ions, i.e. HF rather than HCl. However, I did

not try using HF but instead I thought it might be possible to etch the tips using

fluorine ions in the plasma generated by an reactive ion etcher (RIE), as long as I

could produce an anisotropic etch that would sharpen the tips. Furthermore, using

an RIE seemed likely to eliminate the problem of oxidation. In an RIE, the etch

would take place in a vacuum with a controlled pressure of etching gas of ∼ 10−4

Torr, a vast improvement over ambient conditions. Furthermore, it had the potential

to eliminate the need for constant oversight necessary during a wet etch to watch
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for the drop off. It took me a few weeks to develop a recipe for etching Nb tips that

were suitable for STM use.

Figure 4.1(a) shows a photograph of the Plasma-Therm 790 series RIE used

to etch the tips, and Fig. 4.1(b) shows a schematic of a cross section through the

RIE chamber. The RIE has a non-load-locked reaction chamber within which a

plasma is sustained by applying a few hundred watts of rf power at 13.56 MHz.

The power is applied to two parallel plates, with the upper plate grounded (see Fig.

4.1(b)). This plate is made from aluminum and has a dense array of fine channels to

uniformly deliver SF6 into the reaction chamber. The bottom plate has a custom-

fitted solid graphite cover over the RF powered aluminum electrode underneath,

and is electrically isolated from the chamber.

A blocking capacitor is connected in series between the bottom electrode and

the RF source to allow control of the dc self-bias that builds up on the bottom

electrode. The rf power ionizes the gas molecules to create a plasma. The plasma

consists of cations, anions, and radicals that recombine to produce a characteristic

glow from the plasma. Some of the electrons generated from ionization of the gas

strike the chamber walls and are conducted to ground. The plasma is thus left

with a small net positive charge. The bottom electrode or cathode, develops a large

negative charge, or dc self-bias because the electrons that strike it are prevented

from escaping to ground by the blocking capacitor. The upper electrode, or anode,

is grounded. It should be noted that the plasma is positively charged with respect

to both plates.

The typical base pressure of the reaction chamber is≈ 50 µTorr. The operating
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Figure 4.1: (a) Photograph of the RIE system used to etch the Nb tips, showing

the main vacuum chamber, the pipe that carries the gases into it from above, and

the computer that controls the process [118]. (b) Schematic of a cross section of the

RIE chamber. The gas used to etch the substrate/tips enters the vacuum chamber

through several fine channels at the top of the chamber. 13.56 MHz rf power is

applied to the bottom electrode (cathode). A plasma is formed between the two

electrodes and the substrate/tips to be etched are placed on an aluminum holder on

the cathode.
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pressure can be chosen in the 5-500 mTorr range, and the dc self-bias voltages can

be chosen from approximately 10-600 V. The gas pressure controls the rate at which

the gas is introduced into the chamber and there is an interdependence between the

gas pressure and DC self-bias.

Samples to be etched are typically placed on the bottom electrode or cathode

which attracts positive ions from the plasma. Ions drift towards the sample, and

are accelerated across the 0.01-10 mm wide Child-Langmuir (steady-state) sheath

that forms immediately around the substrate or anything immersed in the plasma

[119, 120]. Nearly all of the potential is dropped across this sheath, which is formed

to counteract further electron losses to the surface. The sheath width depends on the

plasma parameters—i.e. pressure, power, and frequency of the oscillating electric

field.

Most applications of the RIE involve samples that are wafers, which have an

essentially two dimensional geometry. In this case, the ions accelerate vertically

downwards across the sheath, and sputter the substrate at normal incidence, pro-

ducing an anisotropic mechanical etch; the ions etch the sample by a combination of

mechanical sputtering and chemical interactions with the substrate material. The

ion energy ranges between a few to several hundred electron volts, and is inversely

proportional to the plasma pressure, which in turn determines both the self-bias and

the mean free path of the ions. At low pressures (0.05-90 mTorr), the mean free path

is longer, the self-bias voltage higher, and mechanical sputtering dominates [121]. In

this case, the energy with which the ions strike the substrate is maximized. When

a combination of anisotropic mechanical sputtering and isotropic chemical etch is
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desired, the 100-200 mTorr range is chosen along with a gas whose ions react chem-

ically with the substrate. For primarily chemical etching, a pressure much higher

than 100 mTorr is necessary [121]. Although there exists a vast repertoire of litera-

ture on matching gases with materials for chemical etching, the precise mechanism

involved in a particular process can be difficult to pin down.

To etch my Nb tips, I placed 50 mm long pieces of bare 250 µm diameter Nb

wire vertically in an SF6 plasma generated by the reactive ion etcher [118]. Multiple

tips were etched simultaneously, held in holes drilled in a 12 cm × 12 cm × 2 cm Al

block (see Fig. 4.1(b)). Aluminum was chosen for the tip holder because SF6 does

not etch Al. The tips were glued rigidly into the Al holder with Fujifilm OiR 906

10 photoresist cured for 10-15 minutes at 150 ◦C. I found that this prevented the

formation of split, double or triple tips.

I spent several weeks tweaking the etch parameters and experimenting with

recipes that included a brief O2 plasma etching step. The recipe I converged on

uses no O2, an SF6 flow rate of 10 scm3, a pressure of 100 mTorr, and an applied rf

power of 150 W. The resulting dc self bias potential is typically around 52 V.

4.4 Characterization

Figure 4.2(a) shows an SEM image of a Nb tip at the end of the etch. All of

the wire has been etched away away except for a 600-800 µm long tapered conical

apex. The base of the tapered region is defined by the photoresist and Al holder.

The aspect ratio of the cone was controlled primarily by the plasma gas pressure,
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which determines the ratio of isotropic to anisotropic etch rates [121]. Pressures

lower than 100 mTorr resulted in more anisotropic etching due to the longer mean

free paths of the ions. The precise geometry of the tip apex varied somewhat from

tip to tip, and for use in the STM, I chose tips that appeared to be sharp and

mechanically sound.

Figures 4.2(b) and 4.2(c) show that the surface of the etched tip appears rough

at the 10 µm scale and at the 1 µm scale. Typically the etch conditions result in

a fairly isotropic etching process, except for geometry dependent variations in the

local electric field and sheath properties. The sharp spiked microstructures seen in

Fig. 4.2(b) and 4.2(c) are evidence for self sharpening on the Nb surface, which can

occur when the Child-Langmuir (steady state) sheath width is much larger than the

radius of curvature [122]. For our parameters, the expected sheath width that forms

conformally around the wire is typically 0.1-1 mm, which is indeed much larger than

the 10-100 nm tip radius. Since nearly all of the potential is dropped across this

sheath, its structure around the cathode significantly affects the ion trajectories

and impact angles, resulting in geometry dependent etch rates that vary locally.

Analysis of complex cathode geometries suggest that the ion impact rate and angle

in the vicinity of protrusions on the surface of the wire create a self sharpening effect

[122–124].

A well known and prohibitive problem with fabricating STM tips out of super-

conducting elements such as Al and Pb, is that they oxidize rapidly in air, prevent-

ing tunneling. Our experience with Nb indicates oxidation of Nb tips leave hopping

states in the oxide layer that are activated at room temperature, but inaccessible
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Figure 4.2: Scanning electron microscope images of a single Nb tip fabricated in a

reactive ion etcher at length scales (a) 100 µm, (b) 10 µm and (c) 1 µm.
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at cryogenic temperatures. If the Nb tip apex is oxidized it becomes essentially

insulating and such a tip would crash into a conducting sample if it was used in an

STM. To avoid this problem during the first coarse approach, we clean our tips via

field emission against an Au single crystal, until the oxide layer is thin enough for

electrons to tunnel through during the initial approach at low temperatures.

If a tip is exposed to air for too long, the oxide layer grows too thick to suc-

cessfully approach the sample. Studies on Niobium oxides have primarily document

their growth in air on Niobium thin films [125]. We cannot assume that these results

will hold for our STM tips which possess an entirely different geometry. Hence I

devised a simple experiment to determine how long the tip could be in air at room

temperature before the oxide layer was too thick to allow an initial approach on Au.

For these tests I fabricated Nb tips in the clean room, transferred them im-

mediately to our STM and approached an Au sample at room temperature in air.

I-V curves were taken every 12 hours or so after the initial approach. The I-V

curve typically started off showing a conducting tip, but the conductance decreased

gradually over the next couple of days. I examined two tips in detail and in both

instances the conductance of the tips became too small to measure by the 4th mea-

surement, ∼ 40 hrs after the tips were made. From this I concluded that we could

safely transfer the tips from the RIE to our STM, test them at room temperature

and then pump down to UHV within a few hours without risking the formation of

a prohibitively thick oxide layer.

Since our STM has a sample exchange mechanism but no tip exchange mech-

anism (see Chapter 3), our tips needed to be in place when we cooled down and
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ideally we wanted to use a tip for extended periods of time without having to warm

the system up. Since I was able to make 15 (or more) tips simultaneously, there

were always several sharp tips to choose from. In practice I was able to successfully

take data with two Nb tips in the dual-tip system, continuously over several months

at 4.2 K and at mK temperatures. Some of this work is described below and in

Chapter 7.

4.5 Performance

Although the fine-scale geometry of our Nb tips is non-standard, the tips

have yielded good topographic and spectroscopic STM data. In our STM setup we

typically use field emission to clean the tip, which removes part of the tip. This is

done by turning off the z-feedback loop, retracting the tip a few nm away from the

sample surface, and ramping the tip-to-sample voltage up to 80-100 V. The current

is ramped up until the tip-to-sample current jumps to 0 A, indicating that a piece of

the tip has fallen off. The high corrugation on the etched Nb surface increases the

chance of the remaining tip possessing a sharp tip apex, thus extending the usability

of our tip. In practice we have used up to 25 or 30 field emissions on a single Nb

tip, over a period of up to 6 months.

To test the resolution and stability of our tips, I used them in an STM to

examine single crystals of Au(111), Au(100), Nb(100), and the topological insulator

Bi2Se3. Figure 4.3(a) shows an atomically resolved topographic image of a Bi2Se3

sample, indicating that the Nb tip used was both mechanically stable and atomically
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Figure 4.3: (a) Unfiltered atomic resolution image taken with a Nb tip on a Bi2Se3

sample at 35 mK. (b) Plot of normalized conductanceG/Gn vs. tip-to-sample voltage

V for the Nb tip and Bi2Se3 sample shown in (a). Black points are measured data

and red curve is fit to Eq. (4.1) with energy gap ∆ = 0.54 meV, temperature

Teff = 184 mK, and Γ ≈ 10−5 meV.
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sharp. Figure 4.3(b) shows a measurement of dI/dV on this sample. This data was

taken using a millikelvin STM at 30 mK. The red curve in Fig. 4.3(b) shows a good

fit to

dI

dV
= Gn

∫ ∞
−∞

g(E + eV )Ns,tip(E)dE (4.1)

where Gn is the normal conductance, f(E) is the Fermi function at energy E, g(E) =

−∂f/∂E, and the normalized local density of states of the tip is Ns,tip(E). For a

superconducting tip with a BCS density of states, an energy gap ∆, and a finite

quasiparticle relaxation rate Γ [126],

Ns,tip(E) = Re

[
|E − iΓ|√

(E − iΓ)2 −∆2

]
. (4.2)

Our tips typically exhibit gap values that vary from 0.54-1.4 meV, comparable to

the variation seen in other Nb STM tips [20]. We attribute this to finite size effects

such as diffusion of O2 into the atomically sharp tip apex.

Figure 4.4 shows topographic images of atomic reconstructions on surfaces of

Au(111) and Au(100) single crystals scanned at 4.2 K and 1.5 K respectively. Figure

4.4(b) was scanned by the outer tip of the dual-tip STM attached to the dilution

refrigerator [127]. The atomic reconstructions, step edges and presence of single

atoms show that the tip used are atomically sharp and mechanically robust.

A series of dI/dV curves measured on this sample between 1.5 K and 9 K are

shown in Fig. 4.5. The temperature was varied by applying power to the mixing

chamber of the dilution refrigerator, while extracting the He3-He4 mixture from it.

A RuOx thermometer at the mixing chamber supplied with the dilution fridge was

used to record the temperature. The evolution of the superconducting gap with
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Figure 4.4: Topographic images of (a) Au(111) at 4.2 K taken with a Nb tip showing

the Herringbone reconstruction [128, 129], and (b) Au(100) sample at 1.5 K showing

a striped reconstruction [130].
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Figure 4.5: Plots of a series of normalized conductance G/Gn vs. bias voltage V ,

taken with a Nb tip on the Au(100) sample from Fig. 4.4(b). The legend indicates

the temperatures at which each curve was obtained.
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temperature is consistent with BCS theory.

Figure 4.6 shows a scanning tunneling spectroscopy map taken with a Nb tip

on a Bi2Se3 sample at 4.2 K. In addition to topography (Fig. 4.5(a)), a spectroscopy

(dI/dV vs. V ) curve was taken at each point of the image, with the bias voltage

being swept from −8.5 to 6.5 mV. Figure 4.5(b) shows a sample frame for V = −8.5

mV, and Figs. 4.6-4.13 show several more constant voltage conductance frames.

This data clearly shows the tip is sensitive to spatial variations in the conductance.

The singularity at the gap edge of the tip enables the Nb tip to resolve very small

spectroscopic features at extremely small bias voltages. This conductance map was

taken over a 12 hour period, and at resistances as low as 5 MΩ, indicating that

the tips are robust. I stress here the importance of tip stability (while remaining

atomically sharp) at close proximity to the sample surface because at cryogenic

temperatures it is the primary limiting factor in an STM’s ability to obtain spatially

resolved conductance information with high energy resolution.

Finally, Fig. 4.14 shows a series of dI/dV curves taken on a bulk Nb(100)

sample at 30 mK at different tunneling resistances. The Nb tip and sample form an

ultra-small Josephson junction. For this plot the bias voltage was swept between

−1 mV and 1 mV, well below the superconducting gap for a Nb-Nb junction. As

expected, there is a small phase diffusive “supercurrent” at finite voltages [114].

Examination of the plot also reveals prominent sub-gap features in the zero bias

conductance peak of the phase diffusive “supercurrent.” These features are fairly

reproducible at different tunnel resistances, as well as with different tips at different
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Figure 4.6: Topographic and spectroscopic images taken with a Nb tip on a Bi2Se3

sample at 4.2 K. (a) Topography in the vicinity of triangular Bi2Se3 defects caused

by the replacement of single Se atoms with Bi. (b) A single slice (at V = 8.5 mV)

of a conductance map of the region shown in (a).
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Figure 4.7: Slices of a conductance map at (a) V = −7.69 mV and (b) V = −5.89

mV of the region shown in Fig. 4.6(a)
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Figure 4.8: Slices of a conductance map at (a) V = −4.54 mV and (b) V = −3.49

mV of the region shown in Fig. 4.6(a).
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Figure 4.9: Slices of a conductance map at (a) V = −2.74 mV and (b) V = −1.84

mV of the region shown in Fig. 4.6(a).
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Figure 4.10: Slices of a conductance map at (a) V = 0.71 mV and (b) V = 1.31 mV

of the region shown in Fig. 4.6(a).
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Figure 4.11: Slices of a conductance map at (a) V = 2.21 mV and (b) V = 2.81 mV

of the region shown in Fig. 4.6(a).
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Figure 4.12: Slices of a conductance map at (a) V = 3.41 mV and (b) V = 4.01 mV

of the region shown in Fig. 4.6(a).
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Figure 4.13: Slices of a conductance map at (a) V = 5.51 mV and (b) V = 6.41 mV

of the region shown in Fig. 4.6(a).
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locations on the sample. This behavior is consistent with P (E) theory [131, 132]

which predicts peaks at voltages where the pairs can radiate energy to electromag-

netic modes of the environment. Both the theory and the data are described in more

detail in Chapter 6. Here, the data is shown to attest to the mechanical stability of

the tip, and to show that spectroscopic resolution of about 8 µV may be attained

at ultra low temperatures.

Another interesting question I examined with the Nb tips that I fabricated was

the effective temperature of the junction in our millikelvin STM. The temperature

of the STM junction is a measure of the success of our noise filtering and heat

sinking efforts, and is one factor in determining the spectroscopic energy resolution

attainable by our instrument. In Chapter 5 I discuss this aspect of the tips and also

how I characterized the STM performance in terms of stability and current noise.

Finally, I note that the superconducting tips are of interest primarily because they

offer the potential to directly probe a superconducting condensate via the tunneling

of Cooper pairs in an S-I-S STM junction. Chapters 6 and 7 describe my effort at

understanding the physics of ultra-small Josephson junctions, such as that formed

by a superconducting STM tip and sample. There I show that the charge carriers

at and near zero bias in such a junction are in fact Cooper pairs.
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Figure 4.14: Conductance G = dI/dV versus bias voltage V data taken on a Nb(100)

single crystal with a Nb tip at 30 mK for different tunnel resistances. At the start

of each curve, the bias voltage was set to 1 mV and the current was set to fix the

tunnel resistance of the junction (see legend). The z-feedback loop was then turned

off during the measurement. The successive traces show the evolution of the zero

bias conductance peak and sub-gap excitations with tunnel resistance.
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Chapter 5: Characterization and Performance of Dual Tip STM

5.1 Introduction

Having invested several years in designing, building and assembling the dual-

tip mK STM system, it was important to carefully characterize its performance in

terms of reliability, the effective temperature attained by the STM junction, the

mechanical stability, and the system’s resilience to noise.

The first major challenge I faced while testing the mK system involved op-

erating the coarse approach mechanism, which was idiosyncratic and unreliable at

sub-Kelvin temperatures due to a combination of factors. First, I found that the

shear range of the piezos was reduced at cryogenic temperatures by a factor of 3

to 6 from the room temperature values. Although this could be addressed by us-

ing higher voltages on the piezo walkers, stressing the walker mechanism in this

way increased the probability of arcing between the high voltage and ground con-

nections on the piezos. A possible contributing factor to arcing was our use of an

exchange gas (3He) that resulted in a thin layer settling on all the surfaces in the

STM, including the piezo walkers. Although the exchange gas was pumped out, a

thin residual layer could have been left. The combination of high voltages (±220

V) several times a second over 12 hour periods, and electrode to ground distances
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< 0.5 mm, produced conditions that proved to be all too conducive to arcing and

shorting out of these connections.

Another early problem I encountered involved the fact that our STM was de-

signed with the large walker carrying the entire weight of the smaller walker assembly

against gravity during coarse approach (see Chapter 3). Attaching the STM to the

mixing chamber upright allowed for sample exchange while cold, and prevented the

tip from crashing into the sample due to gravity. However, it meant that the large

walker needed to be more powerful in order to carry the extra weight. Furthermore,

although we chose materials with closely matched thermal expansion coefficients, it

was difficult to accurately predict whether the friction between the aluminum pads

(on the piezos) and the sapphire prism would increase or decrease when cold. Not

only did this depend on whether the piezos tightened against the prism when cold,

but also on other less predictable factors such as the extent of condensation of gas

on the prism surface during cool-down providing either lubrication (when liquid) or

increased friction (when solid). Finally, the tension of the wires attached to the tips

also probably played a role in slowing down the walker at certain points during the

approach. I tried to reduce the effect of the wires by using extremely springy and

thin copper wires for the STM tip connections at the STM.

After several attempts at repairing the connections lost due to arcing on both

large and small walkers, I decided to redesign both walkers to increase redundancy

and ease repair. These modifications are discussed in detail in Chapter 3. Additional

steps included testing the full range of the walker motors at 35-40% of its maximum

power at room temperature 2-3 times before cool down, and ensuring that there is
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no dust on the sapphire prism prior to cool down. Since we still used 3He as an

exchange gas, an additional precaution I took during operation was to ensure that

the STM was the warmest part of the system during cool down so that any residual

gas would tend to condense and adhere to the walls of the IVC rather than on the

piezo stacks in the STM.

Ultimately, my effort at building a reliable coarse approach mechanisms for

both STM tips was successful, as demonstrated by data we were able to obtain over

the past ∼ 1.5 years and 6-7 thermal cycles between room temperature and 30 mK.

During this time (January 2013 to May 2014) we approached the sample with each

of the tips over 30 times, without observing arcing between piezo stack connections.

Once the coarse approach mechanism could reliably move the STM tip within

tunneling distance of the sample, the next major challenge involved achieving a

temperature at the STM junction that was as close to that of the mixing chamber

as possible, without sacrificing mechanical stability. Unlike pre-fabricated tunnel

junctions, the STM junction has a variable tip-sample distance (and resistance)

controlled by a voltage driven feedback loop. This makes the tip particularly vul-

nerable to mechanical and electrical noise.

The measures that we took to achieve both stability and a low effective temper-

ature are described in detail in Chapter 3. In Section 5.2, I first present topographic

images that demonstrate the success of our UHV sample preparation techniques.

Next in Section 5.3, I describe our method for estimating the effective temperature

of the sample, and present a simple model that incorporates the effect of voltage

noise fluctuations. Data in the form of spectroscopy curves, and fits to theory are
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also shown. In Section 5.4, I discuss the stability of each of our tips by analyz-

ing unfiltered atomic resolution topographic images, line profiles, and current noise

spectra. Since the simultaneous performance of the two tips is important for the

ultimate goal of building a phase STM with coupled tips, I analyze the coupling

between the two tips in Section 5.5. Finally in Section 5.6, I demonstrate the mag-

netic field capability of the system with a series of spectroscopy curves taken by a

single-tip STM mounted on our refrigerator. The data shows the dependence of the

superconducting gap of a CuxBi2Se3 sample on magnetic field strength.

5.2 Topographic images taken with the STM

An STM can be thought of as a nano-scale tunnel junction that can be placed

at specific locations on a sample with atomic precision to obtain position dependent

tunneling characteristics on a sample. Atomic scale spatial resolution is the main

capability that distinguishes the STM as an imaging tool for probing and character-

izing materials. In order to take advantage of this in a millikelvin STM, it is crucial

that the sample being studied have a surface that is free of impurities such as H2O

and N2 molecules, oxides, or organic contaminants. For this reason it is preferable

that samples can be prepared in UHV conditions and transferred into the cold STM

once the exchange gas (3He) has been pumped out of the inner vacuum can (IVC).

To test the sample preparation, we sputter-annealed a Au(100) single crystal

[133] sample in the UHV chamber and transferred it into the STM at 1.5 K. Prepa-

ration of the crystal involved multiple sputter/heat cycles over 2-3 days with 1-2
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keV Ar ions and 400-600◦ C heating. This was done to remove multiple 20-50 nm

polishing grains that were embedded on the surface. Right before transferring the

sample into the STM, we sputtered it for around 30 minutes with 750 eV Ar ions,

followed by heating at 400-500◦ C for ∼ 15 minutes.

Figure 5.1 shows topography and current images of the Au(100) single crystal,

taken with our STM when cold. The raised dot like structures are individual atomic

impurities on the surface. The striped atomic reconstruction [130] can be seen in

the top right hand corner of the image, while the rest of the image is covered by

atomic steps. The clarity of the atomic scale features in this topographic image,

and in many others, indicate that we can successfully prepare samples by sputter-

annealing in UHV conditions, and transfer them in situ into the STM.

5.3 Effective temperature of our mK STM

An important metric in characterizing our instrument was the effective tem-

perature of the STM junction. As described in Chapter 2, the singularity in the

gap edge in the BCS density of states of a superconductor can be used to probe the

width of the Fermi function in a normal metal electrode of an S-I-N tunnel junction,

and this width is directly related to the temperature of the electrons.

The quasiparticle tunnel current between an STM tip and sample [46] is given

by

I(V ) =
4πe|M |2

h̄

∫ ∞
−∞

[ftip(E)− fsample(E + eV )]ρtip(E)ρsample(E + eV )dE, (5.1)

where |M | is the average value of the tunneling matrix element, assumed to be
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20 nm! 20 nm!

Figure 5.1: (a) Topography and (b) current images taken simultaneously with a Nb

tip and an Au(100) sample at 30 mK. The scattered white dots are single atomic

impurities adhering to the surface of the sample.The striped surface reconstruction

can be seen in the top right hand corner of both images. The rest of the image

shows atomic steps on the sample’s surface.
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independent of energy, ftip and fsample are the electron energy distribution functions

in the electrodes which reduce to the Fermi distribution in thermal equilibrium,

and ρtip and ρsample are the local electronic density of states (LDOS) of the tip and

sample at the point of contact.

For a normal metal sample, we assume that the density of states of the sample

is constant, and can write

I =
Gn

eρtip,n(0)

∫ ∞
−∞

[f(E)− f(E + eV )] ρtip(E)dE, (5.2)

where ρtip,n(0) is the density of states of the tip at the Fermi energy when the

tip is in the normal state, and Gn = 4πe2|M |2ρsample(0)ρtip,n(0)/h̄ is the tunnel

conductance in the normal state. Taking a derivative with respect to V , we obtain

the conductance

G =
dI

dV
=
−Gn

e

∫ ∞
−∞

∂

∂V
f(E + eV )

ρtip(E)

ρtip,n(0)
dE. (5.3)

It is convenient to define g(E) = −f ′(E) = −df/dE, in which case g will

be positive everywhere and may be considered a probability distribution. For a

superconducting tip this yields

dI

dV
= Gn

∫ ∞
−∞

g(E + eV )Ns(E)dE, (5.4)

where the normalized density of states of the tip Ns(E) = ρtip(E)/ρtip,n(0) is given

by [49]

Ns(E) = Re

[
|E|√

E2 −∆2

]
. (5.5)

Dynes incorporated finite quasiparticle lifetime effects into the density of states
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by including broadening of the singularity at the gap edge [126]. Adding an imagi-

nary term iΓ to the energy, Eq. (5.5) becomes

Ns(E) = Re

[
|E − iΓ|√

(E − iΓ)2 −∆2

]
(5.6)

Physically, the recombination rate Γ/h̄ is the rate at which a quasiparticle near the

energy gap edge scatters inelastically or recombines into the superfluid condensate.

To obtain the effective temperature and energy resolution of our instrument,

I measured the conductance (dI/dV ) between a superconducting tip and a normal

sample. The effective temperature was extracted by fitting the data to Eq. (5.4).

The blue points in Fig. 5.2 show dI/dV measurements using a Nb inner tip and a

Bi2Se3 sample at a nominal mixing chamber temperature of 35 mK. The measure-

ments were taken by modulating the junction voltage with a small (4 µV) sinusoidal

ac voltage at 1.9 kHz, and detecting the corresponding current response signal with

a lock-in technique. Examining the plot, we see that the gap is ∆ ≈ 0.7 meV,

which is about half that of bulk Nb, possibly due to this particular tip not being

completely cleaned during field emission.

Figure 5.3(a) shows similar dI/dV curves measured as a function of the tem-

perature of the mixing chamber from 35 mK to 500 mK, and Fig. 5.3(b) shows a

closeup of the right conduction peak. We note that although the difference between

the 35 mK curve and the 50 mK curve is negligible, there is a noticeable difference

between the 50 mK curve and the 100 mK curve, as well as between subsequent

curves. This suggests that our sample was able to cool to temperatures on the order

of 100 mK.
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Figure 5.2: Plot of normalized conductance G/Gn versus tip-to-sample voltage V for

a Nb tip and a Bi2Se3 sample at Tmix = 35 mK. Blue points are measured data and

red curve is fit to Eq. (5.1) with energy gap ∆ = 0.54 meV, temperature Teff = 184

mK, and Γ ≈ 10−5 meV.
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Figure 5.3: (a) Normalized conductance G/Gn versus tip voltage V measured from

35 mK to 500 mK using a Nb tip on a Bi2Se3 sample. (b) Detailed view of right

conductance peaks near 0.6 mV reveals significant temperature dependence to the

peak for temperatures above 50 mK.
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In order to obtain an estimate for the effective temperature of our instrument,

we fit each curve in Fig. 5.3(a) to Eq. (5.4). Since we used a superconducting tip

made of Nb, we used

Ns,tip(E) = Re

[
|E − iΓ|√

(E − iΓ)2 −∆2

]
, (5.7)

where we assumed a BCS density of states for the tip and a finite quasiparticle

relaxation time Γ [126]. Fitting our data using a weighted least-squares minimization

via the Levenberg-Marquardt [134, 135] algorithm, we extract ∆, Γ, and the effective

temperature Teff, which enters through the Fermi function. The fit indicates that

the effective temperature of our STM is T0 ≈ 184 mK, rather than 35 mK.

5.3.1 Voltage noise and effective temperature

In order to pin down the factors limiting our energy resolution, in this Sec-

tion I describe a simple model below that incorporates the effect of voltage noise

fluctuations.

Nyquist-Johnson voltage noise fluctuations can be characterized by a proba-

bility distribution function P (V ) that we assume to be a Gaussian with zero mean

and standard deviation Vn. The experimentally observed conductance can then be

written as

〈
dI

dV
(V )

〉
=

∫
P (V ′)

dI

dV
(V + V ′)dV ′

= Gn

∫
Ns(E)

∫
P (V ′)g(E + e(V + V ′))dV ′dE (5.8)

= Gn

∫
Ns(E)(P ? g)(E + eV )dE.
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where we have used Eq. (5.4) and used ? to represent the convolution of P and g.

Setting F = P ? g, we have

〈
dI

dV

〉
∝
∫
Ns,tip(E)F (E)dE. (5.9)

We note that F (E) is a sharply peaked function of E with standard deviation σF

that determines the sharpness of features such as the increase in conductance at the

gap.

Because F is a convolution of P and g, which may both be considered as

approximately Gaussian probability distributions with mean zero, their variances

σP and σg add and we can write

σ2
F = e2σ2

P + σ2
g . (5.10)

where the factor of e is necessary because σg has dimensions of energy and σP = Vn

has dimensions of voltage. For a Fermi distribution it can be shown that σ2
g =∫∞

−∞E
2g(E)dE = k2

BT
2π2/3. Since Ns is also a sharply peaked function, the total

width of the measured coherence peak, |σdI/dV |, should scale as

σdI/dV ∝ σ2
g + e2σ2

P + σ2
Ns

(5.11)

where the standard deviation of the voltage noise is given by σP = Vn and σNs = Γ

is a measure of the width of ρ. This yields

σdI/dV ∝
(
k2

BT
2π2

3
+ e2V 2

n + Γ2

)1/2

(5.12)

From Eq. (5.12), we see that the effect of voltage noise is indistinguishable from

that of excess temperature when it comes to the broadening of I-V characteristics.
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Assuming Γ2 � e2V 2
n , and setting k2

BT
2
effπ

2/3 = k2
BT

2π2/3 + e2V 2
n , we can define the

effective temperature of the instrument as [136]

Teff =

√
T 2 +

3e2V 2
n

k2
Bπ

2
. (5.13)

The blue points in Fig. 5.4 show a plot of the effective temperature Teff versus

the temperature Tmix of the mixing chamber. The red solid curve in Fig. 5.4 shows

that our data is well explained by a simple model of votage noise [136]

Teff =
√
T 2

mix + T 2
0 , (5.14)

where the fitting parameter T0 =
√

3e2V 2
n /k

2
Bπ

2 is the minimum effective sample

temperature due to rms voltage noise Vn. From the fit, we find T0 = 184 ± 6 mk.

This is equivalent to an energy resolution of kBT0/e ≈ 16 µeV. The good agreement

between our data and Eq. (5.4) suggests that the sample is physically cooling to

T ∼ Tmix, but the energy resolution of our instrument is limited by voltage noise.

This also suggests that additional cryogenic filtering on the scanner and walker wires

might reduce the effective temperature.

Finally, additional evidence that voltage noise on the leads contributes to the

effective temperature of our junction can be seen in Fig. 5.5, which shows a series

of dI/dV curve taken with the outer Nb tip of our dual-tip STM and a Nb(100)

sample, at temperatures ranging from 35 to 400 mK. A close up of the right peak

in Fig. 5.6(a) shows that unlike the coherence peaks of the S-I-N junction in Fig.

5.3, the width of these peaks don’t correlate as clearly with the temperature of the

mixing chamber. However, a gaussian fit to the left 35 mK peak yields a width

σrms = 26 µV. This is equivalent to ∼ 300 mK when divided by kB.
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Figure 5.4: Plot of effective temperature Teff vs. temperature T of the mixing cham-

ber. Blue points were extracted from fitting BCS theory to the data shown in Fig.

5.3. The red curve is Eq. (5.13) with Tmix = T and T0 = 184 mK. The straight line

shows Teff = T .
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Figure 5.5: Normalized Conductance G/Gn versus tip voltage V measured from 35

mK to 400 mK for Nb tip and Nb sample.
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Figure 5.6: (a) Detailed view of right conductance peaks in Fig. 5.5 near 0.93 mV

shows that the temperature dependence of the peaks is small in the measured tem-

perature range. (c) Gaussian fit to one of the left peaks in Fig. 5.5 has a width of

σrms ≈ 26 µV which yields an effective noise temperature of ∼ 300 mK when divided

by kB.
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Figure 5.7: Unfiltered atomic resolution images of Bi2Se3 taken using Nb tips at 35

mK with (a) outer tip and (b) inner tip. Top: Topographic images. Bottom: Line

scan plots of tip height z vs. distance scanned d, showing atomic corrugation with

peak to valley heights of ∼18 pm for the outer tip (a) and ∼8 pm for the inner tip

(b).
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Figure 5.8: Root mean square noise power spectral density of the inner tip tunneling

current with the tip retracted (blue), engaged (green), and scanning (pink) for the

frequency ranges (a) 0-200 Hz and (b) 0-800 Hz.
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Figure 5.9: Root mean square noise power spectral density of the outer tip tunneling

current with the tip retracted (blue), engaged (green), and scanning (pink) for the

frequency ranges (a) 0-200 Hz and (b) 0-800 Hz.
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5.4 Stability and noise characteristics

Figure 5.7 shows unfiltered atomic resolution images taken with the inner and

outer Nb tips on a Bi2Se3 sample. The peak to valley atomic corrugation over the

line sections shown of the outer and inner tips are ∼18 pm and ∼8 pm respectively.

To characterize the noise, we Fourier transformed these images, filtered out the

atomic lattice, and then analyzed the inverse Fourier transform. The rms roughness

of the resulting background noise for the outer and inner tip images were 3.55±0.03

pm and 1.75±0.01 pm, respectively. The noise level for each tip was thus well below

the signal for atomic scale features. We note that these measurements were taken

with the 1K pot running. We calibrated the scanners in the x, y, and z directions

from these images and images of mono-atomic steps on Au(100).

Low frequency noise is often the limiting factor in data obtained from STMs.

Figures 5.8 and 5.9 show the RMS noise power spectral density of the current noise

measured for inner and outer tips of our STM while the tip was retracted, in tunnel-

ing range, and scanning. The data was taken using typical operating conditions at

30 mK with the 1K pot running. In each case, the electronic noise floor—measured

with the tip retracted—was between 10−16 and 10−15 A/
√

Hz. When the tip was

within tunneling distance, the mechanical noise results in the background level be-

ing raised to between 10−14 and 10−13 A/
√

Hz at low frequencies. The low current

noise characteristics indicate that the instrument will yield a good signal to noise

ratio for both topographic and spectroscopic data.
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(a) (b) (c) (d) 

(e) (f) (g) (h) 

2π/1.97 nm 2π/1.97 nm 2π/1.97 nm 2π/1.97 nm 

Figure 5.10: Topographic images of same region taken with outer Nb tip on Au(100),

and corresponding Fourier transforms. The four different configurations and surface

roughnesses are: (a) inner tip is retracted (scan angle of outer tip and σrms = 14.2

pm, (b) inner tip is in tunneling but not scanning and σrms = 22.2 pm, (c) inner tip

is simultaneously scanning (scan angle of outer tip: 0◦) and σrms = 13.1 pm, and (d)

inner tip is simultaneously scanning (scan angle of outer tip: 90◦) and σrms = 12.3

pm. The yellow boxes enclose regions on a single terrace where surface roughness

σrms was computed. (e-h) Fourier transforms corresponding to images (a-d).
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(e) (f) (g) (h) 

40 nm 40 nm 40 nm 40 nm 

2π/2.92 nm 2π/2.92 nm 2π/2.92 nm 2π/2.92 nm 

Figure 5.11: Topographic images taken with inner Nb tip on Au(100), and corre-

sponding Fourier transforms. The four different configurations and surface rough-

nesses are: (a) outer tip is retracted: σrms = 39.1 pm (b) outer tip is in tunneling

and σrms = 39.2 pm, (c) outer tip is scanning simultaneously with scan angle 0◦ and

σrms = 160 pm, and (d) outer tip is scanning simultaneously with scan angle 90◦ and

σrms = 39.5 pm. Yellow boxes show regions on a single terrace where surface rough-

ness σrms was computed. (e-h) Fourier transforms corresponding to images (a-d);

Comparing (e-f) to (g-h), note prominent vertical lines due to additional frequencies

in (g) due to coupling to the outer tip.
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5.5 Simultaneous imaging mode

Ultimately, to exploit the capability of an STM with two tips, the performance

of each tip while the other tip is scanning simultaneously is important. Figures 5.10

and 5.11 show a series of topographic images of Au(100) taken with each Nb tip at

1.5 K. The images show the same area scanned with one tip for different configura-

tions of the other tip. The r.m.s. roughness σrms of the points within the selected

boxes was used to compare noise levels. Although these measurements were taken

on atomically flat terraces, they include corrugation due to surface reconstruction.

Hence the values for σrms obtained from these images is significantly higher than

those obtained from the atomic resolution images above. By comparing σrms values

in Figs. 5.11(c) (160 pm) and 5.11(d) (40 pm), we found that the angle at which the

outer tip was scanned resulted in additional noise on the inner tip current signal.

In contrast, Fig. 5.10 shows that there was no detectable effect on the outer tip due

to the inner tip.

Further experimental study revealed that the effect of the outer tip on the

inner tip is greatest for outer tip scan angles of 0◦ and 180◦, increasing the σrms

value to ≈ 120 pm. The cross talk was least at 90◦ and 270◦, producing little

additional noise at these angles. This can be understood from the geometry of the

STM design, which involves over 3 dozen wires confined to an extremely limited

space. The close proximity of the current wire for the inner tip and the x-piezo

drive wire of the outer scanner produces capacitive coupling and results in cross

talk in the inner tip signal. In contrast, the current wire for the outer tip is far from
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scanner wires from the inner tip, and hence does not couple to them. Finally we

note that while there is crosstalk present while simultaneously scanning both tips, it

is insignificant in that it does not severely degrade the resolution of either tip, and

atomic steps on Au(100) can still be clearly resolved, especially with proper choice

of the tip scan angle.

5.6 Magnetic field

We also tested that our system could be used with a magnet. For this test, we

used a standard single tip Pan-style STM mounted on the refrigerator, a tungsten

tip, and a CuxBi2Se3 superconducting sample. Figure 5.12 shows a series of spec-

troscopy curves measured at different field strengths. The superconducting gap and

coherence peaks were predictably diminished with increasing magnetic field.

5.7 Conclusions

In this Chapter, I presented data that shows the stability and spectroscopic

energy resolution of our dual-tip STM. The results are comparable to that of other

single tip mK STMs [61, 62]. In addition, I analyzed the cross-talk between the two

STM tips, and demonstrated the performance of a single-tip STM mounted on the

refrigerator under applied magnetic field. The rest of this thesis is devoted to an

analysis of data taken by this STM that exploits the millikelvin temperatures and

µeV resolution that can be attained with the STM.
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Figure 5.12: Plot of normalized conductance G/Gn versus tip-to-sample voltage V

for a tungsten tip and copper-intercalated Bi2Se3 sample at Tmix = 35 mK for a

series of applied magnetic fields. The superconducting gap is noticeably reduced as

the magnetic field is increased to 1.8 T.
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Chapter 6: Fluctuation-Dominated Tunneling in Ultra-Small Junc-

tions

6.1 Introduction to Josephson junctions

Superconductors are characterized by a continuous phase transition at a criti-

cal temperature Tc, below which electrons combine to form a superconducting con-

densate composed of Cooper pairs with charge 2e. The Cooper pairs in the con-

densate occupy a single state that can be described by a single macroscopic wave

function ψ = |ψ| exp(iφ) with a well defined phase φ.

A Josephson junction is formed when two superconducting electrodes are sep-

arated by a thin insulating layer. The overlap of the superconducting wave functions

for each electrode allows the tunneling of Cooper pairs, as described in Chapter 2.

The robustness of the phase coherence in conventional macroscopic Josephson junc-

tions allows the junction dynamics to be modeled semi-classically. Brian Josephson

predicted in a pioneering paper [50] that even in the absence of a voltage between the

electrodes of a superconducting tunnel junction, there would exist a supercurrent

given by

I = Ic sinφ. (6.1)
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Here, Ic is the critical current, the maximum supercurrent in the junction before

it switches to its ohmic or normal conducting state, and φ is the gauge invariant

phase difference between wave functions in the two electrodes. This counter-intuitive

behavior of junctions is now called the dc Josephson effect. Josephson also predicted

that in the presence of a voltage, V , the evolution of the gauge-invariant phase

difference is given by

V =
h̄

2e

dφ

dt
. (6.2)

Integrating Eq. (6.2), the phase across a junction biased by a voltage V is

φ =

∫ t dφ

dt
=

2eV

h̄
t (6.3)

Substituting φ from Eq. (6.3) into Eq. (6.1), we see that an oscillating supercurrent

develops across the junction, given by

I(t) = Ic sin

(
2eV

h̄
t

)
(6.4)

with frequency f = 2eV/h̄. This is known as the ac Josephson effect, and relates

voltage and frequency entirely through fundamental constants.

The dynamical variables that are natural choices to describe the physics of

a Josephson junction are φ, the gauge invariant phase difference between the two

electrodes, and Q, the total charge of the Cooper pairs that tunnel between them.

The ac Josephson effect may be used to relate them via

V =
h̄

2e

dφ

dt
=
Q

C
, (6.5)

where C is the junction capacitance. In fact, the quantum operators corresponding

to Q and φ are conjugate variables that obey the commutation relation [φ,Q] = 2ie.
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Since these operators do not commute, they obey an uncertainty relation ∆φ∆Q ≥

e. Josephson junctions can thus display two limits of coherent behavior: one with a

well defined phase, and the other with a well defined charge.

The Hamiltonian of an unbiased Josephson junction can be written as [137]

H(Q, φ) = EC
Q2

e2
− EJ cosφ, (6.6)

where the first term is the kinetic or electrostatic energy of the junction, and the

second term is the potential or Josephson coupling energy. In this expression the

charging energy of the junction is EC = e2/2C, where C can be approximated by

treating the junction as a parallel plate capacitor, in which case C ∝ εA/d, where d is

the separation between the electrodes, A is the plate area, and ε0 is the permittivity

of the material separating them. The potential energy stored in the junction can be

calculated from

U =

∫
ISV dt =

∫ t

0

IS

(
Φ0

2π

dφ

dt

)
dt =

Φ0

2π

∫ φ(t)

φ(0)

Ic sinφdφ =
Φ0Ic

2π
(1− cos(φ)) (6.7)

The Josephson coupling energy, EJ = Φ0Ic/2π sets the scale for the potential energy

term of the Hamiltonian, where Φ0 = h/2e is the flux quantum and we have chosen

φ(0) = 0.

The Ambegaokar-Baratoff relation for the critical current in a relatively opaque,

symmetric junction composed of BCS superconductors is given by [138]

Ic =
π∆(T )

2eRN

tanh

[
∆(T )

2kBT

]
(6.8)

where ∆(T ) is the superconducting energy gap, T is the temperature, and RN is the
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normal state tunneling resistance. The corresponding Josephson energy is

EJ =
πh̄

4e2

∆(T )

RN

tanh

[
∆(T )

2kBT

]
(6.9)

At temperatures T � ∆/kB, this reduces to

EJ =
h

8e2

∆

RN

(6.10)

This expression is often used to estimate EJ in tunnel junctions because it relates

the coupling energy to ∆ and the normal tunneling resistance RN, both of which are

measurable. For an asymmetric junction with superconducting gaps ∆1 and ∆2, an

analytic result for EJ exists only at T = 0 and is given by [138]

EJ =
h̄

e2RN

∆1∆2

∆1 + ∆2

K

(∣∣∣∣∆1 −∆2

∆1 + ∆2

∣∣∣∣) (6.11)

where K is a complete elliptic integral of the first kind.

6.2 Josephson junction dynamics

The dynamics of a Josephson Junction are generally determined by the ra-

tios of the characteristic energy scales of the device (the charging energy EC, the

Josephson energy EJ, and the thermal energy kBT ) and coupling of the junction

to the frequency dependent impedance Z(ω) due to the electromagnetic environ-

ment. This environment can generally be considered to have a low impedance

when Re[Z(ω)] � RQ and to have a high impedance when Re[Z(ω)] � RQ, where

RQ = h/(2e)2 ≈ 6.4 kΩ is the quantum of resistance.

For typical experimental conditions, we can define a junction as being “macro-

scopic” or in the “phase limit” when EJ � EC. In this case the superconducting

113



wave function is well localized in the minimum of the Josephson potential well, and

φ may be treated as a sharply defined quantum variable. Provided the temperature

is not too low, φ typically acts as a classical variable. In the limit EJ � EC on

the other hand, the charge Q is not a good variable because it is subject to large

quantum fluctuations. The device behavior in this regime is dominated by the dc

and ac Josephson effects. The classical phase dynamics of a conventional Josephson

junction are described in more detail in Section 6.3 below. In Section 6.4, I intro-

duce Shapiro steps which describe the response of classical phase coherent Josephson

junctions to microwave radiation.

As the charging energy increases from EC � EJ towards EC ∼ EJ, quantum

fluctuations in the phase φ become increasingly important. Q now takes on the role

of the well-defined variable that may be used to describe the system. In ultra-small

junctions, one can easily achieve EC > EJ, and the fluctuations in φ can be on

the order of 2π. This leads to the junction’s current-voltage characteristic show-

ing a suppressed switching current because measurements of supercurrent involve

averaging Ī = Ic〈sinφ〉.

A key point that is sometimes ignored, is that real junctions are not completely

isolated but rather are always coupled to an external measurement circuit or other

electromagnetic environment. This influences the junction dynamics significantly,

especially in the ultra-small junction limit. The coupling between the junction and

an external circuit may be treated quasi-classically or quantum mechanically. In

Section 6.5, I present a classical description of the environment, followed in Sec-

tion 6.6 by a quasi-classical treatment of the phase diffusive regime of ultra small
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junctions. Junction dynamics are more comprehensively described by the quantum

mechanical P (E) theory [132, 139–141], which reduces to the classical case in the

appropriate limit. For an ultra-small junction in a low impedance environment,

i.e. Re[Z(ω)] � RQ, the P (E) theory predicts that dissipation will occur via in-

coherently tunneling Cooper pairs that release energy to the environment. On the

other hand, if an ultra-small junction is embedded in a high impedance circuit i.e.

Re[Z(ω)]� RQ , the theory predicts that the fast discharge of the junction is pre-

vented, and single charge effects such as Coulomb blockade [131, 139, 142] and Bloch

oscillations [143, 144] will dominate. In Section 6.7, I briefly review the quantum me-

chanical description of the environment using the Caldeira-Legget model [145, 146].

Finally, in Section 6.8, I present the key ideas of the P (E) theory, including a pre-

diction for the supercurrent behavior of an ultra-small junction coupled to a finite

transmission line, as well as the supercurrent response to microwave radiation.

6.3 The RCSJ model

A real Josephson junction not only has an ideal Josephson element, but some

dissipation and some capacitance C. For simplicity, the dissipation is often modeled

as a linear, frequency-independent resistor R that shunts the junction. For macro-

scopic junctions with with EJ/EC � 1, I will assume the wavefunction describing

the system is localized in a minimum of a potential well, so there is a well defined

phase φ. Furthermore, most real junctions that are connected to leads correspond to

the case of a low impedance environment. Typically leads connected to a junction
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may be approximated as a transmission line with an impedance on the order of the

free-space impedance, Z0 ≈ 377 Ω [137, 147]. In this situation, the Resistively and

Capacitively Shunted Junction (RCSJ) model [137, 148] described provides an accu-

rate and intuitive description of the classical behavior of a real Josephson junction.

The RCSJ model [137, 148] describes a real Josephson junction as an ideal

Josephson junction shunted by a resistor R and a capacitance C. Figure 6.1(a)

shows an RCSJ junction biased by an ideal current source Ib. However, our STM

has a voltage-biased configuration which may be modeled as shown in Fig. 6.1(b).

I note that the results derived for the current-biased RCSJ model may be applied

to a junction with bias voltage Vb when Vb = IbR [141].

Using Kirchhoff’s laws, the circuit equation for the voltage-biased case can be

written as

Vb = IbR = RIc sinφ+ V +RC
dV

dt
. (6.12)

The equation of motion for the phase difference φ between the two junction elec-

trodes can then be obtained by substituting Eq. (6.5) for V in terms of φ from the

AC Josephson effect,

Ib = Ic sinφ+
Φ0

2πR

dφ

dt
+

Φ0C

2π

d2φ

dt2
. (6.13)

This is recognizable as the differential equation for a driven damped harmonic os-

cillator. The Hamiltonian corresponding to this equation of motion, if dissipation

is ignored, is

H(pφ, φ) =
1

2C

(
2π

Φ0

)2

p2
φ −

Φ0

2π
(Ic cosφ+ Ibφ). (6.14)

where φ is the generalized position coordinate, and pφ is the the generalized mo-
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Figure 6.1: Schematic of RCSJ model with (a) current-biased configuration and (b)

voltage-biased configuration. The two are equivalent if Vb = RIb.
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mentum coordinate, defined as pφ = C(Φ0/2π)2dφ/dt. This Hamiltonian describes

a ball of mass m = C(Φ0/2π)2 in a tilted washboard potential

U(γ) = −Φ0

2π
(Ic cosφ+ Ibφ) = −EJ cosφ− Ib

(
h̄

2e

)
φ (6.15)

where the tilt is determined by the bias current. Although dissipation was ignored

in formulating the Hamiltonian, the equation of motion Eq. (6.13) may be recovered

by considering the ball to be subject to a viscous drag force (h̄/2e)2(1/R)dφ/dt.

Figure 6.2 shows a sketch of the tilted washboard potential for various Ib/Ic

ratios. When Ib < Ic, the particle is confined to a local minimum in the washboard

potential, and a well-defined and non-zero supercurrent Ib flows. For φ � 1, the

potential may be approximated as harmonic, and a perturbation will cause the phase

to oscillate in the minimum of the potential well with a plasma frequency

ωp =

√
k

m
=

√
2πIc

Φ0C
. (6.16)

For Ib > Ic, the overall slope of the washboard is large enough that there are no

local minima of the potential, leading to a current at finite voltage and a steady

increase in φ at an average rate of 2eV/h̄. For Ib = Ic, the junction carries the

maximum current Ic at zero voltage.

The dynamical behavior of a Josephson junction is strongly influenced by

damping. Rescaling time by setting τ = ωpt = 2πRIct/φ0, the equation of motion

for a Josephson junction, Eq. (6.12), may be rewritten as

1

IcR
Vb = sinφ+

dφ

dτ
+Q2d

2φ

dτ 2
(6.17)

where Q = ωpRC is the quality factor, and βC = Q2 is the Stewart-McCumber
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Figure 6.2: Sketch of the tilted washboard potential U(φ) vs. the phase φ. Ib is the

bias current and Ic is the critical current of the junction. The three cases shown are

for Ib < Ic in red, Ib = Ic in purple, and Ib > Ic in blue.
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damping parameter [149, 150]. Q may also be expressed as

Q = π
R

RQ

√
EJ

2EC

(6.18)

Figure 6.3 shows I-V characteristics of a current-biased Josephson junction

for Q� 1 and Q� 1, corresponding to the overdamped and underdamped limits,

respectively. For Q � 1, the junction is in the overdamped regime. In the tilted

washboard model, if the ball is in a local minimum (i.e., I < Ic), it will remain

stationary. When I > Ic, the ball rolls slowly down the washboard, giving rise to

a voltage across the junction V = (h̄/2e)dφ/dt. The ball drops more quickly over

the little potential hills, causing periodic voltage pulses at the Josephson frequency

f = 2e〈V 〉/h. The I-V curve for overdamped junctions is non-hysteretic [137].

For Q� 1, on the other hand, the junction is in the underdamped regime, and

the capacitance is large enough to play a significant role in the junction dynamics.

In the washboard model, the capacitance may be thought of as giving the ball a

ball a large mass with significant inertia, and very little friction. The I-V curve of

an underdamped junction is hysteretic (see Fig. 6.3). Once the junction is in the

non-zero voltage state, the phase difference φ increases at the rate 2eV/h̄. If the

bias current is reduced below its critical value, the voltage V will not drop back to

0 until a “re-trapping current” Ir = 4Ic/πβ
1/2
C is reached [137].

6.4 Shapiro steps

When a macroscopic Josephson junction is irradiated with microwaves of fre-

quency ω, the Josephson frequency defined by Eq. (6.2) synchronizes with the ap-

120



1

1 2 3

I
/
I c

V /IcR

(a)

1

2∆/e

I
/
I c

V /IcR

(b)

Figure 6.3: Sketch of the I-V curve of a classical macroscopic current-biased Joseph-

son junction in the (a) overdamped limit (Q � 1) and (b) underdamped limit

(Q� 1). The black dotted line corresponds to I = V/R.
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plied microwaves frequency, and the supercurrent exhibits current steps at precisely

defined voltages, Vn = nh̄ω/2e, where n is an integer [151]. This can be understood

by treating the junction as having a bias voltage V with a dc voltage V0, and an ac

voltage of amplitude V1 at angular frequency ω created by the microwaves.

V = V0 + V1 cos(ωt) (6.19)

Using the Josephson equation to replace V with h̄φ/2e and integrating the resulting

expression, I obtain the phase across the junction

φ(t) = φconst + ω0t+ (2eV1/h̄ω) sin(ωt), (6.20)

where ω0 = 2eV0/h̄ and φconst is the constant of integration. Inserting Eq. (6.18)

into the dc Josephson equation, and expanding sine in terms of Bessel functions,

one finds [137]

IShapiro = Ic

∞∑
n=−∞

(−1)nJn

(
2eV1

h̄ω1

)
sin(φ0 + ω0t− nω1t) (6.21)

From this equation, we see that the time averaged current through the junction

will be zero, except when when ω0 = nω1, or V0 = nh̄ω1/2e. Thus Eq. (6.21)

suggests that the measured I-V curve will display a discrete jump or rise in current

at regularly spaced voltages. These features have come to be called Shapiro steps

[151] and the effect is used to define the standard volt. It should be noted that

this contribution to the total current is due to the response of the junction to

microwaves, and that a calculation of the I-V characteristic of a real junction would

need to include the effect of the shunting R and C components.
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6.5 The electromagnetic environment

The electromagnetic environment that couples to a superconducting STM

junction is important in understanding the dynamics of the junction. The envi-

ronment in the case of our millikelvin STM consists of the leads connected to the

tip and sample, that are filtered by bronze powder filters clamped to the mixing

chamber of the dilution fridge. These wires ultimately connect to room temper-

ature electronics. At the junction, the impedance of this external circuit can be

written as

Z(ω) =
V (ω)

I(ω)
. (6.22)

where V is the voltage across the junction, and I is the current through the junction.

The relevant frequency range for the junction dynamics is determined by its plasma

frequency, fp =
√

8EJEC/h, which is typically in the 1-100 GHz range. At these

frequencies, the dc resistance of the remote current source is irrelevant because of

attenuation in the lines and the shunting impedance of the circuit. At frequencies

of 1-100 GHz, one expects that the junction damping is determined primarily by

the last few centimeters of the leads connecting the junction to the external circuit.

These leads are not matched or uniform and typically generate a capacitance that is

much larger than the junction capacitance. Hence, even if we use a current source to

bias the junction, it will charge this capacitor, creating an effective voltage source.

Taking the junction capacitance C into account but ignoring any internal
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shunting resistance, the effective impedance seen by the junction is given by

Zt =
1

iωC + Z−1(ω)
(6.23)

where the junction capacitance is in parallel with the external impedance Z(ω). At

GHz frequencies, capacitance in the leads will be much larger than the capacitance

of an ultra-small junction, and radiation from the leads will tend to produce an

impedance Zenv ≈ 377 Ω, instantaneously removing charge transferred through the

junction [137, 142, 152]. Thus at high frequencies, we expect that an STM junction

“sees” a low impedance environment with Zenv � RQ, and is in the overdamped

regime. However, it is important to note that the junction may be underdamped at

low frequencies. This frequency-dependent damping is crucial to understanding the

junction behavior, as it may display overdamped characteristics at some voltages

or frequencies, and underdamped characteristics at others. It is also possible for

the junction to be underdamped at its plasma frequency—the energy scale which

determines the high-frequency phase dynamics, whereas it may be over-damped at

lower frequencies.

6.6 Classical phase diffusion in ultra-small junctions

When the tunneling resistance of a junction is large and when the area of the

junction is extremely small, it is easy to reach the limit EJ/EC � 1. Since the typical

STM tip radius is 10-100 nm, our STM junction is an ultra-small Josephson junction

with C ≈ 1 fF, corresponding to a charging energy EC/kB ≈ 1 K. In this Section,

I will review the classical dynamics of such an ultra-small, overdamped junction in
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the presence of thermal noise [153–155]. Since this is a classical description, φ will

be treated as a classical variable rather than an operator.

For a current-biased Josephson junction in the RCSJ model, the phase obeys

the equation of motion

h̄C

2e

d2φ

dt2
+

h̄

2eR

dφ

dt
+ Ic sinφ = Ib. (6.24)

Thermal fluctuations can be included as a stochastic Johnson current noise gener-

ated by the shunt resistor R at an effective noise temperature Tn. This can be mod-

eled as arising from a random voltage source that satisfies the correlation function:

〈ẽ(t)ẽ(0)〉 = 2kBTnRδ(t) [153, 156]. In the tilted washboard picture, this thermal

current noise causes random fluctuations in the overall tilt of the washboard. These

fluctuations cause the phase to diffuse between multiple metastable states, in what

can be approximated as a discrete random walk [153]. I note that if the noise is

sufficiently large, there will be a lack of phase coherence.

Ivanchenko and Zil’berman treated this case by arguing that they could ignore

the second derivative term in Eq. (6.24) because C → 0 [153, 157]. The circuit

equation for a junction biased with a voltage Vb, including a fluctuation term to

incorporate thermal noise, can then be written as

h̄

2e

dφ

dt
+RIc sinφ = Vb + ẽ(t), (6.25)

where Ic = 2πEJ/Φ0 is the critical current. If we set τ = (2eRIc/h̄)t, ε̃ = ẽ/RIc,

u = Vb/RIc. and γ = kBTn/EJ, Eq. (6.25) can be written as [153]

dφ

dt
+ sinφ = u+ ε̃(τ), (6.26)
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where 〈ε̃(τ)ε̃(0)〉 = 2γδ(τ). Equation (6.26) is the Langevin equation of the Joseph-

son phase, with the corresponding Fokker-Planck equation given by

dW

dτ
= γ

d2W

dφ2
+W cosφ+

dW

dφ
(sinφ− u), (6.27)

where W is the probability distribution of finding the junction at a given φ. W is a

periodic function of φ, and I can write

W (φ, τ |φ0, 0) =
+∞∑

n=−∞

xne
inφ. (6.28)

Multiplying both sides by e−imφ and integrating over φ gives

∫ 2π

0

e−imφW (φ, τ |φ0, 0) =
+∞∑

n=−∞

xn

∫ 2π

0

einφe−imφdφ. (6.29)

Since
∫ 2π

0
einφe−imφdφ = 2πδnm, we have

∫ 2π

0
e−imφW (φ, τ |φ0, 0)dφ = 2πxn And,

xn =
∫ +∞
−∞ einφW (φ, τ, φ0, 0)dφ . Multiplying Eq. (6.27) by einφ and integrating over

φ gives

dxn
dτ

=

∫
dφ einφ

(
1

2
(in)2W +W cosφ+ (sinφ− ε)

)
(6.30)

Substituting Eq. (6.28) for W one finds

dxn
dτ

= −n
(

(γn− iu)xn(τ) +
xn+1(τ)− xn−1(τ)

2

)
(6.31)

This equation is easier to solve because we have converted a multi-variable differen-

tial equation to a single-variable differential equation. The solution can be written in

terms of the modified Bessel function Iν(z) which obeys a similar recursion relation:

2ν

z
Iν(z) = Iν−1(z)− Iν+1(z) (6.32)
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One can show that xn(∞) =
In−iu/γ(1/γ)

I−iu/γ(1/γ)
satisfies Eq. (6.31) for τ → ∞, and

one can obtain the dc Josephson effect from this relation. To see this, note that as

τ →∞ the system approaches a steady state. Hence,

I = Ic〈sinφ〉 = Ic lim
τ→∞

∫ +∞

−∞
dφ sinφW (φ, τ |φ0, 0) = Ic

x1(∞)− x−1(∞)

2i
(6.33)

Since the observed current is real, I = I?, and x?n = x−n. Then
x1−x?1

2i
= Im(x1). If

we set VP = (2e/h̄)ZenvkBTn, we can write

I(Vb) = IcIm[x1(∞)] = IcIm

I1−i Vb
VP

(EJ/kBTn)

I−i Vb
VP

(EJ/kBTn)

 . (6.34)

The voltage across the junction is [153]:

V =
h̄

2e

d

dt
〈φ〉 = Vb − I(Vb)Zenv (6.35)

We note that Zenv is the generalized environmental impedance.

When EJ/kBT � 1, Eqs. (6.34) and (6.35) yield [21, 153]

I(V ) =
I2

cZenv

2

V

V 2 + V 2
P

. (6.36)

Figure 6.4 shows a plot of I(V ) vs. V calculated using Eqs. (6.36) for three

experimentally realistic tunnel resistances. Equation (6.36) may be rewritten in the

form

I(V ) = (IcRN)2Zenv

2R2
N

V

V 2 + V 2
P

, (6.37)

and the value of IcRN can be determined using the Ambegaokar-Baratoff formula,

Eq. (6.8). For this plot, I assumed we have a Nb-Nb STM junction (i.e., ∆ ≈ 1.4

meV), and chose RN = 1 MΩ, RN = 2 MΩ and RN = 5 MΩ. An environmental

impedance of Zenv = 377 Ω and temperature Tn = 0.2 K were also assumed.
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Figure 6.4: Plot of I vs. V calculated for tunnel resistances RN = 1 MΩ (green),

RN = 2 MΩ (blue), and RN = 5 MΩ (purple), assuming T = 200 mK and Zenv = 377

Ω.
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As the plot shows, the thermal fluctuations of the phase suppress the observed

critical current, transforming it into a peak with finite resistance rather than a

branch with infinite resistance. This smooth s-shaped curve is extremely similar to

the I-V characteristic observed by other STM groups at temperatures of 2.1 K and

higher [27–29, 31, 114]. It also bears some resemblance to what I observed in our Nb-

Nb STM junction at mK temperatures (see Chapter 7). However, we see additional

spiked features in the phase diffusive supercurrent that cannot be explained by the

quasi-classical picture presented here. In order to understand these features, it is

necessary to consider a quantum description of the electromagnetic environment and

the junction. In the next two Sections I provide a brief description of the aspects of

the model that are relevant to my experiment.

6.7 The Caldeira-Leggett model

In order to fully describe the behavior of a tunnel junction that is coupled to

a dissipative electromagnetic environment, a quantum mechanical treatment of the

circuit is necessary. The basic idea for the Caldeira-Leggett model involves coupling

the degrees of freedom of the tunnel junction, Q and φ, to the degrees of freedom of

a circuit representing the environment [145, 146]. The starting point of this theory

is recognizing that an L-C circuit is a harmonic oscillator, which may be shown as

follows. If V = Q/C is the voltage across a junction that is shunted by capacitance

C, then a phase φ may be defined via

φ(t) =
e

h̄

∫ t

−∞
V (t′)dt′. (6.38)
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This is essentially the ac Josephson equation, except that here the charge carriers are

quasiparticles with charge e rather than Cooper pairs with charge 2e. To develop a

quantum mechanical description of this system, we consider φ, V and Q as operators

which satisfy the commutation relation [φ,Q] = ie. The Hamiltonian for this system

may be written as

H =
Q̃2

2C
+

1

2L

(
h̄

e
φ̃

)2

. (6.39)

Here, φ̃ and Q̃ describe phase and charge measured relative to their mean values,

and are given by φ̃(t) = φ(t) − e/h̄V t, and Q̃ = Q − CV . The first term in the

Hamiltonian is the charging energy of the junction capacitor, and the second term

is the potential energy stored in the inductor.

In the Caldeira-Leggett model, the environment is described as N such har-

monic oscillators (L-C circuits) that have a distribution of resonant frequencies that

all couple to the phase of the junction. The Hamiltonian for this environmental cou-

pling is given by

Henv =
Q̃2

2C
+

N∑
n=1

[
q2
n

2Cn
+

(
h̄

e

)2
1

2Ln

(
φ̃− φn

)2
]

(6.40)

The first term is the charging of the junction capacitor C and the second term sums

over all the environmental degrees of freedom in the circuit, with N →∞.

This Hamiltonian formulation is essentially phenomenological rather than mi-

croscopic, and has to fulfill the requirement that the reduced dynamics are described

correctly in the classical limit [141].
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6.8 P (E) theory

6.8.1 Overview

P (E) theory is a quantum-mechanical treatment of phase fluctuations in ultra-

small junctions. It was first introduced to describe single-electron charging effects

such as the Coulomb blockade [131], and to calculate charge transfer rates in ultra

small normal junctions [139]. The formalism was later used to describe phase fluc-

tuations in Josephson junctions [132, 140, 141, 158]. In this Section, I focus on the

latter as it is directly relevant to my experiments, i.e., a Nb-Nb STM junction at

30 mK, with a capacitance of ∼ 1 fF, which gives a charging energy EC/kB ≈ 1 K.

I first consider a system with normal metal junctions. The Hamiltonian for

the junction electrodes and its electromagnetic environment is

H = H0 +Henv +HT , (6.41)

where H0 describes the quasiparticle Hamiltonian for the two electrodes, Henv de-

scribes the environment which can be modeled using the Caldeira-Leggett model

described in Section 6.7, and HT describes quasiparticle tunneling in the junction.

The quasiparticle Hamiltonian is given by

H0 =
∑
kσ

(εk + eV )c†kσckσ +
∑
qσ

εqc
†
qσcqσ, (6.42)

where the quasiparticles with wave vectors k and q have energies εk and εq respec-

tively. The first and second sum correspond to the left and right electrodes, with

the energies shifted with respect to each other by eV to account for a voltage bias.
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The tunneling Hamiltonian is the same as the conventional one, except for the

additional operator e−iφ [132, 141, 158]

HT =
∑
kqσ

Tkqc
†
qσckσe

−iφ +H.C. (6.43)

I note that φ and Q = (−ie)d/dφ are conjugate variables that satisfy [φ,Q] = ie,

and that Q acts effectively as a “translation” operator changing the junction charge

by e,

eiφQe−iφ = Q− e. (6.44)

In the limit of large tunnel resistance, i.e., RT � h/4e2, we may assume that

the states on the two electrodes mix weakly as the tunneling matrix element is

inversely proportional to RT. If we also assume that the system is in charge equilib-

rium, i.e., that the time between tunneling processes is larger than the charge relax-

ation time, then the tunneling rate can be calculated perturbatively using Fermi’s

Golden Rule,

Γi→f =
2π

h̄
|〈f |HT |i〉|2δ(Ei − Ef ), (6.45)

where the initial state |i〉 and final state |f〉 are equilibrium states.

In a Josephson junction, we can replace the tunneling hamiltonian with the

Josephson Hamiltonian, and ignore quasiparticle tunneling to lowest order. The

Hamiltonian then reduces to [132]

H = Henv − EJ cos(φ), (6.46)

where Henv in Eq. (6.46) describes a JJ coupled to environmental modes, and is
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given by

Henv =
Q2

2C
+

N∑
n=1

[
q2
n

2Cn
+

(
h̄

e

)2
1

2Ln

(
φ

2
− e

h̄
V t− φn

)2
]
. (6.47)

and

EJ cos(φ) =
EJ

2
e−iφ +H.C. (6.48)

I note that the operator e−iφ now changes the charge Q on the junction by 2e (rather

than by e as in in the quasiparticle case). Hence we may write [φ,Q] = 2ie, and

eiφQe−iφ = Q− 2e. This process is related to the tunneling of a Cooper pair across

the junction, which is expressed in the Hamiltonian via the phase difference between

the superconducting wave functions in each electrode. When EJ � EC, this term

can be treated perturbatively.

The tunneling rate Γ↑ in the superconducting case can again be calculated

from Fermi’s golden rule, and one finds [141]

Γ↑(V ) =
E2

J

4h̄2

∫ +∞

−∞
dt exp

(
i
2e

h̄
V t

)〈
e2i ˜φ(t)e−2i ˜φ(t)

〉
(6.49)

where φ̃ is the fluctuating part of the phase as previously defined. The thermal aver-

age is taken with respect to the environment partition function: Tr[exp(−Henv/kBT )].

The correlation function may then be expressed as [141]

〈
e2i ˜φ(t)e−2i ˜φ(t)

〉
= J(t). (6.50)

The tunneling rate may be written in terms of this correlation function [141]

Γ↑(V ) =

(
πE2

J

2h̄

)
P (2eV ) (6.51)
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where the probability that a tunneling Cooper pair emits energy E to the environ-

ment is given by

P (E) =
1

2πh̄

∫ +∞

−∞
exp

[
J(t) +

i

h̄
Et

]
dt. (6.52)

The symmetry of the circuit demands that Γ↑(V ) = Γ↓(−V ), where Γ↑ is the tun-

neling from the electrode 1 to electrode 2, and Γ↓ is the tunneling from electrode 2

to electrode 1. The total Cooper pair current is then given by

IS(V ) = 2e(Γ↑(V )− Γ↓(V )) =
πeE2

J

h̄
(P (2eV )− P (−2eV )) (6.53)

Eq. (6.53) says that the supercurrent is directly related to P (E). Thus measuring

the I-V curve of an ultra-small Josephson junction can reveal frequency dependent

dissipation to the junction’s environment.

The P (E) theory incorporates interactions between the junction and its envi-

ronment in a natural way by building on the Caldeira-Leggett model. Furthermore,

the P (E) results are far more general than the classical phase diffusion case, which

was restricted to overdamped junctions in an Ohmic environment. The theory can

be used to calculate the supercurrent behavior of a junction for any EJ/EC ratio,

and for any model environment Z(ω). It reduces to the classical case for Zenv = R,

and for ρ2EJ � EC [158].

6.8.2 Supercurrent peaks due to environmental resonances

Examples of electromagnetic environments are circuits with one or more lumped

circuit elements (Zenv = iωL, Zenv = 1/iωC), or L-C or R-C transmission lines [141].

My own experimental setup however is perhaps more closely modeled as a finite L-
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C transmission line terminated by a load resistance RL [132]. A transmission line

may be modeled as an L-C ladder with inductance per unit length given by L0, and

capacitance per unit length given by C0 (see Fig. 6.5).

The case of a junction connected to a transmission line has been presented

in Ref. [132]. The treatment is complicated and here I will list only the important

parameters used in the model, and present the resulting expression for P (E) [132]

calculated in the limit T = 0. The key parameters in the analysis are:

1. The characteristic resistance and wave velocity of an infinite transmission line

are R∞ = (L0/C0)1/2 and u = (L0C0)−1/2, respectively.

2. The load resistance RL terminating the transmission line is described by the

dimensionless ratio ρ = RL/RQ

3. The ratio between the load resistance RL and the impedence R∞ of an infinite

L-C transmission line r = RL/R∞

4. The λ/4 resonance frequency can be written as ω0 = (π/2)(u/l) where it is

expressed in terms of the length l of the transmission line.

5. The ratio κ = ω0/ωR where ωR = 1/R∞C is the cutoff frequency due to the

capacitance of the junction.

6. For a given frequency ω, ν is the dimensional frequency given by ν = ω/ω0.

The impedance of the transmission line has poles at ν = νn and the residues

of these poles are zn given by

zn = − i
r

RL

κ+ (π/2)(1 + κ2ν2
n)
. (6.54)
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L0dxL0dx

RL

x = 0 x = l

Figure 6.5: Schematic circuit model of a finite transmission line of length l termi-

nated by a load resistance RL. The inductance and capacitance per unit length are

L0 and C0, respectively.
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The expression for P (E) then becomes

P (E) =
ρ

EC

(πρ)2ρ−1Γ(1− 2ρ)e−2ρζ

× Re

ie−2iπρ

∞∑
k=0

1

k!

∞∑
n1,...,nk

 k∏
j=1

(
−2πi

RQ

z∗nj
ν∗nj

)(
E − h̄ω0

∑k
j=1 ν

∗
nj

EC

)2ρ−1
 ,

(6.55)

where the constant ζ contains details about the frequency dependence of the total

impedance, and is given by

ζ = γ +

∫ ∞
0

dω

ω

[
ReZt(ω)

ρRQ

− 1

1 + (πρh̄ω/EC)2

]
. (6.56)

Here γ ≈ 0.5772 is Euler’s constant, and Zt is the effective impedance of the junction

capacitance in parallel with the external impedance given in Eq. (6.23). The first

sum in Eq. (6.55) counts the total number k of excitations in a mode of the λ/4

resonance. The second sum denotes which of the modes, nj are excited.

Although Eq. (6.55) for P (E) is formidable, it nevertheless provides some

intuition of the physics involved. The term within the product that is raised to the

power 2ρ−1 describes energy exchanged between the junction and the environment

via the emission of k quanta, i.e., h̄ω0

∑k
j=1 ν

∗
nj

. The positions of the peaks in the

I-V characteristic depend entirely on the poles within the product, as determined

by the frequency ν. The probability of losing energy to a particular mode is given

by the area under the peak at the mode frequency. This depends on the circuit

parameters RL and R∞.

Although the circuit and junction parameters that correspond to our STM

are not precisely known, the I-V curves generated using the model can be remark-
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ably similar to those I observed in the Nb-Nb junction in our millikelvin STM. For

example, Figs. 6.6-6.9 show calculated I-V curves for various circuit and junction

parameters. For Fig. 6.6 and Fig. 6.7, I evaluated Eq. (6.55) for a transmission line

with fundamental frequency f = ω0/2π = 9 GHz, 3 environmental modes coupled

to an ultra-small junction with capacitance CJ = 5× 10−14 F, and a critical current

of Ic = 1 nA. The panels show I-V curves for various load resistances ranging from

1-75 Ω with transmission line impedances of R∞ = 50 Ω, R∞ = 75 Ω, R∞ = 100 Ω,

and R∞ = 500 Ω for Figs. 6.6(a), 6.6(b), 6.7(a) and 6.7(b) respectively. In each

case, the supercurrent was clearly suppressed, with a peak current between 7 and

30 pA, depending on the ratio r = RL/R∞.

In the model the excitations between the junction and the environmental

modes may be denoted by (a b c), where a, b, and c are the number of quanta

emitted to each mode [132]. The junction is most likely to emit energy to the first

mode, and so the first and highest peak on either side of 0 V in the I-V characteristic

corresponds to emission denoted by (1 0 0). This is typically followed by followed

by (2 0 0) and then (0 1 0). The interplay between the junction and environmental

parameters could make it more likely to emit two quanta to the first mode than 1

to the second, etc.

It is clear from comparing the peak current in plots 6.6(a), 6.6(b) and 6.7(a)

that the smaller the value of r, the greater the supercurrent suppression. However,

we can see from 6.7(b) that this effect is reversed for very large R∞, and conclude

that the effect of this parameter is non-trivial. Additionally, I would like to note

that Eq. (6.55) was calculated at T = 0. The width of the peaks at T > 0 is likely
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Figure 6.6: I-V curves generated by modeling the environment as a finite trans-

mission line with 3 modes (k = 3) that couple to an ultra-small junction with

capacitance 50 fF and non-phase-diffusive critical current Ic = 1 nA. The parame-

ters used for the plots are (a) R∞ = 50 Ω, (b) R∞ = 75 Ω. Each graph shows plots

for load resistances RL = 1, 5, 10, 40, 50, and 75 Ω.The λ/4 frequency used for the

transmission line is 9 GHz.
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Figure 6.7: I-V curves generated by modeling the environment as a finite trans-

mission line with 3 modes (k = 3) that couple to an ultra-small junction with

capacitance 50 fF and non-phase-diffusive critical current Ic = 1 nA. The parame-

ters used for the plots are (a) R∞ = 100 Ω, and (b) R∞ = 500 Ω. Each graph shows

plots for load resistances RL = 1, 5, 10, 40, 50, and 75 Ω. The λ/4 frequency used

for the transmission line is 9 GHz.
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to be greater due to thermal smearing. Furthermore, a non-zero temperature might

also affect the I-V characteristic in a non-trivial way if it additionally affects the

probability that the junction will release energy into the various modes.

Figures 6.8 (a) and (b) show that the effect of doubling the resonant frequency

of the transmission line doubles the spacing between the peaks in the I-V curve

because the resonant frequency determines the dissipation channels in the system’s

environment. It should be noted that in general, a transmission line has multiple

resonances, leading to a superposition of peaks in the I-V characteristics.

Finally, Figure 6.9 shows I-V curves generated by modeling the environment

with (a) 3 modes and (b) 1 mode. Since the number of available dissipation channels

depends on the number of modes in the transmission line, the peaks corresponding

to dissipation to the 2nd and 3rd modes are absent in panel (b). The main peak in the

I-V curve in panel (b) thus shows the probability of dissipating 1 quantum of energy

to the single available mode, a far smaller peak corresponding to 2 quanta to the

mode, and an an extremely small peak representing the dissipation of 3 quanta to

the mode. The spacing between the peaks reflects the difference in energy between

1, 2 and 3 quanta.

6.8.3 Photon-assisted incoherent tunneling of Cooper pairs

I now consider the response of an ultra-small junction in the phase diffusive

regime to microwave photons. A macroscopic junction responds to microwaves in

a phase coherent manner by exhibiting Shapiro steps [151]. The response of a
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Figure 6.8: I-V curves generated by modeling the environment as a finite trans-

mission line with 3 modes (k = 3) that couple to an ultra-small junction with

capacitance of 50 fF, and non-phase-diffusive critical current Ic = 1 nA. The two

panels differ only in the λ/4 frequency used for the transmission line: (a) f = 9

GHz, and (b) f = 18 GHz. The plots show that the mode frequency determines the

energies at which the peaks appear.
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Figure 6.9: I-V curves generated by modeling the environment as a finite transmis-

sion line with a fundamental frequency f = λ/4 = 9 GHz, and R∞ = 500 Ω that

couples to an ultra-small junction with capacitance 50 fF, and non-phase-diffusive

critical current Ic = 1 nA. The two panels differ in the number of modes k in the

transmission line that couple to the junction. (a) Plots generated with k = 3 modes

and (b) k = 1 mode.
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Josephson junction to an ac voltage in the phase-diffusive limit was first considered

by Falci et al. [140], as an extension of the P (E) theory. The effect of microwaves

was considered by setting the voltage across the junction to

V (t) = V0 + V1 cos(Ωt) (6.57)

where V0 is the dc bias voltage, Ω/2π is the frequency of the applied microwaves,

and V1 is the voltage amplitude of the microwaves across the junction. I omit Falci

et al.’s derivation and simply quote the important result that there will be a net

current or average dc current,

Īs =
∞∑

k=−∞

J2
k (2ν)Is

[
V0 −

kh̄Ω

2e

]
, (6.58)

where ν = eV1/h̄Ω, and Jk is the kth Bessel function. The conductance can be

calculated from Eq. (6.58) and is given by

G =
dĪs
dV0

=
∞∑

k=−∞

J2
k (2ν)

dIs
dV

[
V0 −

kh̄Ω

2e

]
. (6.59)

The current in Eq. (6.58) is generated not by the Josephson effect (the coherent

tunneling of Cooper pairs), but rather by the incoherent tunneling of Cooper pairs

that have absorbed k photon(s) of energy h̄Ω. Figure 6.10 shows a grey-scale plot of

the normalized conductance G/Grms generated for increasing microwave amplitudes

of frequency Ω/2π = 5.6 GHz. Here Grms for each line is the root mean square

deviation of all the points in that line.The first line of the plot is the conductance

curve generated in the absence of microwaves by the P (E) theory. Figure 6.10(a) was

generated for circuit parameters R∞ = 50 Ω, so that r = 1, while Fig. 6.10(b) has

R∞ = 500 Ω, so that r = 0.1. The other parameters were k = 3, CJ = 5× 10−15 F,
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Figure 6.10: Gray scale plot of normalized conductance G/Grms vs. V of the super-

current response to increasing amplitudes (Vac) of microwave radiation (Ω/2π = 5.6

GHz), as predicted by Eq. (6.58). The circuit parameters chosen were resonant fre-

quency f = 9 GHz, number of coupled modes k = 3, junction capacitance CJ = 5

fF, critical current Ic = 1 nA, and load resistance RL = 50 Ω. The parameters

for each plot were (a) R∞ = 50 Ω so that r = 1, and (b) R∞ = 500 Ω so that

r = 0.1. Bright spots are high conductance regions (peaks) and the dark spots are

low conductance regions (dips) in the conductance curves.
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Ic = 1 nA, and RL = 50. The bright areas are high conductance regions (peaks)

and the dark spots are negative conductance regions (dips) in the dI/dV curves.

The bright spots are separated on the x-voltage scale by h̄Ω/2e, indicating that the

Cooper pairs tunnel into distinct energy states.

6.9 Conclusions

In this Chapter, I have summarized the factors governing the dynamics of

fluctuation-dominated tunneling in small capacitance Josephson junctions coupled

to a low-impedance environment. In the next Chapter, I present data that was taken

with our millikelvin STM in this regime and compare my results to the theory.
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Chapter 7: Measurements of Photon-Assisted Incoherent Cooper Pair

Tunneling in a Josephson STM

7.1 Introduction

STM studies with superconducting tips and samples are relatively rare, and

all the studies reported to date have apparently been conducted at temperatures

between 2.1 and 4 K [24, 113, 114]. At extremely low junction resistances these

experiments have yielded minute zero bias conductance peaks that match the classi-

cal fluctuation dominated form theoretically predicted in the limit of small junction

capacitance and critical current, as described in Section 6.6 [28, 29, 31, 114, 153].

These s-shaped I-V characteristics are smooth and display no evidence of resonant

tunneling due to single charge effects as predicted by P (E) theory at T = 0 (see

Chapter 6). This is not surprising given that the instruments used in these studies

operate in the 2-4 K range, and likely have significantly higher noise temperatures.

Furthermore, direct proof that the charge carriers in these experiments are Cooper

pairs rather than quasiparticles has not been demonstrated.

In this Chapter, I present measurements obtained with Nb tips and a Nb(100)

sample in our millikelvin STM that are consistent with P (E) theory as described
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in Section 6.8.2. Our junction’s effective temperature of ∼ 185 mK corresponds to

an energy resolution that is lower by at least a factor of 10 than previous supercon-

ducting STM studies. At these temperatures our STM displays dissipation due to

resonant pair tunneling with loss due to the ultra-small STM junction exchanging

energy with the electromagnetic environment it is embedded in. Furthermore, by

irradiating the STM junction with microwaves, I observed photon assisted incoher-

ent pair tunneling that shows that the charge carriers in an STM S-I-S junction at

small biases are Cooper pairs with a charge of 2e.

7.2 Resonant tunneling

Figure 7.1 shows a topographic image of a Nb(100) sample taken with a Nb

tip. The sample was prepared by heating it to ∼ 600◦ C for 10-12 hours at a time

for 9 consecutive days with 2 keV Ar ions. Once most of the polishing grains had

been removed, the sample was sputtered with 1keV Ar ions at a temperature of 600◦

C for a 2-3 hours before transferring it into the STM.

Figure 7.2 shows a series of I-V characteristics and corresponding conductance

curves measured with a Nb tip on the Nb sample in Fig. 7.1 at 30 mK and at tunnel

resistances ranging from 1.1 MΩ to 20 MΩ. The tunnel resistance for each curve

was determined by setting the bias voltage to 2 mV, and fixing the set point tunnel

current to a value, for example 0.1 nA to yield a tunnel resistance of 20 MΩ. The

feed back was then disabled to keep the tip-to-sample distance fixed. The voltage

was swept from −1 to 1 mV, and the I and dI/dV values recorded for points 5 µV
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5 nm!

Figure 7.1: Topographic image of Nb(100) sample scanned with a Nb tip, at a bias

voltage of V = 100 mV, and a tunnel current of I = 100 pA.
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apart. The feedback was then turned on, the junction resistance changed by fixing

a new current set point, and the process repeated for current values between 0.1

and 2 nA to get the corresponding tunnel resistances.

The data in Fig. 7.2 is in strong qualitative agreement with the curves gener-

ated using the P (E) theory described in Section 6.8.2. In the theory, the positions

of the peaks on the x-axis are determined by the resonant frequencies of the normal

modes of the circuit that the junction is embedded in. We may think of these as

dissipation channels, i.e., tunneling Cooper pairs lose energy at these frequencies via

the emission of microwave photons into resonant modes of the circuit. We measured

similar I-V and dI/dV characteristics at a dozen or more locations on the sample

shown in Fig. 7.1. The positions of the peaks on the x-axis—corresponding to the

energies at which dissipation occurred—were remarkably consistent. This indicates

that in this case the dissipation was independent of the sample, and is consistent

with our analysis that our data is explained by coupling between the STM junction

and resonant modes of the circuit.

Quantitative differences between the theory and the data are inevitable be-

cause the precise electrical nature of our circuit is unknown. Although the model

described in Chapter 6 assumed a finite transmission line terminated by a load re-

sistance RL, our circuit could be better modeled by several transmission lines with

load impedances ZL that have reactive components. Furthermore, the theory was

calculated for T = 0 K, whereas the temperature of our STM junction is between

30 and 180 mK. Nevertheless, our data appears to be well described by the P (E)

theory. In order to confirm this I performed an experiment to measure the junction’s
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Figure 7.2: (a) I vs. V and (b) corresponding lock-in measurement of normalized

conductance G/Gn measured at 30 mK with a Nb tip and Nb(100) sample at dif-

ferent tunnel resistances. The tunnel resistances were set at 2 mV.
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response to microwave photons, as described in Sections 7.3 and 7.4.

7.3 Photon assisted quasiparticle tunneling

Photon assisted quasiparticle tunneling has been studied extensively in S-I-

S junctions and in single electron transistors (SETs) over the last four decades

[159–165]. In a junction driven by microwaves of frequency Ω the time averaged

quasiparticle current is given by [140]

Īqp =
∞∑

k=−∞

J2
k

[
eV1

h̄Ω

]
Iqp

[
V0 −

kh̄Ω

e

]
, (7.1)

where V1 is the amplitude of the ac voltage across the junction due to the microwaves,

V0 is the dc bias voltage, Jk is the kth Bessel function, and Iqp is the quasiparticle

current when no microwaves are applied. The effect of microwave radiation can be

interpreted as causing a splitting of an unirradiated energy level with energy ε into

levels ε ± kh̄Ω, that correspond to the absorption or emission of k photons. The

probabilities of tunneling into each state is given by J2
k [eV1/h̄Ω]. While a smooth

ohmic I-V curve will exhibit no features in response to microwave radiation, a non-

ohmic I-V characteristic with sharp features will respond under microwave radiation

by developing features shifted by ±kh̄Ω/e from the original positions along the

voltage axis.

7.4 Photon assisted incoherent pair tunneling

Photon assisted Cooper pair tunneling is qualitatively similar to the quasipar-

ticle case discussed in Section 7.3. However, for Cooper pairs, the sharp features

152



seen in the presence of microwaves will be shifted by ±kh̄Ω/2e, which is one half

the spacing of the quasiparticle case. The microwave response may thus be used to

discern the charge of the carriers responsible for the tunneling current. The equation

for the Cooper pair current through a junction driven by microwaves at frequency

Ω is given by

Ī =
∞∑

k=−∞

J2
k

[
2eV1

h̄Ω

]
Is

[
V0 −

kh̄Ω

2e

]
, (7.2)

where Is is the Cooper pair current in the absence of microwaves, V1 is the amplitude

of the microwave voltage across the junction, V0 is the dc bias voltage, and Jk is

the kth Bessel function. This lends itself to a physical interpretation similar to

the quasiparticle case; peaks in the I(V ) characteristic are generated due to the

absorption and stimulated emission by Cooper pairs of k photons with probability

J2
k .

In order for an individual Cooper pair to emit or absorb microwave photons,

charge coherence is required. This is relatively easily obtained in an ultra-small

STM junction for C ≈ 1 fF and Ic < 1 nA, and subject to voltage fluctuations that

destroy phase coherence. If we want to apply Eq. (7.1) and (7.2) to distinguish pairs

from quasiparticles, a second requirement is the presence of sharp features in the

I-V curve, as well as the energy resolution necessary to resolve them. The former

are expected from P (E) theory if the junction is connected to bias leads that have

transmission line resonances. If the bias circuit can be modeled, P (E) theory can be

used to calculate the probability of an ultra-small capacitance junction dissipating

energy E via resonant coupling between the STM junction and electromagnetic
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modes [131, 132].

7.4.1 The incoherent vs. coherent junction response to microwaves

I note that phase coherence present in macroscopic Josephson junctions pre-

vents individual Cooper pairs from emitting and absorbing photons. For a classical

macroscopic junction, the phase φ can be treated as a well-defined classical vari-

able. In this limit a synchronization of the junction’s Josephson frequency with the

incident microwaves produces Shapiro steps, as described in Section 6.4 [151].

While the coherent supercurrent behavior of Shapiro steps has its roots in

the ac Josephson effect, the junction dynamics captured by our STM are due to

the absorption and stimulated emission of microwave photons by individual Cooper

pairs. One way to distinguish the two phenomena experimentally, is by measuring

variations in the current as a function of applied microwave power. The current

in the case of incoherent pair tunneling is proportional to J2
k (see Eq. (7.2)), while

the height of a Shapiro step varies as just Jk. This is a key point that allowed us

to distinguish photon assisted incoherent pair tunneling in our STM from the more

traditionally expected Shapiro steps. Also, it should be noted that Shapiro steps

on an I(V ) curve appear only when microwaves are applied and are truly vertical,

whereas the peak-features we see are present at zero power and have widths that

are determined by the microwave resonances that cause them.
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7.4.2 Incoherent pair tunneling: Microwave amplitude dependence

In this Section I present conductance measurements of the supercurrent re-

sponse of a Nb-Nb STM junction as a function of microwave amplitude. Microwave

radiation was generated by an Agilent N5183A microwave generator and transmit-

ted to the STM cavity via an unfiltered dc thermometer line, which undoubtedly

had several impedance mismatches. A Stanford Research SR830 lock-in amplifier

was used to obtain conductance G = dI/dV0 vs. V0 data because they provide a

better signal to noise ratio than the I-V0 curves. The lock-in measurement consists

of adding a small sinusoidal voltage Vm sin(ωmt) to V0 and measuring the amplified

current response to the modulation. The modulation frequency fm = ωm/2π was

set to 1.9 kHz, so that it was much larger than that of the feedback loop, and much

smaller than that of the microwaves applied, and thus would interfere with neither.

For each set of measurements, the amplitude of the modulation Vm was typically

chosen to be less than half the difference between two successive bias voltage mea-

surements. For example, when I took a curve with 500 measurements at equally

spaced voltages between V0 = 1 mV and V0 = −1 mV, the difference in bias voltage

between any two successive points was 0.4 µV. The amplitude Vm for such a data

set was fixed at 0.1 or 0.2 µV. Each measurement was typically averaged over 30-

60 milliseconds, and the entire conductance curve typically took ∼ 10 seconds to

measure.

I found that the microwave amplitude “seen” by the junction was extremely

frequency dependent, which was not surprising given the line we used. For the
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most part, frequencies above 7.9 GHz did not result in a measurable change in the

current through the STM junction, although I was able to obtain one data set at

8.5 GHz. The peaks at frequencies below 3.8 GHz were difficult to resolve because

I was limited by the energy resolution of our STM. Furthermore, the power of the

applied microwaves that produced a junction response had to be greater than 0 dBm

at the source in order to produce a measurable effect at any frequency, suggesting

a significant attenuation in our experimental setup.

Figure 7.3 shows a series of conductance curves taken with a Nb tip [98] and

a Nb(100) sample. The STM junction was driven by 5.6 GHz microwaves. Starting

with zero microwave power, each successive curve was measured at source microwave

amplitudes (Vac) that increased in steps of 25 mV from 0 to 3 V. The frequency and

amplitude of the lock-in signal were carefully chosen so that they would not interfere

with the measurement as described above. Figure 7.3 shows that as the microwave

amplitude increased, additional peaks appear in the conductance curve separated

by voltages of V0 = h̄Ω/2e. Each horizontal line corresponds to a single conductance

curve, divided by the standard deviation Grms of that curve. The peaks are high

conductance regions, and the dips are negative conductance regions. The zeros of

the conductance in between the peaks and valleys correspond to peaks in the I-V

curve. According to P (E) theory these are due to pair tunneling events with the

absorption or stimulated emission of energy nh̄Ω/2e that occur with probability

proportional to J2
n(2eV1/h̄Ω).

Figure 7.4 shows false color plot that illustrate the normalization and bias

offset correction of the data. Figure 7.4(a) shows a false color plot of the raw con-
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Figure 7.3: Measured conductance G divided by Grms versus bias voltage V0 taken

at 30 mK with the outer tip Nb-Nb STM junction under irradiation by 5.6 GHz

microwaves. The amplitude of the applied voltage Vac varies from 0 V (blue) to

3.0 V (red) in steps of 0.1 V. Successive curves are offset by 0.025 V on the y-axis.

Vertical grey lines are spaced ∆V0 = h̄Ω/2e = 11.6 µV apart and coincide with

emerging peaks in conductance, indicating that the charge of the carriers is 2e.
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ductance data corresponding to Fig. 7.3. The lightest yellow parts depicting peaks

in conductance, and the darkest navy blue parts depicting dips. Figure 7.4(b) shows

a false color plot of the same data, with each line divided by its standard deviation

Grms. By comparing Figs. 7.4(a) and 7.4(b), one can see that “normalizing” each

curve in this way makes it easier to follow features from one curve to the next. Fig-

ure 7.4(c) shows a false color plot of the normalized data set with the offset in bias

voltage on the x-axis removed for each line. Again, this was done to aid comparisons

between curves.

Figure 7.5(a) is the false color plot shown in Fig. 7.4(c), presented again to

allow comparison with Fig. 7.5(b), which shows the expected response of the STM

junction based on Eq. (7.2). To generate the simulated plot in Fig. 7.5(b), I used the

first line of conductance data, measured in the absence of microwaves, to generate

each successive line by applying the derivative of Eq. (7.2) with respect to V0,

G =
dĪ

dV0

=
∞∑

k=−∞

J2
k

[
2eV1

h̄Ω

]
dIs

dV0

[
V0 −

kh̄Ω

2e

]
. (7.3)

Notice that the Bessel functions in this expression are not a function of bias voltage.

Once again, each simulated curve was divided by its standard deviation Grms to allow

direct comparison with the data in Fig. 7.5(a). I note that the only parameter that

was adjusted to simulate the data was the overall scale factor for Aµ = V1/Vac that

determines the ratio of the amplitude of the microwave voltage across the junction

compared to the amplitude Vac applied at the source. To generate Fig. 7.5(b), we

set Aµ = 5.43 × 10−5. Comparing Fig. 7.5(b) to the data in Fig. 7.5(a), we see

excellent agreement, indicating that the current is due to incoherent pair tunneling
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Figure 7.4: (a) False color plot of raw conductance data G versus dc bias voltage

V0 shown in Fig. 7.1. Microwave frequency is 5.6 GHz, and microwave amplitude

Vac ranges from 0 to 3 V. Each line corresponds to a conductance curve with yellow

representing the positive peaks and dark blue representing the negative dips.

(b) False color plot of data shown in (a) with each conductance curve G divided by

Grms of that line. (c) False color plot of normalized data shown in (b), with the bias

offset corrected for each line.
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Figure 7.5: (a) False color plot of measured conductance G divided by Grms versus dc

bias voltage V0 in Fig. 7.1. Microwave frequency is 5.6 GHz, and microwave ampli-

tude Vac ranges from 0 to 3 V. (b) Simulated false color plot assuming charge carriers

are Cooper pairs. The measured conductance curve in the absence of microwaves and

Eq. (7.2) were used to generate each successive curve withAµ = V1/Vac = 5.43×10−5.

(c) Simulated false color plot assuming the charge carriers are quasiparticles with

charge e. The measured conductance curve in the absence of microwaves and Eq.

(7.1) were used to generate each successive curve with with Aµ = 5.43× 10−5. The

data (a) strongly resembles (b) but not (c).
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rather than coherent Shapiro steps. From the data we can also determine that the

charge carriers are Cooper pairs because the voltage spacing between the peaks is

h̄Ω/2e. In contrast, Fig. 7.5(c) shows the corresponding simulation assuming the

charge carriers are quasiparticles with charge e. The voltage spacing in this case is

twice that for Cooper pairs, and disagrees strongly with the data.

We also measured the STM junction’s response to microwaves of a higher

frequency. Since the voltage spacing between the conductance peaks is expected

to scale with frequency, the steps should be easier to resolve provided sufficient

power reaches the junction. Figure 7.6 shows a series of normalized conductance

curves measured at 8.5 GHz as the applied microwave amplitude Vac was increased

from 0 V to 4.0 V at the source. Once again, each measured conductance curve

was normalized by dividing it by its standard deviation. The gray lines spaced

h̄Ω/2e = 17 µeV apart can be seen once again to coincide with the peaks that

appear as the microwave amplitude is increased. The corresponding false color map

shown in Fig. 7.7(a), and the simulated false color map based on the curve measured

at 0 microwave power and Eq. (7.2) is shown in Fig. 7.7(b). For this simulation, I

used Aµ = 2.36× 10−5

To rule out the possibility of this being a junction specific phenomenon, I used

the second Nb tip in our dual-tip STM to confirm the results. Figure 7.8(a) shows

a false color plot of conductance measurements taken with the inner STM tip with

8.5 GHz applied microwave radiation, and Fig. 7.8(b) shows the false color plot

generated using Aµ = 1.63× 10−5. Close comparison of Figs. 7.7(a) (outer tip) and

7.8(a) (inner tip) reveal small differences. Since each tip of our STM is connected
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Figure 7.6: Measured conductance G divided by Grms versus bias voltage V0 taken

at 30 mK with the outer tip Nb-Nb STM junction under irradiation by 8.5 GHz

microwave radiation. The amplitude of the applied voltage Vac is varied from 0 V

(blue) to 4.0 V (red). Successive curves are offset by 0.1 V on the y-axis. Vertical

grey lines are spaced ∆V0 = h̄Ω/2e = 17 µeV apart. They coincide with high-power

peaks in conductance, indicating that the charge of the carriers is 2e.
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Figure 7.7: (a) False color plot of measured conductance curves G divided by Grms

versus bias voltage V0. This data is the same as in Fig. 7.4. Data was taken at 30 mK

with outer Nb STM tip. Microwave frequency is 8.5 GHz, and microwave amplitude

Vac at the source ranges from 0 to 4 V. Each line corresponds to a conductance curve

with yellow representing the positive peaks and dark blue representing the negative

dips. (b) Simulated false color plot generated using the measured conductance curve

in the absence of microwaves and Eq. (7.2) to generate each successive curve with

Aµ = V1/Vac = 2.36× 10−5.
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Figure 7.8: (a) False color plot of measured conductance curves G divided by Grms

versus bias voltage V0. Data was taken at 30 mK with inner STM tip. Microwave

frequency is 8.5 GHz, and microwave amplitude Vac ranges from 0 to 4 V. Each line

corresponds to a conductance curve with yellow representing the positive peaks and

dark blue representing the negative dips. (b) Simulation of false color plot generated

using the measured conductance curve in the absence of microwaves and Eq. (7.2)

to generate each successive curve with Aµ = V1/Vac = 1.63× 10−5
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to its own set of current and piezo leads, the resonances and impedance seen by the

tips are different, leading to minor differences in the conductance curve measured at

zero microwave power. Nevertheless, the phenomenon was remarkably reproducible.

7.4.3 Incoherent pair tunneling: Microwave frequency dependence

In addition to the characterizing the response of the fluctuation-dominated

supercurrent to microwave amplitude, I also measured the conductance versus bias

voltage as a function of frequency. At most frequencies below 3.8 GHz, changes in

conductance were difficult to resolve, and at frequencies above 7.8 GHz, I did not

see any change in the conductance even at 25 dBm of applied microwave power.

However, within this frequency range, the conductance curves indicated that the

microwave amplitude across the junction V1 varied significantly.

Figure 7.9 shows a gray scale plot of the conductance data, taken between 3.8

and 7.8 GHz. Figures 7.10-7.12 show measured data and fits to theory for some of the

lines in the gray scale plot. The fits use Eq. (7.3) and the interpolated curve in the

absence of microwaves shown in Fig. 7.10(a). The good agreement between the fit

and the data is striking. The main fitting parameter for each curve is Aµ = V1/Vac.

Two other fitting parameters were also used – a small offset in V0 to compensate

for drifts in the bias voltage, and an overall scale factor (y-axis) to compensate for

small variations in tunnel resistance from one data-set to the next. The fits yielded

microwave amplitudes ranging from to 10-150 µV at the junction, corresponding to

attenuation ratios Aµ ∼ 10× 10−6 to 35× 10−6.
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Figure 7.9: Gray scale plot of dI/dV0 vs. V0 measurements as a function of the

microwave frequency f . Data was taken with the outer Nb tip and Nb(100) sample

at 30 mK, and with a source microwave amplitude of Vac = 3.976 V. Each line

corresponds to a conductance curve measured at a different frequency with white

representing the peaks and dark gray representing the dips. The large variation

in peak features indicate that the transmission of microwaves varies greatly with

frequency.
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Figure 7.10: (a) Measured conductance G/Gn vs. bias voltage V (black dots) taken

with outer Nb tip and Nb(100) sample at 30 mK in the absence of microwaves.

The red curve was interpolated from the data. (b) Black points show conductance

measurements taken with applied microwave power Pac = 25 dBm (Vac ≈ 3.97 V),

and microwave frequency f = Ω/2π = 4.3 GHz. The red curve is fit to Eq. (7.3)

using the interpolated curve from (a). The fit yielded V1 = 64.84 µV or equivalently

Aµ = 16.3× 10−6.
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Figure 7.11: Black points show conductance measurements taken with outer Nb tip

and Nb(100) sample at 30 mK, and with applied microwave power Pac = 25 dBm

(Vac ≈ 3.97 V). The applied microwave frequencies are (a) 4.4 GHz and (b) 4.5 GHz.

The red curve is fit to Eq. (7.3) using the interpolated curve from Fig. 7.9(a). The

fit yielded V1 = 20.78 µV (Aµ = 5.2× 10−6) and V1 = 40.55 µV (Aµ = 10.2× 10−6)

respectively.
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Figure 7.12: Black points show conductance measurements taken with outer Nb tip

and Nb(100) sample at 30 mK, and with applied microwave power Pac = 25 dBm

(Vac ≈ 3.97 V). The applied microwave frequencies are (a) 4.7 GHz and (b) 5.0 GHz.

The red curve is fit to Eq. (7.3) using the interpolated curve from Fig. 7.9(a). The fit

yielded V1 = 125.91 µV (Aµ = 31.69× 10−6), and V1 = 15.6 µV (Aµ = 3.92× 10−6)

respectively.
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7.5 Conclusions

In conclusion, at ultra low temperatures I found that the charge carriers re-

sponsible for sharp sub-gap features observed in our superconducting STM were

Cooper pairs. Our microwave technique offers the potential to directly identify the

charge carriers responsible for specific features, as long as there are sharp voltage-

dependent features present in the conductance data. With such sensitivity to the

charge of the carriers, one could create novel images. For example, vortex cores,

small normal regions, or the effects of single magnetic spins could be probed by

mapping out normal and superconducting regions of samples via the presence of

carriers with charge e.

My data also indicates that the microwave response of an ultra-small junction

may be used to calibrate the microwave voltage V1 across the junction. As the

microwave amplitude is increased, the junction responds in a precise and predictable

manner. The data sets measured above could be simulated by manipulating a single

parameter Aµ = V1/Vac. The measurement technique described could also provide

a way to attain position-dependent local voltage measurements on a sample, and

possibly allow imaging of frequency dependent loss. This could be of interest in

studying the effect of molecules or defects that have sharp resonances [166].

Finally, the conductance curves measured in the absence of microwaves lend

insight into dissipation channels associated with circuit resonances and other high

frequency loss mechanisms. In particular, these results suggest that an ultra-small

junction may be used to probe microwave loss and circuit resonances in cryogenic
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circuits. When combined with the spatial resolution of an STM, this might pave the

way to a novel technique of imaging local nano-scale sources of frequency dependent

loss at ultra-low temperatures. Such a technique may be particularly interesting in

superconducting qubit research.

171



Chapter 8: Conclusions

8.1 Summary

In this dissertation I described the design, realization and characterization of

a dual tip STM that operates at temperatures as low as ∼ 30 mK. I also described

a novel plasma based Nb tip fabrication technique that yields STM tips that are

superconducting, atomically sharp, and mechanically robust enough to take spec-

troscopic maps at low tunneling resistances. With these tips I tested the mechanical

stability of our mK STM and took spectroscopy data that I used to estimate the ef-

fective temperature of the STM junction. Finally, with these Nb tips and a Nb(100)

sample, I operated a Josephson STM—i.e., an STM using tunneling Cooper pairs

rather than quasiparticles to probe a superconducting sample.

In particular, in Chapter 7 I described how I used the enhanced spectro-

scopic resolution available at 30 mK to resolve peaks in the fluctuation-dominated

supercurrent at sub-gap voltages. My analysis indicated that these peaks in the

I-V characteristics are due to the incoherent tunneling of Cooper pairs at reso-

nant frequencies determined by the electromagnetic environment that the junction

is embedded in. Such I-V characteristics cannot be explained by the classical phase

diffusion model, and it was necessary to use the quantum mechanical P (E) theory
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to understand our data.

Finally I was able to identify the charge carriers in this regime as Cooper pairs

with charge 2e, by measuring the response of the STM junction to microwaves. The

current in this situation was due to the incoherent tunneling of Cooper pairs. The

pairs individually absorb k photons of energy h̄Ω where Ω is the frequency of the

microwaves.

8.2 Future work

Having characterized the dynamics of fluctuation-dominated pair tunneling

in an S-I-S STM junction at millikelvin temperatures, the next major step in the

project is to explore how we might stabilize the phase to yield a true supercurrent in

our STM. In fact, our instrument was designed to be compatible with modifications

that would be necessary to map out the gauge invariant phase difference on the

surface of a superconducting condensate. If two superconducting tips are connected

via a flexible superconducting wire they form a SQUID loop with a superconducting

sample. By coupling the two STM tips in this way, the phase of a single ultra-small

Josephson junction (such as that formed by a single superconducting STM tip and

sample) may be stabilized enough to produce a true supercurrent. Additionally the

second STM tip would provide a reference point against which the gauge invariant

phase difference may be measured as a function of position. In the remaining Sec-

tions, I discuss the feasibility and design parameters necessary to realize a Josephson

phase STM.
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8.3 Measuring the gauge-invariant phase difference on a supercon-

ducting sample

Ever since the debate over the underlying mechanism producing superconduc-

tivity in the high Tc superconductors began in the late 1980’s, there has been an

interest in phase sensitive experiments that can directly probe the pairing symme-

try in these materials. Since then many experiments have probed the anisotropy of

the gap by measuring the magnitude of the order parameter [167–171]. However,

Van Harlingen et al. [172] were the first to by probe the relative phase of the order-

parameter as a function of k-space direction, which unambiguously determined the

symmetry of the pairing state in YBCO crystals.

The corner-SQUID experiment was first suggested in the late 1980’s [173, 174],

and relied on three key ideas. The first was that Josephson tunnel junctions can

serve as directional probes of the gauge invariant phase inside the crystal (i.e.,

they provide a measure of the order parameter perpendicular to the crystal face).

The second was that YBCO was expected to display a sign change in the order

parameter in the a and b lattice directions if it was a d-wave material. The third

key idea was that the phase coherence of the order parameter in a SQUID with two

junctions meant that the wave function of the superconducting condensate had to

to be single-valued. This leads to the phase constraint

φa + φb + 2π

[
Φ

Φ0

]
+ δab = 0, (8.1)

where φa and φb are the gauge invariant phase differences across the junctions on the
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a and b faces of the crystal. The magnetic flux in the loop is given by Φ = Φext +LJ

where Φext is the externally applied flux, and LJ is the flux induced due to the

inductance L of the SQUID loop and the circulating current J . The term δab is the

intrinsic phase shift inside the crystal between the a and b directions. For an s-wave

superconductor, δab = 0 whereas for a d-wave superconductor δab = π.

The experiments on YBCO described in references [172, 175, 176] revealed

that δab = π, thus providing direct evidence for the d-wave pairing state in YBCO.

Our proposal [33] to use a dual tip STM at millikelvin temperatures to map out

the gauge invariant phase difference on superconducting samples built on the idea

behind these phase-sensitive dc SQUID experiments. The main difference was that

while a pre-fabricated corner dc SQUID is composed of fixed junctions, an STM with

two independent tips offers the ability to position the junctions on the sample, and

obtain phase data with atomic scale spatial resolution. An STM in which the two

tips are connected to form a dc SQUID thus offers the potential for a novel atomic

scale phase imaging technique that could be used to map out phase variations across

grain boundaries, as well as near magnetic vortices, and single atom defects or other

local perturbations.

8.4 Phase stabilization to produce a true supercurrent in a Josephson

STM

One of the first questions that needs to be addressed while designing an STM to

image atomic scale variations in the order parameter of superconducting samples,
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is whether an ultra-small STM S-I-S junction can sustain a true phase-sensitive

supercurrent rather than an incoherent supercurrent like feature. In this Section

I discuss how the phase of an ultra-small superconducting STM junction at mK

temperatures can be stabilized.

8.4.1 Reducing the quantum mechanical uncertainty in the phase

Our approach to reducing the uncertainty in the phase difference across the

ultra-small STM junction involves connecting the junction to the second STM tip

with a superconducting wire so that they form a SQUID with the sample.

Why this stabilizes the phase across the first tip can be seen by considering

the Hamiltonian of the system. For an isolated current biased Josephson junction

[33],

H =
p2

2m
− EJ cos(γ)− IΦ0

2π
γ, (8.2)

where p = C(Φ2
0/2π)dγ/dt, m = CΦ0/4π

2, and EJ = Φ0Ic/2π. For zero bias, and

small excursions of γ̃ around the minimum γ0 in a potential well, the potential is

approximately harmonic, and we can write

H ≈ p2

2m
+
EJ

2
γ̃2 (8.3)

The energy states of this system are En = (n + 1
2
)h̄ωp. Here ωp is the plasma

frequency of the junction or 0 to 1 transition frequency and is given by

ωp =

√
ECEJ

h̄
=

√
2πIc

Φ0C
(8.4)

At temperatures T � h̄ω/kB, we expect the system to be in its ground state.
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The ground state wave function for a harmonic oscillator is

Ψ0(γ) =
mωp
πh̄

exp

(
−mωpγ2

2h̄

)
. (8.5)

Since p and γ are conjugate variables, they obey the uncertainty principle

σpσγ ≥
h̄

2
. (8.6)

where σp and σγ are the uncertainties in the canonical momentum and position,

respectively. From Eq. (8.5), one can find that the uncertainty in γ in the ground

state is

σγ ≥
√

h̄

2mω
=

(
2e3

Ich̄C

)1/4

. (8.7)

We note that the uncertainty in γ is inversely proportional to the fourth root

of the junction’s critical current Ic and capacitance C. For an STM tip of radius

10 nm, at a tunneling distance of 1 nm, with a capacitance of 3× 10−18 F, and an

expected critical current of Ic = 1 nA, one finds that the minimum uncertainty is

σγ ≈ 4π. Such a large uncertainty in phase results in the supercurrent Ic〈sin(γ)〉

being almost completely suppressed.

In order to produce a measurable supercurrent in an STM junction, we need

to reduce the uncertainty in γ. Equation (8.7) suggests that this could be done

by increasing the capacitance C of the STM junction, the critical current Ic, or

both. The STM junction may be approximated as a parallel plate capacitor with

a capacitance C ≈ ε0A/d where A is the area of the junction plates and d is the

tip-sample separation. However in an STM setup there is a limited range over which

A or d can be adjusted. STMs typically operate at relatively high tunnel resistances
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of ∼ 1 MΩ–1 GΩ, with tip-sample separations of ∼ 1 nm. The tunnel resistance

may be lowered by pushing the tip into the sample, but this can damage the sample

surface or pick loose atoms off of it that remain on the tip. Since the operation of

an STM relies on the STM tip being ultra-sharp with an ideal radius of curvature

below 100 nm, it is not a good idea to push the tip into the sample. Increasing

the radius of curvature of the STM tip would increase its capacitance, but typically

results in reduced spatial resolution while scanning.

To increase the capacitance of the STM junction, one could consider attaching

a shunting capacitance Cshunt across the ultra-small STM junction, so that the total

capacitance of the junction is C + Cshunt. One way to do this is by shaping the

parts of the tip that are not tunneling to give added capacitance to the sample.

However, engineering this with the precision necessary is non-trivial. The junction

is formed after the STM tip travels a distance of ∼ 1 mm into tunneling distance,

and one has little control over its final configuration. If the tip has a broad base

with a small pointed cone of height ∼ 500 nm, then even slight deviations from a

perfectly perpendicular approach will result in the blunter part of the tip (rather

than the sharp apex) making tunneling contact with the sample first. Thus STM

tips typically have a cone angle of 20-40◦ to ensure that only the very tip of the apex

makes tunneling contact with the sample. This is a key requirement for obtaining

atomic resolution topographic images with features that are not blurry or doubled.

Furthermore, STM tips typically need to be cleaned via field emission before they

are used to take data. Field emission is a fairly violent and uncontrolled process

that blows off the apex of the tip, leaving behind a new and usually cleaner tip. An
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STM tip design will need to take this into account.

An alternate approach that could be used is to effectively increase the critical

current Ic through the junction to reduce the uncertainty in phase. One way to do

this in effect is by connecting a large junction (the second tip) in parallel with the

ultra-small STM junction and connecting them via a superconducting wire to form

an asymmetric SQUID loop [19]. This configuration effectively couples the phase of

the small junction to the phase of the large junction, much as if the small junction

was part of a single junction with a larger critical current. The magnitude of the

phase stabilization depends on the coupling strength (inversely proportional to the

inductance) between the two junctions and the critical current of the large junction.

I will omit the details of the derivation outlined in reference [19], and simply present

the key result—the minimum uncertainty in the phase difference γ1 across the small

junction J1 of the SQUID is [19, 33] is

σγ ≈
√

2e2

h̄

(
C

LJ1
+

C

L+ LJ2

)−1/4

=

(
2e3

h̄I ′cC

)1/4

(8.8)

where the effective critical current of the ultra-small STM junction is given by

I ′c = Ic1 + Φ0/2πL for LJ1 � L. Here LJ1 and LJ2 are the Josephson inductances

of the two junctions, and L is the inductance of the circuit. For example, for an

STM junction with Ic2 = 1 nA, increasing the junction capacitance to 6 fF and

choosing a large junction with Ic = 1 µA, and a loop inductance L = 1 nH, the

effective critical current is I ′c = 0.33 µA, and the uncertainty in phase is reduced to

σγ ≈ 0.44 radians, or 25◦.

Considering a single ultra-small junction such as that of a single-tip STM, it
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is important to note that the above discussion on reducing the quantum uncertainty

in the phase γ assumes that the system is in its ground state, which is true if

h̄ωp � kBT and there is sufficiently small external noise. In general, the system will

be in a superposition of the ground and excited states. Ignoring anharmonicity, the

wave function of the nth excited state is

ψn(x) =
1√
2nn!

(mωp
πh̄

)1/4

exp

(
−mωpx

2

2h̄

)
Hn

(√
mωp
h̄

x

)
, (8.9)

and σγ ∝ (IcC)−1/4 which is the same dependence as the ground state. Thus,

designing the system so that the capacitance, critical current, or both are increased

still leads to a reduced width (or uncertainty) of γ in higher energy states that would

be occupied at non-zero temperatures.

8.4.2 Proof of principle experiment

Before the dual tip mK STM described in this thesis was built, an experiment

was done to see if the quantum mechanical uncertainty in the phase difference across

a small junction could be reduced by coupling it to a large junction via an inductance.

The experiment by Dan Sullivan et al. [19] was performed between 30 and 400 mK

on the same dilution refrigerator subsequently modified and used for the mK STM.

The I-V characteristics of an ultra-small 100 nm, thin-film Al-AlOx-Al junction

were first measured, and seen to exhibit phase diffusion and a greatly suppressed

supercurrent. This junction was then connected in parallel with a much larger

junction to form a SQUID as shown in Fig. 8.1(a). The switching current Ic versus

applied bias flux Φa of the SQUID was then measured. To measure the switching
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current, the flux in the SQUID was set by applying a fixed current IΦ to a coil,

the bias current Ib was ramped and the current Ic at which the device switched to

the voltage state was recorded. This process was repeated ∼ 104 times to yield a

switching histogram for a given value of IΦ. IΦ was then set to a new value, and the

entire process repeated.

Figure 8.1(b) shows the change in the average measured switching current

∆Ic versus the current IΦa used to apply flux Φa at 50 mK. The modulation in the

switching current indicates that the full ∼ 1 nA supercurrent through the small

junction is adding to or subtracting from the ∼ 1 µA current of the large junction.

The data confirmed that while the supercurrent in an ultra-small junction is in

fact suppressed due to phase diffusion, it is fully measurable when the junction

is part of a SQUID designed with suitable parameters. Even more importantly,

the experiment also confirms that the relative phase of the currents through the

junctions is measurable, i.e. the total current depends on the flux in the SQUID

loop.

8.4.3 Reducing thermally induced phase diffusion

Consider again an individual ultra-small junction. Section 8.4.1 addressed the

problem of phase diffusion in ultra-small junctions due to the fundamental uncer-

tainty in the phase γ arising from Heisenberg’s uncertainty principle. The quantum

mechanical uncertainty in phase is present at T = 0 as well as at higher temper-

atures. However, in an experimental setup, the STM junction is not isolated, nor
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Figure 8.1: (a) SEM image of asymmetric dc SQUID used in the experiment by

Dan Sullivan et al. [19]. (b) change in the switching current ∆Ic versus applied

flux Φa measured at 50 mK. A true supercurrent of ∼ 1 µA was present, and the

data shows a clear modulation of ∼ ±1 nA as the flux varied, indicating phase

stabilization across the small junction.
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is it at T = 0 K. Rather, it is coupled to a heat bath as well as to an external

circuit. Thus in addition to quantum uncertainty in the phase, it will be subject to

thermally induced phase-diffusion, as described in Chapter 6. The classical phase

diffusion model is based on the premise that thermal fluctuations in the environment

cause the phase to undergo a random walk. This results in fluctuation-dominated

tunneling and a highly suppressed “supercurrent” with a finite slope.

All of the Josephson STM studies to date have apparently been implemented

at temperatures between 2-4 K, and they were uncontroversially in the thermally

phase diffusive regime [25–29, 31, 113, 114]. Although it has been suggested that a

millikelvin Josephson STM might circumvent this problem [21], we are (to the best

of my knowledge) the first group to have attempted to implement one. The STM

junction temperature is crucial in determining the junction dynamics because lower

temperatures allow the observation of pair tunneling at higher junction resistances.

This may be demonstrated by considering the conditions for which thermal effects

dominate the other energy scales (EJ and EC) in the system.

For a symmetric superconducting junction, the Ambegaokar-Baratoff formula

gives [138]

IcRN =
2e

h̄
EJRN =

π

2e
∆(T ) tanh

[
∆(T )

2kBT

]
, (8.10)

where RN is the tunneling resistance of the junction in the normal state. Ideally,

the Josephson coupling energy, EJ = h̄Ic/2e, is much greater than kBT . Otherwise,

thermal effects might dominate if there are no other important energy scales. From
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this and Eq. (8.10), we deduce the condition

h̄

e2

π

4
∆(T ) > (kBT )RN, (8.11)

or equivalently,

Rn <
∆

kBT
RQ (8.12)

where RQ = h̄/e2 is the quantum resistance. In order for thermal effects not to dom-

inate in a single ultra-small Nb-Nb junction at 2.1 K, Eq. (8.12) yields a requirement

that RN < 31.8 kΩ. At 50 mK, we require a junction resistance of RN < 1.33 MΩ.

For a typical STM, the tunnel resistance is ∼ 100 MΩ, two orders of magnitude

above this. However, for spectroscopy (rather than scanning), we have shown we

can use tunnel resistance down to ∼ 1 MΩ. It is important to consider that in order

to obtain a tunnel resistance of 1 MΩ, we set the bias voltage to 1 mV and obtain

a critical current of 1 nA. This requires pushing the STM tip into the sample, pos-

sibly to the point of destruction. Topographic images, in particular, are impossible

to obtain with these parameters.

From these considerations, we expect it to be challenging to operate a single-

tipped STM in a regime in which phase fluctuations do not dominate. Furthermore,

data taken with our mK STM with a Nb tip and Nb(100) sample at RN down to

1 MΩ are consistent with the classical phase diffusion model with the finer features

better described by P (E) theory. Since our strategy to reduce uncertainty in the

phase involves increasing both the junction capacitance C and the effective critical

current Ic by coupling an ultra-sharp tip to a much larger tip, a question that

remains is whether this will also reduce phase diffusion induced by fluctuations in
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the junction’s environment.

In order to address this, we again consider the classical circuit equation for an

ultra-small junction biased with voltage U , and a fluctuation term ẽ(t),

h̄RC

2e

d2φ

dt2
+
h̄

2e

dφ

dt
+RIc sinφ = U + ẽ(t). (8.13)

The voltage fluctuations can be modeled as Johnson noise generated by the shunt

resistor R at an effective noise temperature Tn. The voltage noise has correlation:

〈ẽ(t)ẽ(0)〉 = 2kBTnRδ(t). This is the starting point for the derivation outlined in

Chapter 6 that describe the effects of thermal fluctuations on a small capacitance

junction [153]. Since C is small, the classical phase diffusion model disregards the

first term, which may be interpreted in the tilted washboard analogy as the inertia of

the ball in the washboard potential. A small-capacitance junction thus corresponds

to a ball of negligible mass, subject to thermally-induced fluctuations.

If we increase C, the the contribution of the inertial term can become signif-

icant. In the tilted washboard analogy, a more massive ball is less vulnerable to

fluctuations imposed by the environment. Phase diffusion is also reduced when the

effective critical current Ic is increased, as suggested in Section 8.4.1. In this case,

we are directly modifying the amplitude of the sine term in Eq. (8.13). In the tilted-

washboard model, this corresponds to increasing the depth of the potential well,

which increases the energetic cost of moving away from the minimum in the poten-

tial well. This, in turn, reduces σγ. This suggests that our two-pronged approach

of adjusting C and Ic of the ultra-small STM junction in order to reduce quantum

uncertainty in the phase also reduces phase diffusion due to thermal fluctuations at
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finite temperatures.

8.5 Implementation of the phase STM

Although a millikelvin STM is an extremely powerful tool in itself, my work

described in this thesis sets the foundation for the realization of a phase STM. The

millikelvin system has been designed and built with great care. Vibration isolation

is critical to ensure mechanical stability and resilience to noise. Filtering and heat

sinking of the wires and the STM are critical to ensure that the junction reaches as

low a temperature as possible. The UHV sample preparation chamber and in situ

transfer system ensures that we will be able to study a wide variety of samples that

are prepared under ideal conditions. The dual tip STM is built and each tip’s coarse

approach mechanism and scanner has been tested on a variety of samples.

The next step is clearly to couple the two tips via a superconducting wire.

Although I developed a fabrication process to make superconducting Nb tips, it

should not be underestimated how challenging this next step may be. For example,

after I developed the fabrication process for superconducting Nb tips, I attempted to

wire-bond a 10 µm Al wire between two Nb tips. I found that although it is possible

to connect the tips in this way, the bond is very delicate and could not withstand

relative motion between the two tips, which is unavoidable during operation in order

to bring the tips into tunneling range of the sample. I also tried to spot-weld a thin

strip of tantalum foil to the two tips. I found that it was necessary to sand each of

the wires down to create flat surfaces; spot-welding the foil to flat surfaces created
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a more robust weld. Although I didn’t pursue this aspect of the project any farther,

this method of connecting the tips seemed promising. Another critical step will be

to arrange the second tip to give a SQUID circuit that has parameters such that the

system avoids the phase diffusion regime and achieves a full supercurrent across the

ultra-small STM junction. The project did not progress to this stage while I was

working on it.

Yet another key step that will be necessary in order for the phase STM to

operate, is that modifications will need to be made to the feedback circuit. The

feedback indicates when the tip has approached the sample (during coarse approach),

and it is also used to maintain a constant current while scanning. The circuits for

each tip are currently independent. However, if the two tips are connected, one

will need to distinguish between the signals from each tip so that we can determine

which tip has approached the sample. One way in which this may be done is to

modulate the z of each tip by a small amount ∼ 1 Å, but use different frequencies

for each tip. Two lock-in amplifiers might then be used to detect the respective

modulations in a net current signal, and the measured amplitudes used to generate

two feedback signals.

Finally, as described in Chapter 3, the mK STM system currently only has

cryogenic microwave powder filters on the bias, current and thermometer lines. The

elevated noise temperature of Tn ∼ 185 mK that we observe is likely due to pick up of

noise from the two dozen other high voltage wires that are in close proximity to the

junction. If a lower noise temperature is a priority, cryogenic filters for these other

lines could be added. However the space available on the dilution refrigerator is too
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small to accommodate conventional powder filters for all of these lines. Cryogenic

micro-fabricated R-C filters with dimensions of∼ 1 cm have been developed by other

groups, and display excellent attenuation characteristics at microwave frequencies

[136, 177]. I would suggest that the filters for our system be designed and built based

on this approach, with close attention to the work described in Refs. [136, 177] in

particular.

8.6 Conclusions

Few groups have successfully built STMs that operate in the 10-30 mK range,

with reported junction noise temperatures between 80 and 250 mK [61, 62, 178].

Other groups with STMs that operate at higher cryogenic temperatures have suc-

cessfully fabricated superconducting tips. Some of these tips are sharp and robust

enough to yield atomic resolution images and spectroscopic maps on superconduct-

ing samples [24, 113, 114]. Our Josephson STM that operates at millikelvin tem-

peratures is therefore a unique instrument that could be used to probe the con-

densate of a wide variety of superconducting samples at energy scales that have

so far not been explored. Some samples that might be studied include NbN [179],

NbSe2 [3, 4, 21, 23, 180], the cuprates (BSSCO, YBCO) [11–13, 16] the pnictides

[31, 34], and heavy fermion systems such as UPt3 [181]. The STM could also be

used to probe the superconducting behavior of doped topological insulators such

as CuxBi2Se3, currently of great interest due to the possibility of Majorana bound

states and potential applications in topological quantum computing [35, 37, 109–
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112].

When the dual tip STM is successfully modified to provide phase-sensitive

data, we will have built a radically new instrument and developed a novel imaging

technique. An instrument that can map out atomic scale variations of the gauge

invariant phase difference will undoubtedly provide new insight into superconduc-

tivity.
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[63] J. W. G. Wildöer, A. J. A. van Roy, H. van Kempen, and C. J. P. M. Har-
mans, “Low-temperature scanning tunneling microscope for use on artificially
fabricated nanostructures,” Review of Scientific Instruments 65, 2849 (1994).

[64] G. Meyer, “A simple low-temperature ultrahigh-vacuum scanning tunneling
microscope capable of atomic manipulation,” Review of Scientific Instruments
67, 2960 (1996).

[65] C. Wittneven, R. Dombrowski, S. H. Pan, and R. Wiesendanger, “A low-
temperature ultrahigh-vacuum scanning tunneling microscope with rotatable
magnetic field,” Review of Scientific Instruments 68, 3806 (1997).

[66] J. H. Ferris, J. G. Kushmerick, J. A. Johnson, M. G. Yoshikawa Youngquist,
R. B. Kessinger, H. F. Kingsbury, and P. S. Weiss, “Design, operation, and
housing of an ultrastable, low temperature, ultrahigh vacuum scanning tun-
neling microscope,” Review of Scientific Instruments 69, 2691 (1998).

[67] M. Kugler, C. Renner, Ø. Fischer, V. Mikheev, and G. Batey, “A 3He refrig-
erated scanning tunneling microscope in high magnetic fields and ultrahigh
vacuum,” Review of Scientific Instruments 71, 1475 (2000).

[68] A. J. Heinrich, C. P. Lutz, J. A. Gupta, and D. M. Eigler, “Molecule cascades,”
Science 298, 1381 (2002).

195



[69] J. Wiebe, A. Wachowiak, F. Meier, D. Haude, T. Foster, M. Morgenstern,
and R. Wiesendanger, “A 300mK ultra-high vacuum scanning tunneling mi-
croscope for spin-resolved spectroscopy at high energy resolution,” Review of
Scientific Instruments 75, 4871 (2004).

[70] P. Davidsson, H. Olin, M. Persson, and S. Pehrson, “Design and operation of
a low-temperature scanning tunneling microscope suitable for operation below
1 K,” Ultramicroscopy 4244, Part 2, 1470 (1992).

[71] N. Moussy, H. Courtois, and B. Pannetier, “A very low temperature scanning
tunneling microscope for the local spectroscopy of mesoscopic structures,”
Review of Scientific Instruments 72, 128 (2001).

[72] M. D. Upward, J. W. Janssen, L. Gurevich, A. F. Morpurgo, and L. P.
Kouwenhoven, “An ultralow-temperature scanning tunneling microscope,”
Applied Physics A 72, S253 (2001).

[73] H. Kambara, T. Matsui, Y. Niimi, and H. Fukuyama, “Construction of a versa-
tile ultralow temperature scanning tunneling microscope,” Review of Scientific
Instruments 78, 073703 (2007).

[74] Kadel Engineering, Danville IN.

[75] American Magnetics, Inc.

[76] Andeen-Hagerling Inc., Model AH 2700A.

[77] M. A. Gubrud, Scanning Tunneling Microscopy at milliKelvin Temperatures:
Design and Construction, Ph.D. thesis, University of Maryland, College Park
(2010).

[78] SPM 1000 Scanning Probe Microscope Control System.

[79] DL Instrument Model 1211.

[80] Technical Manufacturing Corporation.,TMC Model 71-473-spl.

[81] TMC Model 71-473-SPL; Technical Manufacturing Corporation, Peabody,
MA.

[82] Varian Models Starcell 75 and 300, respectively.

[83] Vacuum Generators Model ST2 and Varian Model 929-022.

[84] VG Scienta Model VIG18/Arun Microelectronics Ltd. PGC1.

[85] Varian TModel V551 Navigator/VT 1000HT.

[86] Varian Model TriScroll600.

[87] Extorr Model XT200.

196



[88] Omicron Model EFM3/EVC 100.

[89] Specs Model IQE 10.

[90] VG Scienta Model HPT.

[91] M. Dreyer, J. Lee, H. Wang, and B. Barker, “A low temperature scanning
tunneling microscopy system for measuring Si at 4.2 K,” Review of Scientific
Instruments 81, 053703 (2010).

[92] SC-040/50-CN-CN Coax Co., Lt., Kanagawa, Japan.

[93] Britannia House, Cambridge, UK.

[94] Microstock Inc., Westpoint, PA, USA.

[95] Rami Ceramic Industries, Nazareth, Palestine.

[96] F. P. Milliken, J. R. Rozen, G. A. Keefe, and R. H. Koch, “50Ω characteristic
impedance low-pass metal powder filters,” Review of Scientific Instruments
78, 024701 (2007).

[97] J. M. Martinis, M. H. Devoret, and J. Clarke, “Experimental tests for the
quantum behavior of a macroscopic degree of freedom: The phase difference
across a Josephson junction,” Physical Review B 35, 4682 (1987).

[98] A. Roychowdhury, R. Dana, M. Dreyer, J. R. Anderson, C. J. Lobb, and F. C.
Wellstood, “Plasma etching of superconducting Niobium tips,” arXiv:cond-
mat/1404.5370 (2014).

[99] Y. W. Zhu, H. Z. Zhang, X. C. Sun, S. Q. Feng, J. Xu, Q. Zhao, B. Xiang,
R. M. Wang, and D. P. Yu, “Efficient field emission from ZnO nanoneedle
arrays,” Applied Physics Letters 83, 144 (2003).

[100] E. I. Givargizov, “Ultrasharp tips for field emission applications prepared by
the vaporliquidsolid growth technique,” Journal of Vacuum Science & Tech-
nology B 11, 449 (1993).

[101] J. N. Randall, J. W. Lyding, S. Schmucker, J. R. V. Ehr, J. Ballard, R. Saini,
H. Xu, and Y. Ding, “Atomic precision lithography on Si,” Journal of Vacuum
Science & Technology B 27, 2764 (2009).

[102] D. Pires, J. L. Hedrick, A. D. Silva, J. Frommer, B. Gotsmann, H. Wolf, M. De-
spont, U. Duerig, and A. W. Knoll, “Nanoscale three-dimensional patterning
of molecular resists by scanning probes,” Science 328, 732 (2010).

[103] M. Kaestner and I. W. Rangelow, “Multi-step scanning probe lithography
(SPL) on calixarene with overlay alignment,” Proc. SPIE 8323 , 83231G
(2012).

197



[104] Z. Durrani, M. Kaestner, M. Hofer, T. Ivanov, and I. Rangelow, “Scanning
probe lithography for electronics at the 5 nm scale,” SPIE Newsroom (2013).

[105] A. I. Oliva, A. R. G, J. L. Peña, E. Anguiano, and M. Aguilar, “Electrochemi-
cal preparation of tungsten tips for a scanning tunneling microscope,” Review
of Scientific Instruments 67, 1917 (1996).

[106] I. H. Musselman and P. E. Russell, “Platinum/Iridium tips with controlled
geometry for scanning tunneling microscopy,” Journal of Vacuum Science &
Technology A 8, 3558 (1990).

[107] I. Guillamon, H. Suderow, S. Vieira, and P. Rodiere, “Scanning tunneling
spectroscopy with superconducting tips of Al,” Physica C: Superconductivity
468, 537 (2008).

[108] J. Rodrigo, V. Crespo, and S. Vieira, “Josephson current at atomic scale:
Tunneling and nanocontacts using a STM,” Physica C: Superconductivity 437,
270 (2006).

[109] M. Z. Hasan and C. L. Kane, “Colloquium: Topological insulators,” Reviews
of Modern Physics 82, 3045 (2010).

[110] L. Fu and C. L. Kane, “Superconducting proximity effect and Majorana
fermions at the surface of a topological insulator,” Physical Review Letters
100, 096407 (2008).

[111] T. D. Stanescu, J. D. Sau, R. M. Lutchyn, and S. Das Sarma, “Proximity
effect at the superconductortopological insulator interface,” Physical Review
B 81, 241310 (2010).

[112] J. Linder, Y. Tanaka, T. Yokoyama, A. Sudbø, and N. Nagaosa, “Unconven-
tional superconductivity on a topological insulator,” Physical Review Letters
104, 067001 (2010).

[113] M. Ternes, W.-D. Schneider, J.-C. Cuevas, C. P. Lutz, C. F. Hirjibehedin,
and A. J. Heinrich, “Subgap structure in asymmetric superconducting tunnel
junctions,” Physical Review B 74, 132501 (2006).

[114] O. Naaman, W. Teizer, and R. C. Dynes, “The fabrication of reproducible
superconducting scanning tunneling microscope tips,” Review of Scientific In-
struments 72, 1688 (2001).

[115] A. Lichtenberger, D. Lea, and F. Lloyd, “Investigation of etching techniques
for superconductive Nb/Al-Al2O3/Nb fabrication processes,” IEEE Transac-
tions on Applied Superconductivity 3, 2191 (1993).

[116] Q. Zhong, W. Cao, J. Li, Y. Zhong, and X. Wang, “Study of dry etching pro-
cess using SF6 and CF4/O2 for Nb/NbxSi1−x/Nb Josephson-junction fabrica-
tion,” 2012 Conference on Precision Electromagnetic Measurements (CPEM),
46 (2012).

198



[117] J. P. Ibe, P. P. Bey, Jr, S. L. Brandow, R. A. Brizzolara, N. A. Burnham, D. P.
DiLella, K. P. Lee, C. R. K. Marrian, and R. J. Colton, “On the electrochem-
ical etching of tips for scanning tunneling microscopy,” Journal of Vacuum
Science & Technology A 8, 3570 (1990).

[118] Plasma-Therm 790 series: http://www.plasmatherm.com/790-rie.html.

[119] C. D. Child, “Discharge from hot CaO,” Physical Review (Series I) 32, 492
(1911).

[120] I. Langmuir, “The effect of space charge and residual gases on thermionic
currents in high vacuum,” Physical Review 2, 450 (1913).

[121] M. J. Madou, Fundamentals of Microfabrication: The Science of Miniaturiza-
tion, 2nd ed. (CRC Press, 2002).

[122] P. A. Watterson, “Child-Langmuir sheath structure around wedge-shaped
cathodes,” Journal of Physics D: Applied Physics 22, 1300 (1989).

[123] I. J. Donnelly and P. A. Watterson, “Ion-matrix sheath structure around cath-
odes of complex shape,” Journal of Physics D: Applied Physics 22, 90 (1989).

[124] T. E. Sheridan, “Analytical expression for sheath edge around corner cath-
odes,” Journal of Physics D: Applied Physics 42, 015212 (2009).

[125] K. Sokhey, S. Rai, and G. Lodha, “Oxidation studies of niobium thin films
at room temperature by X-ray reflectivity,” Applied Surface Science 257, 222
(2010).

[126] R. C. Dynes, V. Narayanamurti, and J. P. Garno, “Direct measurement of
quasiparticle-lifetime broadening in a strong-coupled superconductor,” Phys-
ical Review Letters 41, 1509 (1978).

[127] A. Roychowdhury, M. A. Gubrud, R. Dana, J. R. Anderson, C. J. Lobb,
F. C. Wellstood, and M. Dreyer, “A 30 mK, 13.5 T scanning tunneling mi-
croscope with two independent tips,” Review of Scientific Instruments 85,
043706 (2014).

[128] J. V. Barth, H. Brune, G. Ertl, and R. J. Behm, “Scanning tunneling mi-
croscopy observations on the reconstructed Au(111) surface: Atomic structure,
long-range superstructure, rotational domains, and surface defects,” Physical
Review B 42, 9307 (1990).

[129] S. Narasimhan and D. Vanderbilt, “Elastic stress domains and the herringbone
reconstruction on Au(111),” Physical Review Letters 69, 1564 (1992).

[130] O. K. Binnig, H. Rohrer, C. Gerber, and E. Stoll, “Real-space observation of
the reconstruction of Au(100),” Surface Science 144, 321 (1984).

199



[131] D. V. Averin and K. K. Likharev, “Coulomb blockade of single-electron tun-
neling, and coherent oscillations in small tunnel junctions,” Journal of Low
Temperature Physics 62, 345 (1986).

[132] G.-L. Ingold, H. Grabert, and U. Eberhardt, “Cooper-pair current through
ultrasmall Josephson junctions,” Physical Review B 50, 395 (1994).

[133] Accumet Materials Co. (L), Ossining, NY.

[134] K. Levenberg, “A method for the solution of certain problems in least squares,”
Quarterly of Applied Mathematics 2, 164168 (1944).

[135] D. W. Marquardt, “An algorithm for least-squares estimation of nonlinear
parameters,” Journal of the Society for Industrial & Applied Mathematics 11,
431441 (1963).

[136] H. le Sueur and P. Joyez, “Microfabricated electromagnetic filters for mil-
likelvin experiments,” Review of Scientific Instruments 77, 115102 (2006).

[137] M. Tinkham, Introduction to Superconductivity: Second Edition (Dover Pub-
lications, 2004).

[138] V. Ambegaokar and A. Baratoff, “Tunneling between superconductors,” Phys-
ical Review Letters 10 (1963).

[139] M. H. Devoret, D. Esteve, H. Grabert, G.-L. Ingold, H. Pothier, and C. Urbina,
“Effect of the electromagnetic environment on the Coulomb blockade in ultra-
small tunnel junctions,” Physical Review Letters 64, 1824 (1990).

[140] G. Falci, V. Bubanja, and G. Schön, “Quantum tunneling in small-capacitance
Josephson junctions in a general electromagnetic environment,” Europhysics
Letters 16, 109 (1991).

[141] G.-L. Ingold and Y. V. Nazarov, “Charge tunneling rates in ultrasmall junc-
tions,” in Single Charge Tunneling, NATO ASI Series B No. 294 (Plenum
Press, New York, 1992) pp. 21–107.

[142] H. Grabert and M. H. Devoret, Single charge tunneling: Coulomb blockade
phenomena in nanostructures, Vol. 294 (Plenum Pub Corp, 1992).

[143] D. V. Averin, A. B. Zorin, and K. K. Likharev, “Bloch oscillations in small
Josephson junctions,” Sov. Phys. JETP 61:2 (1985).

[144] K. K. Likharev and A. B. Zorin, “Theory of the Bloch-wave oscillations in
small Josephson junctions,” Journal of Low Temperature Physics 59, 347
(1985).

[145] A. O. Caldeira and A. J. Leggett, “Influence of dissipation on quantum tun-
neling in macroscopic systems,” Physical Review Letters 46, 211 (1981).

200



[146] A. O. Caldeira and A. J. Leggett, “Quantum tunneling in a dissipative sys-
tem,” Annals of Physics 149, 374456 (1983).
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