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Electro-magnetic interference (EMI) commonly exists in electronic equipment con-

taining semiconductor-based integrated circuits (ICs). Metal-oxide-semiconductor field-

effect-transistors (MOSFETs) in the ICs may be disrupted under EMI conditions due to

transient voltage-current surges, and their internal states may change undesirably. In this

work, the vulnerabilities of silicon MOSFETs under EMI are studied at the device and the

circuit levels, categorized as non-permanent upsets (“Soft Errors”) and permanent damages

(“Hard Failures”).

The Soft Errors, such as temporary bit errors and waveform distortions, may hap-

pen or be intensified under EMI, as the transient disruptions activate unwanted and highly

non-linear changes inside MOSFETs, such as impact ionization and Snapback. The sys-

tem may be corrected from the erroneous state when the EMI condition is removed. We

simulate planar silicon n-type MOSFETs at the device level to study the physical mecha-

nisms leading to or complicate the short-term, signal-level Soft Errors. We experimentally

tested commercially available MOSFET devices. Not included in regular MOSFET mod-

els, exponential-like current increases as the terminal voltage increases are observed and

explained using the device-level knowledge. We develop a compact Soft Error model, com-

patible with circuit simulators using lumped (or compact-model) components and closed-



form expressions, such as SPICE, and calibrate it with our in-house experimental data us-

ing an in-house extraction technique based on the Genetic Algorithm. Example circuits are

simulated using the extracted device model and under EMI-induced transient disruptions.

The EMI voltage-current disruptions may also lead to permanent Hard Failures

that cannot be repaired without replacement. One type of Hard Failures, the MOSFET

gate dielectric (or “oxide”) breakdown, can result in input-output relation changes and

additional thermal runaway. We have fabricated individual MOSFET devices at the FabLab

at the University of Maryland NanoCenter. We experimentally stress-test the fabricated

devices and observe the rapid, permanent oxide breakdown. Then, we simulate a nano-scale

FinFET device with ultra-thin gate oxide at the device level. Then, we apply the knowledge

from our experiments to the simulated FinFET, producing a gate oxide breakdown Hard

Failure circuit model.

The proposed workflow enables the evaluation of EMI-induced vulnerabilities in

circuit simulations before actual fabrication and experiments, which can help the early-

stage prototyping process and reduce the development time.
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Chapter 1: Introduction

1.1 Overview

Electromagnetic interference (EMI) commonly exists in electronic devices and sys-

tems containing semiconductor-based integrated circuits (IC’s), or “chips”. Disturbances

in on-chip signals may affect their overall functionality and lead to device failure [1–3]. As

IC’s are more and more widely used in modern life, such as personal computers, mobile

telecommunication devices, radio-frequency identification (RFID) and near-field commu-

nication (NFC) [4, 5], power supplies [6], automobile electronics [7, 8] and electronic

medical devices [9, 10], their capability to sustain functionality under EMI is of continuous

interest.

In this work, the vulnerabilities of silicon (Si) MOSFET devices (“devices” for

short) to EMI are studied at the device and the circuit levels. When the printed circuit

board (PCB) containing one or more IC’s is experiencing EMI, the interference may cou-

ple into the tracings (metal wire routes) on the board [1]. The dimensions of the devices

and supporting features in modern IC’s (≲ 1µm) are typically much smaller than the inter-

ference’s wavelength (≈ 10cm for a 3 GHz wave in vacuum); thus, the EM waves possibly

existing in or near the circuit usually do not directly interact with the devices.

However, the coupled EM interference may end up as localized transient and even

resonant voltage and current disruptions at the terminal connections (pins) of the chip [11].

These disruptions may eventually reach the device and trigger non-linear responses due to

parasitic behaviors other than the operational characteristics that MOSFETs are designed

for.

As a result, the vulnerabilities induced by EMI may become out of proportion and

exceed the designed tolerances such as the allowed minimum signal-to-noise ratio or max-
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imum bit error rate. The circuit may even become trapped into an abnormal state giving

erroneous outputs, e.g. digital signal upsets and bit-flips leading to unwanted latching

[12]. These can lead to catastrophic events such as system hang-ups or crashes, requiring

a cold reboot to reinstate the circuit’s normal function. Additionally, under extreme cir-

cumstances, the EMI-induced disruptions may put up excessive stress on the devices —

sometimes transient and unexpected by design, but the transient events can lead to perma-

nent damage which the devices cannot recover from [13, 14].

We define two categories of EMI-induced vulnerabilities in MOSFET circuits ac-

cording to the outcomes described above. The “Soft Errors” (SE) are non-permanent dis-

ruptions that can temporarily interrupt the functioning circuits or systems, such as generat-

ing bit flips in digital circuits or gain variations in analog amplifiers. While these events are

detrimental, the circuits can be restored from the errors without long-term consequences.

In Section 1.2, we introduce our simulation and experimental studies on one of the non-

linear behaviors in the devices, the Snapback phenomenon, which can lead to or intensify

the Soft Errors.

The other type of vulnerabilities is the “Hard Failures” (HF) or permanent damages

to the devices. Depending on the level of the EMI-induced voltage-current disruptions, a

catastrophic event can occur in a very short time, comparable to the time scale of the inter-

ference, and the device will be permanently and severely damaged, irreversibly disabling

the circuit’s functions [15]; or there can be a long-term shift (degradation) in the device’s

performance and the circuit’s viability, and the transient EMI disruptions can accelerate

the process [16]. In Section 1.3, we introduce our work on the gate dielectric (oxide layer)

breakdown, which is one type of Hard Failure, inculding experimental tests and simulations

with nano-scale FinFETs.

Throughout the study of each of the two aspects, the vulnerabilities are modeled

based on physical knowledge — as well as experiments that we performed — for silicon

MOSFET devices. Device-level (or “Technology Computer-Aided Design” or “TCAD”)
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simulations are performed to further assist in the validation and modeling process. A

device-level simulation solves distributed (position-dependent), partial differential equation-

based systems of equations (as will be explained with more details in Equations 2.25),

whereas a circuit-level simulation uses lumped components (only defining terminal char-

acteristics) and algebraic (closed-form) model expressions. Two compact circuit models

are developed in this work — one is for characterizing the Soft Errors with the Snapback

phenomenon, and the other for the Hard Failures caused by oxide breakdown. Example

applications of these circuit models are also demonstrated. The key parts in the proposed

methodology are highlighted below:

• Experiments on individual MOSFET devices provide real-world observations of

the vulnerability behaviors of our interest. The data collected from I-V measurements

and oxide stress (breakdown) tests is analyzed statistically and then used to calibrate our

proposed models. Our experiments serve as an essential “first step” of developing the

physics-based models, which has the potential capability of using TCAD simulation data

instead, once the understandings of the device vulnerability behaviors are obtained.

• Device-level simulations can bring insights into the device’s internal behaviors,

which are usually hard to observe experimentally in practical circuits and systems. The

simulation tool, once calibrated, can accurately adapt to and predict the behaviors of various

device designs without actually fabricating them.

• From the physics-based model derivation, compact models are made to produce

simpler relationships between device terminal inputs and responses. The large amount of

information — and computation — about the device from TCAD simulations is reduced.

Thus, the evaluation of both Soft Errors and Hard Failures can be integrated into simula-

tions of practical circuits.

• A method to calibrate the proposed model, i.e., to extract the model parameters,

is developed based on a heuristic search method known as the Genetic Algorithm. This ex-

3



traction technique does not rely on function derivatives that are used in traditional optimiza-

tion methods such as gradient descent, and it almost always guarantee a global minimum,

so it is suitable for fast model prototyping of semiconductior behaviors, including but not

limited to vulnerabilities. Once the necessary parameters are extracted, simulation-based

vulnerability evaluation can guide the circuit design to improve the circuit’s reliability.

4



1.2 Electromagnetic Interference-Induced Non-Permanent Vulnerabilities

in Silicon MOSFET Devices (“Soft Errors”)

The first part of the work focuses on non-permanent damages, or “Soft Errors” (SE)

caused by transient disturbance in planar silicon MOSFETs under EMI conditions. In typ-

ical MOSFET circuit designs, it is widely seen that the drain and/or source terminals are

connected to external power pins (VDD and/or VSS). Hence, these MOSFET devices con-

nected to the power lines may experience different levels of EMI-induced voltage disrup-

tions, depending on the actual circuit topology. This is often referred to as power integrity

problems, and the level of terminal voltage disruptions induced by injected EMI is widely

studied at the circuit and board levels using microwave-related techniques [1, 11]. It is

easily understandable that when the power rail of a circuit is disrupted, there may be an

increased amount of coherent noise leaking into the circuit’s input and/or output signals.

As mentioned before, possible consequences include undesired bit flips in digital circuits

and deviations in analog circuit behaviors, which can propagate and lead to wider and more

catastrophic problems such as system crash.

Circuit- and system-level studies on EMI-induced disruptions are widely reported

in the literature. For example, in an experimental study by Mattei, et. al. [9], commer-

cial implantable pacemakers were exposed to an EMI environment which simulated worst-

case scenarios when RFID and NFC transceivers were operating close to emulated human

bodies with implanted pacemakers. The RFID/NFC operation and dummy human body

model followed established standards. The output of the system, the artificially generated

heart pulses observed as voltage waveforms, was monitored. From the reported results, the

tested pacemakers’ performance was interfered with by the EM radiation used for normal

RFID operations. The performance degradation disappeared after the RFID communica-

tion ended. A study by Sparks, et. al. [17] found similar temporary (transient) inhibition

effects from GSM-band interference on implanted pacemakers. The EMI was supposedly
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emitted from mobile telephones and base stations and enough to cause harmful disruptions,

although the telecommunication industry generally receives much stricter governmental

regulations, and cellphones generally emit less average power than common RFID devices.

In digital circuits, two of the most prominent Soft Error vulnerabilities under EMI

are temporary bit errors due to input-output characteristic distortions [18, 19] and excessive

power consumption due to additional leakage current [20]. As reported by Yang et. al. [18],

the output bit error rate of a CMOS inverter may have a strong correlation with the level

(amplitude), phase, and frequency of the injected EMI. In the experimental and simulation

works by Kim et. al. [19], transient bit flips were able to propagate through cascaded

logic gates (inverters) and result in bit errors. The less severe upsets — which may not

cause propagation of bit errors — can still raise the noise level and influence the circuit’s

performance, such as clock jitters in synchronized logic circuits.

On the other hand, in battery-driven mobile digital communication devices and

other portable systems, where the total average and transient power consumption is of par-

ticular interest, EMI-induced voltage-current disruptions may cause the MOSFET devices

more conductive and dissipate more Joule power. In a study by Abedi et. al. [20], sig-

nificant increases in measured leakage current (100x – 1000x) in CMOS inverters were

reported when the injected EMI power increases by 12–15 dB (peak power ∼ 0 dBm or

1 mW). Non-linear increases in the power consumption were observed as the EMI level in-

creased, which could be attributed to the MOSFET’s structures and vulnerable behaviors.

In this work, we develop a methodology to evaluate the MOSFET circuit vulner-

abilities triggered by EMI due to common intrinsic flaws in MOSFET devices that are

unrelated to the main functions and are normally harmless. We study the internal, vulnera-

ble structures in MOSFETs from various aspects, including physical mechanisms, numer-

ical simulations, and experimental tests. We derive and calibrate a model to describe the

disrupted input-output characteristics (steady state or DC) and transient responses of MOS-

FET devices in addition to regular behaviors. At the circuit level, our model represents the
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MOSFET’s internal vulnerabilities that can be activated by temporary EMI-induced disrup-

tions. Thus, the model serves as a bridge between the EMI injection in the target circuits

or “stimulus”, and the MOSFET circuit’s non-linear vulnerable behaviors or “response”.

Unique to MOSFETs and similar transistor structures, several highly non-linear

mechanisms collectively appearing as the “Snapback” phenomenon [21] may be activated

by the disruptions in terminal voltages, including impact ionization [22]. Although under

normal, designed conditions, these abnormal mechanisms do not change the device be-

haviors drastically, under disrupted conditions they can lead to or intensify Soft Errors in

MOSFET circuits.

Gate Stack (Oxide & Contact)Gate Stack (Oxide & Contact)

Source (n+ ) Drain (n+)Channel (n)

Substrate (p)

+

+

– –

–

–

–

Impact ionization

Avalanche current (e–)

Avalanche current (h+)

Parasitic current 

(e– and h+)

Channel current (e–)

Figure 1.1: Illustration of current types in MOSFET used in the circuit model, considering
impact ionization and parasitic structures. The formal description is in Section 2.3.3.
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Figure 1.1 is a simplified illustration of the inner structure of an N-MOSFET and

related vulnerability behaviors, which will be further investigated in Chapter 2. First, un-

der high transient terminal voltages induced by external EMI [23], the channel current in

an N-MOSFET increases rapidly (nearly exponentially) due to impact ionization, increas-

ing the channel electron current and creating hole current in the substrate. Next, due to

the existence of a parasitic structure similar to a bipolar junction transistor (BJT) inside

the N-MOSFET, which is activated by the impact ionization-generated substrate hole cur-

rent, the drain voltage decreases while the device experiences extremely high drain current.

This phenomenon is known as Snapback, named after the “turning-back” pattern in the

device current-voltage relation. When Snapback occurs, the device characteristics have

non-monotonic solutions, and the related functional circuits are disrupted [24]. In extreme

cases, the device can fall trapped in the low-channel-resistance state, uncontrolled by the

gate (input) voltage, and hence its signal-level behavior may no longer follow design ex-

pectations. The consequences, not considering the self-heating due to excessive channel

current, are mainly temporary upsets, such as signal distortions or bit flips, which are in

addition to the erroneous results calculatable with regular MOSFET models. In general,

Snapback is the extreme situation worsening the signal integrity. In digital logic gate cir-

cuits, for example, temporary upsets may occur at the signal or software level, potentially

leading to a calculation error or system crash. As a consequence, the circuit may need to

be cold-rebooted (or reset) to return to normal function.

Modeling impact ionization and Snapback, as well as the related electrostatic dis-

charge (ESD) vulnerability and latch-up in CMOS devices has attracted a lot of attention

in research and practical applications [21, 25–29]. Equivalent circuits containing para-

sitic bipolar current and avalanche current using empirically determined exponential I-

V relationships were proposed [21, 25–27]. Commonly used compact models contained

avalanche current expressions that were heavily dependent on empirical data and calibra-

tion, which could largely vary due to fabrication process differences such as gate length and
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doping concentration, although geometry scaling was included in some proposed models

[26, 27]. A testing standard was proposed to trigger and detect any possible signal latch-

ups in digital CMOS circuits [28] with a pulsed (∼ 10ms) current of 100mA or a pulsed

voltage of 50 % over the operating power rail. Generally speaking, impact ionization and

Snapback will cause more severe problems in smaller devices, since the electric field is

generally higher, leading to larger electron-hole generation rates. One feasible way to ac-

curately capture the detailed behaviors of these vulnerability-related effects is to perform

experimental tests with fabricated devices and extract the SPICE model parameters [29].

Meanwhile, device and circuit-level simulations using calibrated models can largely reduce

the cost of designing future prototypes.

In this study, a workflow using multi-level simulation based on physical models is

developed. Experimental tests are conducted to verify and calibrate the simulation model.

First, we experimentally measure the Snapback phenomenon in standalone MOSFETs. We

also perform device-level simulations to validate the physical mechanisms and their quan-

titative effects. Next, using physics- and geometry-based expressions, we derive a compact

circuit-level Soft Error model. By using our in-house developed techniques, the compact

model parameters are extracted from our experimental data. In addition, we discuss pos-

sible methodology improvements in our detailed device-level simulations, in an attempt to

substitute future experiments with computational data for the model extraction. The com-

pact model is compatibile with regular circuit simulators, so it can evaluate a circuit’s and

system’s vulnerability — or reliability — and provide design improvements. Thus, we sim-

ulate practical MOSFET circuits under EMI-induced voltage-current disruptions using our

calibrated Soft Error model. Through post-simulation analyses, we quantitatively relate the

level of vulnerability to the level of injected EMI.

In Chapter 2, a physics-based model of impact ionization (the lucky-drift model

[30]) is investigated. The lucky-drift model analytically describes local generation due to

impact ionization. A silicon N-MOSFET using a planar 0.18 µm process is simulated at the
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device level. Impact ionization-induced local generation of electron-hole pairs is observed,

which contributes to increased drain current. The generated holes in the body/substrate

region lead to locally elevated potential near the body-source junction. The parasitic BJT

structure, which exists in a regular MOSFET, is thus activated and can significantly increase

the drain current in addition to the impact ionization. Together, these phenomena can finally

lead to Snapback, when the uncontrollable secondary current dominates the drain-source

conduction, and the device falls into a low-resistance state.

We create a reduced circuit-level model for impact ionization and Snapback for a

single N-MOSFET device [26] using compact or closed-form equations that we derived by

summarizing the device-level phenomena. All necessary parameters in this model can be

extracted from terminal characteristics, given the knowledge of the device’s physical struc-

ture. Together with a regular MOSFET model, a compact Soft Error model is established,

and a Snapback event is recreated in our simulation.

In Chapter 3, we calibrate the proposed model with experimental data. Snapback

experiments have been carried out, and we have measured the impact ionization and Snap-

back currents in commercially available N-MOSFET devices. The Soft Error model pa-

rameters are extracted with our in-house methodologies based on a Genetic Algorithm.

Finally, using the extracted compact Soft Error model, we can perform circuit-level

simulations with N-MOSFET-based circuits. In Chapter 4, a potential application of the

proposed Soft Error model, based on the Snapback phenomenon, is demonstrated with

more details. Under the influence of transient EMI disruptions, we observe and analyze the

changes in circuit behaviors.
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1.3 Electromagnetic Interference-Induced Permanent Vulnerabilities in Sil-

icon MOSFET Devices (“Hard Failures”)

The second part of this work studies the permanent damages, or “Hard Failures”

(HF) in silicon devices. Similar to the previously discussed Soft Errors, MOSFET circuits

under EMI conditions can experience transient voltage-current disruptions. These tem-

porary upsets can stress the devices extensively and cause permanent damages, and the

fundamental device behaviors may change even after the stress conditions are removed and

the system is rebooted, unlike the temporary failures as in the Soft Error case.

Among a broad range of permanent damage mechanisms leading to Hard Failures,

gate dielectric (or “oxide” as in SiO2) breakdown (BD) may occur under high gate ter-

minal voltages (VGS, VGD, or VGB). Modern MOSFET devices generally have oxide layer

thickness of 2–25 nm for CMOS digital logics, and up to 50 nm for power devices. Nor-

mally, the gate oxide behaves as the insulating dielectric portion of a capacitor so that the

charge stored near the semiconductor substrate interface can be used for current conduc-

tion. Thanks to the oxide’s insulating nature, MOSFET-based circuits have advantages

over BJT-based ones such as higher input impedance, higher fan-out, and lower quiescent

power dissipation. When the oxide breaks down, significant leakage current appears across

the oxide, which becomes resistive; effectively, shunt resistors come to exist between the

gate and other terminals (source, drain, and body), leading to complications such as addi-

tional parallel resistive load (even undesired short-circuits) and thermal runaway [15]. The

changes in circuit behaviors, including catastrophic failures, can permanently disable the

circuit’s functions. The increased gate leakage current, together with possible increased

channel current (from drain-source stress-induced impact ionization or parasitic current),

can lead to extreme Joule heating, damaging the device’s lattice structure.
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Severity
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Semiconductor substrate (p-Si, n-channel)
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(SiO2)
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Trap 
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Trap-

assisted 

tunneling

Local 
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N-MOSFET gate stack (cross-section view)

–

Figure 1.2: A conceptual illustration of oxide breakdown mechanisms. Several mecha-
nisms are listed, as the severeness intensifies and the stress condition worsens. The rect-
angular boxes show a typical planar MOSFET’s gate stack structure (substrate-dielectric-
electrode). The simplified dielectric-substrate band structure is for illustrational purposes
only and not aligned with the gate stack drawings. The arrows indicate the flow of electrons
when stress voltage and leakage current are present, and the electric current flows from the
gate electrode (top) towards the semiconductor substrate (bottom).

Figure 1.2 is a conceptual illustration of several possible damaging mechanisms

to the gate dielectric, shown on top of a simplified N-MOSFET gate stack. The finite

potential barrier formed by the oxide-semiconductor interface allows for quantum tun-

neling current, giving rise to the leakage current that is ubiquitous in all devices under

applied voltage. The direct tunneling current is the most common type as it does not

require additional mechanisms other than the channel electron wavefunction penetrating

into the dielectric’s bandgap. The tunneling current magnitude can be evaluated with an-

alytical methods (e.g., the Tsu-Esaki model and the WKB approximation [31, 32]) and

numerical methods (such as the transfer matrix method [33, 34] and the quasi-bound state

method [35–37]). The simulated results for gate tunneling current density are around JG =
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1–10 nAµm−2 (or 0.1–1 Acm−2) for dielectric thickness of 1–2 nm at around 1–2 V at

room temperature, neglecting the self-heating effect which is highly likely to cause melt-

ing at this level. In fact, from the heat equation and ignoring the heat flux, one can es-

timate the time to reach the oxide melting temperature for a thin oxide (tOX = 1nm) due

to local heating by tmelt =
Tmelt−Tinitial

W/Cρ
= 0.45ms× 1Acm−2

JG
where C = 1× 103 Jkg−1 K−1,

ρ = 2.65×103 kgm−3 are the specific heat and mass density of SiO2, Tmelt = 1710°C and

Tinitial = 30°C are estimated melting and normal temperatures, and W = 1Volt×
(

JG
tOX

)
=

1×1013 Wm−3×
(
JG ÷1Acm−2) is a rough estimation for heating power density. This is

concerning for ultra-thin gate dielectrics.

Under a high level of gate voltage stress, the potential barrier becomes generally

thinner, and Fowler-Nordheim tunneling may occur [32, 38], when hot channel electrons

(or holes) with kinetic energy much higher than the average thermal energy can tunnel into

the dielectric’s conduction (or valance) band, adding to the leakage current. This type of

tunneling is generally smaller than the direct type under normal operation conditions or

moderate stress, since it requires higher-energy carriers, which are less popular. However,

as the gate and/or drain stress increases, it may increase faster and exceed the direct tun-

neling in thicker dielectrics when a high applied voltage causes the trapezoidal potential

barrier become a triangular one.

Under high drain voltage stress, channel carriers may obtain enough kinetic en-

ergy to directly cross the potential barrier, forming thermionic emission current, as can be

observed from a simulation study [39] in agreement with experimental data. In the cited

work, by solving the energy balance equation for the non-equilibrium energy distribution in

the channel, the leakage current is calculated by counting the “hot” electrons with enough

kinetic energy to surpass the potential barrier.

In all cases, the elevated amount of gate tunneling (or leakage) current can cause

local heating effects in or near the gate dielectric layer, which can be worsened when the

channel (drain-source) conduction current is multiplied by the avalanche effect due to im-
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pact ionization under high channel field. As a consequence, local melting of the dielectric

layer or the underlying semiconductor substrate may happen [14], leading to catastrophic,

permanent device destruction.

On the other hand, the electrons tunneling into the dielectric’s bandgap (the forbid-

den band) can become trapped by local intrinsic defects. The intrinsic defects are local

sites with irregular atom arrangements that naturally exist in thermally grown dielectrics,

such as the amorphous SiO2 network. Through simulation studies, typical O–Si–O bonds

were found to have angles of around 109° [40] while the wide bond angles (> 130°) also

randomly exist in the network with a concentration of 4×1019 cm−3 [41], which translates

to ∼ 1×1013 cm−2 in a 2 nm thick layer. These defects can provide additional local states

with energy levels in the oxide bandgap and near or below the Si conduction band bot-

tom. They are capable of “capturing” channel electrons that tunnel into the SiO2 via direct

tunneling or phonon-assisted tunneling [42].

There are at least three consequences related to this local trapping of electrons.

First, the trapped electrons negatively charge the gate dielectric, changing the device’s

threshold voltage (∆VT H) and its electrical behaviors [43]. Depending on the stress condi-

tions, this change may be temporary and recoverable — when the stress alternates between

positive and negative voltages — or permanent and able to accumulate until the device fails

to operate if a unipolar stress continuously adds charge to the dielectric. Second, the local

defect state in the dielectric’s bandgap can serve as an intermediate stop for the electron

tunneling from the channel towards the gate electrode by a capture-emission process, pro-

moting more tunneling current categorized as the trap-assisted tunneling (TAT) current1

[42]. Third, the extra electrons captured by the local defects can adversely affect the de-

fects by catalyzing a chemical process creating oxygen vacancies [44]. It is believed that

1 It is worth noting that, in the cited work [42], the experimental data used for model calibration seemingly
reported that their SiO2 layers operated under fields of over 10 MV/cm before a catastrophic breakdown,
which is higher than usually observed. It might be because the formula used for the field calculation over-
estimated or because the dopants, undocumented, affected the threshold voltage in the stress-tested devices.
After all, the simulation result may have uniformly underestimated the leakage current, although the proposed
methodology has brought insights to the leakage mechanisms.
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these stress-induced oxygen-vacancy defects can promote more TAT leakage current due

to different defect energy levels, while self-heating can accelerate the reaction. Thus, the

electron-assisted growth of tunneling current can be a major contributor to the total leakage

current. These defects are permanent and can increase the tunneling current even after the

high-level stress, leading to the defect creation, is removed.

Tunneling current of any kind can eventually become significant, making the gate

dielectric layer effectively conductive, thus rendering the MOSFET in a degraded or even

non-functioning state. The traps created under high stress remain in-place after the stress

is removed, thus causing a “memory” effect of higher leakage current, which can become

enough to cause catastrophic damages such as local melting, if such destructive result has

not occurred under extremely high-level of stress.

In Chapter 5, we relate the gate dielectric BD with measurable, circuit-related quan-

tities, such as applied gate voltage and DC conduction current, in an attempt to predict the

BD event by evaluating terminal conditions during a circuit simulation. First, we review

the BD mechanism of SiO2 in Section 5.1. One of the critical factors determining the onset

of BD events is the electric (E) field in the oxide [45]. A threshold value for instant or

rapid, permanent BD in SiO2 dielectrics is typically 8–10 MV/cm.

We fabricated test devices at the NanoCenter FabLab, University of Maryland, and

experimentally stressed them to extract BD conditions such as the threshold E field. We

describe our fabrication process and experiments in Sections 5.2, 5.3 and 5.4. Base on the

experimental data, we establish the criteria for rapid oxide BD, which will be used later for

the Hard Failure circuit-level simulation model.

Meanwhile, as the device dimensions keep scaling down as a general trend, the gate

oxide becomes thinner and generally faces more difficulties in field-driven BD. For exam-

ple, the constant-field or constant-power-density scaling of CMOS digital circuits [46] dic-

tates that the device width, length, effective oxide thickness, and power rail voltage scale

down by the same factor so that the channel (lateral) field, the gate dielectric (perpendicu-
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lar) field, and the power per device area are maintained. The fabrication processes at present

typically have gate lengths of LG = 10–25nm and oxide thicknesses of tOX = 2–10nm or

up to 50 nm for power devices.

However, the disruption voltages induced by external EMI can still be of the same

level. Proportionally, it may be easier for oxide BD to happen (e.g., a 1 nm-thick SiO2

layer may break at around 1 V or less). In Table 1.1, we summarize selected key design

factors from the literature on the CMOS digital circuit scaling trend. We also give rough

estimations of possible peak electric field in the gate dielectrics (assuming HfO2) under

normal working conditions (EOX ) and disrupted conditions (E1V ) of 1 V, possibly induced

by external EMI. The estimated physical gate oxide (HfO2) layer thickness is generally

tOX = 2–3nm, and when it is operating under normal conditions, the peak oxide electric

field is EOX = 2–3MV/cm. When it is under 1 V of disrupted voltage, which can be in-

duced by EMI, the electrical field can be as high as E1V = 4MV/cm. The BD field for HfO2

is similar to SiO2 [47, 48] (to be discussed in Section 5.1). Thus, EMI-induced disruptions

and stress conditions may still be a vulnerability concern.
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In Chapter 6, one example device structure, silicon FinFET, is studied for its vulner-

abilities from the gate oxide BD perspective. The investigated structure utilizes an ultra-thin

(3 nm) gate layer dielectric of SiO2. Silicon FinFETs are one type of the newest-generation

devices [54]. With their unique vertical channel structure, they can achieve better per-

formance than planar devices of comparable channel length [55], giving them an important

role in the race of device scaling [52]. A FinFET device (N-MOSFET) with basic functional

structures is simulated at the device level to observe its electrical behaviors as a baseline.

Quantum-mechanical effects are considered by solving the time-independent Schrödinger’s

equation and the electrostatic Poisson’s equation self-consistently, giving a corrected result

for the gate oxide field. Next, we extend the knowledge from our SiO2 BD experiments to

the thinner and much smaller FinFET structure. A Hard Failure circuit model representing

the rapid oxide BD is proposed for the simulated FinFET, combining our experiments and

simulations.
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Chapter 2: EMI-Induced Soft Error Vulnerabilities: Simulation Model of

the Snapback Phenomenon

Soft Errors are temporary, non-permanent damages in circuits containing MOSFET

devices. EMI-induced voltage and current disruptions may lead to highly non-linear be-

haviors in MOSFETs. One of the main related issues is the Snapback phenomenon, which

will be studied in this chapter.

The Snapback phenomenon itself is related to several physical mechanisms, includ-

ing impact ionization and the parasitic bipolar-junction (BJT) structure. A Soft Error sim-

ulation model (the “Soft Error model”) is proposed based on the Snapback phenomenon.

The model acts as an add-on module to a typical N-type MOSFET, and it is compatible

with SPICE circuit simulations.

In Section 2.1, we use a probability model to describe impact ionization as a scatter-

ing mechanism, treating electrons as particles. The local ionization rate (“avalanche rate”)

describes the number of generated (due to impact ionization) carriers per unit length, which

will be converted to the per-volume generation rate GA, and is given by

α (E) =
qE
Ei

exp
(
− Ei

qλRE

)
(2.1)

where E is the local electric field magnitude, Ei is the ionization threshold energy, λR is

the average mean free path of phonon scattering, and q is the electron charge.

It can be shown [56] that the exponential term in Equation 2.1 represents the fraction

of the total conduction-band electron population that has kinetic energy above the thresh-

old energy Ei. Comparatively, the fraction of the above-threshold (Ei) electron population

following the Maxwell-Boltzmann distribution at equilibrium at temperature T is given by

a definite integral of the distribution function fE (E ) as

19



∫ +∞

Ei

fE (E )dE =
2√
π

√
Ei

kT
exp
(
− Ei

kT

)
(2.2)

Therefore, by comparing the exponential terms in Equations 2.1 and 2.2, under the accel-

eration force from external field E, the “variance” term kT is replaced by the average work

done by the external field qλRE (and the average energy 3
2kT is replaced by 3

2qλRE), and

effectively, the equivalent temperature of the 3-dimensional electron gas is changed to

Te = Te (E) =
(

qλR

k

)
E (2.3)

For example, with an estimated mean free path of λR = 20nm [57], under external field

E = 50kV/cm, the equivalent electron temperature is Te = 1160K, which is much higher

than the lattice temperature (at about room temperature).

Impact ionization is important to us since it creates more carriers (and thus more

current) under higher field. In other words, under disrupted high voltages, a MOSFET may

experience excessive channel current from avalanching. Other parasitic effects may also be

triggered, complicating and intensifying the situation. Our first step to modeling MOSFET

vulnerabilities under EMI is to simulate impact ionization at the device level using the

semiconductor’s drift-diffusion equations.

To couple the impact ionization into the drift-diffusion equations (Equations 2.25),

the avalanche rate is converted to a local generation term GA (or number of generated

carriers per unit volume per unit time) as

GA = J α(E) (2.4)

where J is the local current density magnitude, and E is the electric field component in the

same direction as the local current. We will further discuss the calculation in Section 2.1.

Next in Section 2.2, a single MOSFET is simulated at the device level. The effects

of impact ionization are observed inside the device. The parasitic bipolar structure is dis-

cussed. Based on the results, vulnerabilities caused by the impact ionization and parasitic

structure are reduced to compact circuit models.
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We summarize the aforementioned impact ionization-related vulnerabilities with

the Soft Error model, leading to an equivalent circuit of a single MOSFET, shown in Fig-

ure 2.1. In Section 2.3, we derive the circuit-level compact model for Soft Errors in N-

MOSFET and verify it with device-level DC simulations.

M1 Q1

−+ VBint

Iii
RSUB

+

−
VBint

D

G

S

B

Figure 2.1: Full equivalent circuit for impact ionization and parasitic bipolar behaviors. All
components are available using compact models in a circuit-level simulator. The detailed
description is in Section 2.3.

In Chapter 3, the model parameters are extracted from a realistic N-MOSFET de-

vice, and Soft Error vulnerabilities in practical circuits are further investigated. In Section

3.1, we have experimentally measured the DC characteristics of a commercially available

N-MOSFET device. In Section 3.2, we simulate the tested N-MOSFET at the device level,

after recreating its structure based on extracted parameters.

In Section 3.3, we provide an extraction method for model parameters using a Ge-

netic Algorithm, and we extract a Soft Error model for our experimentally tested devices.

Finally in Section 4, we apply the Soft Error model in functional circuits and simulate

their transient behaviors under EMI. Bit errors and possible system latch-up conditions are

demonstrated.

By using this methodology, a scalable device model including Snapback is created

and then reduced to a few circuit components. The model can be calibrated with exper-

imental measurements or device-level simulations, while the parameters may reflect the

physical aspects of various designs.
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2.1 Physics-Based Modeling of Impact Ionization

The impact ionization process in silicon MOSFET channels is associated with scat-

tering events involving high-energy electrons (hot carriers) and creating electron-hole pairs.

We describe the impact ionization with a universal geometric probability model and the

phonon scattering events in electron transport [57]. In this section, we use the symbol

P (·) for unitless, normalized probabilities.

First, we start with the basic concepts of scattering events in electron transport. The

average scattering rate per spatial distance can be used as geometric probabilities. Assume

the mean free path of an arbitrary scattering type, or the average distance between two

“collisions”, is an arbitrary value λ . The probability of an electron not scattering in an

infinitesimal region ∆x as it travels through is

P (no scatter in region [0,∆x]) = (1−∆x/λ ) (2.5)

Within a region of [0,x] consisting of a total number of N consecutive small segments,

the probability for the electron not scattering as it travels through is equal to the total

probability of it not scattering in any of the segments.

P (no scatter in region [0,x]) =
N

∏
k=1

(1−∆xk/λk) (2.6)

Assuming all small segments are identical and independent spaces, all λk become identical,

all ∆xk become identical, and N = x/∆x. Therefore, Equation 2.6 becomes

P (no scatter in region [0,x]) =
N

∏
k=1

(1−∆x/λ ) (2.7)

Taking the logarithm on both sides of Equation 2.7, we have

lnP (no scatter in region [0,x]) = ln
N

∏
k=1

(1−∆x/λ )

=
N

∑
k=1

ln
(

1− ∆x
λ

)
≈
∫ x

0
−du/λ =− x

λ

(2.8)
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Therefore, Equation 2.7 becomes

P (no scatter in region [0,x]) = exp(−x/λ ) (2.9)

The probability density function f (x) is defined as the (per-unit-length) probabil-

ity of traveling for a non-infinitesimal distance x without scattering, and scattering at the

end. This quantity is necessary for the next steps, since impact ionization requires a non-

infinitesimal distance of uninterrupted acceleration so that the electron can gain enough

kinetic energy from the external electric field to initialize the ionization event.

f (x)dx def
= P (no scatter in [0,x] and scatter in [x,x+dx])

= P (no scatter in [0,x]) P (scatter in [x,x+dx])

=
[
exp
(
− x

λ

)] dx
λ

=
1
λ

exp
(
− x

λ

)
dx

(2.10)

The associated cumulative density function F (x) describes the (unitless) probability of

having a scattering event somewhere within a non-trivial distance from 0 to x as

F(x) = P (scatter in [0,x]) =
∫ x

0
f (x)dx = 1− exp

(
− x

λ

)
(2.11)

Now we can apply the above “generic” concepts to the impact ionization process.

We may consider impact ionization as a scattering mechanism with a mean free path λi,

although it is different than phonon scattering events because the former refers to the in-

teraction between a high-energy mobile carrier (conduction-band electron or valence-band

hole) and a valence-band electron (not conducting since it is in the inner shell), while the

latter is the energy (and momentum) exchange via phonons between the electrons and the

crystal lattice. Nevertheless, they are interrupting events in the electron transport process,

and energy transfer is involved.

Directly determining λi is possible through simulations and experiments [58–61].

On the other hand, it is also possible to represent λi in terms of the mean free path of the

phonon scattering events, which are typically much more common. The lucky-drift model

[30] is one example of replacing λi with another term λR, or the average phonon scattering
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mean free path2. Thus, the phonon scattering mechanisms of many possible types (and

many other scattering mechanisms) [57] are summarized to one type with one mean free

path value λR and one phonon energy value ER. Typically and for Si, λR ≪ λi. We define a

unitless quantity r = λi
λR

, and r ≫ 1.

The lucky-drift model in its simpliest form is based on two assumptions. While

traveling, the carrier gains energy from the external field. Assume that under a low field,

a carrier (presumably in the MOSFET channel) must start its transport process with a very

small random energy E0, where E0 < ER (“cold-electron” and low-field assumptions). We

also assume that after a phonon scattering event, the carrier thermalizes and loses all its

energy gained from the external field, and starts over with a new transport process (no-

multi-stage-process assumption).

The impact ionization mechanism can be described in two steps. First, the carrier

must reach the minimum energy required to initiate an impact ionization event, or the

ionization threshold energy Ei, which is approximately three-half times the band gap or

Ei ≈ 3
2Eg, but could be different depending on the material’s conductivity effective mass for

electrons and holes. Because Ei ≫ ER, an average electron must avoid the phonon scattering

to gain this energy while it is accelerating under the external field. Under homogeneous

field E, the minimum uninterrupted distance for an electron reaching the threshold energy

Ei is approximately x = (Ei −E0)
/

qE ≈ Ei

/
qE. Therefore from Equation 2.11,

p1
def
= P (energy becomes above threshold)

= P (no scatter in x)

= 1−F(x)

= exp
(
− Ei

qλRE

)
(2.12)

Immediately after the electron energy becomes above the threshold, it either ther-

malizes through a phonon scattering event and consequently loses all its energy, or initiates

2The subscript “R” refers to Raman spectroscopy, which is an experimental method by which one can
measure the phonon energy ER.
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an impact ionization event. The probabilities of the two events can be associated to the

scattering rates per infinitesimal length, or

Ri
def
=

1
λi

(2.13)

RR
def
=

1
λR

(2.14)

Since RR represents the scattering rate of all types except impact ionization, the total scat-

tering rate is Rtotal = Ri + RR. Hence, the conditional probability of having an impact

ionization event after gaining the threshold energy is

p2
def
= P (ionize before phonon scattering|energy becomes above threshold)

=
Ri

Rtotal
=

Ri

RR +Ri

=
λ
−1
i

λ
−1
R +�

��λ
−1
i

≈
λ
−1
i

λ
−1
R

(λi ≫ λR)

=
λR

λi
=

1
r

(2.15)

After all, the probability of an electron ionizing in a tentative distance of x = Ei

/
qE

under external field is the product of p1 in Equation 2.12 and p2 in Equation 2.15.

p3
def
= P(ionize in x) = p1 p2 =

1
r

exp
(
− Ei

qλRE

)
(2.16)

To apply this result to the Drift-Diffusion system of equations, we need to convert it to a

probability density (per unit length), and so it can be used for the local generation terms.

Consider a cylindrical space of length x = Ei

/
qE in the MOSFET channel. The

average time of flight for a carrier transporting through can be estimated with the average

drift velocity vE under field E, that is

t =
x

vE
(2.17)

Assuming the total volume of this cylinder is V , and the total mobile charge in it

is Q, the generation rate G, or the average number of electron-hole pairs created due to

impact ionization per unit time per unit volume, is given by
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G =

(
Qp3

q

)
1

tV
=

(
Q
qV

)
p3

t

= (n)
p3

x/vE
= (nvE)

p3

x

=
J
q

p3

x

(2.18)

where n = Q
/

qV is the local mobile charge concentration, J = qnvE is the local current

density magnitude, and q is the elementary charge. Therefore, we can define the “avalanche

rate” or “ionization rate” α (E) as

α (E) def
=

p3

x
=

(
1
r

)
qE
Ei

exp
(
− Ei

qλRE

)
(2.19)

One may apply different λR and even different Ei for electrons and holes3, respectively,

yielding αn for electrons and αp for holes. So the generation rate in Equation 2.18 can be

rewritten for electrons (Gn) and holes (Gp) as

Local generation rate: Gn = Gp =
1
q

∣∣∣J⃗n

∣∣∣ αn (En)+
1
q

∣∣∣J⃗p

∣∣∣ αp (Ep) (2.20)

Both electron-initiated (αn) and hole-initiated (αp) impact ionization are included. Note

that there are equal number of electrons and holes generated by impact ionization, so Gn =

Gp.

In the lucky-drift model, the “E-field” E and the “current density” Jn,p (“n” for

electrons and “p” for holes, respectively) are scalars because the formula is derived in a

one dimensional space. To adapt it to 2D and 3D calculations, we need to extend the

definition so the local generation rate in Equation 2.20 can be incorporated to the drift-

diffusion system of equations (Equation 2.25). There is more than one way to redefine

αn,p (E) and Gn,p. A simple way is to “downgrade” the vectors E⃗ and J⃗n,p in 2D or 3D

spaces to scalars. For example, the formula implemented in the TCAD application (Cider)

used in this study states that4 the “effective” field for impact ionization is the component

3 The ideal threshold energy depends on the ratio of the electron and hole conductivity effective mass.
4 As found in source code file twoaval.c [62].
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(or vector projection) in the same direction with the current density, i.e.,

Field components: En,p = projJ⃗n,p
E⃗ =

E⃗ · J⃗n,p∣∣∣J⃗n,p

∣∣∣ (2.21)

where “proj” stands for vector projection [63], and Jn and Jp are used to calculate the field

components in αn (En) and αp (Ep) for electrons and holes, respectively. This manipulation

may be roughly translated into the following. The lucky-drift model requires a minimal

threshold energy to be reached for a carrier (electron or hole) to initiate impact ionization.

In an infinitesimal space, only the component of E⃗ that is parallel to J⃗n,p can increase the

electron’s (or hole’s) linear velocity and its kinetic energy. In fact, there is a “hidden” term

for electric power density E⃗ · J⃗ implied in the generation rate G ∝ JE exp(. . .).

Lastly, the unitless ratio 1
r in Equation 2.19 needs to be determined for a quantitative

evaluation. A commonly used assumption is Ei
ER

= λi
λR

= r, so r can be found by measuring

ER experimentally and using the ideal approximation Ei =
3
2Eg. However, later in Chapter

3, we develop an extraction technique that can determine this value using the terminal

characteristics data acquired from our MOSFET I-V test experiment. Therefore, we replace

the fraction 1
r with an undetermined overall scaling factor A, which may also vary between

electrons and holes. Finally,

Avalanche rate: αn,p (En,p) =
qAEn,p

Ei
exp
(
− Ei

qλREn,p

)
(2.22)

Comments:

1. The “avalanche rate” αn,p in units of
[
cm−1] is mathematically unbounded but

physically constrained. In fact, a popular way to evaluate avalanche breakdown, or the

scenario when the self-heating at the end of the device’s region W exceeds its thermal

power capacity, is by evaluating the “multiplication integrals” [22, 64]:

1− 1
Mn

=
∫ W

0
αn exp

[
−
∫ W

x
(αn −αp)dx′

]
dx (2.23a)

1− 1
Mp

=
∫ W

0
αp exp

[
−
∫ x

0
(αp −αn)dx′

]
dx (2.23b)

where Mn and Mp are the electron and hole current multiplications due to the avalanche
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effect (the accumulation of impact ionization over the entire region). Mathematically, Mn

and Mp can reach infinity as α increases, and the two integrals on the right hand side can

be as large as 1. However, it is practically impossible due to the device’s thermal capacity.

As external stress increases, the avalanche effect causes more and more thermal energy

dissipation, and eventually the device will be destroyed by the self heating effect. In

practical applications, the avalanche breakdown evaluation usually sets the integral

threshold just below unity, or when the total current exceeds the designed thermal capacity

[65]. The breakdown voltage is defined as the lowest value that makes the integrals reach

the threshold. Regardless, assuming αn = αp, one may get∫ W

0
αn,pdx ≤ 1 (2.24)

and the equality is true when the device experiences unbounded impact ionization and

breaks down, highlighting the probabilty density’s aspect of the avalanche rate α (E).

2. An electron is not obligated to lose all its gained energy in one phonon

scattering event. It can continue to travel with its remaining energy, and can also gain

more energy, though the possibility is low, considering the scattering angle is a random

variable. The multi-stage process [66] includes this factor and gives a similar but more

complicated result for the avalanche rate. In fact, the result in the referenced work will

become equivalent to Equation 2.22 under the assumptions of low field

(E ≲ 1×105 V/cm) and low probability of impact ionization versus phonon scattering.

3. The lucky-drift model reduces the calculation complexity of the impact

ionization rate by explicitly relating it to the phonon scattering rate, which can be

determined in advance, such as by combining experimental results [67]. As will be seen in

Section 2.3, the local field can be estimated by using applied terminal voltages, enabling

circuit-level simulations using only lumped components. In contrast, as stated before, one

can directly find λi, such as by Monte Carlo simulation [58, 59], which looks at the full

picture of electron transport. Under applied fields, the electron gas deviates from the

equilibrium state, and tends to have a larger “high-energy tail” (population of electrons
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with energy above the threshold Ei) than calculated with the Maxwellian in Equation 2.2.

The avalanche rate α can be determined by counting the impact ionization events per unit

time. While this method provides more physical insights, it requires additional complexity

in the calculation.

4. Since our goal is to efficiently simulate multi-device circuits, we use a compact

model that we create and calibrate consisting of only closed-form expressions and

depending only on terminal inputs. The avalanche rate derived in this section, α (E) in

Equation 2.22, only depends on the local field E, which is approximated in terms of

terminal voltages in Section 2.3. All other parameters are determined ahead of circuit

simulations, by either experimental or simulation data. As described in Chapter 3, we use

the data from I-V measurements that we performed for the compact model extraction.

29



2.2 Device-Level Modeling of Impact Ionization in N-type MOSFET

We use the device-level simulation to provide insights to the device’s internal be-

havior when impact ionization and parasitic bipolar currents are present. With the simu-

lation data, the physical-level model can be calibrated and then reduced into circuit level

models, as shown previously in Figure 2.1. An n-type silicon MOSFET device is simu-

lated using Cider [68], which is an open-source 2-D device equation solver integrated with

CoolSpice [69], which is a circuit simulation package provided for free for student use.

The transistor structure is based on 0.18 µm planar technology.

2.2.1 Device-Level Simulation of Planar Silicon MOSFET

In the device-level simulation, the following set of equations, or the Drift-Diffusion

equations, are solved self-consistently.

Poisson’s Equation: ∇
2
φ =

q
ε
(ND −NA +n− p) (2.25a)

Electron Current Continuity:
∂n
∂ t

=
1
−q

(
−∇ · J⃗n

)
+Gn −Rn (2.25b)

Hole Current Continuity:
∂ p
∂ t

=
1
+q

(
−∇ · J⃗p

)
+Gp −Rp (2.25c)

Electron Current Components: J⃗n = (−q) n (−µn) (−∇φ) (drift)

+(−q) Dn (−∇n) (diffusion) (2.25d)

Hole Current Components: J⃗p = (+q) p (+µp) (−∇φ) (drift)

+(+q) Dp (−∇p) (diffusion) (2.25e)

where φ is the electric potential, n is the mobile (in the conduction band) electron concen-

tration, J⃗n is the electron current density, µn is the electron mobility, and Dn is the electron

diffusivity. Gn and Rn are the electron generation and recombination rate. p and all sub-

scriptions p stand for the mobile (in the valence band) holes. ND and NA are donor and

acceptor doping concentration. q =+1.602 · · ·×10−19 C is the electron charge magnitude.
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ε is the material (silicon or SiO2) dielectric constant.

All these variables are local variables dependent on position and time. It means

we can create a set of equations describing an actual device with an almost real geometric

shape and using a set of distributed parameters. Currently, the device structure used in this

work is a planar N-type MOSFET based on the 0.18 µm process. The design parameters

are carefully chosen; our device-level model can always be adapted to a MOSFET design

of interest. The critical parameters used in the device simulation in this work are listed in

this section. Geometric dimensions are illustrated in Figure 2.2 and elaborated in Table 2.1.

The gate overlap refers to the small overlapping distance between the gate and the lateral

diffusion of the self-aligned source and drain wells introduced by the annealing process.
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Figure 2.2: Schematic of a simulated MOSFET in this work. Critical dimensions are la-
beled, and the values are given in Table 2.1. Terminal contacts are presented as thick lines.
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Table 2.1: Geometric dimensions of simulated MOSFET, as illustrated in Figure 2.2

Critical dimensions Value [nm]

TOX Gate oxide thickness 4.1
LCH Channel length (effective) 180
LSD Source / drain lateral length 200
TSD Source / drain implant depth 100
XL Gate overlap 10
LOX Gate metal and oxide length 2XL+Lch

Non-critical dimensions
TSUB Substrate thickness > 200
LSP Sidewall spacer thickness 100

LSDC Source/drain metal contact length 200
LSUBC Substrate metal contact length 2LSD +LCH

The doping profile parameters entered into the device simulator are listed in Table

2.2. An illustration of the final doping profile is shown in Figure 2.3. The extracted gate

threshold voltage VT H = 0.85V. The built-in voltage of the source-body junction is found

using data in Table 2.2 as 0.99 V.

Table 2.2: List of doping profile parameters of the MOSFET in simulation

Region (Dopant
type)

Distribution Parameter Value

Substrate (p) Uniform Concentration 1×1018 cm−3

Drain and
Source (n)

(Vertical)
Gaussian

Peak Concentration Cpeak 2×1020 cm−3

Depth Rp 20 nm

Char. length
√

2
(
∆R2

p +Dt
)

40 nm

(Lateral) Erfc Diffusion char. length
√

Dt 6 nm
Gate poly-Si
contact (n)

Uniform Concentration 1×1019 cm−3
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Figure 2.3: Plot of net dopant concentration in the simulated MOSFET device. The channel
starts at (0,0). Parameters for doping profile entered into the simulation program are listed
in Table 2.2.
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Figure 2.4: A basic simulation of the numerical MOSFET device as described in Section
2.2.1. Threshold voltage VT H = 0.12V, channel width W = 1.4µm. Source and body
contacts are grounded.
(a) Electron concentration plot inside the device, VG =VD = 2V.
(b) I-V curves of a DC voltage sweep.
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Shown in Figure 2.4 is a basic simulation (free from secondary carriers) of the

MOSFET device with threshold voltage VT H = 0.12V and channel width W = 1.4µm. The

source and body contacts are grounded. The transistor is tested using DC sweep simula-

tion. The gate voltage is fixed at various levels, and the drain voltage is swept while the

drain current is recorded. This calculation only captures the “standard” drift and diffusion

current without impact ionization (the generation terms in Equation 2.25b and 2.25c), al-

though the field may be high enough to cause impact ionization. Once the transistor has

entered the saturation region, the current stays fairly constant. The slight increase follow-

ing the increase in drain bias is due to channel length modulation and drain-induced barrier

lowering. This data will be used as a baseline for modeling impact ionization in the rest of

this study.
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Figure 2.5: I-V curve of device-level simulation with impact ionization calculation. VT H =
0.77V,W = 1.4µm. Due to a different device setup, the current readings in the low-voltage
range are different than in Figure 2.4. More explanation is in the text.

Another simulation is performed with local impact ionization calculation with a

different VT H = 0.77V and W = 1.4µm. The I-V curves are shown in Figure 2.5. Under

very low gate bias (VG = 0.5V and 1.0 V) the drain current is minimal. Under very high

drain bias conditions, the drain current is significantly increased, in contrast to the basic

simulation as shown in Figure 2.4. A different device was used to produce this example

result. Compared to the device used in Figure 2.4, the substrate doping was changed from
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5×1016 cm−3 to 1×1018 cm−3 causing an increase in the threshold voltage. Therefore, the

drain current is generally lower for the same applied gate bias, which is more obvious in

the low-drain-voltage regions, where the impact ionization current is negligible. However,

the influence of impact ionization in the high-drain-voltage region is still obvious.
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2.2.2 Parasitic Bipolar Behavior in N-type Silicon MOSFET

In a regular n-type MOSFET, the source-substrate-drain structure is essentially an

n-p-n-doped semiconductor, which resembles an npn bipolar junction transistor (BJT). Ef-

fectively, there is a parasitic bipolar structure in the N-MOSFET. Under normal operation

conditions, this parasitic BJT is not under forward active mode, contributing minimal to

none to the MOSFET’s behavior. However in this section, we will discuss the abnormal

condition when the impact ionization-generated current activates this parasitic structure

and the additional undesired consequences.

Source
(n+)

Substrate (p)

Gate dielectric (SiO2)
Drain
(n+)

(a) Basic planar N-MOSFET geometric
structure

Impact
ionization
(avalanche)

IA

Source
Emitter

Drain
Collector

Body resistance
(avalanche)

Basic NMOS

Parasitic BJT

M1

Q1

Rsub

(b) Equivalent circuit showing the
N-MOSFET and parasitic structures

Figure 2.6: Illustrations of a planar N-MOSFET and the parasitic bipolar structure

As illustrated in Figure 2.6, we can describe this phenomenon with a bipolar junc-

tion transistor (BJT) in parallel with the MOSFET [26], sharing the source as its emitter,

the substrate as its base, and the drain as its collector. The basic structure including the gate

dielectric (SiO2), source and drain wells (n+ doped), and substrate (p doped) are shown in

Figure 2.6a. The four contact terminals are illustrated with solid lines. Next, an equivalent

circuit schematic is drawn in Figure 2.6b on top of the device structure graph, showing

the basic MOSFET component (M1), the parasitic BJT originating from the n-p-n strcture

(Q1), and the current source (IA) for avalanche current due to channel impact ionization,

along with its associated effective resistance (Rsub) creating a forward potential bias for the
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BJT from the impact ionization-generated hole current.

In Figure 2.7 in the next several pages, simulation results are shown for impact ion-

ization calculation included and not included for comparison. The device setup is slightly

different than before as in Figure 2.3. Namely, the source and drain (n+) implant regions

are intentionally made with abrupt doping profiles so that the source-body and drain-body

interfaces can be clearly located at x = 0nm and x = 180nm, respectively. The uniform n+

doping depth is 0 ≤ y ≤ 100nm. The gate region is x ≤ 0nm on top of the channel and the

interface and is hardly seen in the figures. Other the critical geometric dimensions remain

the same as in Section 2.2.1.
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(a) Hole current density Jp with impact ionization [mA/cm2]
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(b) Hole concentration p with impact ionization [cm−3]
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(c) Hole current density Jp without impact
ionization [mA/cm2]
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(d) Hole concentration p without impact
ionization [cm−3]

Figure 2.7: Device data with impact ionization generation rate calculation, and without it
for comparison. In this page: hole current density with impact ionization (a) and without
(c), and hole concentration with (b) and without (d).
The device setup is similar to formerly used in Figure 2.5. More explanation is in the text.
Bias VGS =VDS = 2.00V. Colors show the magnitude, arrows show vector directions, and
streamlines trace the field.
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(g) Electron current density Jn with impact
ionization [mA/cm2]
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(h) Zoom-in of (g)

Figure 2.7: (Continued) Device data with impact ionization generation rate calculation, and
without it for comparison. In this page: Electric field with impact ionization (e), electron
current density with impact ionization (g), and zoom-in views (f), (h) for 0 ≤ x ≤ 100nm
(below interface) and 0 ≤ y ≤ 180nm (between the source and drain).
The device setup is similar to formerly used in Figure 2.5. More explanation is in the text.
Bias VGS =VDS = 2.00V. Colors show the magnitude, arrows show vector directions, and
streamlines trace the field.
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(k) Electron concentration n with impact
ionization [cm−3]
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(l) Electron concentration change with
impact ionization ∆n [cm−3]

Figure 2.7: (Continued) Device data with impact ionization generation rate calculation,
and without it for comparison. In this page: potential (relative to intrinsic Fermi level) with
impact ionization (i), electron concentration with impact ionization (k), and their relative
changes (j), (l) after applying the impact ionization calculation.
The device setup is similar to formerly used in Figure 2.5. More explanation is in the text.
Bias VGS =VDS = 2.00V. Colors show the magnitude.
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Apparently, under normal MOSFET operation, there is no proper biasing to put the

BJT under forward (or reverse) active mode. From the MOSFET’s perspective, electrons

in the source (n+ well) can move freely into the inversion layer at the surface and form

the channel. But the potential barrier between the source and the majority of the body,

far from the channel, still strongly prohibits any diffusion current between the source and

body, which is equivalent to the emitter current in a BJT. Also, there is no significant hole

current in the N-MOSFET, since the channel is depleted and inverted, and the reversely

biased drain-body junction does not allow conduction.

However, under the exposure to EMI, the holes generated by impact ionization

can form a significant current. In Figures 2.7b and 2.7a, the hole concentration and current

density in the device simulation including the calculation for impact ionization is shown. In

comparison, with no impact ionization calculation, the two hole-related values are minimal

as in Figures 2.7c and 2.7d. The generated holes are expelled by the gate-bias field and

the built-in field of the source-body junction (shown in Figure 2.7e and 2.7f). Generally

in the entire device, E ≤ 400kV/cm, while it becomes E ≥ 1MV/cm at x = 0 or the

semiconductor-dielectric interface, where the boundary conditions relates it to the oxide

field (≈ 2MV/cm).

In Figures 2.7g, 2.7h, 2.7k, and 2.7l, the electron concentration and current density

substantially increase. Around the interface and channel (0 ≤ x ≤ 100nm), the electron

concentration increases by more than 100 %. But more significant increases are found near

the source-substrate junction near x ≈ 250nm at up to about 1,000 times. Effectively, the

“thickness” of the channel is bigger, as more electrons now exist between the drain and

source in deeper regions.

Also observed is the increase of the substrate potential near the body-source junc-

tion (∼ 0.1µm below the metallurgical junction)5∆φ ≃ 0.19V as shown in Figure 2.7j. The

highest increases in potential can be seen around the source-substrate junction at the sub-

5For comparison, in the simulation data based on a realistic device described later in Section 3.2, the
reading is ∆φ ≃ 0.26V at ∼ 0.5µm away from the metallurgical junction.
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strate (p) side. Typically, one may relate this to the influence of the drain field and describe

it with drain-induced barrier lowering (DIBL). However, by examining the simulation data

without impact ionization calculation leads us to believe that DIBL alone is not enough to

explain the amount of potential increase when impact ionization is significant. Instead, we

claim the following.

The generated majority carriers (holes) are immediately “pushed away” by the ver-

tical (gate) and lateral field components and could gather near the body-source junction.

But due to the p-n barrier, it is hard for the holes to form a net current into the source,

and therefore a local concentration build-up is possible before they reach the body contact.

This is similar to the Kirk effect [70, 71] in a BJT, when a high-level injection of major-

ity carriers (electrons) from the base (p) into the collector (n) can cause a local build-up

of majority charges in the space-charge region, shifting the junction field and effectively

widening the base region. In our case, the amount of generated holes near the source (as

high as ∆p ≃ 1× 1017 cm−3 at ∼ 20nm from the metallurgical junction6) could partially

“shield” the dipoles between the depeleted dopants, shifting the junction field toward the

source (n) region and effectively raising the potential on the body (p) side, making it eas-

ier for the body-to-source hole current and, more importantly, the source-to-body electron

current. In summary, the local body potential depends on the generated hole concentration,

which in turn is reflected in the impact ionization current. Additionally, the local potential

along the path of the substrate hole current is related to such current by Ohm’s law. There-

fore, we propose a substrate resistance (RSUB) model that not only has a constant, Ohmic

component, but also an additional part depending on the impact ionization current. The

augmented substrate resistance model will be introduced in Section 2.3.3.

Finally, the parasitic BJT formed by the drain-body-source regions may be activated

by this local potential increase (∆φ ), effectively acting as the base-emitter forward bias in

a typical BJT circuit. The additional emitter (or source) current due to the BJT’s activation

6In the device in Section 3.2, the reading is ∆p ≃ 1 × 1015 cm−3 at ∼ 0.5µm from the metallurgical
junction
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can substantially increase both the source and the drain current.

Furthermore, it is possible that the parasitic BJT current could cause the channel

field to collapse, effectively reducing the channel resistance and lowering the drain terminal

voltage, similar to a self-activated silicon controlled rectifier (SCR) device. This is called

the “Snapback” phenomenon after the high-current, low-voltage region in the ID-VD curve,

observed in Figure 3.3 in Chapter 3.1. In the compact circuit model derived in Chapter 2.3,

the BJT in parallel to the MOSFET provides a possible second solution to the circuit I-V

relationship, which cannot be achieved by a single compact MOSFET component because

commonly used SPICE models (e.g. BSIM and SPICE Level 1-3) are “I-V” models de-

fined by the one-way dependency of terminal currents on terminal voltages. Since the BJT

current can sustain itself without the “regular” MOSFET channel current controlled by the

gate field, it is possible that, under extreme conditions, the MOSFET device (including the

parasitic structure as a whole) becomes trapped in this low-resistance state even after the

positive VGS is removed.
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2.3 Circuit-Level Modeling of EMI-induced Vulnerabilities in N-type MOS-

FET (The Soft Error Model)

So far, we have discussed the Snapback phenomenon in a singular MOSFET. It

includes the exponential current increase when the transistor experiences a high drain ter-

minal voltage and large internal field as well as the additional current increase due to a

parasitic bipolar structure being activated under such conditions. When the stress in the

terminal voltage is extremely high, it is also possible that the internal current becomes un-

controllably large, and the internal field collapses due to the unusually high conductance,

so the effective resistance suddenly decreases. The device (and the circuit) may fall into

a trapped state with a non-monotonous solution to the I-V relationship, generating erro-

neous responses. All the above behaviors may lead to or intensify Soft Errors in MOSFET

circuits, such as signal distortions and bit errors.

Now, our goal is to recreate the Snapback-related behaviors in practical MOSFET

circuits in SPICE simulations, and hence we will be able to evaluate a circuit’s vulnerability

— and reliability — under the influence of transient EMI.

To achieve this goal, we desire a compact model for the device-level vulnerability

behaviors for the following reasons. First, device-level simulations solve the distributed,

space-dependent system of equations (Equation 2.25) self-consistently and iteratively for

internal states (e.g., electron concentration, potential, etc.). This is a time-consuming cal-

culation process that only grows more complex as the circuit’s size becomes larger, con-

taining more and more components. Second, the device-level local generation rates due to

impact ionization (Equation 2.20) contain highly non-linear functions. Under stress con-

ditions, the exponential terms vary rapidly in the drift-diffusion system of equations (2.25

and 2.20) and may become unstable when improperly conditioned, leading to convergence

difficulties. Therefore, it is impractical for a circuit designer to use a device simulator to

evaluate a functional circuit’s vulnerability when the resource-demanding Snapback cal-
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culation is included; because of the extreme non-linearity of local ionization, it becomes

prohibitively expensive to use.

On the other hand, a compact model represents a lumped circuit component for its

terminal voltage-current relationships using only closed-form functions. Time dependence

and small-signal frequency response may also be included. Moreover, as will be seen

in this section, the compact model can also include physical parameters such as device

geometrical dimensions so that a circuit designer may adjust the device design, which is

automatically scaled, as long as the model is calibrated.

In this section, we develop the “Soft Error model” — a compact model for the

Snapback-related vulnerabilities for a planar N-MOSFET. A schematic for the model’s

equivalent circuit has been introduced before in Figure 2.1 (and again in Section 2.3.3).

We apply our device-level knowledge and our custom I-V relationship equations to form

an equivalent circuit [27] representing the MOSFET’s vulnerable aspects.

First in Sections 2.3.1 and 2.3.2, we approximate the local impact ionization phe-

nomenon with an overall “avalanche” effect, and develop an avalanche current model (IA).

Disruptions in the power lines can substantially increase the drain-source voltage (VDS) for

a short time. Increasing VDS will increase the lateral field in the MOSFET channel and the

drain-body space charge (or pinch-off) region. The impact ionization in the channel under

substantial lateral (channel) field leads to an exponential growth in drain (∆ID) and body

current (∆IB).

Next in Section 2.3.3, we summarize the parasitic bipolar structure with a BJT com-

ponent (Q1) and an effective substrate resistance (RSUB) from observations of the device-

level simulation data. Holes generated by the impact ionization events and transported to

the body contact create an additional field around the source well and an associated poten-

tial, which can forward bias the body-source junction. The parasitic source current (∆IS)

due to the drain(n)-body(p)-source(n) BJT structure is activated by such impact ionization-

induced body (hole) current.
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For the basic MOSFET component (M1), we choose popular SPICE models such

as SPICE Level-3 (from SPICE version 3f5 [72]) and the planar models from the BSIM

family [21].

Finally, to conclude this chapter, we use our proposed “Soft Error model” and per-

form a simple time-dependent simulation for a CMOS inverter in SPICE, showing a po-

tential bit error under EMI disruptions. In Chapter 3, we will perform experimental tests

and collect calibration data, and then extract realistic model parameters for an N-MOSFET

test device. We will also use this calibrated model to analyze the vulnerabilities of several

example circuits under EMI disruptions.

2.3.1 Avalanche Rate at Circuit Level

Now, we adapt the current continuity equations for electrons and holes (same as

Equations 2.25b and 2.25c)

∂n
∂ t

=
1
q

∇ · J⃗n +Gn −Rn (2.26a)

∂ p
∂ t

= − 1
q

∇ · J⃗p +Gp −Rp (2.26b)

to an N-MOSFET channel. The divergence operator ∇ =
(

∂

∂x ,
∂

∂y ,
∂

∂ z

)
can be approximated

and simplified to a 1D derivative ∂

∂x for the MOSFET channel current path (it generally

flows from the source to the drain). The (G−R) terms represent local generation and

recombination. For typical MOSFET devices with channel lengths around or shorter than

1 µm, it is safe to ignore the recombination effect Rn,p ≈ 0, since the average carrier life

time is much longer than the carrier “time of flight” or the time it takes for an electron to

drift through the channel (typically ∼10ps for a 1 µm channel).

The generation terms Gn,p containing the impact ionization rate are defined in Equa-

tion 2.20 as

Gn = Gp =
1
q

∣∣∣J⃗n

∣∣∣ αn (En)+
1
q

∣∣∣J⃗p

∣∣∣ αp (Ep) (2.27)

where
∣∣∣J⃗n,p

∣∣∣ are the magnitudes of the local electron and hole current density vectors, and
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En,p are the components of the E⃗ field parallel to J⃗n,p defined in Equation 2.21. In an

N-MOSFET channel, we can neglect the hole-induced impact ionization αp (Ep) since

electrons are still the majority carriers. Following this, we may omit the subscripts “n”

in αn (En) unambiguously. Also, after the simplification done in Equation 2.21, the E-field

E⃗ and current density J⃗n,p are reduced to scalars. Therefore, from now on, we use the

simplified notations E for the “scalar” E-field and Jn,p for the “scalar” current densities.

In devices with relatively long channels compared to average distance electrons

travel without scattering (or the mean free path; usually ∼ 10–20nm in Si), the impact

ionization rate α (E) is a function of E. We use the formula derived in Section 2.1 in one

dimension, and

α (E) =
qAE
Ei

exp
(
− Ei

qλRE

)
(2.28)

which the same as Equation 2.22.

We assume the steady-state condition here, or ∂n
∂ t =

∂ p
∂ t = 0, because the time scale

of the signals and interferences in the circuit is much longer than the “time of flight” for

electron transport. Therefore, Equation 2.26b can be simplified to
dJn

dx
=−qGn =−α (E)Jn

=
qAEJn

Ei
exp
(
− Ei

qλRE

) (2.29)

where the negative sign is associated to the direction of the current, after Equations 2.27

and 2.28 are substituted for Gn and α (E).

Our interest is in the accumulation of local impact ionization events along the MOS-

FET channel (electron current or Jn for an N-MOSFET), that is the avalanche effect. With

the MOSFET source on the left and drain on the right, Jn flows to the (−x) direction, but

the avalanche effect grows in the (+x) direction. We use In0 for the “initial” or the “regular”

channel current, which can be found near the source (before impact ionization starts to ac-

cumulate) and using the low-field MOSFET channel current calculation. We use x ∈ [0,L]

for an arbitrary location between the source (x = 0) and the drain (x = L) where L is the

gate or channel length. Then, by integrating Equation 2.29 over the current path (starting
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from the source), the avalanche current IA (x) at location x is

IA (x) = In0

(
exp
[∫ x

0
α (E (u))du

]
−1
)

(2.30)

and the spatial dependency of the field is emphasized in α (E (u)) (u is the dummy variable

for the integral).

Finally, we let x = L, and apply a first-order approximation to the exponential term,

and the overall avalanche current due to impact ionization is given by

Avalanche current: IA = IA (x = L)≈ In0

∫ L

0
α (E (u))du (2.31)

This is an important result since IA will be the measurable or observable quantity

when a MOSFET device is measured in reality. Under stress voltages between the drain and

source terminals, the terminal (drain-source) current increases from the theoretical or “reg-

ular” value In0 to include the avalanche current and becomes IA + In0. As will be shown in

the following sections, this approximated version of IA in Equation 2.31 serves as a bridge

connecting the device-level model based on semiconductor equations (Equation 2.25) and

compact circuit-level models using only closed-form functions of terminal voltages and

currents.
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2.3.2 Compact Modeling of Impact Ionization

From Equations 2.22 and 2.31, the simplified circuit-level impact ionization current

only depends on the electric field inside the channel region. In order to evaluate Equation

2.31 at the circuit level, the spatial integral must be further eliminated, and the local field

may be replaced by an overall effective field only depending on terminal voltages.

It is possible to accurately calculate the local lateral field E (x) using device-level

simulation tools. But for long-channel devices, we can assume that the field in the channel

direction inside the drain-body space charge region is much higher than that outside. With

the depletion region approximation, the channel field can be found by solving the 1-D

Poisson’s equation to be linearly increasing in the space charge region near the drain-body

junction, and zero elsewhere. However, if the linear field solution is used in Equation 2.22,

it would be difficult to solve Equation 2.31 for the total current with avalanche effect7.

One possible way to alleviate the computational difficulty, for example, is by eval-

uating the RMS average of the depletion field.

⟨E⟩RMS =

√
1

XDEP

∫ XDEP

0

[
EMAX

(
1− x

XDEP

)]2

dx =
1√
3

EMAX (2.32)

where the peak field EMAX appears at the metallurgical junction and depends on the applied

drain-source voltage VDS. If the total potential drop across the space charge region is ∆V ,

then the space charge region width from the depletion approximation is

XDEP =

√
2εSi

qNA
(Vbi +∆V ) (2.33)

where Vbi is the built-in potential of the drain-substrate junction, and NA is the body (or

substrate) doping concentration. Also, from simple algebraic manipulations, we have

EMAX =
2∆V
XDEP

(2.34)

7The challenge is finding a closed-form solution of the integral
∫ 0

x<0 uexp
(
− 1

u

)
du.
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⟨E⟩RMS =
1√
3

EMAX =
2√
3

∆V
XDEP

(2.35)

Without losing generality, in the following text, the effective E field is chosen to

be the average RMS field ⟨E⟩RMS or ERMS. Other similar quantities can be derived and

used in place of ERMS [73], while keeping the form of the field-dependent avalanche rate

(Equation 2.22). Again, our current goal is to evaluate the avalanche current IA (Equation

2.31) which depends on the channel E field.

Finally, we take the important step and eliminate the space dependency in our sim-

ulation of the avalanche current. We replace the MOSFET channel E field on the inside as

well as the spatial integral over the MOSFET channel current path with quantities that we

are able to evaluate just using the terminal voltages which can be observed from the outside

of the device. Thus, spatial-dependent and iterative evaluations are replaced with com-

pact and closed-form expressions, and the calculation of the avalanche current becomes

compatible with SPICE circuit simulations.

Assume the resistance in the drain implant region is negligible, and the MOSFET is

in saturation, then the total potential drop across the depletion region is ∆V = VD −VDSAT

where VD is the applied drain bias, and VDSAT is the drain saturation voltage. Substituting

the field into α (E) in Equation 2.22, the integral in Equation 2.31 can be evaluated and

becomes
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γA
def
=
∫ L

0
α (E (u))du

=
qA
Ei

∫ L

0
E (u)exp

[
− Ei

qλRE (u)

]
du

=
qA
Ei

∫ L

(L−XDEP)
ERMS exp

[
− Ei

qλRERMS

]
du

=
qA
Ei

ERMS exp
[
− Ei

qλRERMS

]∫ L

(L−XDEP)
du

=
qA
Ei

2∆V√
3XDEP

exp

[
− Ei

qλR

(
2∆V√
3XDEP

)−1
]

XDEP

=

(
2√
3

)
qA∆V

Ei
exp

[
− Ei

qλR

(
2√
3

∆V
)−1

√
2εSi

qNA
(Vbi +∆V )

]

(2.36)

Now that the only unknown is ∆V , which can be determined with device input VG and VD,

the avalanche current can be determined solely depending on terminal voltages. Eventually,

we will use γA and write the avalanche current IA = In0 γA. But before this, we need to

ensure that the model equations defined so far are numerically feasible.

It is critical for our simulation model to be within the capability of the simulation

tool (SPICE) that evaluates it. We want the model to be “well-behaved” for a wide range

of input conditions. One challenge is determining the drain saturation voltage VDSAT with

a fault-proof method. For example, the textbook model (the SPICE level-1 model) states

VDSAT =VGS−VT H when VGS >VT H and VDSAT = 0 otherwise. This function has a discon-

tinuity in its derivative and is zero-valued in certain circumstances. These abnormalities

may cause computational errors and convergence difficulties. Meanwhile, the depletion

region width XDEP should have a limited range between the minimum under forward bias

and the full channel length.

Our approach to find ∆V is based on the BSIM3 model smoothing equation [21]

and is given as below.
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∆V =VDS −VDSATe f f (2.37a)

VDSATe f f =
1
2

[
V ′

DSAT +VDS +δv1 −
√(

V ′
DSAT −VDS −δv1

)2
+4δv1V ′

DSAT

]
(2.37b)

V ′
DSAT =VDSAT +δv2 (2.37c)

where δv1 and δv2 are smoothing factors in Volts, and the quantities in Equation 2.37

above are in Volts. The saturation voltage VDSAT is defined using first principles [74] as

VDSAT = [VGS −VFB − (φB +φCH)]+
qεSiNA(
C′

OX

)2

+

√√√√ qεSiNA(
C′

OX

)2

[
2(VGS −VFB)+

qεSiNA(
C′

OX

)2

]
(2.38a)

C′
OX =

εOX

tOX
(2.38b)

φB =VT ln
NA

ni
(2.38c)

φCH =VT ln
NCH

ni
(2.38d)

where VFB is the flat-band voltage depending on the body (or substrate) and gate metal (or

poly-Si) materials, tOX is the oxide thickness, and NCH is the channel electron concentration

under strong inversion. Finally, in sub-micron devices where the classical space charge

region width (Equation 2.33) could grow to longer than the channel length, it is necessary

to regulate XDEP with similar smoothing functions as Equation 2.37.

XDEP =
1
2

[
X ′′

DEP + x1 +δx1 +

√
(X ′′

DEP − x1 +δx1)
2 +4x1 δx1

]
(2.39a)

X ′′
DEP =

1
2

[
X ′

DEP + x2 +δx2 −
√
(X ′

DEP − x2 +δx2)
2 +4x2 δx2

]
(2.39b)

X ′
DEP =

√
2εSi

qNA
(Vbi +∆V ) (2.39c)

where x1 is the lower bound of XDEP, and typically x1 ≈ 1
3

√
2εSi
qNA

Vbi. x2 is the upper bound

and is assumed to be approximately equal to the gate length. δx1 and δx2 are smoothing

factors. All quantities in Equations 2.39a and 2.39b are in centimeters.
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During the derivation of the closed-form equations, many approximations are ap-

plied. The approximated form of γA found in Equation 2.36 can be improved to better match

calibration data by adding a few heuristic corrections. We replace the factor 2√
3
≈ 1.2 with

an undetermined quantity FS1, and change ∆V to (∆V )FS2 (where FS2 > 0) to compensate

the discrepancy in the shape of the actual E field and its approximated expression used in

Equation 2.32. FS1 is unitless, and (∆V )FS2 is coerced into Volts. These two parameters will

be extracted from calibration data (terminal current-voltage characteristics).

Also, we add the parasitic bipolar current IBJT,n to the “regular” channel current In0,

since both components of the current can initiate impact ionization and induce avalanche

current. IBJT,n will be modeled next in Section 2.3.3. Finally, combining Equations 2.31,

2.36, the avalanche current IA becomes

IA = ID0 γA

= ID0
q
Ei

(AFS1) (∆V )FS2 exp

− Ei

qλR

(
FS1

(∆V )FS2

XDEP

)−1
 (2.40a)

ID0 = In0 + IBJT,n (2.40b)

where ∆V and XDEP are defined in Equations 2.37 and 2.39a, respectively.

The initial drain-source current ID0 now includes the standard MOSFET current In0

as mentioned in Equation 2.31, as well as the parasitic BJT current IBJT,n to be described

shortly. Note that this expression does not include the local E field, but only terminal

voltages as variables. Also note that so far, δv1, δv2, δx1, δx2, NCH , FS1 and FS2 have

yet been quantitatively determined, although their physical meanings have been explained,

and their reasonable ranges can be estimated. Later in Chapter 3, they are considered as

adjustable model parameters that are extracted from device-specific data using the Genetic

Algorithm.

To summarize, the impact ionization behavior of the MOSFET channel is modeled

as a dependent current source, as shown in Figure 2.8 besides the regular MOSFET used to
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calculate low-field current. More components will be added after introducing the parasitic

current components in the next section.

M1
IA

D

G

S

B

Figure 2.8: Equivalent circuit of MOSFET with avalanche current (IA) included

Evaluating the ionization rate in terms of terminal voltages as in Equation 2.36 is

a general routine in the modeling practice [21, 25, 27, 29], although the dependency may

have different and simpler forms. In practical situations, one may simply calibrate the

model, including terminal voltages such as VG and VD, with experimental data and curve

fitting techniques. Analytically solving the Poisson’s equation (Equation 2.25a) may yield

a position-dependent field, e.g. in a power MOSFET’s drift region [75]. Should one need

to improve the Soft Error model to better match device-specific characteristics, Equation

2.40 can be modified, while the workflow to evaluate the circuit vulnerability is still easily

utilized.
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2.3.3 Compact Modeling of Parasitic Bipolar Behavior

As described in Section 2.2.2, due to impact ionization and the parasitic bipolar

structure’s behavior, there are in total six contributing current components [26], listed in

Table 2.3 and illustrated in Figure 2.9.

Table 2.3: Current types in MOSFET used in the circuit model, considering impact ioniza-
tion and parasitic bipolar structure

Normal MOSFET operation
Ich Channel electron drain/source (In0)

Impact ionization generation

IAeD Generated electron flowing to drain1

IAhB Generated hole flowing to substrate
IAhS Generated hole flowing to source

Parasitic bipolar injection
IPe Injected electron flowing from source to drain (IBJT,n)
IPh Injected hole flowing from channel to source2

Terminal total current (externally measurable)3

IS Total source current (outbound)
ID Total drain current (inbound)
IB Total substrate current (outbound)
1 By applying KCL to the local site IAeD = IAhB + IAhS.
2 Apparently IPh = IAhS since they are the same current.
3 Terminal currents IS, ID, and IB are used to build the KCL equa-

tion 2.41d.
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Figure 2.9: Illustration of the current types in an N-MOSFET used in our circuit model,
considering impact ionization and the parasitic bipolar structure. The electron current cre-
ated in the inverted channel under drain bias (typical MOSFET action) as well as in the
forward-biased body-source junction (parasitic BJT action) are capable of inducing impact
ionization, generating additional electron and hole current. The shapes are not to scale and
only indicate existence. The formal description is in Table 2.3.
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The normal action of the MOSFET solely involves channel current Ich or “In0” in

Equation 2.40. The remaining five types of currents exist due to impact ionization. Notably,

the generated electrons can cause more impact ionization, since they always travel through

the drain space charge region before entering the drain.

To further clarify the added internal current components, we write the KCL equa-

tions for the inside of device in terms of internal current components

Drain Terminal: ID = Ich + IAeD + IPe (2.41a)

Source Terminal: IS = Ich + IAhS + IPe (2.41b)

Body Terminal: IB = IAhB (2.41c)

Overall Device: ID = IS + IB (2.41d)

The three ionization current types with opposite carrier types IAeD, IAhS and IAhB can be

further summarized into one “avalanche current” flowing from the drain to the substrate,

but the co-existence of electrons and holes does not resemble a p-n junction’s dual-carrier

behavior under forward bias, because they originate at the same generation sites, and the

total avalanche current is equal to either the electron or the hole current, rather than the

sum of all 3 components. At the circuit level, this is equivalent to an internal dependent

current source between the two terminals. The “impact ionization current” or “avalanche

current” mentioned in Section 2.2.2 is IA = IAeD = IAhB + IAhS.

On the other hand, one can use a lumped BJT circuit component to evaluate the

parasitic bipolar current components IPe and IPh. The parasitic drain(n)-body(p)-source(n)

structure can be treated and modeled as a BJT, but with a different set of model parameters

than typical designs. The SPICE BJT Level-1 model is chosen, as it allows us to modify the

junction saturation current directly without too much complication. The model equations

used in our Soft Error model along with fitting parameters are listed below.
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(Base) IPh =
Ibe1

βF

(Emitter) IPe = Ibe1

Ibe1 = IS0

[
exp
(

Vbe

NF VT

)
−1
] (2.42)

where IS0, βF , and NF are model parameters defined in SPICE. The above equations are

described in manuals of popular SPICE implementations8. IS0 is the body-source junction

saturation current in Amperes (not to be confused with the MOSFET source current IS),

scaled by the effective junction area; Vbe is the body-source forward potential as will be

seen in the circuit schematic Figure 2.10 as VBint , and in the device-level simulation in

Figure 2.7j; βF is the large-signal (DC) forward current gain; NF is the junction non-ideality

factor.

M1 Q1

−+ VBint

IA
RSUB

+

−
VBint

D

G

S

B

Figure 2.10: Full equivalent circuit for impact ionization and parasitic bipolar behaviors.
M1 is the original MOSFET without impact ionization. IA is the avalanche current source.
RSUB and Q1 are the extracted parasitic bipolar structure. The dependent source VBint iso-
lates the MOSFET model and the Snapback model to avoid incorrect results (e.g. ionization
current flowing back into the MOSFET body). The “internal” body has the increased po-
tential due to the generated hole current, and the body contact sees the “external” terminal
voltage.

The full Soft Error model for a single n-type MOSFET is shown in Figure 2.10.

M1 is the regular MOSFET model, not containing any impact ionization or parasitic BJT

currents. The dependent current source IA is the avalanche current described in Equation

2.40. RSUB is the effective body/substrate resistance seen by the parasitic BJT. Including
8The equations are also listed in the ngspice source code file, bjtload.c [62].
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the dipole interaction between the generated holes and the space charges from the ionized

acceptors described in Chapter 2.2.2, we define

RSUB = RSUB0 +
adi

IA
ln

IA

Idi
(2.43)

where RSUB0 is the linear component from the Ohmic conduction in the substrate The

second term (adi ln IA
Idi

in Volts) is the additional potential component originating from the

generated carriers which are quantified by the generation (avalanche) current IA available in

circuit-level simulations. adi and Idi are proportionality factors to be fitted to measurement

data. The second term is limited to be positive using a similar equation to 2.39, introducing

two more parameters vdi ≳ 0 (lower bound) and δvdi ≳ 0 (smoothing factor). Q1 is the par-

asitic drain(n)-body(p)-source(n) BJT structure described by Equation 2.42. The optional

dependent voltage source VBint implements the body effect due to the non-zero body-source

voltage VBS in the MOSFET model; it is constructed separately so that our additional source

IA does not intefere with the MOSFET model’s terminal current evaluation.

The entire circuit is built only using compact device models and closed-form equa-

tions. The input variables are limited to terminal voltages and pre-determined parameters.

It is possible to treat this circuit as one circuit component representing the MOSFET and

its Soft Error behavior. The newly defined terminals D, G, S and B are annotated in Figure

2.10. As later will be seen in Chapter 3.1, the Snapback phenomenon occurs under high VDS

when the channel field collapses as the parasitic BJT current dominates, and IDS increases

while VDS decreases. This means that the ID-VD solution of the MOSFET does not have

to be single-valued, and the device could become “trapped” in the region with non-typical

solutions.

With initial BJT parameters, a DC simulation is run with a test circuit. The drain

current and the gate voltage are driven and controlled, while the drain voltage is recorded

and shown in Figure 2.11.
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Figure 2.11: I-V curve of simulation of a single n-type MOSFET with impact ionization
and Snapback calculation. The total drain current (ID) and base voltage of the parasitic BJT
(VB or VBint in Figure 2.10) are shown.
In this example, the Snapback circuit parameters are not yet calibrated. RSUB = 150Ω,
transistor β = 1. MOSFET W ×L = 1.4 ×0.18µm2, VT H ≈ 0.8V. Gate bias VG = 2.0V.

As the driven drain current keeps increasing, the current increase due to impact

ionization generation and bipolar diffusion also dramatically increase. At the point when

the forward bias condition of the source-substrate junction is enough such that the emitter

current becomes comparable to channel current, less drain voltage is required to form the

total drain current.

60



2.3.4 Demonstration of Snapback in an Example Circuit-Level Simulation

So far, we have developed our “Soft Error” model, which is the compact model for

impact ionization and parasitic bipolar behavior for a single MOSFET. Now that we have

the model equations, it is possible to use estimated model parameters to demonstrate an ex-

ample circuit simulation. A CMOS inverter circuit, illustrated in Figure 2.12, is simulated

in CoolSpice. The test bench includes a matched pair of a P-MOSFET and an N-MOSFET,

where the N-MOSFET contains our Soft Error model. We neglect the avalanche and par-

asitic currents in the P-MOSFET since they are generally less concerning, but one may

always apply the same methodology for the P-MOSFET. In this section, the model param-

eters are not yet calibrated, and estimated values are used. In the next chapter, we will

perform experiments and use the measurement data to extract a realistic parameter set.

M1

M2

Q1

VDD

VDDi

−+VDD0

Vin

−+
IA

RSUB

Vout

Figure 2.12: A CMOS inverter under test. The impact ionization and parasitic bipolar
models are added into the N-MOSFET only, while the P-MOSFET is considered causing
less issue because of lower carrier mobility. A pulse voltage source is added into power rail
to simulate a transient interference.

In the test bench shown in Figure 2.12, the DC voltage source VDD0 provides the

power rail VDD = 2V for normal operation. The time-dependent voltage source VDDi simu-

lates disruptions in the power rail caused by external EM interference, following a standard

testing methodology for industrial product development and testing [28].

In the bigger picture, a vulnerability specific to CMOS logic circuits called latch-up

[76] is possible to occur during terminal voltage disruption events. This takes place when
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a parasitic p-n-p-n structure inside the CMOS is activated and acts as a silicon controlled

rectifier (SCR), creating an undesired parasitic current through the two MOSFET bodies.

As a result, the inverter no longer responds to the input (gate) voltage and becomes trapped

in a low-resistance state (“latched up”).

Unlike the latch-up phenomenon, Snapback can happen in a single MOSFET de-

vice. Under a high drain-body field, impact ionization leads to avalanche current and acti-

vates the parasitic bipolar structure in a single MOSFET. While it is possible to implement

both latch-up and Snapback in a simulation, at this moment, we particularly demonstrate

the effects of Snapback only. Generally speaking, latch-up requires a more sophisticated

dynamic condition to forward-bias one of the p-n junctions in the SCR (e.g., the output ter-

minal voltage drops below ground or zero), and it can usually be prevented by implanting

guard rings to divert the unusual parasitic current [76]. Meanwhile, Snapback only requires

impact ionization in the N-MOSFET to occur, which will happen more often.

Time-dependent (transient) tests are simulated under voltage stress on the power

rail. An example result is given in Figure 2.13.
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Figure 2.13: Test waveform of the CMOS inverter circuit shown in Figure 2.12. The power
rail VDD starts with 2 V, and the input to the gates VG switches between 0 V and 2 V. A
transient interference is added into power rail to temporarily raise it to 9 V. In the wave-
forms, t1 = 127ns, t2 = 140ns.
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At time t1 = 127ns, because VDD >VIN > 0, the N- and P-MOSFET are both con-

ducting. Due to the impact ionization and parasitic bipolar structure, Snapback occurs,

and the N-MOSFET is “trapped” in the Snapback state (high current output with low

drain-source voltage). At time t2 = 140ns when the input voltage falls to low level, the

P-MOSFET remains conductive. Meanwhile, in the N-MOSFET, because the parasitic

current already exists, and the drain voltage is even higher than at t1, the total current

(regular low-field channel current, avalanche current from impact ionization, and parasitic

bipolar current) becomes higher than at t1.

As a result, both the outputs at the two times are different than expected. For

VOUT (t1), the expected output is 0 V (logic “0”), but the actual output is 1.29 V. The reason

for the discrepancy is a mixture of VIN being between the disrupted rails and the Snapback

action. For VOUT (t2), the expected output is at least 2 V (logic “1”), but the actual output

is 1.44 V. This result is purely a continuation of the Snapback event. In the context of

digital logic, both outputs are within the “undefined” region between ground and power

rail. Depending on the design of the digital circuit, this highly suggests a bit error.
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Chapter 3: EMI-Induced Soft Error Vulnerabilities: Experimental Tests,

Data Extraction, and TCAD Simulations

Our Soft Error model based on Snapback needs calibrating using experimental data.

By doing so, we also verify the Snapback phenomenon and the underlying physical mech-

anisms by observing the MOSFET behaviors under stress. We have conducted experi-

mental DC measurements on individual off-the-shelf N-MOSFET devices (CD4007) that

are available from a major electronic device vendor [77] at room temperature. The test

results are analyzed in Section 3.1. A device-level model is created using a basic planar

Si MOSFET structure to reproduce our experimentally measured terminal characteristics.

Through device-level simulation in Section 3.2, the physical aspects of the basic MOS-

FET behaviors and the Snapback phenomenon are validated. Next, based on our in-house

measurement data, the Soft Error model proposed in Chapter 2 is calibrated. The model

parameters are extracted using a search method based on the Genetic Algorithm, which

will be described in Section 3.3. Finally, practical circuits using the extracted MOSFET

and Soft Error models are simulated in the time domain including during transient voltage

disruptions in Chapter 4. The simulations show the potential application of the proposed

model, and the results further reveal possible EMI-induced Soft Error vulnerabilities when

the Snapback phenomenon is present.

3.1 Experimental (DC) Measurements

We developed a measurement technique in-house to measure MOSFET terminal

voltages and currents. An HP 4155A Semiconductor Parameter Analyzer (“the Analyzer”)

with four source/monitor units (SMU), two voltage source units (VSU), and two voltage

monitor units (VMU) is deployed. We developed an automatic measurement program
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mainly in MATLAB which also uses the GPIB driver in Windows to communicate with

the Analyzer. The program consists of a couple of hundreds of lines of code and contains

two parts. A shared library serves as the intermediate layer between the user and the lower-

level GPIB send-wait-receive sequences. It can also easily manage multiple GPIB target

devices at once (e.g., the Analyzer along with an additional digital multimeter for real-time

monitoring). The user focuses on the actual testing “recipes” and post-measurement data

cleaning and consolidation for most of the time, making up the second half of the program.

Our test consists of three phases with different circuit and measurement configura-

tions. A flowchart is shown in Figure 3.1 for the three phases, with the key points for each

measurement “recipe” included.

The first two phases are typical N-MOSFET I-V tests. Phase 1 is the ID-VGS sweep

with a low drain voltage VDS = 50mV. The gate voltage VGS is driven by one SMU while

the drain current ID is measured by another SMU, which also drives the drain voltage

VDS = 50mV. The resulting data is a set of (VGS, ID) sample points. Additionally, the

large-signal transconductance Gm is calculated post-measurement given by:

Gm =
dID

dVGS

∣∣∣∣
VDS=50mV

(3.1)

which is then added into the dataset.

Phase 2 is the ID-VDS sweep with several positive VGS values. The N-MOSFET op-

erates in the “linear/triode” and “saturation” regions with an inversion channel conducting

current. The resulting data is a set of (VDS,VGS, ID) sample points, where VDS is the primary

driven variable, VGS is the secondary driven variable, and ID is the measured variable.

The above two datasets together represent the “regular” N-MOSFET I-V character-

istics that resemble textbook equations. A “basic” MOSFET model is extracted from these

two datasets, which will be described in Section 3.2.

Phase 3 is the high-voltage and high-current stress test, which measures the Snap-

back characteristics. Like in Figure 2.11, we expect the N-MOSFET ID-VDS curves to

“bend back” in the high-current regime, leading to secondary drain current (ID) solutions
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Repeat 5x (total ~1 hr.) each NMOS
Repeat for 25 NMOS on 25 chips

Regular 
“MOS” 
region

Phase 1: Low-voltage ID-VG sweep (V-sourcing)

VGS = 0~5 V, step 10 mV; VDS = 50 mV
Use moderate measurement speed and time window to 
minimize electrical noise

Phase 2: Low-voltage ID-VD sweep (V-sourcing)

VDS = 0~5 V, step 50 mV; VGS = 1~3 V, step 200 mV
Use moderate measurement speed and time window to 
minimize electrical noise

Phase 3: High-voltage ID-VD sweep (I-sourcing)

IDS = 200 uA ~ 20 mA, 50 points/decade; VGS = 2~4.5 V
VDS compliance: 50 V
IG compliance: 100 uA
All other terminals current compliance: 100 mA
“LONG 4” integration time (4 power line cycles)
“WTIME 3” wait time (3x default waiting time, built-in)
+ 20 ms “delay time” between driving the sources to a 
new sweep point and making a measurement

Collect data

Collect data

Initialize GPIB interface; 
Reset analyzer

Collect data 
& Finish

“Avalanche” & 
“Snapback” regions

Figure 3.1: Workflow for our Soft Error characteristic I-V measurement. The “MOS”,
“Avalanche”, and “Snapback” regions refer to the I-V data in Figure 3.3.
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to the same terminal voltages ( VDS,VGS ). Therefore, we set the SMU connecting to the

drain terminal to current-source mode, and ID is the driven variable.

M1

RD
SMU1

ID
VDD

VMU1V

VD
IB

−+ SMU2

VB−+SMU4

VG

IS

−+ SMU3

VS

Figure 3.2: Circuit schematic of the test bench for our Soft Error characteristic I-V mea-
surement. The sources (SMU1, 2, 3 and 4) and voltmeter (VMU1) are test units in 4155A.
M1 is the N-MOSFET to be tested and modeled (target device).

Table 3.1: Soft Error Test Bench Configuration Details

Source/Monitor Unit Symbol Description
SMU1 ID, VDD I-Source, Primary Sweep
SMU2 IB, VB Constant-V (−20 V)
SMU3 IS, VS Constant-V (−20 V)
SMU4 VG, IG V-Source, Secondary Sweep
VSU1 VSS PMOS body pull-down (−20 V)
VMU1 VD V-Meter

The test setup for Phase 3 is depicted by Figure 3.2, and the detailed test configu-

ration is listed in Table 3.1. SMU1 drives the drain current ID by generating a voltage at

VDD, while VMU1 measures the actual drain voltage VD. The resistor RD introduces an ad-

ditional node into the circuit (or effectively, an additional degree of freedom). It improves

the accuracy of the measurement result by assisting the convergence of the current sweep.
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Its value is empirically adjusted and varies between 1 kΩ to 2 kΩ until the Analyzer reports

a minimum amount of spurious measurements in the “Snapback” region9.

Furthermore, all other terminal voltages are driven by separate SMUs, and all ter-

minal currents are monitored. Because of impact ionization-induced body current, IB > 0,

and IS < ID. These three currents ID, IS, and IB are all needed for the Soft Error model

extraction, which will be described in Section 3.3.

Meanwhile, the gate current IG is also measured. Its value should be minimal since

the gate dielectric is an insulator. In reality, it should be much less than 1 nA or the mea-

surement error; typically, it is 1–10 pA. If IG is higher than a threshold such as 1 µA,

then we will realize that the gate stack is damaged, and the entire dataset becomes unused.

However, we have never experienced such events during actual tests.

The test data is automatically collected and stored on the computer running our

program. There are three datasets: low-field, low current (VGS, ID,Gm) from Phase 1 test;

moderate-field, moderate-current (VGS,VDS, ID) from Phase 2 test; and high-field and/or

high-current (VGS,VDS, ID, IS, IB) from Phase 3 test.

We tested twenty-five (25) devices, and each device is tested five (5) separate times,

totaling 125 samples each sweep point (a unique combination of voltage-current measure-

ments). Averages are taken across all samples (sample means) with respect to each sweep

point, excluding apparently erroneous values due to unexpected measurement failures. Fig-

ure 3.3 shows the averaged measurement result of the swept drain current ID plotted against

the monitored drain-source voltage VDS, with branches of different gate-source bias volt-

ages 2.5V ≤VGS ≤ 4.5V.

9The term “Snapback region” refers to the measurement data shown in Figure 3.3, which will be shown
shortly.
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Figure 3.3: I-V curve of the target N-MOSFET device (CD4007) from our experimental
measurements. The geometric device parameters extracted using the measurement data
are W = 298µm, L = 5.87µm, and tOX = 63.7nm. The shown data is the sample mean
(average) of an aggregated data set using 25 individual N-MOSFET devices, each tested
for 5 times. Annotations of different MOSFET operation regions are described in the text.

Annotated in Figure 3.3 are different regions of the MOSFET behaviors. “MOS”

includes the regular, textbook-like linear/triode and saturation regions. “Avalanche” is the

area of exponential drain-body (impact ionization) and drain-source (BJT) current growth

on top of the almost constant saturation current, when channel impact ionization becomes

significant, but not enough to cause the drastic reduction in the channel resistance. Finally

in the “Snapback” region, the secondary channel current due to the activated parasitic BJT

gradually dominates, lateral field collapses, terminal voltage drops with increasing current,

and channel resistance effectively reduces to a significantly lower value.

While ID and VDS are intentionally driven to out-of-design values that are orders

of magnitudes higher than the reported typical operating conditions, the gate voltage VGS

is held within the operable range described by the device datasheet. Multiple repeated

experiments performed on the same device confirm that during the ∼ 1-hour test of each

device (including 5 consecutive, repeated runs of low-voltage ID-VG and ID-VD, and high-

voltage ID-VD tests), there have been no abrupt permanent damage events to the device

which could cause a total device failure. The measurement samples of the same sweep point
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and from repeated runs with the same device vary only by a minimal amount. Across all

low-voltage test (ID) samples, ≥ 90% of all sweep points (VDS,VGS) have ≤ 30µA of sample

stardard deviation (σ (ID)); ≥ 93% of all sweep points have ≤ 100µA of maximum sample-

average deviation (max |ID −⟨ID⟩|). From the high-voltage test (VDS) samples, ≥ 70% of all

sweep points (ID,VGS) have ≤ 80mV of sample stardard deviation (σ (VDS)); ≥ 70% of all

sweep points have ≤ 320mV of maximum sample-average deviation (max |VDS −⟨VDS⟩|).

Figure 3.4: Individual I-V measurements of the target N-MOSFET device. For each chip,
the repeated measurements (samples) are colored in the order of repetition. Inset 1 shows
the data within the dashed-line box. Inset 2 shows that in the dotted-line box in Inset 1. For
the same chip, most of the repeated tests yielded nearly identical results, so the curves with
different colors are very close to each other. However, the deviation across different chips
is much larger.

As shown in Figure 3.4, a low-voltage ID-VD sweep is performed prior to each of

the 5 repeated high-voltage tests for each of the 25 target devices. The data points are col-

ored with respect to their iteration order. The difference between individual chips is much

larger than repeated samples for every single chip. We analyzed the data again after group-

ing samples from different chips accordingly. In the low-voltage ID-VD tests, for 23 of the

total 25 tested chips, ≥ 90% of the sweep points (VDS,VGS) have ≤ 0.155µA of sample

stardard deviation (σ (ID)); for 21 of all chips, ≥ 90% of the sweep points have ≤ 50µA of

maximum sample-average deviation (max |ID −⟨ID⟩|). In the high-voltage ID-VD tests, the
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sweep points are (ID,VGS) groups, and the output samples are VDS. All tested chips have

≥ 70% of sweep points with ≤ 32mV of sample stardard deviation (σ (VDS)); ≥ 70% of all

sweep points have ≤ 260mV of maximum sample-average deviation (max |VDS −⟨VDS⟩|).

The source/monitor units from the Analyzer generally have ≤ 1mV and ≤ 10µA of mea-

surement error under our particular configuration. Although it is possible that the tests

which stress the drain terminal and gate oxide could cause long-term permanent damage to

the target devices, according to the observed data, the resulting deviation in device behav-

ior leads us to believe that it is not a major cause of short-term failures related to impact

ionization and Snapback.
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3.2 Device-Level (DC) Simulation of the Tested Device

The target N-MOSFET device is simulated to recreate the basic (textbook-like

MOSFET channel current) and Snapback (excessive channel current due to impact ion-

ization, parasitic BJT current) behaviors. Since the target device’s physical structures and

simulation model are unknown to us, we first use an in-house MATLAB program based

on the Genetic Algorithm to extract a SPICE MOSFET Level-3 (“MOS3”) model [72]

from our ID-VG and ID-VD measurement data. The Genetic Algorithm (GA) implementa-

tion will be discussed later in Section 3.3. Then, using the TCAD simulator Cider included

in ngspice [62], we create a planar, distributed numerical device model using the extracted

geometrical setup and process configuration. Included mobility models are velocity satu-

ration (lateral field), vertical and transverse surface field, and ionized impurity.

Table 3.2: Parameter extraction steps for our proposed Soft Error MOSFET model. The
terms “MOS”, “Avalanche”, and “Snapback” refer to different regions in the I-V data in
Figure 3.3.

Extraction Steps Dataset Used Model Used Parameters Extracted
Phase 1:
Basic MOSFET
(low-field)

(ID,Gm)-VGS
(“MOS”)

SPICE MOSFET
Level-3

W
L , TOX, NFS, NSUB,
PHI, XJ, THETA

Phase 2:
Basic MOSFET
(moderate-field)

ID-(VDS,VGS)
(“MOS”)

SPICE MOSFET
Level-3

W, L, VMAX, DELTA,
KAPPA

Phase 3:
Snapback (high-field
& high-current)

(ID, IS, IB)-
(VDS,VGS)
(“Avalanche” &
“Snapback”)

Level-3 and
proposed Soft
Error model

(listed in Table 3.3)

The textbook-like I-V curves from our measurements (sample average, labeled as

“Measured”), the extracted compact model (“MOS3-GA”) and the created device-level

model without impact ionization calculation (“TCAD-Default”) are shown in Figure 3.5.

In this step, the “basic” device parameters such as geometrical dimensions, doping con-

centration, and field-mobility relations are calibrated with our measurement data. The ex-
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tracted threshold voltage (using the “ELR” method or “extrapolation in linear region” [78])

is VT H = 1.31V. Observed from the Gm-VG curves (Figure 3.5b), the MOS3 model has a

delayed turn-on because the first-order discontinuity between the subthreshold and linear

regions affects when Gm peaks. But this would not fundamentally change the Soft Error

behaviors, since they happen in the saturation region.
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Figure 3.5: The standard ID-VG and ID-VD data from our measurement, from the compact
model we extracted, and from our numerical model we recreated, labeled with “Measured”,
“MOS3-GA”, and “TCAD-NoAvalanche” (without impact ionization or avalanche calcula-
tion), respectively.
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It is worth reminding the reader here about our motives. We intend to build a model

for the Snapback behavior in a MOSFET, and the model needs to be compatible with prac-

tical circuit simulations, so we can evaluate the Soft Error vulnerability when the circuit is

exposed to EMI. As explained in Section 2.3, we need a compact model for our purposes.

A compact model is a circuit model that represents one or more lumped circuit compo-

nents using algebraic (closed-form) equations. In this section and the next( Section 3.3),

we extract two compact models labeled with “MOS3-GA” and “MOS3+SE-GA”.

1. “MOS3-GA” is a SPICE MOSFET Level-3 model extracted with our in-house

Genetic Algorithm (“Phase 1” and “Phase 2” in Table 3.2). It represents the regular,

textbook behaviors of the tested N-MOSFET. We may consider it as the “baseline” model.

2. “MOS3+SE-GA” contains two models: the “baseline” model from our earlier

extraction and the additional Soft Error model representing the Snapback behavior. The

second model is also extracted using our Genetic Algorithm (“Phase 3” in Table 3.2).

On the other hand, we perform device-level simulations to verify the underlying

physics and help us understand the extracted device structure. For these purposes, we build

several TCAD models labeled with “TCAD-NoAvalanche” in Figure 3.5, and three more

models labeled with “TCAD-avalanche” in Figure 3.7. We use the information available

from our previously extracted “MOS3-GA” model to create a layout structure and use the

TCAD application (Cider) to solve the distributed, space-dependent semiconductor equa-

tions (2.25). We manually adjust other device-level parameters such as the mobility models

and doping profiles to match the test data labeled with “Measured”.

To simulate and observe the impact ionization and Snapback phenomena inside the

tested device, the avalanche model is enabled in Cider, which calculates the local generation

rate Gn,p in Equation 2.20 in Section 2.1. A separate simulation without impact ionization

calculation is performed, which provides a ”baseline” result for comparison10.

Shown in Figures 3.6 are some examples of the obtained device-level data with and

without impact ionization calculation included.

10In reality, impact ionization is always present when the E-field is high enough to produce significant
generation rate in Equation 2.20. But we can disable the numerical calculation for comparison.
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VGVS = VB = 0 VD

L = 5.87 μm

TOX

x = 0 5.87 μm 15.87 μm-10 μm-20 μm-30 μm

Source
(n+)

Body
contact
(p+)

Substrate (p)

Gate dielectric 
(SiO2)

Drain
(n+) TSD = 3 μm

(a) Device geometry

(b) Electron concentration
n [cm−3]

(c) Generated electron concentration
∆n [cm−3]

Figure 3.6: Device-level simulation data showing Snapback in a real device which is tested
in Section 3.1. VGS = 3.0V, VDS = 25.0V.
Different x-y space ranges are used for different plots to better expose the helpful data.
The geometrical dimensions are tOX = 64nm, W = 298µm, L = 5.87µm, according to the
results from our “Phase 1” parameter extraction described previously. The implant depth
TSD for the source, drain, and body contact wells (n++ and p++) are empirically set to
3.0 µm with additional roll-off profiles.
The method “TCAD-avalanche-upgrade-2” from Figure 3.7 is used. The “∆” values in
(c), (e), (g), (i), and (k) are the difference by subtracting the “baseline” results without the
avalanche calculation from the results with it.
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(d) Electric Field
E [kV/cm]

(e) Change in Potential
∆φ [V]

(f) Electron current density
Jn [mAcm−2]

(g) Generated electron current density
∆Jn [mAcm−2]

Figure 3.6: (Continued) Device-level simulation data showing Snapback in a real device
which is tested in Section 3.1. VGS = 3.0V, VDS = 25.0V. Different x-y space ranges are
used for different plots to better expose the helpful data. More information is given in the
previous page.
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(h) Hole concentration
p [cm−3]

(i) Generated hole concentration
∆p [cm−3]

(j) Hole Current Density
Jp [mAcm−2]
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(k) Generated hole Current Density
∆Jp [mAcm−2]

(result without impact ionization
calculation is minimal; ∆Jp ≈ Jp)

Figure 3.6: (Continued) Device-level simulation data showing Snapback in a real device
which is tested in Section 3.1. VGS = 3.0V, VDS = 25.0V. Different x-y space ranges are
used for different plots to better expose the helpful data. More information is given in the
previous page.
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At high drain terminal bias voltages, because of the much higher lateral field, a

significant increase in the electron-hole generation and current density is observed in the

channel and substrate. The high field is mostly contained in the vicinity of the drain-

body junction (labeled “A” in Figure 3.6d). The peak oxide field is 3.4 MV/cm. The

generated electrons (∆n ≃ 1× 1017 cm−3 near the interface in Figure 3.6c, by subtracting

the “baseline” calculation from the results with avalanche enabled) and holes (∆p ≃ 1×

1016 cm−3 at 0.2µm below the interface in Figure 3.6i) contribute to the additional drain

(ID) and body current (IB), respectively. As mentioned in Section 2.2.2, the generated holes

∆p ≃ 1× 1015 cm−3 at ∼ 0.5µm from the metallurgical junction. The potential increase

due to the generated holes is up to ∆φ ≃ 0.26V at ∼ 0.5µm away from the metallurgical

junction. The increase in the substrate potential near the body-source junction may activate

the parasitic BJT current.
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Figure 3.7: Simulated ID-VD data with impact ionization included (“TCAD-avalanche-
default”, “TCAD-avalanche-upgraded-1” and “TCAD-avalanche-upgraded-2”) compared
to measurement data (“Measured”).

In Figure 3.7, multiple sets of data are shown for the drain terminal current-voltage

(ID-VD) readings. The “Measured” is the test data from the “Phase 3” measurement de-
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scribed in Section 3.1 and already shown in Figure 3.3. The “TCAD-avalanche-default” is

the terminal readings from device-level simulations using the impact ionization (avalanche)

model provided by Cider/ngspice [79]. The “TCAD-avalanche-upgraded-1” and “upgraded-

2” are device simulation results using two other methods by modifying the ngspice source

code.

It is clear that all simulation results – using the calibrated device structure – are

overpredicting the impact ionization current. As a result, the “Snapback point” occurs

earlier than measured when increasing the stress current (ID). Our intent of “upgrading”

or modifying the existing model in Cider/ngspice is to improve the simulation by reducing

discrepancies.

First, a variation to the original impact ionization model [65] is integrated into the

ngspice source code (“TCAD-avalanche-upgraded-1”). The expression and parameters for

the local avalanche rate model (Equation 2.19) are calibrated with literature data and dif-

ferent than the “default” model. Next, we change to use only the lateral field and current

components to find the ionization rate (“TCAD-avalanche-upgraded-2”). The current com-

ponents used in Equation 2.21 are both vertical and lateral, meaning that the vertical (gate)

field has equal influence in the generation process as the lateral (drain) field. However, we

argue that the work done by the vertical field is less because there is less distance for the

electron current to flow; as a result, electrons do not get energized in the vertical direction

as much as in the lateral direction.

Both results are closer to the measured data; however, there are still discrepancies.

To summarize, the device-level simulations explain the origin of Soft Errors, but depend-

ing on the computation methodologies, they could be overestimated, and they should be

compared against experiments.
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3.3 Circuit-Level (DC) Soft Error Model Extraction Results

In this section, we describe our methodology to extract our compact Soft Error

model using the MOSFET’s characteristic data from our in-house experimental tests.

Ideally, we would want to build a calibrated MOSFET device-level Soft Error sim-

ulation model including Snapback, and perform time-domain simulations with practical,

functional circuits. However, device-level simulation using the space-dependent drift-

diffusion system of equations is generally computationally expensive and time consuming,

and thus it is challenging to directly use a device simulator for time-dependent circuit sim-

ulations containing more than one MOSFET. Furthermore, the device simulator used in

this work experiences convergence issues under high voltages, due to the excessive amount

of generated carriers (from impact ionization) which are not included in the self-consistent

solving process of the drift-diffusion matrix equation.

Therefore, a compact Soft Error model representing Snapback with lumped equiv-

alent components is necessary for multi-device time-domain simulation. However, it is

challenging to extract the parameters for our compact Soft Error model, since the under-

lying model expressions do not come in ways that are easy to handle mathematically with

traditional methods, such as the gradient descent method. The model contains over twenty

independent parameters, while three currents (ID, IS, IB) and two voltages (VGS, VDS) are

the variables to be matched to experimental data. At the same time, the equivalent circuit

including the regular MOSFET, the avalanche current source, and the parasitic BJT and

resistor components needs to be solved self-consistently. Moreover, our Soft Error model

has gone through several revisions to improve accuracy by including more physics where

practical, and each time the equivalent circuit components and the model equations are

modified, added, or removed, necessary changes to the extraction process must be taken.

Hence, our capability of fast prototyping a compact model greatly depends on the adapt-

ability of our extraction technique. Therefore, we have developed an extraction technique
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suitable for our scenario, which is described next. This technique allows for fast prototyp-

ing a compact model when the model equations need changing from time to time, and it is

compatible with circuit-level SPICE simulations which produce trial results to be program-

matically matched to calibration data.

The I-VDS data of the target device are obtained from various methods listed as

follows (all methods and results are of our work), and the curves are drawn and compared

in Figure 3.8:

• Experimentally measured data (labeled with “Measured”)

• Extracted Soft Error and SPICE Level-3 models combined (“MOS3+SE-GA”)

• Extracted SPICE MOSFET Level-3 model alone (“MOS3-GA”)

• Device-level (TCAD) simulation result with impact ionization calculation

(“TCAD-avalanche-upgraded-2”)

• TCAD result without impact ionization calculation (“TCAD-NoAvalanche”)

For the SPICE Level-3 and the non-ionizing distributed models, it is obvious that

none of the three terminal currents exhibits exponential-like growth under high VDS, al-

though the linear-like IDS increase due to channel length modulation can be seen. The

combined compact Level-3 and Soft Error model shows the exponential-like current in-

crease and the Snapback behavior. The excessive IDS under lower VDS in this model has

been and may be further reduced by fine-tuning the GA extraction search space and im-

proving the model equations.
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Figure 3.8: Simulated I-VDS data from the extracted MOS3 and Soft Error model
(“MOS3+SE-GA”) of the target device compared to our measurements (“Measured”), ex-
tracted SPICE Level-3 model (“MOS3-GA”), distributed model with impact ionization
(“TCAD-avalanche-upgraded-2”) and without (“TCAD-NoAvalanche”) calculations.
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3.4 Compact Circuit Model Extraction Technique: An In-House Genetic

Algorithm

In this section, we describe our extraction technique used to generate two models

used in this work: a SPICE Level-3 MOSFET model for the “basic” MOSFET operations

(the “MOS3-GA” model) and a compact or circuit-level Soft Error model representing the

Snapback phenomenon (the “MOS3+SE-GA” model).

The extraction method is based on the Genetic Algorithm (GA), which partially ran-

domly searches within the entire parameter space given with reasonable boundaries (param-

eter ranges), keeping a memory of “known-good” solutions over iterations. The flowchart

of this method adapted to our compact modeling is shown in Figure 3.9. In one iteration

or “generation”, a population of trial (tentative) parameter sets is generated. Each set or

“gene” contains all parameters needed to perform a complete circuit simulation. The genes

are transferred to the circuit simulator (ngspice) along with pre-defined voltage inputs. A

cost function or “fitness” is evaluated using the simulated current outputs and calibration

data (e.g. from experimental tests), which in general tells the discrepancy between the trial

simulation result and given data. At the beginning of the next generation, a new population

of genes is generated based on fitness values, favoring those parameters which fit the data

better. The iteration is repeated until the fitness reaches an arbitrarily set threshold.
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Several methods are used to generate new parameters, including copying an existing

combination, mixing two existing combinations by random ratios, and creating a new com-

bination totally randomly. Generally speaking, a parameter set that produces less discrep-

ancy between the trial simulation result and the supplied data will have a higher “fitness”

and a better chance to be preserved. A small collection of “genes” with the best “fitness”

will be used to produce more “descendants” than others. In this way, the known-good solu-

tions are “amplified” over iterations. On the other hand, the randomness introduced by the

mixing and random terms keeps the search process from getting stuck at a local minimum.

In summary, the Genetic Algorithm is a search method that indirectly follows the

trajectory of the system and has Brownian motions as well. Genetic Algorithm is a generic

and adaptive technique; it has been previously implemented for different tasks in the mi-

croelectronics area [65, 67, 80]. With a good choice of the simulation model and decent

fine-tuning of the details, it can become very effective in terms of producing the best fitting

parameters.

We implemented the above extraction process in-house. A MATLAB program gen-

erates new parameters and evaluates the cost function, which is a weighted RMS error

between the data and trial results as follows

Fitness =

√√√√ 1
Ndata

∑
VGS
VDS

{
[Idata (VGS,VDS)− Itrial (VGS,VDS)]

2 [Weight(VGS,VDS)]
}

(3.2)

The calibration data Idata (VGS,VDS) can be obtained from either experimental tests or device

(TCAD) simulations. The trial data Itrial is the simulation result with one set of tentative

parameters (one gene). In this work, we use our experimentally measured I-V character-

istics as shown in Figure 3.3 (described in Section 3.1). For the Soft Error model extrac-

tion (“Phase 3” in Table 3.2), the Snapback measurement data is used, and Idata contains

ID (VGS,VDS), IB (VGS,VDS), and IS (VGS,VDS). For the basic MOSFET model extraction

(SPICE Level-3 in our study, “Phase 1” and “Phase 2”), the low-voltage ID−VGS, Gm−VGS

(described below) and ID −VDS data is used.
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The weighting function can be as simple as a constant value for all data points

(uniform weighting) as follows:

Uniform weighting: Weight = 1 (3.3)

However, we discovered that certain irrelevant factors might negatively influence the qual-

ity of the extraction results, and thus using the uniform weighting scheme may not be

efficient or even effective.

Specifically in the Snapback measurement data, the three terminal currents ID, IS,

and IB show vastly different characteristics as VDS and VGS change, and the three current

readings may have discrepancies at different orders of magnitude. The actual data values

will be shown later in Figure 3.8; for now, it is important to address the conceptual idea of

paying attention to the extraction process. The overall fitness may only reflect the discrep-

ancies in one or two of the three terminal currents, which is not as desired. Meanwhile,

simply using relative errors has its problems, too, as the current readings have wide ranges,

and even an acceptable solution may have large relative errors in certain regions with small

current readings. In contrast, a large absolute error in the high-voltage, high-current region

may not register any significant relative error. Therefore, it is necessary to normalize all

data groups (e.g. ID, IB, and IS in Amperes in this case, and later Gm in A/V or Ω−1) to one

group (e.g. the current ID in Amperes) so they become equally important in terms of the

magnitude of their values. We achieve so by applying the following weighting function:

Absolute linear weighting for Snapback extraction (Phase 3):

Weight =



1 for ID

ID,max

IB,max
for IB

ID,max

IS,max
for IS

(3.4)

We have also identified other potential challenges, yielding two more weighting

schemes as follows. We need to match the basic MOSFET model (SPICE Level-3 in our
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study) to the low-voltage data (ID-VGS and ID-VDS). The data has previously been shown in

Figure 3.5 in Section 3.2. Discrepancies are unimportant as long as they are insignificant,

but they can become problematic if the uniform weighting is applied.

First, in the ID-VGS data, the sub-threshold voltage region (VGS < VT H) may have

more absolute and/or relative errors than the linear region (full inversion). However, re-

moving the low-voltage portion from the calibration data was overly simplified when we

observed that the result matched the above-threshold region perfectly but generated incor-

rect results below the threshold since they were not calibrated. Plus, we needed to match

the large-signal transconductance Gm found by:

Gm =
∂ ID

∂VGS
(3.5)

Hence, we empirically developed the following weighting formula that depended on the

gate voltage VGS, which gradually increases when the gate voltage VGS increases (and the

terminal current ID increases accordingly) and also normalizes the magnitude of transcon-

ductance data Gm to match the terminal current:

Voltage-dependent weighting for ID −VGS extraction (Phase 1):

Weight(VGS) = w1 w2 (3.6a)

w1 =

[
0.4+0.6×

VGS −VGS,min

VGS,max

]0.6

(3.6b)

w2 =


1 for ID

ID,max

Gm,max
for Gm

(3.6c)

where the units of the quantites are coerced to current (A).

A similar strategy was applied for the ID-VDS extraction using the basic MOSFET

model. In addition to Equation 3.6, the subthreshold and linear regions were skipped be-

cause the parameters related to VT H have already been extracted from the ID-VGS data;

changing VT H again could adversely affect the saturation current, which should be mod-

ulated by parameters related to channel length modulation. By applying the following
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weighting formula, the low-VGS region was excluded, and the data had more “importance”

in higher VGS and VDS regions.

Voltage-dependent weighting for ID −VDS extraction (Phase 2):

Weight(VGS,VDS) = w3 w4 w5 (3.7a)

w3 =

[
0.4+0.6×

VGS −VGS,min

VGS,max

]2

(3.7b)

w4 =

[
0.4+0.6×

VDS −VDS,min

VDS,max

]2

(3.7c)

w5 =

1 VGS ≥ 1V

0 otherwise
(3.7d)

We developed a Python program that maintains a pool of workers that translate the

parameter set, trial simulation input, and output data between the Genetic Algorithm pro-

gram (MATLAB) and the simulator (ngspice). Performance-wise, this method is strongly

prohibitive without enough computational power. A typical extraction converges to a rea-

sonably accurate result after at least ∼ 106 individual trial simulations (entire sets of I-V

sweeps), given that the search space (ranges of the fitting parameters) is defined with the

knowledge from previous extraction attempts. Each trial takes a few seconds including

running the SPICE simulation and all communication overhead time, summing up to a

considerably large amount of computation demand.

Therefore, we implemented several network-based multi-processing modules in the

Python program so the extraction work can be shared by many PC machines that are con-

nected to the same local-area network. A block-level design schematic is shown in Figure

3.10. Again, the Genetic Algorithm aspect of the extraction is handled by a MATLAB

program, also developed by us in-house. Despite the overhead including necessary file

exchange, MATLAB function evaluation and parameter generation procedures that are not

parallelized, the extraction time is substantially reduced by simply scaling up the total CPU

core count in the multi-computer network.
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Figure 3.10: Block-level schematic showing the software design to extract the Soft Error
model with the Genetic Algorithm
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In Figure 3.11, a collection of key results of each iterative generation during the

extraction are plotted against the iteration number. The population (number of total trials

in one generation) is 2000 . The number of generations is 4001, so in total, about 8×

106 independent SPICE simulations (ID-VDS sweeps with 128 sweep points) have been

executed. For each generation, the best solution which has the lowest “cost” is presented

in the plots. Collectively, they represent the evolution history of the extracted parameters.

The plots are not labeled with respect to parameter names, although each one has been

examined during a post-extraction analysis.

The first graph is the “fitness” or total RMS error calculated by Equation 3.2. Its

continuous descent depicts the evolution progress. Generation #0 contains entirely ran-

domly generated parameters within pre-defined search boundaries (the search scope). The

RMS error reaches the first “plateau” after the first few generations, related to a local min-

imum. Starting from generation #21, when a “breakthrough” has been found, the best so-

lution descends rapidly to a new local minimum with a much lower error, until it becomes

relatively stable again. Similar “breakthroughs” can be seen at generation #47, #108, #1318

and #1910. After around generation #2000, the reduction in total error is relatively insignif-

icant. But from the other graphs, one can observe the further changes in the best solutions,

indicating improvements.

The second graph shows the “magnitude” of relative changes in parameters. For

example, a value of 10−2 means a parameter has increased or decreased by 1 % from its

previous value, and 10−16 is near the numerical error floor (the “epsilon” in the floating

point arithmetic). At the beginning (around the first 100 generations), there was rapid and

significant changes among all parameters, while the fitness drastically improved.

Between generations #3500 and #4000, the parameters have changed by up to 5 %,

with a few exceptions, although from the previous graph, the total fitting error has not seen

much improvement. The change in RSUB or the Ohmic substrate resistance is 12.2 % in

generation #3514. Also, between generations #3500 and #4000, it is interesting to notice
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Figure 3.11: Evolution plots of the compact model extraction using the Genetic Algorithm.
The data points reflect the best solution of each generation, and are drawn against the
number of generations. The plots are, from top to bottom: the cost function value (fitness
or total RMS error) of arbitrary unit, with a few generations highlighted by arrows; the
magnitudes (always-positive values) of relative changes in the individual parameters of the
best solution; and the “relative” parameter values relative to the pre-defined search ranges.
Each line separated by colors refers to one parameter; they are not labeled in this figure for
the sake of simplicity.
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that the change in βR is as high as 50.2 % found in generation #3947, knowing that this

parameter is actually unused in the actual simulations, but accidentally kept in the model.

Meanwhile, another parameter x1 also changes from 0.331 µm to 0.346 µm. It is used as

the lower bound of the drain-body space charge region width in Equation 2.39. Since the

drain-body junction is never forward biased in practical circuit applications, this paramater

x1 only serves as a fail-safe mechanism preventing simulation program from crashing (e.g.

when user input creates an error, or the SPICE engine attempts a negative VDS during it-

erations and before reaching convergence). Therefore, generation #3947 has become a

demonstration of the evolutional behaviors when a parameter does not change the model’s

input-output relations.

The third graph shows the actual values of the parameters, scaled to their corre-

sponding pre-defined search ranges denoted by “Low” and “High”. From this graph, a

visual check can be performed to confirm that the parameters stay in local minimums for a

certain period of time, rather than constantly increasing or decreasing, which would have

been difficult to identify by observing the relative changes. After around generation #3500,

the RMS error reaches a relatively stable number, and the relative changes in parameters

are generally < 5%, despite the visually obvious “jumps” in βR (which is unused) and in

d1. This is considered as the second phase of the extraction, indicating the extraction has

either almost certainly found the global minimum or reached a good approximation. Thus,

we believe that the extracted model is good. The extracted Soft Error model parameters are

read from generation #4000 and listed in Table 3.3.
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Table 3.3: List of extracted Soft Error model parameters for the target device (CD4007)

Symbol Description Extracted Value
A Over-all multiplicative factor (Equation 2.22) 0.230

Impact ionization (lucky-drift) model (Equation 2.40)
Ei Ionization threshold energy 1.65 eV
FS1 Form shape factor 1.15
FS2 Form shape factor 0.669
λR Average phonon scattering mean free path 11.0 nm

Saturation voltage and depletion region calculation (Equations 2.33 and 2.37-2.39)
NCH Channel carrier concentration under strong inversion 1.72×1017 cm−3

NAS Substrate (p-type) doping 3.34×1016 cm−3

VFB Flat-band voltage offset 0.00 V
δv1 Smoothing factor of saturation voltage 0.0151 V
δv2 Offset of saturation voltage −0.0312 V
x2 Upper limit of drain-body depletion width 5.24 µm
x1 Lower limit compared to its zero-bias value 0.342

δx2 Smoothing factor associated to x2 12.2 nm
δx1 Smoothing factor associated to x1 14.7 nm

Substrate resistance (Equation 2.43)
RSUB0 Body/substrate resistance (Ohmic) 0.763 Ω

adi Dipole interaction effect, multiplicative factor 0.168
Idi Dipole interaction effect, current offset 4.21 nA
vdi Dipole interaction effect, zero offset 0.0358 V

δvdi Dipole interaction effect, smoothing factor 0.0119 V
Parasitic BJT (Equation 2.42)

IS0 B-E and C-B junction saturation current 2.15×10−17 A
βF Forward current gain 2.00×103

βR Reverse current gain (not used) 3.02×103

NF B-E junction forward current exponential factor 2.79

95



Chapter 4: EMI-Induced Soft Error Vulnerabilities: Circuit-Level (Tran-

sient) Simulation of Device Vulnerability under EMI Condi-

tion

Now that we have developed our Soft Error model in Chapter 2 from physical

knowledge and extracted the parameters in Chapter 3 from our experiments, in this chap-

ter, we will simulate a few example circuits in the time domain and at the circuit level to

demonstrate the potential application of our compact circuit model for Soft Errors.

Example circuits are first designed using CoolSpice and then simulated iteratively

using ngspice in case studies to serve two purposes. First, we demonstrate the proposed Soft

Error model’s capabilities in transient circuit-level simulations as a design aid to finding

any potential signal- and interference-related vulnerabilities in the circuit. We also give

examples of the discrepancies between simulation results using the extracted model from

Chapter 3.3 and only using the “basic” MOSFET model of the same device.

We simulate EMI conditions as disruptions in the power rail (VDD), which are tem-

porary (“transient”) and limited length. It is worth pointing out that by only having disrup-

tions in VDD =VDD (t), our case studies are not exhaustive; the simulated scenarios are less

problematic than those when multiple terminals are affected, e.g., VG and/or VSS (ground

line) in addition to VDD. However, our simulations still represent many practical situations

since the power rail on a chip is often directly connected to the power plane or power wires

on the carrier PCB, making it vulnerable to possible EMI-induced disruptions.

Generally speaking, when the gate terminals also experience voltage disruptions

in VG (t) (mainly via internal connections except at the interfacing front-end stages), the

devices are more likely to misbehave or become damaged. It is not our intention to exclude

VGS disruptions from the factors leading to Soft Errors; again, our case studies are not
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exhaustive. However, by including the calculation of excess drain terminal current and

non-linear voltage-current relationship with our circuit model, more vulnerabilities at the

drain terminal (ID-VD) are exposed to the circuit and system designers. One can always

apply different types of EM interference on different functional circuits.

To emphasize, our case studies in this chapter expose potential vulnerabilities due

to the impact ionization-induced carrier generation (or avalanche current) and the parasitic

BJT structure (or the Snapback phenomenon); these vulnerabilities are mainly triggered by

disruptions in the power rail VDD.

Two circuits are simulated, including a resistor-transistor inverter and a two-stage

tuned RF amplifier. A summary of the test cases is listed in Table 4.1 with combinations

of the test circuit and the type of disruption, as well as the observed changes in behaviors,

which will be discussed as follows.

Table 4.1: Summary of tested circuits, types of disruptions and observed behavioral
changes

N-MOSFET Inverter RF Amplifier
Single Gaussian
Unipolar Spikes

Case #1 Case #3

Gaussian-Enveloped
Single-Tone Pulses

Case #2 Case #4

Observed disruptions
Additional power

consumption;
Transient Bit-Flips

Additional power
consumption;
Decrease in

small-signal gain
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4.1 Case Study #1: N-MOSFET Inverter under Unipolar Interference on

Power Line

The schematic of the simulated circuit is shown in Figure 4.1.

vi f (t)
+

−

−+ VDD
18V

R1
1.8kΩ

M1
vin (t)
+

−

vout (t)

Figure 4.1: Circuit schematic of an N-MOSFET inverter with a disrupted voltage supply.

Transistor M1 is of our primary interest. By changing a single line in the SPICE

netlist, we can switch between using the Soft Error model on top of the “basic” MOSFET

model and only using the “basic” model for baseline comparison.

The interference source vi f (t) is implemented as a time-dependent voltage source

representing a time series of Gaussian pulses. Its analytical expression is defined in Equa-

tion 4.1a, and it provides voltage spikes in the VDD rail, as shown in Figure 4.2a, with the

unipolar amplitude A, delay τD0, interval τD, and characteristic length τL.

vi f (t) = A exp

[
−(t −⌊t/τD⌋τD − τD0)

2

2τ2
L

]
(4.1a)

∼= A
N

∑
n=0

exp

[
−(t −nτD − τD0)

2

2τ2
L

]
def
= ṽi f (t) (4.1b)
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Figure 4.2: An illustration of the unipolar Gaussian pulse chains vi f (t) used in Case #1 and
#3. The example time-domain waveform here has A = 1V, τD = 40ns, τD0 = 20ns, and
τL = 4ns (which are different than used in Case #1). The round-down function shown in
(b) is used to generate vi f (t) in Equation 4.1a

The ⌊·⌋ is the round-down operator, which returns the nearest integer smaller than

the given number. The resulting integer is multiplied by τD to produce a stair case-like

function value, illustrated in Figure 4.2b, which dynamically changes the Gaussian peak

position as time evolves and effectively generates Gaussian pulses repetitively. It is a con-

venient way to generate time delays of multiples of τD in SPICE simulations.

The first definition (Equation 4.1a) is easily implemented in SPICE using a custom
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voltage source component (the “B-source”). By using the built-in round-down operator, the

Gaussian pulses can be repeated indefinitely, making it convenient to inject the disruptions

during different times with respect to the input signal (e.g., rising edge, falling edge, etc.).

Besides, we will later use the approximation ṽi f (t) in Equation 4.1b for frequency-domain

analyses since it is easier to apply Fourier transform on the approximated time-domain

signal. The approximation holds true as long as the individual pulse peaks are “far apart”

(τD ≫ τL) when the Gaussian tails become negligible before overlapping with other peaks.

Next, we show and analyze the simulation results as below. Two of the MOSFET

models are used separately for comparison. The models are introduced and discussed in

details in Chapter 3.2, and we repeat the keywords as follows:

• SPICE MOSFET Level-3 model alone (“MOS3-GA”), extracted with our

in-house Genetic Algorithm (GA)

• Soft Error and SPICE Level-3 models combined (“MOS3+SE-GA”), extracted

with our in-house GA

Shown in Figures 4.3 and 4.4 are the input and output voltage waveforms (MOSFET

gate VGS and drain VDS) as well as the power rail VDD (t) within the entire simulation time

t = 1–3µs. The calibrated models from Chapter 3 are used (the “basic” MOSFET model

“MOS3-GA” and the Soft Error model “MOS3+SE-GA”). The input signal vin (t) applied

at the MOSFET gate is a 0–20 V, 4 MHz sine wave without disruptions. It is a controlled

variable in the case study and does not contain any interference or noise, although applying

the Soft Error model does not require so.
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Figure 4.3: Waveforms in Volts of Case #1 in the entire simulation time t = 1–3µs. The
Soft Error model is enabled (“MOS3+SE-GA”). The input and output are VGS and VDS of
M1, respectively. There are no transient disruptions A = 0.0V.

In Figure 4.3, no disruptions are introduced. The results with and without the Soft

Error model are almost identical; for example, the high-level output at VDS is 17.89 V with

Soft Error and 17.97 V without it.

In Figure 4.4, the repetitive disruption with amplitude A = 19.4V is not enabled un-

til t = 1µs to ensure the circuit reaches its steady state before becoming affected. The time

constants are τD = 70ns, τD0 = 20ns, and τL = 1ns. Apparently, due to the power voltage

spikes, disruptions in the output (drain) voltage are present. The output (VDS) disruptions

are more significant when the input is in the low to mid-low range (VGS ∼ 0–2V) when the

MOSFET channel has barely formed or is not present at all, but the drain voltage is high

(VDS ≈ VDD = 18V). In comparison, when the input is near the peak, the drain voltage

is rather low (VDS < 2V) even under disruption, thus less likely to experience significant

impact ionization.
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Figure 4.4: Waveforms in Volts of Case #1 in the entire simulation time t = 1–3µs. The
Soft Error model is enabled (“MOS3+SE-GA”). The input and output are VGS and VDS of
M1, respectively. The disruption amplitude is A = 19.4V. τD = 70ns, τD0 = 20ns, and
τL = 1ns.

On the other hand, in this inverter setup, as VDD increases when it is disrupted, the

output voltage VDS increases almost linearly Even without the impact ionization effect, the

saturation current increases slightly as VDS increases due to the channel length modula-

tion effect. However, as mentioned above and below, impact ionization and Snapback are

causing more problems.
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We pick one disruption to provide a more detailed description of the waveform.

This is an outstanding example since the “additional” disruptions due to the Snapback

phenomenon can be clearly identified by comparing results from with and without using our

Soft Error model. In Figure 4.5, the terminal voltages currents of M1 and are shown around

time t = 2.47µs. The simulation outputs after applying the Soft Error model (“MOS3+SE-

GA”) and without it (“MOS3-GA”) are both shown.
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Figure 4.5: Zoom-in waveforms of M1 in Case #1. The time is offset by (t −2.47µs). Both
results with the Soft Error model (“MOS3+SE-GA”) enabled and without (“MOS3-GA”)
are shown. The disruption amplitude is A = 19.4V.
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By comparing the two results, several changes in the MOSFET behavior are ob-

served after applying the Soft Error model. At time11 t = 2.47045µs (or t = 0.45ns in

Figure 4.5), VGS = 2.63V. The peak VDS is lowered from 35.5 V to 31.0 V. There is no

noticeable elongation of the VDS disruptions, indicating that such disruptions are still “tran-

sient”. ID increases from 0.934 mA to 3.46 mA. IB mainly consists of the impact ionization

hole current, and increases from minimal (35.5 µA) to 2.06 mA. The increase in IS from

0.791 mA to 1.23 mA suggests that the source-body junction is under forward bias, and the

parasitic BJT current is present.

Digital bit errors can occur under this type of disruption. We notice that the bit

errors are present no matter if our Soft Error model is applied or not, although they are

intensified through the Snapback phenomenon. These errors captured by the Soft Error

model are potentially problematic in a large-scale circuit.

Besides, the additional terminal currents under excessive voltages can lead to un-

wanted power consumption. Using the simulation data, we evaluate the instanteneous

power p = vi consumed by M1. The average power dissipation is found by

⟨PM1⟩=
1

t2 − t1

∫ t2

t1
iD,M1 (t) vDS,M1 (t)dt (4.2)

with t2 = 3µs, t1 = 1µs is drown against various disruption amplitude A added to VDD. The

additional power dissipation under disruptions is defined by

∆⟨PM1⟩= ⟨PM1⟩−
〈
PM1,0

〉
(4.3)

where
〈
PM1,0

〉
is the power consumption under no disruptions (disruption amplitude A =

0V), namely the “y-intercept”.

11 Our simulation time step is 0.01 ns.
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Figure 4.6: Additional power consumed by transistor M1 in Case #1. Results with and
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tively. The amplitude A (x-axis) in the simulation data is much denser than illustrated with
a uniform interval of 0.1V. The simulation data points (symbols) and fit curves (solid lines)
represent the additional power ∆⟨PM1⟩ in Equation 4.3.

In Figure 4.6, ∆⟨PM1⟩ is drawn against the disruption level in Vi f (t), quantified

by the unipolar pulse amplitude A on top of the DC supply VDD. The plots are offset

by their corresponding y-intercept
〈
PM1,0

〉
. Results after applying the Soft Error model

(“MOS3+SE-GA”) and without it (“MOS3-GA”) are shown. To summarize the “extra”

vulnerability due to the Snapback phenomenon, we empirically fit the two sets of data with

two quadratic polynomials. With A in V and ∆⟨PM1⟩ in mW, the fitting formulas are:

with Soft Error model (“MOS3+SE-GA”, fit line for the blue circles):

∆⟨PM1⟩= 8.71 A2 +0.178 A (4.4a)

without Soft Error model (“MOS3-GA”, fit line for the red squares):

∆⟨PM1⟩= 8.17 A2 +0.197 A (4.4b)

The power consumption under no disruptions is
〈
PM1,0

〉
= 16.2mW with the Soft Error

model and 15.9 mW without it. The 2 % difference is due to an insignificant presence of

the impact ionization effect and avalanche drain-body current.
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Overall, the additional power consumption increases as the disruption level in-

creases. This is expected for the cases with and without our Soft Error model, because

the volt-ampere product is generally higher.

In the entire range of disruption amplitude being surveyed, we observe a consistent

increase in ∆⟨PM1⟩ after the Soft Error model is enabled, by up to 21 % at A = 19.4V.

From the empirically fit quadratic expression, the larger second-order coefficient with the

Soft Error model, along with the smaller first-order one, indicates that when the channel

impact ionization and parasitic BJT currents are considered, the additional power con-

sumption under high-level disruptions may be much higher than that is predicted by the

“basic” MOSFET model. The change depending on disruptions is 68 % and −9.6 % in the

quadratic and linear coefficients, respectively; the increase in the no-disruption power is

1.9 %.

Elevated power consumption may become a worrisome problem under certain cir-

cumstances, even though the disruption level found in our case study does not seem to cause

drastic changes in the circuit behaviors. For example, systems running on batteries may go

out of service prior than designed, and the associated additional Joule heating may lead to

reliability issues. A circuit or system designer may use the proposed Soft Error model as a

tool to test and evaluate a MOSFET circuit’s behaviors under EMI exposure. At this point,

a link between short-term, transient errors and long-term progressive degradation can be

seen; but we still want to focus on the transient aspect of Soft Errors within our scope of

study.

Before concluding Case #1, we discuss a detailed aspect as follows. As has been

pointed out in Chapter 1, external interferences may cause unwanted resonance in the func-

tional circuit, intensifying the disruption. Through the following calculations, we show that

the Gaussian pulse trains used in Cases #1 and #3 have their major frequency components

much higher than the operating frequency of the circuits. Thus, they do not introduce major

complications due to “resonating” with the circuit or the input signal VGS (t) = vin (t).
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We apply Fourier transform to the approximated expression ṽi f (t) in Equation 4.1b,

and knowing that the Fourier transform is an additive operation, the result is:

F
{

ṽi f (t)
}
( f ) =

√
2πA
fL

e− j2πτD0 f
N

∑
n=0

exp

[
−2π

2
(

f
fL

)2

− j
2nπ

fD
f

]
(4.5)

where fD = τ
−1
D and fL = τ

−1
L . In Case #1, fD = τ

−1
D = (70ns)−1 = 14MHz and fL =

τ
−1
L = (1ns)−1 = 1GHz. They are much higher than the inverter’s operation frequency

4 MHz.

The normalized spectrum magnitude as a function of frequency
∣∣F {

ṽi f (t)
}∣∣( f ) is

shown in Figure 4.7 for various numbers of terms used for the summation.
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Figure 4.7: Normalized spectrum magnitude for the unipolar Gaussian pulses∣∣F {
ṽi f (t)

}∣∣( f ) used in Case #1 and #3. Various numbers of pulses N are used in the
summation in Equation 4.5.

Comments:

1. The Fourier transform of the time-domain function in Equation 4.1b can be

easily obtained by applying basic Fourier transform pairs and the convolution theorem,

acknowledging that the time-domain function can be treated as the convolution of an

infinite train of delta impulse functions and a Gaussian function.

2. When N = 0, there is a single Gaussian pulse in the entire time, and its Fourier
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transform is also a Gaussian function, with its peak at f = 0Hz (DC) and −3 dB point12 at

f−3dB = fL

√
ln2
4π2 = 133MHz.

3. When there are more than one pulse in the entire time, i.e., N ≥ 1, there are

infintely many peaks in the spectrum magnitude. For example, when N = 1, we can

explicitly evaluate the summation as below:

F
{

ṽi f (t)
}
( f ) =

√
2πA
fL

e− j2πτD0 f
1

∑
n=0

exp

[
−2π

2
(

f
fL

)2

− j
2nπ

fD
f

]

= A′
1

∑
n=0

exp
[
− j

2nπ

fD
f
]

(4.6a)

∣∣F {
ṽi f (t)

}∣∣2 ( f ) = A′
[

exp(0)+ exp
(
− j

2π

fD
f
)][

exp(0)+ exp
(
+ j

2π

fD
f
)]

= 2A′
(

1+ cos
2π

fD
f
)

(4.6b)

where the new coefficient is A′ =
√

2πA
fL

e− j2πτD0 f exp
[
−2π2

(
f
fL

)2
]

, and it has three parts:

a frequency-independent real number
√

2πA
fL

, a frequency-dependent complex-value

function e− j2πτD0 f with a constant magnitude of 1, and a frequency-dependent real-value

function exp
[
−2π2

(
f
fL

)2
]

which decreases monotonically as the frequency increases

(giving the envelope as seen in Figure 4.7). The cosine function oscillating in

the frequency domain gives rise to the spectrum peaks mentioned above; equivalently,

they are high-frequency harmonics of the base tone. In Case #1, the base frequency is at

fD = 14MHz, and the higher-frequency peaks are at 2 fD = 28MHz, 3 fD = 42MHz, and

so on.

4. When N > 1,
∣∣F {

ṽi f (t)
}∣∣2 ( f ) = A′

∑
N
n=0 exp

[
− j 2nπ

fD
f
]
. More local peaks in

the frequency spectrum are introduced, but those already present when N = 1 are still the

dominating components; i.e., their amplitudes are far greater. Meanwhile, these “major”

components become narrower so more and more “minor” peaks with much lower

12The −3 dB point is defined as the frequency when the voltage magnitude is 1√
2

times its peak value.
The −6 dB point is defined as the frequency when the voltage magnitude is a half of its peak value and is

f−6dB = fL

√
ln2
2π2 = 187MHz.
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amplitudes can be accommodated. The base frequency fD does not change, nor does the

separation between the harmonics, also fD. This situation is reflected in Figure 4.7, where

the normalization process makes all results with different N appear to have the same

amplitude. In reality, however, the unipolar pulse chain will introduce a DC offset that

depends on the number of pulses over all time.

5. When N ≥ 1, the entire spectrum is modulated by the Gaussian envelope found

when N = 0. Since its cut-off frequency is formerly found to be f−3dB = 133MHz ≈ 9 fD,

before the spectrum becomes effectively negligible, we can observe about a dozen narrow

bands. In other words, most of the disruption energy is concentrated in the base frequency

fD and the first several harmonics: 14 MHz, 28 MHz, 42 MHz, and so on. Meanwhile, the

functional circuit (the inverter) in this case operates at 4 MHz.
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Figure 4.8: Voltage spectrum magnitude of the discrete Fourier transform of the simulated
output waveform |F {VOUT (t)}|( f ) in Case #1.
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At last, we examine how the disruptions affect the output waveform in the frequency

domain. We apply a discrete Fourier transform on the time-domain output voltage wave-

form VOUT (t) and take its magnitude. The resulting spectrum |VOUT (t)| is shown in Figure

4.8. Detailed analyses are illustrated in the graph and listed as below:

1. The time-domain simulation length is 17.5 µs or 70 whole operation cycles

(low-high transitions), which is about 8 times longer than displayed in Figure 4.4. This is

done in order to increase the frequency-domain resolution to

∆ f = (17.5µs)−1 ≈ 57.1kHz. The sampling frequency is fs = 2GHz. The spectrum is

normalized13 to conform power conservation.

2. The inverter’s expected output is a rectangular pulse train in the time domain.

Ideally, its discrete Fourier transform is a sequence of delta pulses (i.e., matchstick-shaped

components) that are non-zero at separated single-frequency locations and have a sinc

function14 envelope. The base-frequency component is found at f0 = 4.0MHz, and the

two most-significant harmonics are found at 8.0 MHz and 16.0 MHz.

3. The disruptions in the power rail (VDD) lead to additional spikes in the

frequency domain. As previously discussed, the disruptions appear in the magnitude

spectrum as narrow peaks enveloped by a cosine-like function (Equations 4.5 and 4.6b).

The lowest-frequency peak is at fD = 14.3MHz.

4. Peaks are also found at the “cross-term” frequencies such as

fD ± f0 = 10.3MHz and 18.3 MHz, but the are more than 10 times smaller than the

inverter’s operational output base frequency component at f0 = 4MHz. Hence, we do not

suspect frequency mixing is a primary concern in this and subsequent case studies.

Therefore, the AC components do not induce resonance since the circuit is not

tuned to the particular frequency components in the interference. Instead, the temporary

13Theoretically, energy conservation is ensured by Parseval’s theorem:
∫ +∞

−∞
|v(t)|2 dt = 2π

∫ +∞

−∞
|v( f )|2 d f .

In our case, since we have a finite-length time data (e.g., t1 ≤ t ≤ t2), we interpret Parseval’s theorem by power
conservation: (t2 − t1)

−1 ∫ t2
t1 |v(t)|2 dt = 2π (t2 − t1)

−1 ∫ + fs/2
− fs/2 |v( f )|2 d f where fs is the sampling frequency

of the discrete Fourier transform.
14By definition, sinc(x) = sinπx

πx .
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increase in the power rail VDD + vi f (t) is of major concern, as seen in the results above.

The origin of the interference could be a temporary error in the power supply rail, and the

disrupting voltage (the pulse chain) contains both DC and AC components. When com-

paring the results from using the “basic” MOSFET model only against using the proposed

and calibrated Soft Error model, as shown in Figures 4.5 and 4.6, the differences in output

waveforms and power consumption are not directly related to any “resonance” between the

function circuit and the disruptions. Instead, it is mainly due to the local generation from

impact ionization and the parasitic BJT.

To conclude the Case Study #1, spikes in the output waveforms induced by dis-

ruptions may cause “bit flips”, which could directly cause a digital circuit without proper

error-checking mechanisms to crash. By applying the Soft Error model, the vulnerability

situation generally becomes more intense. Besides, no elongated bit errors are observed

after the transient disruption disappears. However, the additional power consumption un-

der disruptions suggests a battery-powered circuit may have a shorter operation time than

predicted by the “basic” MOSFET model.
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4.2 Case Study #2: N-MOSFET Inverter under Symmetric Interference

on Power Rail

The functional circuit under test is the same as in Case #1, but the disruptions

are now produced by an external radio-frequency interference that couples into the power

delivery network on the printed circuit board (PCB). As shown in Figure 4.9, the test circuit

in simulation consists of four parts: the un-disrupted DC power supply VDD, the LCR

network representing the wire tracing of VDD on the PCB, the time-dependent AC source

ii f (t) together with an associated inductor Li f representing the coupled interference from

external EM radiation on the path of VDD, and the functional circuit (N-MOSFET inverter)

including R1 and M1. A decoupling capacitor (CDD) is present; however, its effectiveness

may depend on its location on the PCB.

−+
VDD
18V

CDD
1µF

l1/2 r1/2

c1

l1/2 r1/2

−

+
vi f (t)

ii f (t)

Li f
2.9 nH

l2/2 r2/2

c2

l2/2 r2/2

R1
1.8kΩ

M1
vin (t)

vout (t)

Figure 4.9: The circuit simulated in Case #2, showing the coupling effect of external EMI
due to PCB trace structures and the functional circuit under test (N-MOSFET inverter).

The PCB tracing has a total length of 2.00 cm, and the coupling point is in the

middle. We choose the following dimensions for the VDD trace, which is a copper wire

(electric resistivity ρr = 1.68× 10−8 Ωm, mass density ρm = 8.96g/cm3). The width is

W = 2.50mm ≈ 100mil. The thickness is calculated for 1oz/ft2 coating, which is T =

34.0µm. The ground network is considered as an entirely filled plane with much smaller

LCR values. The power-ground distance is H = 1.20mm ≈ 50mil. The dielectric constant

is set at εr = 4.50 according to typical FR4 material properties.15

15FR4 is a very widely used material to build printed circuit boards (PCB).
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Using empirical formulas [81], the per-unit-length values of the LCR components

are found by

l = 0.2 ln
(

8H
W

+
W
4H

)
µH/m = 2.90nH/cm

c = ε

W
H

+
π

ln
[

1+ 2H
T

(
1+
√

1+ T
H

)] − T
4H

= 1.08pF/cm

r =
ρr

WT
= 1.98mΩ/cm

(4.7)

As a result, without the circuit designer intentionally adding any LCR components

to the power network, the PCB wiring itself resembles a typical “bias-tee” network — the

DC voltage source VDD provides the power to the functional circuit (M1), and the interfer-

ence source ii f (t) can “inject” disruptions into VDD.

The interference source has the following definition:

ii f (t) = A exp

−
(

t −
⌊

t
τD

⌋
τD − τD0

)2

2τ2
L

cos
[

2π fic

(
t −
⌊

t
τD

⌋
τD − τD0

)]
(4.8a)

∼= A
N

∑
n=0

exp

[
−(t −nτD − τD0)

2

2τ2
L

]
cos [2π fic (t −nτD − τD0)]

def
= ĩi f (t) (4.8b)

Compared to Equation 4.1, the additional sinusoidal term represents the carrier-frequency

modulation at fic. The exact fic is determined to achieve maximum disruptions, which is

done by performing a SPICE AC analysis of the whole circuit and finding the “resonance”

frequency at VDS,M1, which is typically 1–2 GHz. An example waveform is shown in Figure

4.10 for τD = 70ns, τD0 = 20ns, τL = 1ns, and fic = 1.8GHz.

113



16 18 20 22 24

time [ns]

-1

-0.5

0

0.5

1

i if
 [

A
]

Figure 4.10: Time-domain waveform example for the Gaussian-enveloped sinusoidal
pulses ii f (t) used in Case #2 and #4. A = 1V, τD = 70ns, τD0 = 20ns, τL = 1ns and
fic = 1.8GHz. Only one “Gaussian packet” is shown in this plot.

When this type of interference is applied to the inverter circuit, the disrupted in-

put/output waveforms are very similar to the ones in Case #1 shown in Figure 4.4. While

the disruption “spikes” now become “symmetrical” or “balanced” around the expected volt-

age levels in VDD of M1, we still anticipate possible transient bit errors that do not cause

the circuit to latch up to an erroneous state indefinitely.

More interesting results are found when looking at the additional power consump-

tion in M1 caused by the disruptions. Again, the average Joule power using terminal voltage

and current waveforms are evaluated. The interference has a zero DC offset. Therefore,

it should have no “long-term” influences by elevating the power rail voltage (VDD). Each

“packet” of the Gaussian-enveloped sinusoidal pulse has limited energy and power. The

“injected” disruption level can be quantized by the average power of all pulses
〈
Pin j
〉

which

can be calculated by using the three-sigma rule as below:〈
Pin j
〉
=

1
6nτL

N

∑
n=0

∫
τD0+nτD+3τL

τD0+nτD−3τL

vi f (t) ii f (t)dt (4.9)

where vi f (t) and ii f (t) are the instantaneous voltage and current measured at the “injection”

port in the circuit in Figure 4.9.

114



Shown in Figure 4.11 is the additional power dissipation ∆⟨PM1⟩ calculated using

Equation 4.2 and 4.3, with and without the Soft Error model, drawn against the average

injected power
〈
Pin j
〉

found with Equation 4.9. The time constants are τD = 70ns, τD0 =

20ns, and τL = 1ns. The interference’s sinusoidal frequency is fic = 1.8GHz.
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Figure 4.11: Additional power consumed by transistor M1 in Case #2. Results with and
without the Soft Error model are labeled as “MOS3+SE-GA” and “MOS3-GA”, respec-
tively. The simulation data is shown by symbols, and the fit curves are shown by solid
lines. The constant terms

〈
PM1,0

〉
as in Equation 4.3 are deducted before drawing.
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To summarize the “extra” vulnerability due to the Snapback phenomenon, we em-

pirically fit the two sets of data with linear functions. The variable ∆⟨PM1⟩ is in µW, and〈
Pin j
〉

is in mW.

For the result group without Soft Error model, the dataset is divided into two seg-

ments with an arbitrary threshold at
〈
Pin j
〉
= 3mW. The fitting results are:

with Soft Error model (“MOS3+SE-GA”, fit line for the blue circles):

∆⟨PM1⟩= 13.3
〈
Pin j
〉
+16.2 (4.10a)

without Soft Error model (“MOS3-GA”, fit lines for the red squares):

∆⟨PM1⟩=

 10.5
〈
Pin j
〉 〈

Pin j
〉
≤ 3mW

1.97
(〈

Pin j
〉
−3mW

)
+15.9

〈
Pin j
〉
≥ 3mW

(4.10b)

The power consumption under no disruptions is
〈
PM1,0

〉
= 16.2mW with the Soft Error

model and 15.9 mW without it, same as in Case #1.

Overall, the additional power consumption increases as the disruption level in-

creases. This is expected for the cases with and without our Soft Error model, because

the volt-ampere product is generally higher.

With the Soft Error model enabled, the simulation always reports more additional

power. It is interesting that for the non-Soft Error results, when
〈
Pin j
〉

becomes higher

than the arbitrarily set threshold (3 mW), the increase in ∆⟨PM1⟩ per increment in injec-

tion becomes much slower. The maximum difference is ∆⟨PM1⟩ = 74.6mW with Soft

Error when
〈
Pin j
〉
= 5.09mW, which is higher than the non-Soft Error value 37.5 mW

by 98.9 %. Thus, two separate fittings are performed for the non-Soft Error data, inter-

cepting at
〈
Pin j
〉
= 3mW. It corresponds to peak drain-source voltage VDS = 25.8V at

t = 2470.173µs and interference source amplitude A = 79mA, or VDS = 24.8V when the

Soft Error model is enabled. On the other hand, when
〈
Pin j
〉
< 3mW, about 30 % more

extra power is reported from using the Soft Error model.
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Figure 4.12: An example spectrum (normalized magnitude) for the disruption current
source used in Case #2 and #4. The graph is generated by applying Fourier transform to the
approximated form of the Gaussian-enveloped sinusoidal pulses

∣∣∣F {
ĩi f (t)

}∣∣∣( f ) defined
in in Equation 4.8b. In this case, τD = 70ns, τD0 = 20ns, τL = 1ns and fic = 1.8GHz,
which is used to generate the time-domain waveform shown in Figure 4.10. Various maxi-
mum N are used in the summation in Equation 4.11.

In a similar manner to Case #1, we look at the frequency components in the dis-

ruption source, the Gaussian-packet interference current source. Specifically, we use the

approximated form ĩi f (t) given in Equation 4.8b. An example spectrum is shown in Figure

4.12. The Fourier transform of the approximated form is

F
{

ĩi f (t)
}
( f ) =

√
2πA

2 fL
e− j2πτD0 f

N

∑
n=0

{
exp

[
−2π

2
(

f − fic

fL

)2

− j2nπ

(
f
fD

)]

+exp

[
−2π

2
(

f + fic

fL

)2

− j2nπ

(
f
fD

)]} (4.11)

where fD = τ
−1
D and fL = τ

−1
L . Its spectrum magnitude as shown in Figure 4.12 has a

Gaussian peak at the carrier frequency fic, and zero DC offset which corresponds to the

AC coupling effect. As the number of included “Gaussian packets” (N) increases, the

spectrum converges to a collection of much narrower peaks separated by equal frequency

intervals of fD as can be measured from Figure 4.12, while the overall envelope still follows

the Gaussian shape. This is due to the fact that the infinite sum of imaginary exponents
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∑
+∞
n=−∞ exp

[
− j2πn

( f / fD
)]

, corresponding to a time-domain Delta function train, is the

Fourier series expansion of a Delta function train in the frequency domain. The magnitude

of all individual peaks follow the Gaussian envelope found in the case when N = 0; the

center frequency is fic, and the cut-off frequencies are f−3dB = fic ± fL

√
ln2
4π2 .

For the same example case used before, when fic = 1.8GHz and fL = τ
−1
L =

(1ns)−1 = 1GHz, the bandwidth of the interference (full-width half-magnitude or FWHM)

is found using the upper and lower cut-off frequencies as 0.26 GHz or 1.67–1.93 GHz.

When the pulse-train separation is τD = 70ns, we have fD = τ
−1
D = 14MHz, and the num-

ber of small Gaussian peaks inside this range is approximately FWHM/ fD = 0.26GHz÷

14MHz ≈ 19.

We can conclude that the interference is approximately a “single-frequency” (with

a very narrow-band spectrum) stimulus to the circuit. When the functional circuit does

not have an operational frequency band tuned to the interference frequency, the input and

output signals are not likely to experience resonance or stimulated oscillation. However,

as can be seen from the simulation results, power rail disruptions of this type could still

indirectly affect the output, such as by affecting the bias point after causing resonance in

the PCB traces.
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4.3 Case Study #3: Narrow-Band RF Amplifier under Unipolar Interfer-

enece on Power Line

An analog amplifier is designed with CoolSpice Package using only the N-MOSFET

used in previous cases, and passive RLC components. The circuit diagram is shown in Fig-

ure 4.13, including the source and a passive load, but omitting the disrupted power supply

(VDD), which would be the same as in Case #1. The amplifier consists of two cascaded

stages: a common-source amplifier succeeded by a source follower. The internal loads

at the drain of M1 and source of M2 are tuned RLC band-pass filters. The passive RLC

networks at M1 and M2’s gates are tuned band-pass filters which also serve as biasing net-

works (the resistors may be replaced by self-biased transistors). When the matched input

source with a 50 Ω internal impedance has a peak-to-peak amplitude of vin (t) = 12.6mV,

and the output port vout (t) is matched to a 1 kΩ load, this two-stage amplifier provides

a small-signal gain of 12.9 dB at central frequency fac = 7.02MHz and a bandwidth of

BW =±0.01MHz (half-width half-magnitude).

50 +

−

vin (t)

9.3p

55p

14.2µ

0.10n
0.47n

3.0k

10k

M1

100k 6.5µ 79p

VDD

0.18n

2.8µ

0.66n

6.4µ

0.10n
0.43n

4.5k

10k
M2

140 6.4n

80n

72p

8.0µ 1k

vout (t)
+

−

Figure 4.13: Circuit diagram of a two-stage narrow-band RF amplifier used in Case #3 and
#4. The disruptions in the voltage rail (VDD) are omitted in the figure.

In Figure 4.14, we examine the waveforms of the power, input, output, and MOS-

FET terminals when power supply disruptions are present. The single-peaked Gaussian

pulses are not present until simulation time t = 40µs, so that the amplifier has reached the

steady state before the disruptions start. The Gaussian peaks in VDD in this example have

amplitude A = 7.4V. The time constants are τD = 70ns, τD0 = 20ns, and τL = 3ns.
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Figure 4.14: Waveforms of Case #3. The Soft Error model results (“MOS3+SE-GA”) and
basic MOSFET model results (“MOS3-GA”) are compared. The disruption amplitude is
A = 7.4V. τD = 70ns, τD0 = 20ns, and τL = 3ns.
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The amplifier’s input signal (VGS,M1) is barely interrupted since the out-of-band in-

terference (14 MHz base frequency and higher-order harmonics; see the Fourier analysis in

Case #1) is mostly filtered out by the shunt capacitors and serial inductor in the input BPF.

However, the drain voltage VDS,M1 is much more affected since the BPF load is effectively

shorted out-of-band. As a consequence, terminal current increases are observed.

Also, the input signal of M2 (VGS,M2) contains a beat frequency of approximately

1.7 MHz, which is absent when no power supply disruptions are present. By comparing to

Case #4, it is believed that since the unipolar single spikes have a wide-band spectrum and

a DC offset, the interference may have caused a resonance at this frequency, much lower

than the operation frequency of the amplifier. However, because of the load BPF connected

to M2’s source, the below-band beat frequency is removed by the shunt inductor from the

output signal.

We also observe a slight change in the peak-to-peak amplitude of the amplified

signals. By comparing the first stage’s input and the second stage’s output voltages (VDS,M1

and VS,M2) with and without the Soft Error model, a decrease in the amplitude gain is found.

This will be analyzed further shortly.

By comparing the time each waveform reaches its non-disruption peaks, it is found

that by applying the Soft Error model, little to no additional time delay or phase lag is

introduced. In VDS,M1, the RMS value of time delay is 4.12 ns among the seven “signal

peaks” within the simulation time t = 44–45µs, while a signal cycle is T = (7MHz)−1 =

143ns. The VGS,M2 and VS,M2 waveforms have 4.64 ns and 3.70 ns for the same quantity,

respectively. Therefore, about 3 % of error in phase delay in the observed voltages could

be related to the application of the Soft Error model in this circuit.

Next, we summarize the two changes in the amplifier’s behavior versus various

levels of disruption. In Figure 4.15, the average additional power dissipation of M1 and

M2, individually, are evaluated using Equation 4.3. For M1:
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⟨PM1⟩=
1

t2 − t1

∫ t2

t1

[
iD,M1 (t) vD,M1 (t)− iS,M1 (t) vS,M1 (t)− iB,M1 (t) vB,M1 (t)

]
dt (4.12)

in simulation time t = 44–45µs. The same applies for M2.

The Soft Error model reports more drawn power for both transistors, as can be pre-

dicted by the significantly higher ID and IB shown in Figure 4.14. The empirical exponential

or polynomial fittings are drawn in solid lines.
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Figure 4.15: Additional power consumed by transistors M1 and M2 in Case #3. Results
with and without the Soft Error model are labeled as “MOS3+SE-GA” and “MOS3-GA”,
respectively. The amplitude of the unipolar Gaussian pulses A (x-axis) in the simulation
data has a uniform interval of 0.1V. The simulation data points (symbols) and fit curves
(solid lines) represent the additional power ∆⟨PM1⟩ and ∆⟨PM2⟩ in Equation 4.3.
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The empirically fit expressions are listed with A in V and ∆⟨PM1⟩, ∆⟨PM2⟩ in mW

as below:

First stage (M1):

with Soft Error model (“MOS3+SE-GA”, fit line for the blue circles):

∆⟨PM1⟩= 1.72 A (4.13a)

without Soft Error model (“MOS3-GA”, fit line for the red circles):

∆⟨PM1⟩= 1.28 A (4.13b)

Second stage (M2):

with Soft Error model (“MOS3+SE-GA”, fit line for the blue squares):

∆⟨PM2⟩= 0.120 exp(0.551A)+2.54 A (4.13c)

(alternatively) ∆⟨PM2⟩= 0.160 A2 +2.19 A (4.13d)

without Soft Error model (“MOS3-GA”, fit line for the red squares):

∆⟨PM2⟩= 2.08 A (4.13e)

The constant terms
〈
PM1,0

〉
and

〈
PM2,0

〉
as in Equation 4.3 represent the no-disruption

power consumption. Their values with the Soft Error model are
〈
PM1,0

〉
= 82.7mW and〈

PM2,0
〉
= 144mW. Without the Soft Error model (when only the baseline model is used),

they are
〈
PM1,0

〉
= 72.3mW and

〈
PM2,0

〉
= 130mW.

Overall, the additional power consumption increases as the disruption level in-

creases. This is expected for the cases with and without our Soft Error model, because

the volt-ampere product is generally higher.

It is worth noting that: (1) in the linear fittings, the increase in the extra power ∆⟨P⟩

per increment in the disruption level A is about 30 % higher when the Soft Error model

is included; (2) the source follower (M2) has an either quadratic or exponential trend in
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∆⟨PM2⟩ with the Soft Error model, different than M1 and in Case #1.

Besides the additional power consumption due to the interference, the function of

this circuit is also affected. In Figure 4.16, the change in overall small-signal gain given by

∆G = G−G0 (4.14)

is shown versus levels of disruptions.
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Figure 4.16: Change in the small signal gain ∆G in Case #3. Results with and without
the Soft Error model are labeled as “MOS3+SE-GA” and “MOS3-GA”, respectively. The
amplitude of the unipolar Gaussian pulses A (x-axis) in the simulation data has a uniform
interval of 0.1V. The simulation data points (symbols) and fit curves (solid lines) represent
the change in the gain.
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The gain G is defined as the ratio between the input and output signal peak-to-peak

amplitudes. G0 is the gain with no disruptions (A = 0). The empirically fit expressions are

listed below with A in V and ∆G in V/V:

with Soft Error model (“MOS3+SE-GA”, fit line for the blue squares):

∆G = −2.78×10−5 exp(1.19 A)−8.36×10−3 A (4.15a)

without Soft Error model (“MOS3-GA”, fit line for the red squares):

∆G = 4.08×10−3 A (4.15b)

The constant term G0 representing the no-disruption gain is 4.43 V/V with the Soft Error

model and 7.44 V/V without it. While it is helpful for a circuit designer to implement

and calibrate the additional capacitors from the activated source-body junction and the

impact ionization-induced charges, they are not implemented in our Soft Error model at

present since our calibration work is mainly on the large-signal behaviors. Therefore, the

difference in G0 is most likely due to the slight impact ionization drain-body current.

Despite the apparent lower gain with no disruptions when the Soft Error model is

included (40.5 % or −4.50 dB lower), it is surprising that the gain decreases as the level of

disruptions increases, while the basic, non-Soft Error model reports a slightly increasing

trend in contrast.
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4.4 Case Study #4: Narrow-Band RF Amplifier under Symmetric Inter-

ference on Power Line

The same amplifier as in Case #3 is tested with the interference introduced between

the true DC power supply and the “power rail” VDD of the functional circuit. The circuit

components related to the interference are the same as those in Case #2 (r1, l1, c1, r2, l2,

c2, Li f , and ii f (t) in Figure 4.9), except the power rail wire lengths before and after the in-

terference injection point (ii f ) are now 6 cm and 0.1 cm, respectively, and the interference’s

sinusoidal frequency is fic = 1.25GHz.

The waveforms when the disruption level of ii f (t) in Equation 4.8 is A = 2.2mA

are shown in Figure 4.17. Similar to Case #3, increased ID, IS and IB and spikes in ter-

minal voltages and currents are found, but the second stage’s input signal (VGS,M2) does

not contain beat frequencies. It is believed that because the Gaussian-enveloped sinusoidal

interference has a narrow spectrum with no DC offset, the potential resonance frequency

found in Case #3 has not been excited.
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Figure 4.17: Waveforms of Case #4. The Soft Error model results (“MOS3+SE-GA”) and
basic MOSFET model results (“MOS3-GA”) are compared. The disruption amplitude is
A = 2.2mA. τD = 70ns, τD0 = 20ns, τL = 1ns and fic = 1.25GHz.
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In Figure 4.18, the additional power consumption caused by disruptions in M1 and

M2 (∆⟨PM1⟩, ∆⟨PM2⟩) is evaluated in simulation time t = 44–45µs by Equation 4.12 and

4.3, and drawn against the average interference injection power
〈
Pin j
〉

found by Equation

4.9.
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Figure 4.18: Additional power consumed by transistors M1 and M2 in Case #4. Results
with and without the Soft Error model are labeled as “MOS3+SE-GA” and “MOS3-GA”,
respectively. The simulation data points (symbols) and fit curves (solid lines) represent the
additional power ∆⟨PM1⟩ and ∆⟨PM2⟩ in Equation 4.3 versus the average injected power〈
Pin j
〉
.
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The empirically fit expressions are listed below with
〈
Pin j
〉

in mW and ∆⟨PM1⟩,

∆⟨PM2⟩ in µW.

First stage (M1):

with Soft Error model (“MOS3+SE-GA”, fit line for the blue circles):

∆⟨PM1⟩= 1.08
〈
Pin j
〉

(4.16a)

without Soft Error model (“MOS3-GA”, fit line for the red circles):

∆⟨PM1⟩= 0.0342
〈
Pin j
〉

(4.16b)

Second stage (M2):

with Soft Error model (“MOS3+SE-GA”, fit line for the blue squares):

∆⟨PM2⟩= 21.7
〈
Pin j
〉

(4.16c)

without Soft Error model (“MOS3-GA”, fit line for the red squares):

∆⟨PM2⟩= 0.482
〈
Pin j
〉

(4.16d)

The constant terms
〈
PM1,0

〉
and

〈
PM2,0

〉
as in Equation 4.3 represent the no-disruption

power consumption. Their values with the Soft Error model are
〈
PM1,0

〉
= 82.9mW and〈

PM2,0
〉
= 145mW. Without the Soft Error model (when only the baseline model is used),

they are
〈
PM1,0

〉
= 71.4mW and

〈
PM2,0

〉
= 132mW.

Overall, the additional power consumption increases as the disruption level in-

creases. This is expected for the cases with and without our Soft Error model, because

the volt-ampere product is generally higher.

The linear fittings show the increasing trend in ∆⟨PM1⟩ and ∆⟨PM2⟩ when
〈
Pin j
〉

increases. The linear coefficient in M1’s fitting, representing the increment in additional

power per increment in injection power, is 31.6 times as high after the Soft Error model is

enabled, while in the case of M2, it is 45.0 times as high.
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In Figure 4.19, the changes in gain ∆G found by Equation 4.14 are plotted against

the injection power
〈
Pin j
〉
.
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Figure 4.19: Change in the small signal gain ∆G in Case #4. Results with and without
the Soft Error model are labeled as “MOS3+SE-GA” and “MOS3-GA”, respectively. The
simulation data points (symbols) and fit curves (solid lines) represent the change in gain
∆G in Equation 4.3 versus the average injected power

〈
Pin j
〉
.

The empirically fit expressions are listed below with
〈
Pin j
〉

in mW and ∆G in V/V.

with Soft Error model (“MOS3+SE-GA”, fit line for the blue squares):

∆G = −2.04×10−5 exp
(
0.418

〈
Pin j
〉)

−2.08×10−4 〈Pin j
〉

(4.17a)

without Soft Error model (“MOS3-GA”, fit line for the red squares):

∆G = 8.04×10−8 〈Pin j
〉

(4.17b)

The constant term G0 representing the no-disruption gain is 4.40 V/V with the Soft Error

model and 7.40 V/V without it. While it is helpful for a circuit designer to implement

and calibrate the additional capacitors from the activated source-body junction and the

impact ionization-induced charges, they are not implemented in our Soft Error model at

present since our calibration work is mainly on the large-signal behaviors. Therefore, the

difference in G0 is most likely due to the slight impact ionization drain-body current.
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Overall, the change in amplitude gain ∆G is small compared to the base-line value

G0. Nevertheless, it is worth noticing the differences once the Soft Error model is enabled.

The basic MOSFET model reports a minimal increasing trend in gain as
〈
Pin j
〉

increases.

In contrast, when the Soft Error model is included, a non-linear decreasing trend ∆G is

reported. The empirical linear and exponential fittings are listed in Figure 4.19, where ∆G

is in V/V (linear scale), and
〈
Pin j
〉

is in mW.
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Chapter 5: EMI-Induced Hard Failure Vulnerabilities: Oxide Breakdown

Mechanisms and Rapid, Permanent Breakdown Experiments

Hard Failures refer to permanent damages to MOSFET devices. They lead to device

characteristic changes, which may be catastrophic to circuit functions. One of the promi-

nent types of Hard Failures is gate dielectric breakdown (BD). In Section 5.1, the mecha-

nisms leading to permanent dielectric BD are reviewed. The dielectric material studied in

this work is SiO2 (“oxide”), but the concepts can be adapted to other dielectric structures

and materials. Depending on the level of electrical stress, which can be caused by transient

disruptions under EMI conditions, the permanent BD process may happen very fast, i.e.,

almost instantaneously so long the disruption occurs (Rapid BD or RBD); in other cases,

the BD process may be slower and affect the device’s and the circuit’s projected lifetime

(Long-Term BD or LBD).

We carried out rapid oxide breakdown experiments using our own MOSFET de-

vices. We fabricated standalone N-MOSFET devices at the NanoCenter FabLab, University

of Maryland, described in Section 5.2. We performed gate stress tests on these test devices.

In Sections 5.3 and 5.4, RBD events under DC and low-speed transient pulse stress con-

ditions are observed, and the data is collected and analyzed from statistical perspectives.

The knowledge of RBD conditions is later used to build an empirical RBD circuit model

described in Section 6.4.

5.1 Review of Oxide Breakdown Mechanisms

Gate oxide breakdown (BD) as a reliability factor has been a topic of interest for

decades since the destruction of individual transistors severely affects the lifetime of inte-

grated circuits. While the exact physical mechanism leading to the breakdown is still under
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debate, several physics-based models are well supported by experimental data [14, 45, 82–

84].

Although extrinsic breakdown mechanisms such as impurity defects and layout re-

lated vulnerabilities can be alleviated by improving the already complicated fabrication

process, intrinsic mechanisms related to the basic physical structure of MOSFETs are of

particular interest to us.

The BD mechanism described by Lombardo et. al. [14] consists of three stages,

including: (i) the gradual, accumulative wear-out stage, due to voltage stress applied on

the gate; (ii) the on-set event of breakdown, usually after the formulation of a continuous

path capable of massive current conduction; and (iii) the post-breakdown damage, leading

to the non-recoverable device corruption. The reported experimental results suggest that

the physical mechanisms behind the “fast” or “hard” BD and the “slow” or “soft” BD are

similar, while the major difference is the level of stress determining the time before the

initial BD events and the level of post-BD damages. After reviewing the three stages in

the oxide BD process, we introduce the terms “Rapid BD” (RBD) and “Long-Term BD”

(LBD) used in this work.

1) Wear-Out Stage

In the wear-out stage, defects are created by tunneling current, which may be of

different types depending on the oxide thickness and the applied voltage between gate and

substrate [83]. When a high voltage is applied across a thick oxide, the conduction band

of the oxide drops below that of the gate poly-Si (n-type) or substrate Si (p-type), which is

3.1 eV below the former16 under equilibrium at the interface. Under this condition, Fowler-

Nordheim tunneling happens, where the conduction-band electrons from the Si cathode

tunnel into the oxide’s conduction band, and proceed towards the anode. When the field

is not high enough for the above mechanism, but the oxide is thin (usually below 2 nm),

direct quantum tunneling is also possible. The third type of leakage comes from thermal

16The conduction band potentials of silicon dioxide and silicon are 0.95 eV and 4.05 eV below vacuum
level, respectively. [85]
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emission, where electrons overcome the 3.1 eV barrier between the conduction bands at the

Si-SiO2 interface.

When gate leakage current is present, no matter which mechanism it originates

from, the electrons as mobile carriers are capable of causing structural damage, by as-

sisting with the creation of defect sites in the oxide. The defects are neutral traps where

the band gap is smaller than normal so that electrons can tunnel into these traps before

continuing on across the rest of the oxide region, forming trap-assisted tunneling current.

The mechanism that leads to the creation of such defects is still under investigation and

described by different models [14, 45, 82–84].

The hydrogen release model [82] and anode hole injection model [83] believe that

hot carriers (mainly electrons) having already tunneled through the oxide can induce the

release of ionized hydrogen atoms or mobile holes at the silicon anode. Generated particles

diffuse [86] (or possibly drift, depending on the transient field by applied bias) towards the

cathode, through the oxide. During the transport process, defect sites are created. In the

hydrogen release model, it is believed that a hydrogen bridge is formed [14], which consists

of a hydrogen atom, released at the Si-SiO2 interface, and bonds with two neighboring

silicon atoms in place of an oxygen vacancy. These bridges increase the possibility of low-

energy electrons tunneling through, hence the process is called trap-assisted tunneling.

It is also believed that impact ionization-induced hot holes are capable of causing

the hole-induced trap generation (anode hole injection model). The generated holes, ini-

tially in the channel (for p-type) or gate metal (for n-type) depending on the polarity of

MOSFET, tunnel back into the oxide only with a small probability [84]. These holes can

be “captured” in Si-O bonds, reducing the ionic bond energy, and lowering the activation

energy required to break the bond [83]. The captured hole itself is not involved in the tran-

sition from sp3 orbital to sp2 (broken-bond state), nor does it contribute energy (causing

atomic displacement) by colliding with the lattice due to the dramatic difference between

electron and atom mass. Instead, it catalyzes the reaction, although it is possible that the
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captured hole will recombine with an electron and thus be consumed.

Apart from the two models above which relate the generation of defect sites to

extraneous particles, the E-model or thermo-chemical model [45] states that the degradation

rate k is determined by the Arrhenius equation,

k ∝ exp
(
−∆H −a E

kT

)
(5.1)

which is written in terms of the activation energy ∆H related to the chemical re-

action, the electric field E, and temperature T in the oxide. It is assumed in this model

that “defective sites” randomly exist in a thermally grown amorphous SiO2 network. The

defective sites include abnormal atomic configurations that are much different than the

crystalline SiO2 structure (α-quartz), such as extreme bond angles between Si and O atoms

and missing atoms causing Si-Si or O-O bonds. The concentration of these defects in a

pristine oxide (that has never experienced electrical or thermal stress) is typically spatially

uniform and can be measured experimentally [87]. The applied field E causes polarization,

and both the applied and polarization fields together (as the term aE where a includes the

dipole field due to polarization) add stress to the localized defective bonds. Meanwhile, the

molecule with the distorted bond receives thermal energy (kT ) from the lattice. The ther-

mochemical model also states that the reaction rate depends on the activation energy ∆H

to break the defective bond, which is effectively reduced by the external and polarization

field (aE, combined). Interaction with holes or hydrogen can be addressed by an additional

reduction in the activation energy. The reaction can also be accelerated by increasing the

lattice temperature. Although the validity of the E-model as it relates to the real physical

mechanism is under debate, it provides a good fit to certain experimental data, and it is a

simple way to estimate the rate of the degradation and therefore the time to failure of the

device.

2) On-set of Oxide BD Event

When the defects accumulate to a critical density, a percolation path through the ox-

ide is formed, consisting of layers of localized defect sites. Each site has an effective cross
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section of around 3 nm, much larger than its physical dimensions [14]. The created traps

are now able to assist carrier transport through the entire oxide region. Large conduction

current is observed, starting the breakdown event.

Before moving on to the post-BD effects, we would like to make a few comments:

• Ultra-thin SiO2

For extremely thin oxides of 5 nm and thinner, a percolation path is not needed since

a single defect site is enough to cause significant trap-assisted current. Also, direct tunnel-

ing is more problematic for extremely thin oxide layers, since the de-Broglie wavelength

of the channel electron wavefunctions in the SiO2 band gap is around 0.1 nm (see Section

6.3 and Equation 6.35).

Additionally, ballistic transport of electrons becomes highly possible in this range of

oxide thickness [88]. Evidence was found that in thin oxides, the defect generation is solely

dependent on the applied voltage and independent of the oxide thickness. The gate voltage

threshold for defect generation is around 5 V, stemming from the 2 eV trap creation (as

can be seen from the hole capture process) and the 3 eV potential barrier for FN tunneling.

This threshold voltage is not a “hard” limit, meaning that exponential dependency can be

observed when the applied voltage is below threshold. The reason could be that the the

electron population versus energy distribution has an exponential-like high-energy tail.

In conclusion, the intrinsic oxide breakdown mechanism still exists for ultra-thin

oxides, even under very low bias conditions.

• High-K Materials

High-K materials are of interest to small-scale devices thanks to their higher rela-

tive dielectric constants and hence reduced effective oxide thickness, which means similar

electrical performance to ultra-thin SiO2 gates can be achieved with a physically thicker

dielectric. Ultra-thin SiO2 films of less than 2 nm suffer from increased tunneling leakage
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current [89]. By using high-K materials, this issue is mostly alleviated since a very low

effective oxide thickness can be achieved with a relatively thick physical dielectric.

This is an advantage of using high-K materials, although the situation is often com-

plicated by the fact that high-K dielectrics generally tend to have smaller conduction band

offsets at the interface, so more thermionic emission is possible.17

Investigations on gate stacks consisting of thin HfO2 and interfacial SiO2 films have

been reported [34, 91–93]. Despite the thicker high-K layers, experimental and simulation

results show that gate leakage still exists in these gate structures. The progressive break-

down behavior is very similar to the SiO2-only structure. The formation of localized perco-

lation path is the key event leading to excessive gate current and non-reversible breakdown

[93]. Despite the defect formation energy of 5 eV or even higher in bulk HfO2, a group

reported that for a thin HfO2 film it was possible to have trap creations under the influence

of the interfacing SiO2, which can dramatically reduce this energy [92]. In fact, another

group found that the rate of progressive trap creation (and breakdown) was controlled by

the SiO2 degradation [91].

From the electrical field’s perspective, the BD condition for HfO2 is similar to

SiO2. Experimental data suggests that HfO2 dielectrics may BD instantaneously at around

8–10 MV/cm [47] or in minutes to hours at a moderate field of about 6 MV/cm [48].

3) Post-Breakdown Damage

After the breakdown event, the gate leakage current grows rapidly. The leakage

current may come from the constant field applied across the gate oxide or the discharge of

the MOS capacitor. The former case is more likely to lead to progressive growth of defects

starting from the initial conducting site (either a percolation path or, for ultra-thin oxide,

a single-site defect), gradually increasing the leakage current; the latter case could lead to

the structural breakdown in a short period of time due to generated heat. The uncontrolled

17For example, at a direct intefrace between Si and HfO2, the conduction band bottoms are 4.05 eV [85]
and 1.88 eV below vacuum level [90], respectively, and therefore the conduction band offset is 2.17 eV [90],
which is less than 3.1 eV for a Si-SiO2 interface.
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gate current or the non-recoverable characteristics change marks the final breakdown of the

device.

4) Rapid BD vs Long-Term BD

While SiO2 in the gate oxide can break down under stress conditions as any other

insulating material does, it is worth noting the difference between the “rapid” breakdown

(RBD), which happens very fast under extreme conditions such as a very high field (gen-

erally ∼ 10MV/cm), and a “long-term” (or “progressive”) breakdown (LBD), which can

happen under less severe conditions but in a much longer time. The terms “rapid” and

“long-term” generally refer to the time scale and severeness of damage of these events in

the oxide structure. In the literature they are often referred to as “hard” and “soft” break-

down, respectively. An alternative way is used to address the same issues to avoid confusion

with other content in this work.

The difference between “rapid” BD (RBD) and “long-term’ BD (LBD) is often

confusing and varies depending on the choice of criteria, such as the measured time to BD,

post-BD resistance, or the rate of gate leakage current growth. According to an experiment

reported by Lombardo et. al. [14], the two BD mechanisms are related at the physical level,

and the major difference is the time scale of BD events compared to the operational speed

of test equipment, and the post-BD damage.

In the experiment, gate capacitors of size 1× 104 µm2 and various thickness were

stressed under excessively high field (> 10MV/cm), which was guaranteed to cause in-

stant RBD in all oxides, in the time scale of 10 ns to 100 ns. High terminal voltage was

held constant prior to the BD event by using a parallel capacitor. After the initial BD

event, the terminal current rapidly increased and was limited at the compliance level, until

the stress was removed and the test ended (however, the parallel capacitor can discharge

without compliance). In the post-BD inspection, the gate polysilicon was found damaged

with local melting in a particular pattern, which appeared as a self-avoiding random walk,

indicating lateral propagation of the melted sites, which in turn are related to BD events.
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The propagation velocity was calculated, and it was faster than the heat diffusion velocity,

showing it was not possible for the heat produced by the previous BD site to cause BD and

melting of the next BD site. Also, by solving the time-dependent heat equation of the local

area, the thermionic emission current under transient temperature increase was not enough

to cause local melting in the observed time span. Therefore, the melting could only be a

result of the RBD event, rather than the cause. The propagation velocity was also faster

than the speed of sound, suggesting that any possible structural damage due to atomic dis-

location could not be the cause of such propagation. Instead, the propagation velocity was

close to that of electron diffusion in the gate polysilicon. This can be better explained with

the proposed model by Lombardo et.al., which is summarized below and is similar to the

mechanism described previously.

5) Summary

The model can be summarized as follows. Before the eventual BD event, there is

a build-up of defect spots. Because only a fraction of the defective sites can conduct, the

initial BD event occurs after the accumulation of defective sites has reached a substantial

level. (For ultra-thin oxides, evidence was found that the random walk ceased, indicating a

lack of defect build-up next to the initial BD site. ) At this time, the surrounding defective

sites (“weak spots”) that are almost complete forming conductive paths can become con-

ductive under the influence of the initial site, already conducting. That requires the distance

between such localized weak spots, in proportion to the inverse of the defect density, to be

no larger than that could be reached by the diffusion of the electrons in the initial conduc-

tive site. Then, a chain reaction can happen, leading to a self-avoiding random walk, or the

spread of BD events.

The above description highly suggests that the RBD mechanism is same as LBD. It

is the combination of stress voltage and tunneling current that causes structural defects and

finally leads to a conducting path. However, RBD happens in a much shorter time scale,

such that device failure happens before a noticeable characteristic change. Also, after the
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initial BD due to sustained high I-V stress, as well as the discharge of the gate capacitor,

Joule heating causes destructive melting, from which it is impossible for the affected device

to recover. In comparison, in the LBD cases, it is possible to monitor the slow, progressive

change in the device characteristics, and it is even possible to repair the defective sites by

re-annealing [94].

While EMI-induced circuit disruptions may put severe stress on the transistors, the

breakdown progress may not be the same as under constant voltage due to the transient

fluctuation of the stress. According to the oxide breakdown mechanisms, it is possible to

evaluate the breakdown by looking at the state of the devices, such as the heat generation

(temperature) and oxide field. Under disrupted conditions caused by EMI, the wear-out rate

of LBD may fluctuate as the temperature and field may change in time. The device may

also experience an extremely high field leading to an RBD. Thus, it is helpful to monitor the

time-dependent device states under the desired interference, which may be different from

the constant or high-frequency stress used in typical time-dependent dielectric breakdown

studies [95, 96]. The state of the gate oxide could be used to estimate the LBD progress,

based on the selected models. In the RBD case, an exception should be raised and the

simulation should stop. It is then possible to report both types of oxide BD under the

influence of EMI-induced transient stress.
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5.2 Device Fabrication and Preliminary Tests

We fabricated the tested devices, as shown in Figure 5.1, at the FabLab at the Uni-

versity of Maryland NanoCenter.

(a) The whole wafer (b) Microscopic view

Figure 5.1: Photos of a wafer fabricated using 0.5 µm process.
(a) A full view of the 3-inch wafer. The wafer contains 240 dies with 4 successful mask
process steps.
(b) A microscope view of one die on the wafer. The two devices enclosed by light blue
rectangles are MOSCAP (labeled “4”) and MOSFET (labeled “8a”). They are the tested
devices in this section.

A 3-inch Si wafer with p-type doping of 8×1014 cm−3 was used. Individual n-type

MOSFETs of various dimensions were available on more than 200 dies. A self-alignment

process with contact lithography was used. The mask channel length ranged from 4 µm

to 20 µm. The gate oxide was thermally grown in dry O2. The nominal oxide thickness

was 80 nm. The n-type gate polysilicon was deposited using the LPCVD process. Spin-on

phosphosilicate glass was deposited to form source and drain regions, followed by drive-in,

isolation oxide growth, and dopant annealing. Aluminum was evaporated to create metal

contacts.

Despite the large dimensions of our devices and thick oxide layers, they still fit

for our purpose, which was to extract the gate dielectric breakdown (BD) condition and

apply it to scaled-down devices with thinner gate oxide layers. Since the dielectric BD
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largely depends on the E field (EOX =VOX/tOX ) rather than the gate stress voltage (VOX ≈

VGS −VT H) or gate oxide thickness (tOX ), for thinner oxides, the BD threshold condition

for applied gate voltage (VGS) can be adjusted accordingly while the ratio VOX/tOX leading

to BD remains unchanged.

We carried out preliminary I-V measurements and stress tests on these fabricated

devices on a probe station at room temperature with a signal source (Tektronix AFG3022),

an oscilloscope (Tektronix TDS2014) and several DC supplies. Figure 5.2 is a photo of the

test bench.

Chuck Heater 
20~120  ̊C 

AFG3022 Signal Source 
250MS/s 25MHz 

TDS7404 DPO 
4GHz 20GS/s 

4156B Parameter Analyzer 
4SMU+2VSU+2VMU 

Dual 30V DC PS 
34410A Multimeter 
4263B LCR Meter 

Windows PC (to do) 

Probe Station 
4 Probes 

Portable Bench 

Vacuum Pump (behind) 

Movable Rack 
GPIB Controller (behind) 

Figure 5.2: A photo of the experimental test bench that we developed, annotated.

First, the device I-V characteristics were measured. Examples of the ID-VGS and

ID-VDS curves are provided in Figure 5.3. The threshold voltage was extracted with ELR

method [78]. It ranged from −2.6 V to −2.9 V. Clearly, it was much lower than expected

(VT H ≈ +0.1V from the textbook formula). We believe it was due to positive charges in

the gate oxide, introduced in the oxide growth step. In device 8d (W ×L = 15 ×10µm2),

severe current increases were observed under VDS = 25–30V. Considering the relatively

low doping concentration in the substrate, it is highly possible that under such high reverse

bias, the space charge region of the drain-body junction reaches the source-body junction,

and consequently forward biases the latter. Effectively, the source-body barrier is lowered,

and additional current parallel to the inversion channel appears. This is often characterized
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as drain-induced barrier lowering (DIBL) in terms of threshold voltage shift (∆VT H) per in-

crement of drain-source voltage (∆VDS). Meanwhile, impact ionization-induced avalanche

current is also possible, similar to the measurement results in Section 3.1.
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Figure 5.3: Example of measured threshold voltage and characteristic I-V curves of our
fabricated N-MOSFET devices.
(a) and (b) W ×L = 15 ×20µm2. VT H =−2.78V.
(c) and (d) W ×L = 15 ×10µm2. VT H =−2.66V. Under high gate and drain voltages, the
drain current increased drastically, due to channel impact ionization.
Moving average was applied to all current data to reduce error in VT H and visual fluctuation.

143



The devices were simulated, with one example shown in Figure 5.4, in order to

measure the oxide field under various bias conditions. The device simulation did not in-

clude oxide breakdown mechanisms, so although the voltage might have reached a value

that could cause BD, it was not reported by the program.

(a) MOSFET, VGS = 20V (b) MOSCAP, VGS = 65V

Figure 5.4: Example of simulated spatial potential distribution in the devices we have fab-
ricated.
(a) MOSFET, W ×L = 15 ×4µm2. The source and drain of the MOSFET are in −4µm <
y < 0 and 4µm < y < 8µm, respectively. Their terminals are left floating in the simulation
and experiment; only the gate contact and substrate are connected.
(b) MOSCAP, actual size W ×L = 200 ×200µm2, simulated size L = 4µm.
The gate oxide (TOX = 80nm) is in x < 0. The substrate (body) terminals are at x = 80µm
which is omitted in the figures.
The device simulation did not include oxide breakdown mechanisms, so although the volt-
age might have reached a value that could cause BD, it was not reported by the program.
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5.3 DC RBD Test

We tested the devices under stress conditions. Rapid gate oxide BD was observed.

In the first setup, shown in Figure 5.5, a DC voltage was added onto the gate polysilicon

electrode. The wafer was loaded on a conducting chuck, which grounded the body of the

device. By using manual control over the DC power supply, a range of stress voltages was

swept, while the voltmeter readings were monitored.

M1

SW1

RS −+
VS1

+−
VG

V

+ −
VR

V

Figure 5.5: Test circuit of rapid oxide BD: a simple DC setup. The switch (SW1) protected
the oxide of the N-MOSFET (M1) from being accidentally stressed before the setup was
confirmed, or from thermal runaway after the oxide being broken and becoming conductive.
The drain and source terminals of M1 were left non-connected.

The detailed steps were outlined in Figure 5.6. In each experiment, the gate oxide

under test was first confirmed to be in its fresh state, by simply probing its conductivity

under 20 V. A “good” oxide should be insulating, making the voltage divider circuit an

open circuit and giving an ideal voltage measurement VG = VVS1 = 20V and VR = 0. The

stress voltage was then set, starting from 50 V (inducing a field of about 6 MV/cm in the

oxide) and was increased by 1 V in each sweep step. In each sweep step, the time since

the closing of the switch was recorded. The voltmeters were continually monitored. If

oxide BD occurred, the oxide would become conductive, thus the meter readings would

obviously and significantly change beyond the measurement noise. The stress was stopped

when BD occurred, and the last stress condition was recorded, with the post-BD oxide

resistance being measured by the voltage divider; otherwise, if 10 seconds had elapsed
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without a BD event (oxide was still insulating), the stress voltage was increased and the

test was repeated. A switch was used to protect the oxide from being accidentally stressed

before the setup was confirmed, or from thermal runaway after the oxide being broken and

becoming conductive.

Begin with a 
new device 

t > 10 sec 
or oxide BD? 

Set stress V = 50 V 
(Oxide disconnected) 

Connect oxide 
Start stress 

Stop stress 
Disconnect oxide 

Record TBD, VBD, VR, VG 

Stop stress 
Disconnect oxide 

Increase stress by 1 V 

Fresh state 
inspection 

Passed 

BD 

t > 10 s 

Failed 

Figure 5.6: Flowchart of a simple DC stress test with our fabricated devices.
TBD, VBD, VR and VG stand for the time from closing the switch in Figure until the RBD
event, the stress voltage before RBD, and voltmeter readings across the serial resistor and
across the gate oxide, respectively.

We defined and measured the RBD condition variables as follow:

• The E-field during onset of RBD events (EBD) was the device simulation result

corresponding to the applied voltage VBD when the onset of RBD was observed; an

example simulation was shown in Figure 5.4. We increased the stress voltage by 1 V

increments, starting from zero. At each voltage step, the oxide was stressed for 10

seconds. In the last stress step, the gate was stressed at VBD for less than 10 seconds until

the final RBD event. Therefore, EBD represented the maximum field ever applied since the
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beginning of test on an untested, fresh-state oxide and until the onset of RBD event.

(Therefore, the oxide was not broken under 1 V less than VBD. )

• The DC oxide resistance after BD (RG) was measured by using the voltage

divider circuit RG =VG/VR ·RS, where the power supply was adjusted to a lower value

VV S1 = 20V. In this test, the external serial resistor RS = 100.4kΩ. The quantities VR, VG,

and RS are defined in the circuit schematic in Figure 5.5.

The DC stress test results were shown in Table 5.1, accompanied with peak oxide

field in the last stress step from device simulation. We considered an RBD event to have

occurred if a significant change in voltmeter readings were observed within 10 seconds of

the stress for one gate voltage. The exact time before RBD was not accurately measured,

but obvious abrupt changes in the oxide resistivity during the test within the specified time

frame (10 seconds). Further improvements to the experiment provided accurate timing,

which will be described in the transient RBD test in Section 5.4.

Table 5.1: Rapid oxide BD result: a simple DC setup. Measured devices were gate capaci-
tors, W ×L = 200 ×200µm2.

Die # RBD Conditions Post-BD Resistance

VBD [V] EBD [MV/cm] VR [V] VG [V] RG [ kΩ]
(4,6) 54 6.76 7.40 12.7 58.3
(3,6) 50 6.26 5.84 14.2 41.1
(-7,5) 57 7.13 4.90 8.90 55.1
(-6,5) 59 7.38 9.10 11.0 82.7
(-5,5) 64 8.01 7.52 12.7 59.2

From the result, very little relation could be found between the voltage and field

that brought to RBD, the time of the final stress before RBD, and the oxide resistance after

RBD. However, we found consistent values of the BD field of 6 MV/cm to 8 MV/cm.

Using this result as guidance, we improved our experiment configuration and included

transient waveform stress with automated timing.
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5.4 Transient RBD Test

In the next test setup, the idea of “stress-and-measure” from the previous DC test

was continued, while transient stress signals were added, so we could accurately measure

the time it took to an RBD event.

5.4.1 Test Setup and Workflow

The new test circuit and example measured waveforms are shown in Figure 5.7.

−+
VS1 VS2 VA

RS

+−
VR

V

VB

SW1

SW2
+−

VG

V

M1

(a) Test circuit
Time

Probe A: Stress source

V1

V2

Initially close to
lowest potential

Probe B: Series resistor 

Constant pulse + Noise

Increased
amplitude

Post BD:
increased,
constant
voltage

1 ms

400 pulses

Breakdown
event

Voltage

(b) Signal source output

Figure 5.7: Our experimental setup for the transient RBD stress test.
(a) Test circuit. Quantities VA and VB are measured voltages.
(b) Illustrations of test voltage waveforms, measured with an oscilloscope. “Probe A” and
“Probe B” correspond to VA and VB, respectively.

The newly added signal source VS2 provided transient waveforms (square waves)

of up to 20 V of amplitude as a part of the stress signal. On the other hand, from the

previous tests, we learned that the RBD events would occur under stress voltage in the

range of 50 V to 70 V (which translates to a BD field of 6 MV/cm to 8 MV/cm). The DC

power supply18 VS1 provided the additional stress voltage (40 V or 50 V following the test

workflow, to be described shortly).
18Since a single DC power supply in our lab could provide up to 30 V, in reality, VS1 was a combination

of three PS’s in series connection. Using a redundant unit, the DC output was switched between two levels
on demand.
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An oscilloscope was used to measure and observe the voltage waveforms at VA and

VB during the stress test, so that the onset RBD events were captured and timed. Hence,

besides the two RBD conditions defined previously in Section 5.3, we have one more

variable measured in this improved test. The three RBD condition variables are:

• The time to BD (TBD) was the total stress time when the signal source (VS2)

was generating the last and highest amplitude VBD. The stress voltage at the onset of RBD

event VBD was the sum of voltages provided by the constant DC source VS1 (40 V or 50 V

depending on the test flow described in Figure 5.8) and the signal source VS2 (the high

level V2 in Figure 5.7b).

• The E-field during onset of RBD events (EBD) was defined previously. It

corresponded to the highest applied voltage before BD (VBD).

• The DC oxide resistance after BD (RG) was defined previously.

Furthermore, to avoid faulty short connections between the reference potential of

different devices, all active devices were connected to a common ground – the DC power

supply (VS1), the signal generator (VS2), and the oscilloscope. As a result, signals VA and

VB in Figure 5.7b ranged from −50 V to +20 V, and the actual potential difference across

the MOS device under test is VA −VB. An additional switch SW2 isolated the voltmeter

(VG) from the rest of the circuit during the stress and measurement phase, which could be

affected by the meter’s internal resistance.

Probe A signal (VA) was the signal generator output between V1 and V2 as in Figure

5.7b. At rest, the source stayed at low output (VA =V1 = 0V before RBD). After a triggering

event, it generated square wave pulses of a limited length tMAX = 400ms or 400 cycles.

After tMAX , it then returned to the low output and stayed until the next triggering event.

The square wave had high level VA =V2, period 1 ms and duty cycle 50%. V2 was increased

from 1 V to 10 V or 20 V (following the test workflow, to be described shortly) by increment

steps of 1 V.
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Probe B signal (VB) was very close to the DC power supply (VS1) output before

the RBD event. When the signal source (VS2) was triggered, voltage pulses were present.

Although the oxide was not conductive prior to the RBD event, due to the capacitive dis-

placement current, a very small square wave could be observed in VB, but the amplitude

was small and comparable to the background noise.

When an RBD event occurred, the square wave amplitude suddenly increased or

“jumped” to a much higher level until the transient stress finished in tMAX . In the end,

VB stayed at a much higher DC voltage than VS1’s output, because the broken oxide was

conducting DC current. Hence, the voltage condition at BD was VBD = V1 −VB, where V1

and VB were the last set values according to the workflow described as follows.

Begin new 
device 

Disconnect Oxide 
Set VVS1 = 40 V 

Fresh state 
inspection 

Pass 

Yes 

Fail 

Set VVS2 = 1 V 
Connect Oxide 
Disconnect VG 

Trigger stress once 
Watch waveform 

Stop stress 
Disconnect oxide 

Record TBD VBD VR VG 

BD? t > tMAX 

Accumulate 
stress time 

No 

No 

VVS2 > 10 

Yes 
Increase VVS2 by 1 

No 

Disconnect Oxide 
Set VVS1 = 50 V 

Yes 

Figure 5.8: A flowchart of the transient stress test we performed on our fabricated devices.
The quantity names have the same meanings as in Figure 5.6. The oxide always broke
down before high level reached 70 V, so no infinite loop was created.

The augmented test procedure was outlined by the flowchart in Figure 5.8. The DC

voltage source VS1 (see Figure 5.7) applied the non-destructive 40 V to the oxide, while

the signal source VS2 stayed at zero. This DC bias from VS1 was applied for the duration
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of the experiment, and it was not considered to cause RBD since the corresponding oxide

field was below the threshold range, according to our DC test results.

The signal source VS2 generated a constant voltage VA =V1 = 0V (see Figure 5.7)

until it was triggered, after which it output a limited number of square waves (pulses) of

period 1 ms, duty cycle 50% for tMAX = 400ms (400 cycles). Starting from VA =V2 = 1V,

the amplitude of the pulse waves was increased by 1 V at each step. For each voltage step,

the signal source VS2 and the oscilloscope were triggered synchronously, and the finite-

time transient stress signal was applied; this was one “run”. If the oxide did not break

down, the transient stress amplitude V2 was increased by 1 V, and the “runs” were repeated

until RBD was observed. Effectively, the timer for TBD was reset before each “run”.

If the transient voltage amplitude reached V2 = 10V, the DC voltage supply was

increased from 40 V to 50 V, V2 was reset to 0 V, and the test continued. The oxide always

broke before the total applied voltage V2 −VB reached 70 V.
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The oscilloscope was set at a high resolution and long record length, so that it

captured all “burst” pulses with enough samples to describe the individual pulses. One

example was provided in Figure 5.9, including an RBD event.

(a) A whole “run” (b) Zoom-in view

Figure 5.9: An example of the transient stress measurement on our fabricated device. The
device under test was a MOSCAP, W ×L = 200 ×200µm2. Channel 1 (yellow) was Probe
A (VA). Channel 2 (light blue) was Probe B (VB).
(a) A whole “run” was shown. The trigger event occurred at the time zero indicated by the
time reference arrow (upper left corner).
(b) Zoom-in view around the RBD event, where the time to BD was accurately read out
(TBD = 154.0ms).

The stress duration captured in one “run”, as shown in Figure 5.9a, lasted tMAX =

400ms following a manually input trigger signal. The pulsed stress (1 kHz, −10.2 V

to 2.00 V) lasted for 400 ms, including 400 cycles. Initially, Probe B signal stayed at

VB = −60.8V. When transient stress was present, there were small ripples resulting from

the oxide capacitor current. At time of approximately 150 ms from the time reference point,

there was an obvious and abrupt change in the probe voltage VB (see Figure 5.7a), indicat-

ing an RBD event. This obvious event determined the end of the test, and the time from the

triggering event to the onset of RBD was the time to BD (TBD).

Then, we examine the test waveforms more carefully. A close-up view of the wave-

form when the RBD occurred was shown in Figure 5.9b. After the BD event, the square

wave in VB had a low level of −38.4 V and a high level of −36.0 V. From this zoom-in

view, we could read the accurate time to BD as TBD = 154.0ms. It was clear that the RBD
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event took place within less than one stress pulse of 1 ms, and there was no observable

gradual changes before or after the onset of BD event.

A measurement using the voltage divider circuit showed the oxide in this example

had a DC resistance of 126 kΩ after RBD, compared to virtually infinity before the stress-

ing, as no measurable current was present. Its small signal resistance was 408 kΩ. This

was unexpected since the measured resistance should be smaller at higher frequencies, be-

cause of the gate capacitance. One possible reason was our test bench contained serial

inductance, adding to the measured high-frequency impedance.
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5.4.2 Test Results and Analyses

We tested thirty-five (35) devices of two sizes. We collected the experimental data

and analyzed it using the statistical software Minitab [97]. The results were plotted and

shown in Figures 5.10 and 5.11.

(a) EBD vs RG (b) RG vs TBD

(c) TBD vs EBD

Figure 5.10: Transient RBD stress test data on our fabricated devices, shown in scatter
plots. The devices under test were MOSCAP’s, W ×L = 200 ×200µm2, and MOSFET’s,
W ×L = 15 ×4µm2. The total sample size was 35. RBD field EBD, time to RBD TBD, and
post-BD gate resistance RG were plotted in pairs of two.
EBD was the device simulation result that corresponded to the high level of the transient
pulses (V2 in Figure 5.7).
The accumulated stress time TBD included all “runs” with the last stress voltage before
RBD. It was the total time when the signal source was generating transient stress signals
(square waves with 50% duty cycles), including whole duty cycles.

In Figure 5.10, the RBD measurement sample points of all devices were mixed,

independent of their sizes. Three variables were plotted in x-y plots in an attempt to find

any relationship between each pair of two. However, no strong dependency was observed,
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and instead, the samples seemed to loosely follow three independent distributions with

respect to the three observed variables (distribution definitions are in Table 5.11d):

• An exponential distribution for the time to RBD (TBD),

• A normal distribution for the E-field during onset of RBD events (EBD), and

• A log-normal distribution for the resistance after RBD events (RG).

The marginal distribution histogram plots were drawn on the side of the x-y plots

in Figure 5.10. The results indicated that more devices tended to break down sooner (or

in fewer stress cycles ), and the measurement error was a main contributing factor to the

spread in the data.

In Figure 5.11, the sample histograms were drawn, categorized by device types, and

the analytical probability density functions were listed.
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(a) EBD and normal distribution (b) RG and lognormal distribution

(c) TBD and exponential distribution

Distribution PDF f (x)

Normal 1√
2πσ

exp
(
− (x−µ)2

2σ2

)
Lognormal 1√

2πσx
exp
[
− (lnx−µ)2

2σ2

]
Exponential 1

θ
exp
(
−x−λ

θ

)
(d) Probability Density Functions. The
dummy variable “x” is explained as below.

Figure 5.11: Scatter plots of the transient stress RBD test data on our fabricated devices,
with categories of two types of devices under test, MOSCAP’s (labeled “4”), W × L =
200 ×200µm2, and MOSFET’s (labeled “8a”), W ×L = 15 ×4µm2.
(a) The RBD field EBD was fitted to normal distribution.
(b) The post-BD gate resistance RG was fitted to log-normal distribution.
(c) The time to BD TBD was fitted to exponential distribution.
In the histograms, “Density” = (Normalized frequency) / (Bin width). The sum of all bin
heights within one group of devices, multiplied by the uniform bin width, equals to 1. The
probability density functions of the three distributions were listed in Table (d).
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Most devices broke down under a field of around 7 to 8 MV/cm, and the average

resistance values after BD were 199 kΩ for the larger devices and 510 kΩ for the smaller

devices. As stated before, more devices tended to break down earlier in time, indicating

that the RBD events were more likely to happen instantaneously. Also, it could be seen

that there was little difference in TBD among the two groups. Among our thirty (30) tested

devices with valid TBD measurements, 50% broke down within TBD < 100ms, and 87%

broke down within TBD < 200ms.

It is interesting to notice that when the area of the gate oxide layer increased by

about 600 times, the difference of the BD time between the two groups and the reduction

in the resistance of the broken oxides right after RBD events were small. Both the MOS

capacitors and MOSFETs on our fabricated wafer had the same “gate” oxide thickness,

which was fully covered by the polysilicon layer as the gate terminal. On the other hand,

the average BD field had about 5% difference between the two groups, with the larger

devices having lower magnitudes. This could be a result of the larger area having more

defects or impurities introduced in fabrication, but the evidence was weak considering the

limited sample size.

Finally, long-term post-RBD stress was performed, and the slow decrease in the

(broken) oxide resistance was observed, with data shown in Table 5.2, and one example of

the captured signal shown in Figure 5.12. In each post-RBD test, the stress voltage was

lowered to 30 V, DC only. After 100 s of stress, there was a 3% to 11% decrease in RG.

This indicated that the gate current after RBD increased and the damage got worse, which

could be because of the growth of the initial BD sites.
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Table 5.2: Measurement results of post-RBD long-term (broken) gate resistance decrease
under constant, low-level stress (30 V). Tested devices were gate capacitors (labeled “4”),
W ×L = 200 ×200µm2 and MOSFET’s (labeled “8a”), W ×L = 15 ×4µm2.
The peak magnitude of the oxide electric field was extracted from the device simulation
mentioned earlier, with an example shown in Figure 5.4.
VB was the voltage measured in Figure 5.12. A steady noise of 200 mV was present. Shown
in the table was the average of the min and max values at t = 0s and t = 100s.
The gate resistance RG was calculated using the circuit in Figure 5.7a, with SW2 open.
RG =VG/(VR/RS +VB/RP), where the serial resistance RS = 100.4kΩ, oscilloscope probe
internal resistance RP = 1MΩ, DC power supplies VV S1 =−33.2V, VA = 0V, VG =VA−VB
and VR =VB −VV S1.

Right after RBD After 100 s stress

Die / Dev # EBD [MV/cm]1 VB [V] RG [kΩ] VB [V] RG [kΩ] ∆RG

(-5,6)/8a 8.26 -27.9 719 -27.7 654 -9.12%
(-4,6)/4 7.76 -23.4 185 -23.3 177 -4.35%
(-3,6)/4 8.63 -19.1 75.0 -18.9 72.0 -3.93%
(-3,6)/8a 8.51 -22.2 140 -21.6 123 -11.6%

Figure 5.12: An example of the post-RBD long-term resistance change measurement on
our fabricated device. The device under test was a MOSCAP, W ×L = 200 ×200µm2. It
was stressed at a lower constant voltage 30 V for 100 s. VB appeared as Channel 2 (light
blue). Despite the ∼ 200mV noise, a steady change in the signal could be seen, indicating
a decrease in the oxide resistance over time.
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We summarize our RBD experiments with the following conclusions. We believe

that one of the threshold conditions for RBD is the highest E field the oxide has experi-

enced. Most devices break down when the field is around EBD = 7–8MV/cm. For the

larger oxides (200× 200µm2), the average threshold is 7.674MV/cm, and 8.188MV/cm

for the smaller oxides (15× 4µm2). The RBD events occur within a very short time win-

dow after the stress has been applied and maintained, i.e., TBD < 200ms. Most devices, on

average, have post-BD resistance of RBD = 199kΩ (larger size) or RBD = 510kΩ (smaller

size) depending on the size of the devices. The continued stress after an initial RBD event

can substantially and progressively decrease the resistance RBD. There are weak to min-

imal relations between the above three measured variables, despite the larger-size group

generally appears more vulnerable.

In other words, the severeness of RBD weakly depends on the oxide area, suggest-

ing agreement with the BD mechanisms reviewed in Section 5.1. The initial RBD event

occurs relatively fast. After that, due to the new presence of electrons in localized de-

fect states, the broken site grows and spreads, resulting in more conductive paths. The

possibility of having both the initial and following broken sites is generally related to the

oxide defect density and the oxide area. This agrees with our experimental findings that

the device group with larger areas has a slightly lower EBD threshold and a slightly smaller

RBD.
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Chapter 6: EMI-Induced Hard Failure Vulnerabilities: Nano-Scale Fin-

FET Device-Level Simulation and Empirical Oxide Breakdown

Circuit Model

In this chapter, we project our knowledge of RBD conditions in planar MOSFETs

with SiO2 gates to FinFETs with ultra-thin SiO2 gate dielectrics. In Section 6.1, we briefly

introduce FinFETs by looking at a figure of merit, the natural length, which is related to

improvements in the short channel effects. Next in Section ??, we investigate the electrical

perspective of a FinFET structure with the most fundamental features. Device-level simula-

tions (Section 6.2) provide characteristic behaviors such as electron concentration, internal

electric field, and terminal I-V relationships. A quantum-corrected system of equations

under quasi-equilibrium conditions is solved, and the results are compared to the classical

device-level solutions (Section 6.3), demonstrating the characteristic changes due to the

mesoscopic quantum well in the nano-scale devices.

Extreme gate oxide field and rapid oxide BD can be caused by terminal voltage dis-

ruptions when EMI is present. Therefore, external stress may be transient but catastrophic.

We extract useful information from the simulation data concerning the Rapid oxide BD

(RBD) in Section 6.3.4. Thus, the Hard Failure vulnerability due to RBD under EMI condi-

tions can be modeled. In Section 6.4, a SPICE-compatible circuit-level model is developed

using empirical data and expressions.
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6.1 Introduction: Silicon FinFET Devices

FinFETs are one of the most widely used devices at present [52, 54]. A FinFET

can have multiple (usually two or three) gates, protruding into the third dimension (height

or depth). An apparent benefit of having multiple gates in different dimensions is that they

can provide much more channel width (and therefore more terminal current) per unit area

of the silicon die, compared to a traditional planar device. The adaptation of FinFETs is

widely seen as we continue to advance the progress of area reduction, density increase and

performance improvement [52].

The FinFET can also provide better gate control, thanks to its unique structure.

Generally speaking, when a device’s channel becomes shorter and shorter (especially when

< 100nm), several problems collectively known as the short-channel effects become more

and more significant. For example, the drain bias may cause unwanted, gate-uncontrolled

current increase, when the device is in the OFF state (drain-induced barrier lowering or

DIBL [98]). The same problem may happen in the ON state (this phenomenon has a con-

fusing name, which is the short-channel effect, or SCE [99]; it is a different interpretation

to channel length modulation). The 3D structure can provide very thin body regions which

can suppress the short-channel effects by increasing the gate control.

The gate control effectiveness of various three-dimensional, multi-gate MOSFET

structures, including FinFET, is described by the natural length, a geometry-dependent

figure of merit [54].

Natural Length: λ =

√
1

NG

εSi

εOX
WBODY tOX (6.1)

The natural length is related to the exponential decay rate of the body potential and the

channel lateral field (induced by the drain bias). It estimates the minimum required channel
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length to avoid excessive short-channel effects. It has several dependencies:

NG = Effective Number of Gates

WBODY = Body thickness or Fin width

εOX = Gate oxide dielectric constant

tOX = Gate oxide thickness

To achieve shorter gate lengths while maintaining the gate control, one may reduce the

gate oxide thickness tOX , but a very thin oxide layer (less than 1.5 to 2 nm) suffers from

significant tunneling current [89]. Using high-K materials to increase εOX unavoidably

adds to the production cost.

Alternatively, one can increase the number of gates NG or reduce the body (fin)

width WBODY , which is only available to devices with three-dimensional structures such as

FinFETs, but not to planar devices. A FinFET can provide an effective NG ranging from 2

to 4. The body width WBODY is largely reduced compared to planar devices.

The FinFET devices simulated in the following studies are based on the bulk-tied,

“Π”-shaped triple-gate structure19. It has an NG close to π . The poly-silicon layers on the

three gates are electrically connected to form a single gate.

Despite the benefits of higher device density and better gate control, FinFETs may

still be vulnerable to EMI. As the channel becomes shorter and the gate oxide becomes

thinner, a transient voltage disturbance may cause a higher lateral E field in the channel

and a higher perpendicular E field in the gate oxide. The large field in the channel may still

cause impact ionization, although ballistic transport is more likely in a shorter channel. The

parasitic BJT structure still exists in FinFETs, suggesting the possibility of snapback [100].

Additionally, the high oxide field may cause permanent oxide breakdown or accelerated

progressive degradation. Furthermore, the heat dissipation is generally more challenging,

as the body is surrounded by the gate and isolation structures [101, 102]. According to

19The word “FinFET” used here and from now on particularly refers to the “Π-gate FET” in the cited work
[54].
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the thermochemical model explained in Section 5.1, the oxide breakdown process may ac-

celerate under elevated temperature (Equation 5.1). Reliability issues related to snapback

and dielectric breakdown have been reported [100, 103–107]. Under extreme heat con-

ditions, the lattice structure may even be damaged. Therefore, applying the knowledge

and methodologies on EMI-induced device vulnerabilities to FinFETs, as well as other

advanced structures, has great importance for modern technologies.
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6.2 FinFET Device-Level Electrical Simulation (2D)

In this section, a silicon FinFET with bulk-connected bodies (Π-FinFET [108]) are

simulated to obtain their electrical behaviors (e.g., current-voltage relationships).

Critical geometric layout parameters are illustrated in Figure 6.1. The body is a

protruding region from the substrate material, with the gate stack surrounding it. The body

is connected to the substrate with the same type of material (silicon), which is the fun-

damental difference compared to the silicon-on-insulator (SOI) structure. The quantities

describing the geometric structure and doping profile are listed in Table 6.1 and Table 6.2

[109, 110].

Gate Poly

Field Oxide

Gate Oxide

Source

Si Body

Drain

Si Substrate

LG

TSD

TFOX

TOX2

TOX1

LSP

WBODY

TBODY

x

z

y

Figure 6.1: Illustration of a Π-FinFET structure in 3D and geometrical dimensions. The
dimensions (listed in Table 6.1) are not shown in correct scale. The silicon body and
substrate are of the same material and are physically connected. In the graph, different
colors and transparency are used to differentiate the conceptual regions.
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Table 6.1: Geometric dimensions of the simulated Π-FinFET, as illustrated in Figure 6.1

Critical dimensions Value [nm]

LG Gate / channel length 25
LSP Side wall spacer length 50

TOX1 = TOX2 Gate oxide thickness 3
TBODY Body (fin) height 34
WBODY Body fin width 15

Non-critical dimensions
TFOX Field oxide thickness 100
TDS Fin / drain / source height TBODY +TFOX

Table 6.2: Doping profile of the simulated Π-FinFET

Region (Dopant type) Shape profile and concentration
Substrate (p) Uniform, effectively 2.2×1018 cm−3

Drain and Source (n+) Error function (Erfc), peak 1×1020 cm−3

Gate poly-Si contact (n++) Uniform, 1×1020 cm−3

The bulk Π-FinFET is simulated using the 2D TCAD simulator Cider included in

ngspice [62]. A “slice” is taken through the three-dimensional device to create a two-

dimensional geometry to simulate. First, a top-down slice is made across the middle of

the fin. The full simulation region and doping profile are shown in Figure 6.2. The body

region is the box where 0 ≤ x ≤ LG = 25nm and 0 ≤ y ≤ WBODY = 10nm. The gate

oxide (SiO2) appears as the gaps in −3nm ≤ y ≤ 0 and 10nm ≤ y ≤ 13nm, while the

gate electrode appears as the boxes in −6nm ≤ y ≤ −3nm and 13nm ≤ y ≤ 16nm. The

other gaps surrounding the gate electrodes are field oxides (SiO2). In −50nm ≤ x ≤ 0 and

25nm ≤ x ≤ 75nm, the body extends through the sidewall spacer before expanding in the

crosswise (y) direction and meeting the source and drain electrodes.
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GOX

GOX

Figure 6.2: Doping Profile of the Simulated FinFET in top-down cross section view. The
entire simulation region is shown. The color indicates doping concentration of n (red) and
p (blue) types.
The empty regions are filled with dielectric (SiO2) during simulation. The gate ox-
ide (“GOX”) is between 0 ≤ x ≤ 25nm and −3 ≤ y ≤ 0nm for the upper side, and
10 ≤ y ≤ 13nm for the lower side.
The lines are visual guides revealing a part of the mesh grids.

The source and drain doping consists of two doses of n-type, 5 × 1019 cm−3 in

−75nm ≤ x ≤ −65nm and 90nm ≤ x ≤ 100nm with an error function (erfc) grading

with characteristic length 45 nm, and two doses of p-type, 5× 1018 cm−3 in −75nm ≤

x ≤−30nm and 55nm ≤ x ≤ 100nm with an erfc grading with characteristic length 55 nm.

The entire substrate has a background p-type doping of 1×1018 cm−3.

The junction space charge region size can be estimated by the textbook expression

using depletion approximation and abrupt junction:

xp =

√
2εSi

q
ND

NA

1
ND +NA

φ0 = 25nm (6.2)

where ND = 1 × 1020 cm−3, NA = 2.2 × 1018 cm−3, and φ0 = VT ln NDNA
n2

i
= 1.1V. This

distance is comparable to the gate, or the intended channel length LG = 25nm. The counter

doping of p-type and the sidewall spacer regions are added to manage the junction depletion

effect. As can be seen from the drawing, the net doping switches from n-type to p-type

outside of the intended body region (0 ≤ x ≤ 25nm). After all, the net doping in the body
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region is p-type of concentration around 2.2×1018 cm−3.

The electron concentration in the 2D “slice” at various bias voltages (VGS and VDS)

is shown in Figure 6.3. In addition, the electron concentration at the surface (y = 0nm) and

the middle of the body (y = 5nm) is shown in Figure 6.4. We will discuss the effects on

channel inversion from drain bias (VDS) and gate bias (VGS) in this order.

Electron Concentration n
[
cm−3]

(a) VG = 0.0V,VD = 0.0V (b) VG = 0.0V,VD = 0.8V

(c) VG = 0.8V,VD = 0.0V (d) VG = 0.8V,VD = 0.8V

Figure 6.3: Top-down cross-sectional view of FinFET electron concentration under various
bias conditions. Only the body 0 ≤ x ≤ LG = 25nm and 0 ≤ y ≤ WBODY = 10nm and a
part of the source, drain and spacers are shown. Colors show the concentration between
1×1016 cm−3 and 1.4×1020 cm−3 in log scale in all four plots.
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(a) At the surface (y = 0nm), VGS = 0V
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(b) At the center of the body (y = 5nm), VGS = 0V
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(c) At the surface (y = 0nm), VGS = 1.2V
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(d) At the center of the body (y = 5nm), VGS = 1.2V

Figure 6.4: Electron concentration in the FinFET (the “basic” design) body/channel region
at the surface (y= 0nm) and the middle of the body (y= 5nm), under various drain terminal
bias conditions (VDS = 0.05 V, 0.5 V, and 1.2 V; VGS = 0 V and 1.2 V). The channel region
is 0 ≤ y ≤ 25nm enclosed by the dashed lines.
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Under zero gate bias (VGS = 0V), increasing VDS causes less surface inversion (y =

0nm) around the channel end on the drain side (x = 25nm), from n = 1.4× 1017 cm−3

at VDS = 0.05V to n = 7.1× 1016 cm−3 at VDS = 1.20V. In contrast, at the center of the

body (y = 5nm), the concentration increases from n = 4.1×1016 cm−3 at VDS = 0.05V to

n = 7.1×1016 cm−3 at VDS = 1.20V.

With gate voltage VGS = 1.20V, the concentration in the channel (0nm≤ x≤ 25nm)

at the surface (y = 0nm) varies from n = 9.3× 1019 cm−3 at VDS = 0.05V to n = 4.6×

1019 cm−3 at VDS = 1.20V, showing the depletion effect. The concentration at the middle

of the body (y = 5nm) under the same gate bias is, contradicting to the zero-bias scenario,

almost constant at the channel end near the drain (stays ∼ 1.5× 1018 cm−3), but at the

source end (x = 0nm), it decreases from n = 1.6×1018 cm−3 at VDS = 0.05V to n = 7.4×

1017 cm−3 at VDS = 1.20V.

In summary, the effect of the drain bias voltage VDS on the channel electron con-

centration is generally insignificant. For reference, some often-interested length quantities

are listed in Table 6.3.

Table 6.3: Some Length Quantities of the Simulated FinFET

Quantity Expression Length Note

Debye length LD =
√

εSiVT
qn

4.1 nm n = 1×1018 cm−3

is used

Abrupt junction
depletion region width

xp =
√

2εSi
q

ND
NA

1
ND+NA

φ0

(Equation 6.2)
25 nm

Mostly contained
in the spacer LSP

Natural length λ =
√

1
NG

εSi
εOX

WBODY tOX

(Equation 6.1)
6.7 nm

NG = 2 is used for
the 2D “slice”

From the body doping concentration, one may infer that the device has a positive

threshold voltage, since from the textbook expression

VT H =
1

COX

√
4qεSiNA

∣∣φp
∣∣+2

∣∣φp
∣∣− (φn −φp) = 0.69V (6.3)

where COX = εOX
tOX

= 1.15µF/cm2 for the gate oxide, φp = −VT ln NA
ni

= −0.50V for the

substrate, and φn =
1
2

Eg
q = 0.55V for the gate electrode. However, from the plots in Figure
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6.3, an abundance of electrons (more than 1× 1016 cm−3) is always present under non-

negative VG, although a significant increase can be seen as VG increases from 0 V to 0.8 V.

It is believed that, because of the narrow body and the workfunction difference

between the gate electrode and body (substrate), the entire body is depleted and inverted

even under zero bias [111, 112]. But the electron concentration at zero bias is not enough

to provide significant channel conduction, so the threshold voltage is still positive VT H > 0.

On the other hand, since the whole body region 0 ≤ y ≤WBODY = 10nm is capable

of channel conduction, this is advantagous for the ON state operation in practical uses.

With a proper device design and die layout, one may achieve higher current density than

using planar devices in a same wafer area; effectively, RDSon may be reduced.

In Figure 6.5a, the current density in the top-down view at forward bias is shown.

In Figure 6.5b, the current density at x = 10nm indicates that the channel current at the

center of the body, which is the smallest reading (2.0× 108 mA/cm2) across the body, is

about 3.9 % of that at the surface, which is the highest reading (5.2×109 mA/cm2).

170
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(b) At x = 10nm

Figure 6.5: Top-down cross-sectional view of FinFET electron current density under bias
VG = 0.8V,VD = 0.8V.
In (a), the body region 0 ≤ x ≤ LG = 25nm and 0 ≤ y ≤WBODY = 10nm and a part of the
source, drain and spacers are shown. Colors show the magnitude

∣∣∣J⃗n

∣∣∣, arrows show the
vector directions at places where the tails are, and streamlines trace the flow starting from
the drain electrode.
In (b), the longitudinal (along-channel) and perpendicular (towards the semiconductor-
oxide interfaces) current densities at x = 10nm are shown.
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A separate simulation of a front-back cross-sectional view provides a second per-

spective to the device. The simulated device structure can be seen from the electric field-

position plot shown in Figure 6.6. The new z direction is the height, perpendicular to the

substrate wafer. The regions are: substrate z ≤ −10nm; field oxide −10nm ≤ z ≤ 0nm,

−10nm ≤ y ≤ 0nm and 10nm ≤ y ≤ 20nm; fin body 0nm ≤ z ≤ 34nm, 0nm ≤ y ≤ 10nm;

gate oxide 0nm ≤ z ≤ 37nm, −3nm ≤ y ≤ 0nm and 0nm ≤ y ≤ 13nm, and 34nm ≤ z ≤

37nm and 0nm ≤ y ≤ 10nm; the gate electrode (n++ poly-Si) is above the gate oxide.

An ad-hoc doping concentration NA = 2.2×1018 cm−3 is used for the substrate, according

to the top-down simulation results when the drain and source implants are present. The

substrate contact (boundary conditions) are set at the bottom (z =−35nm).
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Figure 6.6: Front-Back Cross-Sectional View of the Electric Field E⃗ in the FinFET
[kV/cm]. Bias VGS = 1.0V. The entire simulation region is shown and described in the
text. The colors indicate the local E field magnitude

∣∣∣E⃗∣∣∣. The arrows show the directions of

E⃗ where they start from. The streamlines trace the field starting from the semiconductor-
oxide interface.

From the plot, we can observe that the field in the fin body generally points from

the gate-oxide interface to the substrate and to the center of the body. Thus, the potential

generally decreases in the same directions, and so does the electron concentration, which is

sampled at various locations (z =−5nm below the field oxide, 5 , 20 , and 34 nm in the fin;

y = 0 , 1 , 3 , and 5 nm across the fin) and plotted against sweeping VGS in Figure 6.7. After

closely examining the data, we can summarize that the electron concentration n under the
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same VGS is higher where: 1) closer to the gate-oxide interface (y decreases), and 2) further

protruding away from the substrate (z increases). Besides, when VGS increases, n increases.
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10
10
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Figure 6.7: Electron concentration in the front-back simulation of the FinFET
n(y,z)

[
cm−3] under changing bias voltage VGS. The sample locations are a mesh grid

with z = −5 , 5 , 20 , and 34 nm in height; y = 0 , 1 , 3 , and 5 nm in width.

The concentration-bias dependency can be simplified into an spatial average value,

or area electron concentration ns, by integrating n(y,z) over the effective body region 0 ≤

z ≤ 34nm,0 ≤ y ≤ 10nm and dividing the result by the fin height TBODY = 34nm. The

results (in cm−2) versus VGS are shown in Figure 6.8a.
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(a) Area electron concentration ns
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Figure 6.8: (a) Area electron concentration ns
[
cm−2] in the fin body under sweeping VGS,

by integrating the volume concentration n
[
cm−3] over the body cross section (height 0 ≤

z ≤ 34nm, width 0 ≤ y ≤ 10nm ) and dividing it by the fin height 34 nm. (b) its derivative
versus bias voltage ∂ns

∂VGS

[
cm−2 V−1].

Since the channel current in the linear region roughly linearly depends on the chan-

nel carrier concentration20, we can apply the ELR method and extract an estimated thresh-

old voltage VT H = 0.13V. The derivative used is ∂ns
∂VGS

, as shown in Figure 6.8b, instead of

the normally used transconductance Gm = ∂ ID
∂VGS

.

However, according to the results from using the compact model (BSIM-CMG), as

will be discussed in the next section, the results shown here may not be realistic, i.e., the

20Since in the linear region (low drain-source voltage), ID ≈ µnQCH
VDS

L ∝ QCH = qns.
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body may not be under inversion at low bias. An example incorrect way to artificially

make VT H higher is by placing the unused body electrode (defining boundary conditions)

in the middle of the body, in the top-down view. It sets up an additional set of boundary

conditions and lowers the body potential generally. By doing so, not only is the potential

forced to a given value at zeroth order (Dirichlet boundary conditions) but also the body

electrode can “steal” the channel current from the source, as can be observed from I-V

characteristics. A 1 kΩ resistor is inserted between the body terminal and circuit ground,

representing the resistance of the substrate between the body region (fin) and the “body”

terminal contact and preventing the body current mentioned above due to the improper

boundary conditions.

The electron concentrations at various VG with the additional body electrode in the

middle of the body are shown in Figure 6.9, tagged “alternative design”. The body electrode

boundary condition is set at 10nm ≤ x ≤ 15nm and y = 5nm (the blank gaps in the plots),

and the electrode’s workfunction is set to an ad-hoc value of 5.12 eV, which refers to the

equilibrium Fermi level, relative to the vacuum energy, when p = 5× 1018 cm−3. Partial

inversion can still be observed in the channel under zero bias, but much delayed.
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Electron Concentration n
[
cm−3]

(a) VG = 0.0V,VD = 0.0V (b) VG = 0.0V,VD = 0.8V

(c) VG = 0.8V,VD = 0.0V (d) VG = 0.8V,VD = 0.8V

Figure 6.9: Top-down cross-sectional view of FinFET (alternative design, additional elec-
trode boundary conditions in the middle of the body) electron concentration under various
bias conditions. Only the body 0 ≤ x ≤ LG = 25nm and 0 ≤ y ≤ WBODY = 10nm and a
part of the source, drain and spacers are shown. Colors show the concentration between
1×102 cm−3 and 1.4×1020 cm−3 in log scale in all four plots.

The I-V characteristics of the simulated FinFET device (2D cross-section) are shown

in Figure 6.10 (ID-VDS) and Figure 6.11 (ID- and Gm-VGS). In Figures 6.10a, 6.10b, 6.11a,

6.11b, 6.11c, and 6.11d, the mobility model parameters extracted from the planar MOSFET

model in Section 3.2 are applied, assuming the mobility-related material properties do not

deviate by too much between the FinFET structure and the conventional planar MOSFET

structure. These custom parameters are then removed, and thus the default mobility model

defined in Cider is used. The results can be seen in Figures 6.10c, 6.11e and 6.11f. In all

simulations shown here, local carrier generation due to impact ionization is not calculated.
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(c) “Basic” design with built-in mobility model

Figure 6.10: FinFET terminal ID-VDS per fin height (TBODY ), from the top-down cross-
sectional device simulation under various VGS voltages as annotated next to the lines. The
current readings are converted to per-unit-fin-height values. Three designs are included:
(a) The “basic” design introduced at the beginning of Section 6.2, (b) The “alternative”
design with additional boundary conditions, and (c) The “basic” geometric and doping
configuration, but with Cider’s default mobility model. The mobility model used in the
first two cases are the one extracted from Section 3.2.
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Drain Current per Fin Height
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Transconductance per Fin Height
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(d) Gm-VGS, “Alternative” design
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(e) ID-VGS, “Basic” design with built-in
mobility model
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(f) Gm-VGS, “Basic” design with built-in
mobility model

Figure 6.11: FinFET terminal ID-VGS per fin height (TBODY ), from the top-down cross-
sectional device simulation with VDS = 0.1V. The current readings are converted to per-
unit-fin-height values. Three designs are included, same as those in Figure 6.10.
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From the ID-VGS data, the threshold voltages VT H of the three device designs are

extracted using the ELR method [78], with the calculated Gm = ∂ ID
∂VGS

plotted aside in Figure

6.11. They are 0.10 V (“basic”), 0.30 V (“alternative”), and 0.11 V (“basic” with built-in

mobility model) for the three designs, respectively. For comparison, the front-back cross-

sectional simulation yields an estimated VT H = 0.13V.

With the above results in mind, the following summaries can be drawn by compar-

ing the three design cases. Apparently, after applying the extracted mobility model, the

drain current under strong inversion is decreased to ∼ 30% of the result using the default

model built into Cider, while the validity of projecting the surface mobility model extracted

from a planar, long-channel device to the FinFET under investigation remains questionable.

But the extracted threshold voltage and the subthreshold drain current do not seem to be

affected as much (the maximum transconductance has decreased by ∼ 14%). Meanwhile,

introducing the additional boundary conditions significantly lowers the body potential, low-

ers the drain current under strong inversion, and increases the threshold voltage as expected.

However, when the real body electrode is present in the front-back cross-sectional simula-

tion, VT H is around 0.1 V too, in contrast to the “alternative” design. Therefore, we cannot

conclude that it is a proper improvement by applying an additional set of boundary condi-

tions in the center of the body.
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6.3 Mesoscopic Simulation (1D) of FinFETs — a Quantum-Corrected So-

lution

In this section, the quantum-mechanical effects in the FinFET’s body (Si) are in-

vestigated. In a small device like the FinFET discussed in this work, quantum effects can

become significant. As a result, the solution (e.g., carrier concentration, band structure, E

field) may differ from the classical version.

The FinFET cross section has an apparent resemblance to the classic case of a

particle in a box or finite-barrier potential well problem set-up, leading to sinusoidal wave-

functions with integer numbers of half-waves in the body as the solution. Additionally, the

band bending effect near the semiconductor-oxide interface gives rise to triangular poten-

tial wells at the interfaces. The wavefunction solutions to the ideal infinite triangular well

problem are Airy functions [113]; the length scale of these triangular wells and wavefunc-

tions can be estimated by the Debye length and the natural length, which are both about

half of the studied FinFET’s body width, according to Table 6.3.

The actual solution to the FinFET body should be a combination of the above two,

suggesting that the electron concentration, determined by the wavefunction magnitudes,

reaches its peak value away from the interface. The channel carrier concentration under

inversionat the interface (i.e., electrons in an n-type device) is significantly reduced. In

other words, the channel electrons are “pushed away” from the interfaces into the body due

to quantum-mechanical effects. This contrasts with the classical solution to the device-level

semiconductor equations, or Poisson’s equation (Equation 2.25a) under quasi-equilibrium

conditions, where the channel carrier concentration typically peaks at the semiconductor-

oxide interface.

The rest of this section consists of four parts — 1) An outline of our simulation

methodology and a concise introduction to our implementation of the finite difference

method; 2) The detailed derivation of the system of equations in one-dimensional space,
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where we define and describe most concepts and quantities omitted in the outline; 3) Simu-

lation results of the FinFET and discussion; and 4) Extracting the gate oxide field for oxide

breakdown modeling in the next step (Section 6.4).

6.3.1 Methodology Outline

We set up a one-dimensional finite potential well structure to represent the FinFET

structure. As position y increases (going from left to right), five regions are present: n-type

Si gate terminal, SiO2 gate dielectric layer (potential barrier), p-type Si body, SiO2 gate

dielectric layer (potential barrier), and n-type Si gate terminal. The system is presumed to

be quasi-equilibrium, and the input is the gate terminal voltage VGS.

Our method to solve the system of equations for potential φ (y), electron concen-

tration n(y), as well as allowed energy states Em (y) and their associated wavefunctions

Ψm (y) is illustrated with the flow chart in Figure 6.12.
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Start Solving techniques

Poisson’s equation (equilibrium, VGS = 0)
d2

dy2 φ (y) =−ρ (y)
ε (y)

(Equation 6.11)

Poisson’s equation
(Quasi-equilibrium, user input VGS)

Initial guess solution φ (y)

User input
VGS

VGS

Non-linear matrix equation
Newton-Raphson method

Mesoscopic potential (conduction band bottom)

V (y) =−qφ (y)+∆EC (y)+
Eg

2
(Equation 6.18)

Classical solution φ (y)

Schrödinger’s equation (Equation 6.17)

− ℏ2

2m∗
M

d2

dy2 Ψ(y)+V (y)Ψ(y) = E Ψ(y)

Potential V (y)

Matrix eigenvalue problem

Electron concentration (Equation 6.30)

n(y) =
m∗

DkT
πℏ2 ∑

m
Em>EC

|Ψm (y)|2 ln
[

1+ exp
(

EF −Em

kT

)]
Wavefunctions Ψm (y)

Energies Em

Poisson’s equation
with given electron and hole concentration

Electron and hole concentration
n(y) , p(y)

Linear matrix problem

Summarize iteration change
∆φ (y) ,∆n(y) ,∆Ψm (y) ,∆Em (y)

Updated solution φ (y)

Convergence reached?

Change in quantities

Output quantities
φ (y) ,n(y) ,Ψm (y) ,Em (y)

Yes

Update solution φ (y)
with damping

No

Damped updated
solution φ (y)

Figure 6.12: A flowchart showing our approach of applying quantum correction to the
FinFET device simulation.
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All equations and quantities are solved numerically using finite difference. In our

1D representation, for example, the space y becomes a discretized variable after applying

finite difference as:

yi, i = 0,1,2, . . . ,N (6.4)

Meanwhile, a continuous scalar function f (y) is represented as:

fi = f (yi) , i = 0,1,2, . . . ,N (6.5)

while its derivatives are the finite differences given as:

d f
dy

∣∣∣∣
y=yi

=
fi+1 − fi

∆y
(Forward difference) (6.6)

d f
dy

∣∣∣∣
y=yi

=
fi − fi−1

∆y
(Backward difference) (6.7)

d2 f
dy2

∣∣∣∣
y=yi

=
fi+1 −2 fi + fi−1

(∆y)2 (Central difference) (6.8)

where ∆y = yi+1 − yi is the constant spatial interval in our uniformly distributed spatial

positions (“mesh points”).

First, we solve the Poisson’s equation given below (and Equation 6.11) for the elec-

trostatic potential φ (y) under applied voltage VGS:

d2

dy2 φ (y) =−ρ (y)
ε (y)

(6.9)

where the position-dependent charge density ρ (y) is unknown and depends on the poten-

tial, and ε (y) is the material-dependent dielectric constant.

In this step, the Poisson’s equation is solved by using the Newton-Raphson method

(or “Newton’s method”), which is a gradient descent method. The Newton-Raphson method

iteratively evaluates the local gradient, and computes a “step” towards an improved solu-

tion ∆φi = ∆φ (yi) with respect to all mesh points yi, until convergence is reached, i.e., its

magnitude21 |∆φ (y)| (“step size”) becomes smaller than a pre-defined threshold (0.01%

of the magnitude of φ (y) in our case). A separate solution for the identical system but

21Considering the discretized space yi (i = 0,1,2, . . . ,N), the function ∆φ (yi) = ∆φi can be treated as a
vector in the finite-difference space (i.e., not the physical space), and its magnitude is the vector norm or the

geometric average of the values at all mesh points: |∆φ |=
[
∑i (∆φi)

2
]1/2

.
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with zero input voltage (VGS = 0) is calculated beforehand to be used as the initial guess

when VGS ̸= 0. Also, the “improvement” variable ∆φ (y) may be scaled down in each iter-

ation step in order to avoid failures to converge (because the system is too far away from

equilibrium), at the price of having more iterations.

Once we have acquired the classical solution from the quasi-equilibrium Poisson’s

equation, we apply quantum correction by adding three equations to the system.

First, the mesoscopic potential V (y), which describes the potential well formed

by the oxide-semiconductor-oxide structure, is calculated from the classical electrostatic

potential φ (y) and material properties, as defined later in Equation 6.18.

With this potential, we can set up the time-independent Schrödinger’s equation

given as below (and in Equation 6.17):

− ℏ2

2m∗
M

d2

dy2 Ψ(y)+V (y)Ψ(y) = E Ψ(y) (6.10)

Bound states are expected in the finite well; therefore, we apply the Dirichlet boundary

conditions (zero wavefunction at both ends, both of which are deep into the n-type Si gate

terminals) and solve the eigenvalue problem associated with the Schrödinger’s equation in

its finite-difference matrix form.

With the eigenvalue solutions (i.e., allowed energy states Em and their associated

wavefunctions Ψm (y)(m = 1,2, . . .)), we calculate the quantum-corrected electron concen-

tration n(y) using Equation 6.30.

Finally, with the “improved” or quantum-mechanical solution of charge density

ρ (y), we solve the Poisson’s equation again for the electrostatic potential φ (y). Note that

in this step, the only unknown is φ (y), and the Poisson’s equation in finite-difference form

is a linear algebraic system of equations and directly solvable by matrix inversion or other

equivalent techniques.

With the updated solutions with quantum correction: φ (y), Ψm (y), Em, and n(y),

we check all quantities for convergence; the process will be described in details later. If

convergence is not yet reached, we go back to the step evaluating the mesoscopic potential
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V (y), replace the previously used electrostatic potential solution φ (y) with the updated

one, and repeat the evaluation.

Once convergence is accomplished, we have the quantum-corrected solution to all

quantities: the electrostatic potential φ (y), the mesoscopic potential (i.e., conduction band

bottom) V (y), the electron conecntration n(y), as well as all bound states (wavefunctions

Ψm (y) and their associated energy eigenvalues Em).

The calculated electric field with quantum correction will be used for oxide break-

down analysis shortly. For example, we can apply the gate voltage VGS =VBD according to

the RBD condition from our experiments, and extract EBD from the simulation result.
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6.3.2 System of Equations

The problem is set up as follows. The semiconductor (Si) system is the FinFET

structure in a 1D cross section view through the fin.22 In the one-dimension space, the

“cross section” is a line cutting through the gate-body-gate structure. In the top-down view

in Figure 6.2, the cross section is taken at x = 12.5nm in the middle of the body. Included

structures are the p-type silicon substrate (NA = 2.2×1018 cm−3), gate oxide layers (SiO2)

and n-type gate electrode (ND = 1× 1020 cm−3). We consider the quasi-equilibrium sce-

nario, which means the system may be subject to gate bias voltages, but there is no conduc-

tive current, generation, or recombination. The classical system of equations in Equations

2.25a-2.25e reduces to just Poisson’s equation

d2

dy2 φ (y) =− q
ε (y)

[p(y)−n(y)+ND (y)−NA (y)] (6.11)

The electrostatic potential φ (y) is defined as

φ (y) =
Ei (y)−EF (y)

q
(6.12)

In other words, it is the difference between the intrinsic Fermi level Ei and the actual Fermi

level EF . Ei is approximately in the middle of the bandgap; band bending effect is included.

EF is set to zero for the substrate, and EF = −qVGS for the gate electrodes under forward

bias VGS. For the rest of the derivation, we omit the spatial dependency for EF and imply

EF = 0 in the body. Alternatively,

φ (y) =
EC (y)− 1

2Eg −EF

q
(6.13)

where EC is the conduction band bottom.

The electron concentration n will be discussed in more details shortly. Meanwhile,

since there are many more electrons than holes in the fin body under zero and forward bias

22The quantization effect in the perpendicular direction is observable but neglected in our case, because in
the Π-shaped FinFET, the oxide layer on top of the fin is much thicker than those on both sides. Therefore,
for our purpose of simulating the oxide BD condition, the perpendicular direction is not as important.
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in the studied case, the hole concentration p is simplified to

p(y) =
n2

i
n(y)

(6.14)

by the law of mass action.

The material permittivity ε (y) is a constant scalar for each material (Si and SiO2

in our case). Since different materials are placed at various positions in our configuration,

it is written as a position-dependent function in Equation 6.11 to emphasize the material

dependency. However, it should not be confused with a variable permittivity value in one

material. Therefore, the second-order derivative in Poisson’s equation is a valid expres-

sion except at semiconductor-oxide interfaces, where ε (y) abruptly changes going from

one material to another; in the latter case, the boundary condition for perpendicular E-

field components is applied instead, which is derived by integrating the Poisson’s equation

(representing Gauss’s law23) once, and the result is shown later in Table 6.4.

We replace the classical formula for electron concentration n using the continuous

density of state (DOS) function with the discretized DOS as follows [114]. The total vol-

ume electron concentration is the integral over the conduction band of the DOS function,

multiplied by the occupancy probability, i.e.,

n(y) =
∫ +∞

EC

dE f (E )g(E ,y) (6.15)

The state occupancy function f (E ) under quasi-equilibrium follows the Fermi-

Dirac distribution
f (E ) = fFD (Ey +Exz,EF)

=
1

1+ exp
(

Ey+Exz−EF
kT

) (6.16)

where the total electron energy E is split into two terms Ey and Exz, because the system is

supposed to have discrete and bound states in the y dimension, where the potential wells

are present, while quasi-continuous or “continuous” states and energy levels are assumed in

the other two dimensions where structural scales are relatively larger. The sigmoid function

23Gauss’s law in 1D can be written as: − d
dy

[
ε (y)

dφ (y)
dy

]
= ρ (y)
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fFD only depends on the total energy E = Ey +Exz (EF = 0 in the body). k = 1.381 · · ·×

10−23 JK−1 is the Boltzmann constant, and T = 303K is the lattice temperature.

In the y direction, the potential well is created by the oxide-substrate-oxide struc-

ture’s conduction band bottom. The Schrödinger’s equation for the 1D system and the

mesoscopic potential energy V are given by

− ℏ2

2m∗
M

d2

dy2 Ψ(y)+V (y)Ψ(y) = E Ψ(y) (6.17)

V (y) =−qφ (y)+∆EC (y)+
Eg

2
(6.18)

In this potential well, discretized, bound states are allowed, with energies lower than

the barrier, along with continuous, free states with higher energies. The allowed bound

state energy eigenvalues Em (m = 1,2,3, . . .) and their associated wavefunctions Ψm (y)

are found by solving the Schrödinger’s equation (Equation 6.17) in 1D as an eigenvalue

problem. m∗
M is the mobility effective electron mass; m∗

M = 0.26me is used for Si and

0.86me for SiO2 (the vacuum electron mass me = 9.109 · · · × 10−31 kg). The mesoscopic

potential V (y) in Equation 6.18 is the conduction band bottom. The conduction band offset

∆EC is the difference between the affinities of SiO2 and Si, given as

∆EC (y) =

3.1eV −6nm < x <−3nm and 13nm < x < 16nm (in SiO2)

0eV elsewhere (in Si)
(6.19)

Thus, the barrier height is 3.1 eV.

The DOS function g(E ,y) can be split into two terms as well, i.e.,

g(E ,y) = gy (Ey,y) gxz (Exz) (6.20)

where gy describes the discrete bound states confined by the potential well, and gxz is for

the continuous states in the other two directions24. For clarification, the DOS discussed

below belongs to the Si body. Ey and Exz are relative to the Si conduction band bottom or

V (y) in Equation 6.18. However, as will be seen later, the finite potential barriers allow

non-zero electron wavefunctions in the gate dielectric (SiO2) regions. Thus, the electrons

24Sometimes they are called “2D DOS” and “3D DOS”, respectively. These terminologies are omitted
here to avoid any confusion with the dimensions used in the simulation.
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associated to the Si-region wavefunctions and energies can appear in the oxide. However,

they should not be confused with the electrons in the SiO2 conduction band (with energies

higher than the 3.1 eV barrier and having their own DOS), which are extremely rare and

neglected in the calculation.

For the discretized states at position y, the DOS is zero except for allowed energy

levels Em(m = 1,2,3, . . .), when it is determined by the quantum probability, or the wave-

function magnitude squared |Ψm (y)|2. Therefore,

gy (Ey,y) = ∑
m

Em>EC

|Ψm (y)|2 δ (Ey −Em) (6.21)

which has unit cm−1 eV−1.

The “continuous” DOS in x and z directions can be found similar to the textbook

approach for the classical DOS expression. The two-dimensional area per k-state in a ficti-

tious square crystal of side length L is
(

π

L

)2 under translational symmetric boundary condi-

tions. The size of a quarter ring between wavenumbers k and k+dk is 1
4 ×2πkdk (k ≥ 0).

Considering the spin degeneracy of two, the number of states in (k,k+dk) per area L2 is

N (k)dk =
1
4 ×2πkdk(

π

L

)2 ×2× 1
L2 =

kdk
π

(6.22)

Rewrite the wavenumber in terms of energy, and we have

k =

√
2m∗

DE

ℏ2

kdk
π

=
1
π

k (E )
dk
dE

dE

=
1
π

√
2m∗

DE

ℏ2

√
m∗

D
ℏ2

1
2
√

E
dE

=
m∗

D
πℏ2 dE

= gxz (E )dE

(6.23)

where m∗
D is the DOS effective electron mass in the x and z directions. In this study,

m∗
D = 1.08me is used. Therefore the DOS function in x-z direction is

gxz =
m∗

D
πℏ2 (6.24)
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which turns out to be independent of the energy Exz in these two dimiensions. gxz has unit

cm−2 eV−1.

Next, we put gy, gxz, and f back into Equation 6.15 which yields the volume elec-

tron concentration n at location y.

n(y) =
∫ +∞

EC

dEy

∫ +∞

0
dExz [gy (Ey,y) gxz (Exz) fFD (Ey +Exz,EF)]

=
∫ +∞

EC

dEy

∫ +∞

0
dExz

 ∑
m

Em>EC

|Ψm (y)|2 δ (Ey −Em)
m∗

D
πℏ2

1

1+ exp
(

Ey+Exz−EF
kT

)


=
m∗

D
πℏ2 ∑

m
Em>EC

|Ψm (y)|2
∫ +∞

EC

dEyδ (Ey −Em)
∫ +∞

0
dExz

1

1+ exp
(

Ey+Exz−EF
kT

)
=

m∗
D

πℏ2 ∑
m

Em>EC

|Ψm (y)|2
∫ +∞

0

dExz

1+ exp
(

Em+Exz−EF
kT

)
(6.25)

The last integral is the Fermi-Dirac integral with a closed-form solution [115]∫ +∞

0

du
1+ exp(u−a)

= ln(1+ ea) (a ∈ R) (6.26)

Therefore ∫ +∞

0

dExz

1+ exp
(

Em+Exz−EF
kT

) = kT ln
[

1+ exp
(

EF −Em

kT

)]
(6.27)

Before arriving at the final expression for n(y), it is worth commenting at the result

in Equation 6.25:

1. The energy components Ey and Exz have different ranges. The potential well requires

Ey ≥ EC, since the bound state energies can only be above the conduction band bot-

tom. On the other hand, Exz is related to the two directions not restricted by the

potential well; therefore, it only needs to be non-negative Exz ≥ 0.

2. We used simplified language on the lower bounds of the integrals and summations,

such as E > EC in Equation 6.15 and Em > EC in Equation 6.21. The term EC is the

minimum value of the position-dependent potential V (y) in the Si body, so that all

allowed discrete states are included in the calculation. (The poly-Si gate electrodes
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are treated separately and similarly. ) For example, as will be seen in Figure 6.13,

some energy states Em are lower than V (y) around the center of the body. However,

electrons in those states may still appear where EC < Em <V (y).

3. The upper bounds of the energies should be the conduction band top, and when Ey >

∆EC = 3.1eV, the continuous DOS function should be used. However, practically,

the continuous free states are always ignored since the integral in Equation 6.27 can

be truncated far earlier than E = Em +Exz reaches 3.1 eV. In fact, for T = 303K, it

can be shown that fFD (Ey +Exz = 3.1eV,EF = 0eV)< 1×10−51 . The vast majority

of electrons do not have enough energy to occupy the states much higher than the

conduction band bottom.

4. The eigenvalue problem associated with the matrix-form Schrödinger’s equation pro-

duces as many eigenvalue-eigenvector pairs as the number of mesh points. In our

FinFET configuration, ∆y = 0.02nm, and the total simulation space in 1D is 20nm.

Therefore, there may be up to 1000 non-degenerate eigenvalues in the matrix solu-

tion; however, only a few of them are of interest. By examining the shape of the

wavefunctions (eigenvectors) and energy levels (eigenvalues), we can identify the

bound states in the potential well. As will be seen later, there are only 14 out of the

1000 that are the desired bound states. Also, they are not always the lowest 14 eigen-

values, since the potential in gate terminals (out of the potential well) depends on the

applied voltage; thus, the bound states need to be identified by their wavefunction

shapes, rather than energy values.

5. The y-direction DOS function gy contains terms |Ψ(y)|2 or the probability of an

electron to be present, required by the quantum-mechanical aspect of the potential

well. Therefore, gy (Ey,y) can also be thought of as a state occupancy function in

additional to the Fermi-Dirac function fFD required by thermal equilibrium (Equa-

tion 6.16). However, since its unit appears more similar to a “density” quantity, it
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is treated as a DOS function. The two interpretations end up with the same result,

as the occupancy probability and DOS are multiplied together to produce the total

electron concentration. On the other hand, the following integral may be evaluated,

using gxz and gy:

DOS(E ) =
∫ E

EC

dEy

∫ +∞

−∞

dy [gy (Ey,y)] [gxz (E −Ey)]

=
∫ E

EC

dEy

∫ +∞

−∞

dy

 ∑
m

Em>EC

|Ψm (y)|2 δ (Ey −Em)

 [gxz (E −Ey)]

=
∫ E

EC

dEy

 ∑
m

Em>EC

δ (Ey −Em)

 [gxz (E −Ey)]

=

 ∑
m

Em>EC

U (E −Em)

[ m∗
D

πℏ2

]

=

(
m∗

D
πℏ2

)
×
(

# of y-direction eigenstates
between CB bottom and E

)

(6.28)

The above quantity has unit cm−2 eV−1, and it represents the area density of states

available for electrons to occupy. The unit step function is defined as

U (E −Em) =

0 E < Em

1 E ≥ Em

(6.29)

Finally, the electron concentration n(y) at location y is found by evaluating the

integral in Equation 6.25:

n(y) =
m∗

DkT
πℏ2 ∑

m
Em>EC

|Ψm (y)|2 ln
[

1+ exp
(

EF −Em

kT

)]
(6.30)

The boundary conditions are listed in Table 6.4.
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Table 6.4: Boundary conditions used at the semiconductor-oxide interfaces for the
Schrödinger-Poisson equation system

Unknown Quantity and
Expression

Location Condition Reason

Potential φ (y) Simulation boundaries
Equilibrium value
minus bias VGS

External force

Wavefunction Ψ(y) Simulation boundaries Zero
Assuming
bound states

Displacement field
ε (y) d

dyφ (y)
Semiconductor-oxide
interfaces

Continuous* No singular
surface charge

de Broglie Wave
Velocity 1

m∗
M(y)

d
dyΨ(y)

Semiconductor-oxide
interfaces

Continuous* Continuous
potential

* By integrating the Gauss’s law or Schrödinger’s equation once across the interface.

As described previously in the workflow in Section 6.3.1, we apply finite difference

to all quantities and equations, which are solved numerically.

First, the Poisson’s equation (6.11) is solved as a non-linear matrix problem with

the Newton-Raphson method. The result with VGS = 0 serves as the first initial guess when

we immediately solve it again with user input VGS ̸= 0. The second result is the classical

solution, which also becomes the second initial guess for quantum correction.

Next, Equations 6.11 (Poisson’s equation), 6.17 (Schrödinger’s equation), 6.18

(mesoscopic potential), 6.30 (electron concentration of the bound states), and 6.14 (hole

concentration following the law of mass action) are combined and become a set of simul-

taneous equations. They are solved in a self-consistent loop that generally follows the

gradient in the search space, but no derivatives are evaluated.

The Schrödinger’s equation is solved as an eigenvalue problem, while the Pois-

son’s equation is solved as a linear matrix problem. Note that in our second step applying

quantum correction, the right-hand side of the Poisson’s equation, containing the charge

density, is known prior to the solution; therefore, the corresponding matrix equation can

be solved using linear algebra techniques, including direct methods (e.g., matrix inversion,
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Gaussian elimination, Cholesky decomposition25) and iterative methods. No matter what

technique is used, both the left-hand-side matrix and right-hand-side vector in the equation

are constant and do not depend on the unknown variable (potential as a vector).

These two equations are solved separately in repeated cycles. In each iteration,

the Schrödinger’s equation is solved first for energy eigenvalues Em (m = 1,2,3, . . .) and

wavefunctions Ψm (y) using the latest potential solution V (y). The charge density ρ (y) is

updated using the latest Schrödinger’s equation solutions, and then the Poisson’s equation

is solved for electrostatic potential φ (y). The mesoscopic potential V (y) is updated with

the latest φ (y), and the Schrödinger’s equation is solved again.

This process repeats until the absolute and relative changes to all quantities solved

for reach below a pre-defined threshold. Although convergence to a consistent set of so-

lution quantities is guaranteed for a physical system under any reasonable applied voltage,

since the potential and wavefunction are calculated separately, there is no general guaran-

tee that the loop of numerical calculations will converge with the initial guess from the

classical solution; in fact, prior attempts without the following improvement end up with

diverging results after only a few iterations.

The main challenge lies in the Poisson’s equation in the iteration process. Because

directly solving the finite-difference matrix equation is effectively finding φ (y) by inte-

grating the Poisson’s equation twice, a small numerical error at a local mesh point may

propagate and cause significant global discrepancies. The calculation can crash due to un-

bounded errors if the new potential or wavefunction solution from an iteration step is far

from physically reasonable.

To assist convergence, the changes to the electrostatic potential solution ∆φ (y) is

empirically and substantially reduced before evaluating the wavefunction in the next itera-

tion, at the price of more iteration steps. In other words, the iteration process is effectively

a damped gradient descent method.

25The finite-difference matrix is real symmetric, and therefore Hermitian; using the Cholesky method is
the ideal way and the default way implemented by Matlab’s built-in matrix solver.
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6.3.3 Simulation Results

Selected calculation results to the 1D potential well problem inside the same Fin-

FET as previous are shown in Figures 6.13-6.15. In Figure 6.13, the position (y)-dependent

data under zero and positive bias voltages is plotted, including:

• Mesoscopic potential V (y) in eV, which is also the band diagram of the conduction

band bottom.

• Normalized wavefunction square-magnitude |Ψm (y)|2 for the first five eigenstates

(m = 1,2,3,4,5) offset at arbitrary locations (although they always quickly cease to

zero once entering the oxide regions), and their —

• Associated energy eigenvalues Em in meV and their true positions in the potential

well (match sticks near the bottom).

• Electron concentration n(y) (counting only bound states) in cm−3.

As mentioned before, the Fermi level of the p-type body is set to zero (EF = 0). The

quantum mechanical results (solid lines) are overlayed with the classical solutions (red

dashed lines) for V (y) and n(y).
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Figure 6.13: The 1D quantum corrected solution to the studied FinFET. In this page: VGS =
0.0 V (a) and 0.3 V (b). In these plots, position-dependent data under several bias voltages
are shown. More details are in the text.
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(c) VGS = 0.6V
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(d) VGS = 0.9V

Figure 6.13: (Continued) The 1D quantum corrected solution to the studied FinFET. In this
page: VGS = 0.6 V (c) and 0.9 V (d). In these plots, position-dependent data under several
bias voltages are shown. More details are in the text.
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From the results, a few key points can be observed. The wavefunctions Ψm (y)

(not shown) confirm that the fin structure mainly resembles a square potential well, and

|Ψm (y)|2 of the first five eigenstates (m = 1,2,3,4,5) are similar to the standing-wave so-

lution to the ideal infinite-barrier square potential well, which have integer numbers of

sinusoidal waves. Thus, |Ψm (y)|2 or conceptually the probability of an electron’s exis-

tence in the eigenstate m at location y generally decreases approaching the interfaces, and

exponentially decays once entering the insulating dielectric regions (SiO2). As a result,

the total electron concentration n(y) are lower at the interfaces than further into the body,

or effectively, the electrons are “pushed” into the body. This contrasts with the classi-

cal results, which suggest the highest n(y) should be at the interfaces. At VGS = 0.9V

for example, n(y = 0nm) = 2.3× 1018 cm−3 at the interface from the quantum-corrected

solution, whereas n(y = 5nm) = 3.9×1018 cm−3 in the middle of the body. From the clas-

sical solution, the readings at the two positions are 9.2× 1019 cm−3 and 1.5× 1018 cm−3,

respectively.

Additionally, the potential is different between the two solutions. An apparent rea-

son is φ (y) and n(y) directly depend on each other. Also in the quantum-corrected solution,

n(y) is lower right at the surfaces, so the interface E field is smaller, according to Gauss’s

law. The oxide E field is also smaller due to boundary conditions (continuity of perpendic-

ular displacement field), which calls for less band bending in the oxide. The oxide E field

will be further discussed in the next section (Section 6.3.4). However, the barrier heights

right at the body-oxide and gate electrode-oxide interfaces remain unchanged.

Besides the square potential well solutions (sinusoidal wave-like wavefunctions),

one can observe that as the bias VGS increases, the solutions progressively migrate to trian-

gular potential well ones (Airy function-like wavefunctions). In Figure 6.13, this is most

obvious for the first state |Ψ1 (y)|2, as E1 gradually becomes lower than the highest poten-

tial V (y) inside the body. This eigenstate, bound by the oxide-body-oxide potential well,

transitions to be bound by the oxide-body triangular well. At VGS = 0.9V, two peaks in

|Ψ1 (y)|2 are present, each related to the Airy function-like solution at each interface.
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A clearer sight is given in Figure 6.14. Inside the oxide-body-oxide well from the

FinFET structure, there are fourteen (sometimes fifteen26) bound states with their energies

Em (m = 1,2, . . . ,14, black solid lines) lower than the oxide barrier height ∆EC = 3.1eV

(dash-dotted line on top).

0 0.2 0.4 0.6 0.8 1 1.2

Gate Bias V
GS

 [V]

10
-3

10
-2

10
-1

10
0

10
1

E
n
er

g
y
 [

eV
]

First 14 Energy Levels in Fin Body vs. Applied V
GS

Barrier Height

Energy Levels

E
C

 = V(y=5nm)
0.15 0.2 0.25 0.3

0.06

0.07

0.08

Figure 6.14: First (lowest) fourteen energy eigenvalues Em (m = 1,2, . . . ,14, solid lines
from bottom to top in order) in eV versus applied gate bias VGS in the FinFET 1D quantum-
corrected solution. The barrier height ∆EC = 3.1eV (dash-dotted line on top) is the change
in the conduction band bottom energy across the body-oxide interface. The peak potential
(dashed line on bottom) is the peak body potential V (y = 5nm).

As VGS increases, the first eigenstate’s energy E1 goes from slightly (less than

10 meV) higher than the peak potential V (y) inside the body (which is at the center,

26Fourteen states in total with the highest energy eigenvalue E14 ≈ 2.5eV are always bound states. All
are included in favor of visual appearance. The fifteenth eigenstate’s energy E15 is very close to the barrier
height and sometimes exceeds it (when it becomes a free state). However, due to numerical accuracy limits,
the change in E15 versus VGS does not have a consistent trend, and it is hard to improve the errorneous results.
Furthermore, because the wavefunctions are forced to be zero at simulation boundaries (Dirichlet boundary
conditions), the “free” states calculated in the simulation does not represent the true traveling waves. Never-
theless, only the first several (three to five) bound states are used to evaluate the total electron concentration.
In fact, the Fermi-Dirac occupancy probability of the 14th state is f =

[
1+ exp

( 2.5eV
kT

)]−1 ≈ 1×10−42 , while
the additive relative precision of a modern computer (64-bit double precision floating number) is ≈ 1×10−16 .
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y = 5nm because of geometric symmetry) to lower than that around VGS = 0.2–0.3V,

in accordance to the transition from Figure 6.13a to 6.13b. The second state also goes

through this transition around VGS = 0.6–0.7V, which is less apparent in Figure 6.13 but

still observable.

Overall, the total electron concentration n(y) increases as the forward bias VGS

increases. This is confirmed by finding the area electron concentration ns in cm−2, or

effectively the total number of electrons under inversion per gate area. One may want

to keep in mind that since the simulated FinFET has two oxide-semiconductor interfaces,

effectively it has two gates in the traditional sense, and the calculation of ns always includes

both. For the 1D, quantum-corrected and classical solutions,

ns,1D =
∫ y=10nm

y=0nm
n(y)dy (6.31)

The “area” dimensions are the fin height (TBODY = 34nm, z direction) and the channel

length (LG = 25nm, x direction) which are not simulated. The results under bias range of

VGS = 0–1.2V are plotted in Figure 6.15.
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Figure 6.15: Area electron concentration ns
[
cm−2] versus applied gate bias VGS in the Fin-

FET. Included results are from the 1D quantum-corrected solution (Schrödinger’s and Pois-
son’s equations), 1D classical solution (Poisson’s equation only), and 2D Cider (TCAD)
solutions from top-down (VDS = 0V) and front-back views.
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For comparison, the results from the 2D top-down view (VDS = 0V) and front-back

view simulations are also included. For the top-down view, the line integral is taken at the

center of the channel, so

ns,2D (top-down) =
∫ y=10nm

y=0nm
n(x = 12.5nm,y)dy (6.32)

For the front-back view, the following spatial average is evaluated. The result is exactly the

same as in Figure 6.8a.

ns,2D (front-back) =
1

34nm

∫ z=34nm

z=0nm

∫ y=10nm

y=0nm
n(y,z)dydz (6.33)

We can observe that the p-type body, which is already partially inverted at zero bias,

becomes more abundant of electrons as VGS increases; for the quantum-corrected results, ns

is more than 10 times higher at VGS = 0.1V and more than 100 times higher at VGS = 0.5V

than at VGS = 0V. Furthermore, the quantum-corrected calculation reports generally lower

concentration than the classical calculation. At VGS = 0V, it is 2.1×1010 cm−2 (quantum)

compared to 6.7×1010 cm−2 (classical), and 1.2×1013 cm−2 at VGS = 1.2V compared to

1.4×1013 cm−2.

Meanwhile, the 1D classical solution is almost identical to the 2D top-down view

solution from Cider, with the exceptions at low bias; at VGS = 0V, the top-down simulation

yields 9.2×1010 cm−2 at the center of the body. It could be because in the top-down view,

the drain and source dopants help with the channel inversion by depleting the body, which

is categorized as the short-channel effect or the charge-sharing effect [99], as mentioned in

Section 6.1. For VGS > 0.2V, the difference is minimal, less than 1 %. The 2D front-back

simulation using Cider generally reports higher results: 1.2×1011 cm−2 at VGS = 0V and

1.7×1013 cm−2 at VGS = 1.2V. The additional gate structure on the top helps inverting the

body.

Another quantum effect is the presence of non-valence-band electrons in the oxide

region. The material SiO2 is usually considered as an insulator, as its bandgap (≈ 9eV)

is too large for any valence-band electrons to become thermally activated and populate the
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conduction band. In a SiO2-Si structure, the Si conduction band bottom is aligned to around

the middle of the bandgap in SiO2. Therefore from classical mechanics, it is impossible for

Si conduction-band electrons to move into SiO2 across the interface. However, quantum

mechanical solutions reveal that a substantial amount of electrons are present in the SiO2

region.

The band structure and first three wavefunctions at VGS = 0.9V, identical to Figure

6.13d, are shown again in Figure 6.16. The real parts of the wavefunctions ℜ{Ψm} are

drawn for m = 1,2,3, offset by arbitrary distances indicated by the dashed lines.

-5 -3 0 5 10 13 15

Position [nm]

0

0.5

1

1.5

2

2.5

3

E
n
er

g
y
 [

eV
]

V
A

 = 0.90 V

E
1
= 17 meV

E
2
= 29 meV

E
3
= 98 meV

Figure 6.16: Quantum-corrected potential V (y) and wavefunctions (real part)
ℜ{Ψm} , m = 1,2,3 at VGS = 0.9V.

In the fin body, because of the symmetric potential barrier, the wavefunctions Ψm

are symmetric standing waves (ideally taking real values). In the gate oxides, they become

evanescent waves. The exponential spatial decay rate can be estimated by a rectangular

barrier solution27

27Using the WKB approximation to a triangular barrier solution is more accurate but more complicated. It
is avoided here.
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Ψm ≈ Ame−κmy (−3nm < y < 0nm, m = 1,2,3, . . .) (6.34)

where Am are normalization coefficients, and the real wavenumbers κm are given by

κm =

√
2m∗

M (∆EC −Em)

ℏ2 (6.35)

which are 8.338×109 m−1, 8.322×109 m−1, and 8.228×109 m−1 for m = 1,2,3, respec-

tively, or κ−1
m ≈ 0.12nm. The evanescent waves suggest that the electrons from the Si

conduction band may appear in the oxide region as far as 1 nm away from the interface.

However, before being possibly scattered into the SiO2 conduction band by phonons, they

remain in the SiO2 bandgap, which normally forbids electrons from existing. Therefore,

these electrons “tunneling” or “penetrating” into the oxide are highly localized and do not

contribute directly to channel conduction, although defect states and phonon scattering may

help them form a secondary channel in parallel to the one in Si [116]. Additionally, these

electrons can be trapped by interface states and affect the device’s characteristics such as

threshold voltage (∆VT H) and subthreshold swing (SS). They may even assist the formation

of defect sites that eventually can contribute to the tunneling current [42].

To quantitatively describe the electron penetration effect, we calculate the “surface

charge” or per-area electron concentration ns in the oxide, i.e.,

ns,oxide =
∫ y=0nm

y=−3nm
n(y)dy+

∫ y=13nm

y=10nm
n(y)dy (6.36)

Note that in practical calculations based on the numerical, finite-difference solutions, n(y)

at the very points of material interfaces (e.g., y=−3 nm, y=0 nm, etc.) may represent the

Si conduction band electrons depending on the particular mesh configuration, and thus

may need to be excluded from the summation for ns,oxide. The results are shown in Figure

6.17 versus VGS. Included are: ns,body from the 1D quantum corrected solution (identical

to Equation 6.31 and Figure 6.15), oxide electron concentration ns,oxide using Equation

6.36, the sum (ns,oxide+ns,body), and the ratio (ns,oxide/ns,body). The 1D classical (Poisson’s

equation only) solution, identical to Figure 6.15, is also included for comparison. The
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electrons in the oxide make up for 3.47 % of the total electrons (in body and oxide) at

VGS = 0V and 12.8 % at VGS = 1.2V.
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Figure 6.17: Electron area concentration ns in the fin body (Si), the gate dielectric (SiO2),
and the classical solution in the body for comparison. All results are from the 1D solutions.

To summarize, the quantum-corrected calculation of the investigated FinFET gen-

erally results in lower surface electron concentrations than the classical calculations, and

electrons are “pushed” into the body away from the interfaces. However, when consid-

ering the channel current, one may need to take into account the change in mobility due

to less surface scatterings. Meanwhile, electrons from the Si body can penetrate into the

SiO2 bandgap of the gate dielectric regions, leading to potential additional problems in the

device characteristics and reliability.

The quantum calculation also results in generally lower oxide fields, which will

be further discussed next, in Section 6.3.4. A closed form expression of the oxide field

EOX (VGS) is extracted and used for the oxide breakdown circuit model.
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6.3.4 Extracting the FinFET Gate Oxide Field

In Section 6.4, the gate dielectric breakdown model requires calculating the oxide

field, given applied voltage VGS. This section analyzes EOX , the electric (E) field in the

simulated FinFET’s gate dielectric (SiO2).

In the 1D simulations (quantum-corrected Schrödinger’s and Poisson’s equations,

and classical Poisson’s equation only), the E field is always in the perpendicular or the

y direction. Therefore, EOX = E = ±dφ

dy in 1D is calculated for each VGS. (The polarity

depends on the geometrical arrangement.)

In the 2D simulation (Cider, classical Poisson’s equation), the E field could rise

between the gate and body (mainly from VGS) and between the gate and drain (mostly

from VDS). Although they need to be calculated differently, the relations between the gate-

drain field and VGD and between the gate-body field and VGS are similar. Therefore, in

this section, only the perpendicular field EOX = E⊥ depending on VGS is analyzed with

VDS = 0V. The arithmetic average of EOX in all oxide regions is taken for each VGS. The

dependency on VDS can always be modeled separately following the same workflow.

In the top-down view, E⊥ = ±Ey. The field is sampled at the center of the body

(x = 12.5nm) and inside the oxide regions (−3nm ≤ y ≤ 0nm and 10nm ≤ y ≤ 13nm). In

the front-back view, the sampled regions are —

1. 34nm < z < 37nm, 1nm < y < 9nm (top gate, E⊥ =−Ez),

2. 5nm < z < 30nm, −3nm < y < 0nm (left gate, E⊥ = Ey), and

3. 5nm < z < 30nm, 10nm < y < 13nm (right gate, E⊥ =−Ey).

The four corners are ignored as the finite difference method using rectangular mesh grids

results in more than ±10% (VGS = 1.0V) of difference from the rest regions, and counting

such fluctuations may be unnecessarily over-specific since the fringing effect highly de-

pends on the fabricated device geometry. These geometric corners can always be modeled

separately following the same workflow.

206



The extracted oxide perpendicular field EOX is shown in Figure 6.18 versus applied

gate bias VGS.
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Figure 6.18: Extracted gate oxide field EOX [MV/cm] (perpendicular components only)
versus applied gate bias VGS from various simulations and fitted closed-form expressions
for selected cases.

The field-voltage relationship is almost linear, except for the near-zero voltages. It

can be shown that for negative and decreasing VGS (or more generally, VGS < VT H), there

is a “flat” region where EOX stays relatively constant and the body changes from inversion

to accumulation, and then EOX continues to decrease linearly (even EOX < 0 is possible) as

the accumulation of holes in the p-type body continues to build up.

Next, a compact model of the FinFET oxide field is proposed and extracted using

data from the 1D quantum-corrected and the 2D classical (top-down) simulations. The

most straightforward linear relation is for a parallel-plate capacitor of thickness t, where

the dielectric field E under applied voltage V is E =V/t. In a semiconductor device where

the electrons in the body are not described as “sheet charge” or a singularity right at the

metallic electrode, additional terms are needed to describe the near-linear relationship. In

order to accommodate the different slope and intercept, two coefficients are added. Since

in the oxide breakdown model, only non-negative VGS is considered, for simplicity, it is
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assumed that EOX asymptotically reaches a minimum value as VGS decreases. To limit EOX

at low voltages above such minimum, a quadratic smoothing function similar to Equation

2.39 is used, introducing two additional fitting parameters. The resulting model expressions

for EOX (VGS) are

EOX =
1
2

(
E ′

OX +EO +δEO +

√(
E ′

OX −EO +δEO
)2

+4EO δEO

)
(6.37a)

E ′
OX =

VGS +VO

A tOX
(6.37b)

where tOX = 3nm. The set of four parameters EO, δEO, VO, and A are extracted using the

in-house Genetic Algorithm from the 1D quantum-corrected solutions and the 1D classical

solutions, calculated in Section 6.3. A total of 4×106 trials are evaluated. The parameters

are listed in Table 6.5. The evaluated expressions are plotted in Figure 6.18 together with

other simulation data.

Table 6.5: Extracted parameters of the FinFET gate oxide field model from 1D simulation.
(Classical: Poisson’s equation only; Quantum: Schrödinger’s and Poisson’s equations.)

Symbol Purpose Unit Value (Classical) Value (Quantum)
VO Voltage offset mV 14.67 33.80
A Linear slope — 1.099 1.267
EO Lower limit kV/cm 383.3 452.2
δEO Limit smoothing kV/cm 126.1 54.93

From the extracted model parameters, several observations can be summarized.

Naturally, according to the textbook knowledge of the threshold voltage VT H , the gate oxide

field is

EOX =
VGS −VT H

tOX
(6.38)

However, the extracted intercepts (VO) are different than VT H ≈ 0.1V extracted in Section

6.2, suggesting the surface potential in the FinFET be different than in a traditional planar

device. Also, the slope A is ∼ 15% larger with quantum correction than the classical

solution. A phenomenological interpretation is that the FinFET gate dielectric is effectively

thicker, and the physical reason is that the channel electrons are generally “pushed” into
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the body, so about 1–2 nm of the body (Si) near the interface can contribute as additional

dielectric (SiO2). Alternatively, one may rewrite Equation 6.37b as

E ′
OX =

A−1VGS +A−1VO

tOX

=
VGS −

[(
1−A−1)VGS −A−1VO

]
tOX

(6.39)

Compared to Equation 6.38, the constant term VT H becomes a function of VGS, suggesting

another interpretation that the surface potential under inversion has a stronger dependency

on VGS in the FinFET than it does in a traditional planar device. At last, the lower limit

of E field involves a potential difference of 1.15V (classical) or 1.36V (quantum). For

reference, the Fermi level mismatch (before band bending) between the n++-type gate (∼
1
2Eg = 0.55eV) and the p-type substrate (φp =VT ln NA

ni
=−0.50V) is 1.05 V.
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6.4 Empirical Circuit Model of Rapid Gate Oxide Breakdown

Based on the device-level simulation data and gate oxide rapid breakdown (RBD)

experiment data, one can predict the condition of a transistor’s gate oxide (whether or not

it has experienced a rapid and permanent BD event) from its bias voltages. Specifically,

we project our knowledge about “thick” oxides in planar devices, which we experimen-

tally tested in Section 5.4, to the FinFET devices studied so far with ultra-thin SiO2 gate

dielectrics, using the compact E field model EOX (VGS) extracted in Section 6.3.4.

The goal is to evaluate the RBD condition together with transient (time-dependent),

electronic (circuit-level) simulations. Therefore, a SPICE model is created as follows.

The overall equivalent circuit contains a single shunt resistor RG between the tran-

sistor M1’s gate and source terminals, as illustrated in Figure 6.19. As mentioned before,

in this work, only the VGS dependency of the oxide field EOX is analyzed, while one can

always add similar models for VDS dependency separately.

M1
VDS (t)−

+

RG
IG (t)

VGS (t)−
+

Figure 6.19: Equivalent SPICE circuit for the gate oxide RBD model. The resistor RG
represents the dielectric’s always-existing leakage current and the conductive path after
RBD. M1 is a regular transistor model without the DC gate current calculation.

The resistance RG depends on the BD condition (yes or no). Before RBD, the oxide

is mainly insulating, so RG ≫ 1MΩ. When the gate field becomes higher than a threshold,

RBD happens, and the gate oxide becomes broken when RG reduces to the measured post-

RBD value. RG maintains at such low value once the gate is broken, no matter how VGS

fluctuates. This information needs to be kept in a “memory” as the device’s RBD state. An

RC circuit is built for this purpose, as shown in Figure 6.20.
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−+v1 (t)
RS1
1 µΩ

RP1
1 MΩ

CP1
1 F

v2 (t)

Figure 6.20: Memory circuit to store the oxide RBD state.

The capacitor CP1 stores the maximum gate field the device has ever experienced

as of simulation time t (1 V across CP1 means 1 MV/cm of field across the oxide), or

v1 (t) = EMAX (t)

def
= max{EOX (VGS (τ)) ,τ ∈ [0, t]}

(6.40)

The equations to produce v1 (t) during the circuit simulation are

v1 (t) = max{v3 (t) ,v2 (t)} (6.41a)

v3 (t) =
1
2

[
v4 (t)+EO +δEO +

√
(v4 (t)−EO +δEO)

2 +4EO δEO

]
(6.41b)

v4 (t) =
VGS (t)+VO

A tOX
×1×10−8 [MV/cm] (6.41c)

To emphasize, the field quantities in MV/cm that physically exist in the gate dielectric

are calculated and stored as voltage quantities in V in the simulation circuit. The “max”

function in Equation 6.41a means selecting the larger value between the two variables

v3 (evaluated here) and v2 (“present” voltage across CP1). Equation 6.41b is the same

smoothing function as Equation 6.37a. Equation 6.41c is the linear field model similar to

Equation 6.37b but in MV/cm. The parameter values for VO, A, EO and δEO in Table

6.5 are used. EO and δEO are converted to MV/cm, and tOX = 3nm. The series and

parallel resistors RS1 and RP1 help avoid matrix singularities in the SPICE simulation. Their

associated RC time constants are entirely artificially introduced, not related to the physical

process, and intentionally made irrelevant to the simulated functional circuit’s time scales.

The oxide is determined as “broken” when v1 (t) = EMAX (t)≥ EBD, and the equiv-

alent gate resistance RG changes from the “good” value to the “broken” value. This transi-

tion needs to be continuous and differentiable for a transient simulation. Therefore, RG is
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calculated with a sigmoid smoothing function as follows28.

RG (t) = RBD +
RGOOD

1+ exp
(

EMAX (t)−EBD
δEBD

)
= RBD +

RGOOD

2

[
1− tanh

(
EMAX (t)−EBD

2δEBD

)] (6.42)

where EMAX (t), EBD and δEBD are in MV/cm. EBD = 8.188MV/cm and RBD = 307.1kΩ

are the average BD field and post-BD resistance for device “8a”, respectively, found in

Section 5.4. RGOOD = 1GΩ is an arbitrarily set value for a “good” or “pristine” oxide.

δEBD = 0.1MV/cm is arbitrarily chosen, too, to ensure a smooth yet rapid transition.

To construct the black-box circuit model for practical applications, a dependent

source (“B source” in ngspice) is used, and the final top-level circuit for RG is a voltage-

dependent current source IG (t) with

IG (t) =
VGS (t)
RG (t)

(6.43)

The equivalent circuit for the RG (VGS) and EOX (VGS) input-output relationships is

simulated in ngspice with a DC voltage sweep. The results are shown in Figure 6.21.
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Figure 6.21: DC simulation results of the FinFET gate oxide RBD model.

In the FinFET, EOX reaches EBD ≈ 8MV/cm at around VGS = 3–3.5V, when RG

28 Note that the quantity “RBD” here means the post-BD gate resistance or “RG” used in Section 5.4, while
the abbreviation styled as “RBD” always stands for rapid oxide breakdown.
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decreases as the oxide breaks down.

A test time-dependent simulation is demonstrated by simply applying a fluctuating

VGS (t) and measuring IG (t). Only RG is present in the circuit; the standard MOSFET (M1)

is not included to exclude any transient gate current reported by the MOSFET capacitance

models. The gate voltage VGS (stated below) is designed to be non-negative (unipolar),

rapidly fluctuating between a high value and zero, and slowly increasing its amplitude.

VGS (t) =
(

t
tM

)
A
2

{
1+ sin

[
2π

(
3
4
+ fc t

)]}
(6.44)

where tM = 5ms, A = 5V, and fc = 10kHz, so VGS (t) starts from 0 V at t = 0, reaches

its peak values every f−1
c = 0.1s, and the peak value reaches 5 V at about t ≈ 5ms. The

resulting waveforms are presented in Figure 6.22.
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Figure 6.22: Transient simulation waveforms of the extracted oxide RBD model.
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Prior to t ≈ 3ms, the oxide field is below the BD threshold EOX ≤ EBD, and the

conductive current is low, IG (t ≲ 3ms) ≤ 2nA. At t ≈ 3ms when EBD has been reached,

the oxide starts to breakdown and never goes back to the “good” condition. After t ≳ 3.5ms,

the oxide is considered as “broken”, and the conductive current IG (t ≳ 3.5ms)≥ 10µA is

more than 5,000 times higher than before.

To summarize, a compact circuit model is proposed to assist the FinFET oxide

RBD evaluation in transient simulations, based on our FinFET device-level simulations

and our in-house stress-test experiments on planar devices. In addition to this model, one

can improve the accuracy by including the dependency on the drain terminal voltage and

experiments on ultra-thin dielectrics.
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Chapter 7: Summary

This work has studied the vulnerabilities in MOSFET devices and circuits when

transient terminal voltage and current disruptions are present when the system is exposed to

electromagnetic interference. We analyze and evaluate the vulnerabilities in two categories,

the non-permanent Soft Errors and the permanent Hard Failures.

The Soft Errors can temporarily disrupt the circuit’s function by changing the signal-

level behaviors, such as inducing bit errors and analog signal distortions, which can be

unexpected by design. When MOSFET devices experience voltage-current surges, Soft

Errors may occur and be intensified by the device’s internal mechanisms, including the

Snapback phenomenon. Due to the complications related to MOSFET vulnerabilities, the

circuit may generate more errors or higher distortions than expected by regular MOSFET

models. The circuit may even fall into an abnormal state, causing the system to freeze

or malfunction until a hard reset. We explain the Soft Error vulnerability with physical

mechanisms such as impact ionization and the parasitic bipolar junction structure, which

are activated only under disrupted situations. Device-level simulations are performed to

evaluate these mechanisms inside actual MOSFET devices.

The Hard Failures can permanently damage the devices and circuits and even pre-

vent normal functions. Under EMI conditions, the terminal voltage-current disruptions are

usually temporary but may be enough to induce Hard Failures. One particular kind of Hard

Failures is studied, the gate oxide or dielectric breakdown. After reviewing the physical

explanations from the literature, we establish a single criterion of rapid oxide breakdown,

the oxide electric field.

The knowledge and computational simulations of Soft Errors and Hard Failures

are verified by experiments. For the Soft Errors, we measure the terminal characteristics

of a single off-the-shelf MOSFET device. Besides the regular I-V relation, the Snapback
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phenomenon is observed under extremely high terminal voltages, which can occur when

EMI-induced disruptions are present. For the Hard Failures, we stress test MOSFET de-

vices fabricated on our own. The oxide breakdown results are analyzed statistically. To

extend our knowledge of oxide breakdown to modern devices with thin oxides, we simu-

late a FinFET first at the device level and then including quantum-mechanical correction at

the mesoscopic level. Typical device characteristics of the FinFET are also observed and

discussed.

Circuit-level models are developed to represent the two types of vulnerabilities in

MOSFET devices. These models are compatible with SPICE circuit simulations and can be

used as an add-on to the regular MOSFET model. The data from both of our experiments

are used to verify and calibrate the model parameters.

Example circuit simulations are performed. For the Soft Errors, we simulate ba-

sic practical circuits using the realistic model parameters extracted from our experiments.

We demonstrate the Soft Errors under transient voltage-current disruptions, presumably

induced by EMI. Bit errors and analog waveform distortions are observed. We compare

the intensity of Soft Errors when the MOSFET’s internal complications, collectively as the

Snapback phenomenon, is and is not included in the simulation model. Due to Snapback,

the vulnerable circuits experience additional power consumption and non-linear change in

analog amplification gain. For the Hard Failures, we create a simple equivalent circuit rep-

resenting the parallel (or leakage) resistance of the gate dielectric after it has broken down

once the internal field has reached the threshold we have experimentally established.

The proposed compact circuit-level models are based on physical mechanisms and

are consistent with detailed device-level simulations which are based on the distributed

semiconductor device system of partial-differential equations. Experiment or simulation

data can be used to extract model parameters for particular device designs of interest. We

believe that the same phenomena related to MOSFET vulnerabilities can still happen and

even intensify when the device dimensions scale down, as the internal electric field (one of
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the causes to Soft Errors and Hard Failures) generally remains the same or increases. The

proposed workflow can potentially help MOSFET device and circuit designers by bringing

insights into the device’s behaviors when EMI-induced temporary disruptions are present

in the circuit.
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