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This dissertation presents some developments in the Numerical Analysis of Partial Differential Equations (PDEs) describing the behavior of ferrofluids.

The most widely accepted PDE model for ferrofluids is the Micropolar model proposed by R.E. Rosensweig. The Micropolar Navier-Stokes Equations (MNSE) is a subsystem of PDEs within the Rosensweig model. Being a simplified version of the much bigger system of PDEs proposed by Rosensweig, the MNSE are a natural starting point of this thesis. The MNSE couple linear velocity $\mathbf{u}$, angular velocity $\mathbf{w}$, and pressure $p$. We propose and analyze a first-order semi-implicit fully-discrete scheme for the MNSE, which decouples the computation of the linear and angular velocities, is unconditionally stable and delivers optimal convergence rates under assumptions analogous to those used for the Navier-Stokes equations.

Moving onto the much more complex Rosensweig's model, we provide a definition (approximation) for the effective magnetizing field $\mathbf{h}$, and explain the assumptions behind this definition. Unlike previous definitions available in the literature,
this new definition is able to accommodate the effect of external magnetic fields. Using this definition we setup the system of PDEs coupling linear velocity $\mathbf{u}$, pressure $p$, angular velocity $\mathbf{w}$, magnetization $\mathbf{m}$, and magnetic potential $\varphi$. We show that this system is energy-stable and devise a numerical scheme that mimics the same stability property. We prove that solutions of the numerical scheme always exist and, under certain simplifying assumptions, that the discrete solutions converge. A notable outcome of the analysis of the numerical scheme for the Rosensweig's model is the choice of finite element spaces that allow the construction of an energy-stable scheme.

Finally, with the lessons learned from Rosensweig's model, we develop a diffuseinterface model describing the behavior of two-phase ferrofluid flows and present an energy-stable numerical scheme for this model. For a simplified version of this model and the corresponding numerical scheme we prove (in addition to stability) convergence and existence of solutions as by-product .

Throughout this dissertation, we will provide numerical experiments, not only to validate mathematical results, but also to help the reader gain a qualitative understanding of the PDE models analyzed in this dissertation (the MNSE, the Rosenweig's model, and the Two-phase model). In addition, we also provide computational experiments to illustrate the potential of these simple models and their ability to capture basic phenomenological features of ferrofluids, such as the Rosensweig instability for the case of the two-phase model. In this respect, we highlight the incisive numerical experiments with the two-phase model illustrating the critical role of the demagnetizing field to reproduce physically realistic behavior of ferrofluids.
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"I think that there's a certain delusional quality that all successful people have to have. You have to believe that something different than what has happened for the past 50 million years of history, you have to believe that something different can happen.

Being realistic is the most commonly traveled road to mediocrity. Why would you be realistic? What's the point of being realistic? I'm gonna do it it's done, its already done, as soon as I decide it's done it's already done now we just gotta wait for y'all to see.

It's unrealistic to walk into a room and flick a switch and lights come on, fortunately Edison didn't think so. It's unrealistic to think you're gonna bend a piece of metal and fly people over an ocean in that metal. That's unrealistic. But fortunately the Wright brothers and others didn't believe that."

- Will Smith (Actor, Singer, Movie Producer)
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## List of Abbreviations

| PDE | Partial Differential Equation |
| :---: | :---: |
| MNSE | Micropolar Navier Stokes Equation |
| $\Omega$ | physical domain |
| $\Gamma$ | boundary of $\Omega$ |
| $d=2$ or 3 | space dimension |
| $t_{F}$ | final/total time |
| $\Omega_{t_{F}}=\Omega \times\left(0, t_{F}\right)$ | space time domain |
| $L^{q}(\Omega)$ | Lebesgue space of $q$ integrable scalar-valued functions |
| $\mathbf{L}^{q}(\Omega)$ | Lebesgue space of $q$ integrable vector-valued functions |
| $W_{q}^{s}(\Omega)$ | Sobolev space of function with $s>0$ weak derivatives ( $s$ not necessarily integer) in $L^{q}(\Omega)$ |
| $\mathcal{C}_{0}^{\infty}(\Omega)$ | smooth functions with compact support in $\Omega$ |
| K | number of time steps used to discretize the total interval of time $\left[0, t_{F}\right]$ |
| $k$ | integer index used to identify the time step number, i.e. $0 \leq k \leq K$. |
| $\tau$ | time discretization parameter, set to be $\tau:=t_{F} / K$ |
| $t^{k}$ | $k$-th time step, $t^{k}:=k \tau$ |
| $\delta$ | backward difference operator |
| T | finite element, in general assumed to be a simplex, unless specified otherwise |
| $\mathcal{T}_{h}$ | mesh/triangulation, that is, the set of all elements $T$ |
| F | face of an element $T$, i.e $F \subset \partial T$. |
| $h_{T}$ | diameter of the element $T$, i.e. $h_{T}:=\operatorname{diam} T$ |
| $h$ | space discretization parameter, assumed to be $h:=\max _{T \in \mathcal{T}_{h}} \operatorname{diam} T$ |
| $\mathcal{F}^{i}$ | the collection of internal faces $F$ of $\mathcal{T}_{h}$, i.e. faces $F$ that are not part of the boundary $\Gamma$ |
| $\mathcal{F}^{b}$ | the collection of faces $F$ of $\mathcal{T}_{h}$ that are part of the boundary of $\Omega$, that is $F \subset \Gamma$ |
| $n$ | outwards unit normal vector of $\Gamma$ |
| $\boldsymbol{n}_{F}$ | arbitrary (pointing either in one of the two possible directions) normal vector to the face $F$ |
| $u_{t}, \partial_{t} u, \frac{\partial u}{\partial t}$ | equivalent notations for the partial derivative with respect to time $t$. |
| $u_{x}, \partial_{x} u, \frac{\partial u}{\partial x}$ | equivalent notations for partial derivative with respect to the space coordinate $x$. Assume equivalent notations for the remaining spatial coordinates $y$ and $z$. |
| $\nabla$ | gradient operator, i.e. $\nabla \phi=\phi_{x} \hat{\imath}+\phi_{y} \hat{\jmath}++\phi_{z} \hat{z}$ |
| div | divergence operator, i.e. $\operatorname{div} \mathbf{u}=\mathbf{u}_{x}^{1}+\mathbf{u}_{y}^{2}+\mathbf{u}_{z}^{3}$ |
| $\begin{aligned} & \Delta \\ & \text { curl } \end{aligned}$ | laplacian operator, i.e. $\Delta \phi=\phi_{x x}+\phi_{y y}+\phi_{z z}$ curl operator, i.e. curl $\mathbf{u}=\left(\mathbf{u}_{y}^{3}-\mathbf{u}_{z}^{2}\right) \hat{\imath}+\left(\mathbf{u}_{z}^{1}-\mathbf{u}_{x}^{3}\right) \hat{\jmath}$ $+\left(\mathbf{u}_{x}^{2}-\mathbf{u}_{y}^{1}\right) \hat{z}$ |
| $\ell$ | constant used to define polynomial degree |
| $\mathcal{P}_{\ell}$ | polynomials of total degree at most $\ell$ |


| $\mathcal{Q}_{\ell}$ | polynomials of degree at most $\ell$ in each space variable |
| :---: | :---: |
| u | linear velocity |
| $p$ | pressure |
| w | angular velocity |
| m | magnetization |
| $\theta$ | phase |
| $\psi$ | chemical potential |
| h | total (effective) magnetizing field |
| $\mathbf{h}_{a}$ | applied/external magnetizing field |
| $\mathbf{h}_{d}$ | demagnetizing field (also called stray field) |
| $\varphi$ | total (effective) magnetization potential |
| $\phi$ | magnetization potential associated to the applied magnetizing field $\mathbf{h}_{a}$ |
| $\psi$ | magnetization potential associated to the demagnetizing field $\mathbf{h}_{d}$ |
| $\mathbf{U}^{k}$ | approximation of the linear velocity $\mathbf{u}$ at time $t^{k}$ |
| $P^{k}$ | approximation of the pressure $p$ at time $t^{k}$ |
| $\mathbf{W}^{k}$ | approximation of the angular velocity $\mathbf{w}$ at time $t^{k}$ |
| $\mathbf{M}^{k}$ | approximation of the magnetization $\mathbf{m}$ at time $t^{k}$ |
| $\Theta^{k}$ | approximation of the phase at time $t^{k}$ |
| $\Psi^{k}$ | approximation of the chemical potential at time $t^{k}$ |
| $\mathbf{H}^{k}$ | approximation of the total (effective) magnetizing field at time $t^{k}$ |
| $\Phi^{k}$ | approximation of the total (effective) magnetization potential |
| $\mathbb{U}$ | finite element space used to approximate the velocity $\mathbf{U}^{k}$ |
| $\mathbb{P}$ | finite element space used to approximate the pressure $P^{k}$ |
| $\mathbb{W}$ | finite element space used to approximate the angular velocity $\mathbf{W}^{k}$ |
| M | finite element space used to approximate the magnetization $\mathbf{M}^{k}$ |
| $\mathbb{G}$ | finite element space used to approximate the phase $\Theta^{k}$ |
| $\mathbb{Y}$ | finite element space used to approximate the chemical potential $\Psi^{k}$ |
| $\mathbb{X}$ | finite element space used to approximate the magnetization potential $\Phi^{k}$ |
| $\left\{\Pi_{s} \mathbf{u}, \pi_{s} p\right\}$ | Stokes projection of $\{\mathbf{u}, p\}$, where $\left\{\Pi_{s} \mathbf{u}, \pi_{s} p\right\} \in \mathbb{U} \times \mathbb{P}$ |

## Chapter 1: Introduction

### 1.1 Background

A ferrofluid is a liquid which becomes strongly magnetized in the presence of applied magnetic fields. It is a colloid made of nanoscale monodomain ferromagnetic particles suspended in a carrier fluid (water, oil, or other organic solvent). These particles are suspended by Brownian motion and will not precipitate nor clump under normal conditions. Ferrofluids are dielectric (non conducting) and paramagnetic (they are attracted by magnetic fields, and do not retain magnetization in the absence of an applied field); see [1].

Ferrofluids can be controlled by means of external magnetic fields, which gives rise to many control-based applications. They were developed in the 1960's to pump fuel in spacecrafts without mechanical action [2]. Recent interest in ferrofluids is related to technical applications such as instrumentation, vacuum technology, lubrication, vibration damping, radar absorbing materials, and acoustics [3, 4, 5]. For instance, they are used as liquid seals for the drive shafts of hard disks, for vibration control and damping in vehicles and enhanced heat transfer of electronics. Other potential applications are in micro/nanoelectromechanical systems: magnetic manipulation of microchannel flows, particle separation, nanomotors, micro electrical
generators, and nanopumps [6, 7, 8, (9, 10]. One of the most promising applications are in the field of medicine, where targeted (magnetically guided) chemotherapy and radiotherapy, hyperthermia treatments, and magnetic resonance imaging contrast enhancement are very active areas of research [11, 12, 13]. An interesting potential application of ferrofluids under current research is the construction of adaptive deformable mirrors [14, 15, 16].

The applications mentioned above justify the development of mathematical models describing the physical behavior of ferrofluids. At the time of this writing there are two well established PDE models describing the behavior of ferrofluids which we will call by the name of their developers: the Rosensweig model and the Shliomis model (cf. [17, 18]). On the other hand, rigorous mathematical work on the mathematical analysis (existence of global weak solutions and local existence of strong solutions) for the Rosensweig and the Shliomis models is very recent (cf. [19, 20, 21, 22]).

Mathematical models for ferrofluids and their scope of validity have been areas of active research (cf. [23, 24]). Most ferrofluid flows have so far been studied using exact and approximate analytical solutions of the Rosensweig model (see for instance [25]) contrasted with experimental data. However, these flows are analytically tractable in a very limited number of cases [25, 26], and as shown for instance in [27] satisfactory model calibration/validation is beyond the current capabilities of analytic (asymptotic and perturbation) methods. Clearly, there is significant room for interdisciplinary work at the interface between model development, numerical analysis, and experimentation.

Mathematical modeling of ferrofluids may have some points in common with magnetohydrodynamics (MHD), micromagnetism and liquid crystals, but generally speaking it uses significantly different ideas. For instance, the equations of MHD deal with nonmagnetizable but electrically conducting fluids, which is in sharp constrast to ferrofluids. The dominant body force in MHD is the Lorentz force, whereas for ferrofluids the Kelvin force is the most important one, leading to different kinds of nonlinearities. The Landau-Lifshitz-Gilbert equations of micromagnetism use rigid director fields as they model saturated magnetically hard materials: they have a high coercive force, are difficult to magnetize and demagnetize, but are capable of retaining a significant residual magnetization. If the magnetization $\mathbf{m}$ satisfies $|\mathbf{m}|=$ $m_{s}$, with $m_{s}$ the saturation magnetization, we can factor out $m_{s}$ and include it into the constitutive parameters, thus obtaining an equation for unitary director fields. On the other hand, ferrofluids are magnetically soft: They are easy to magnetize, yet they retain very little or no residual magnetization in the absence of an external magnetic field and they usually exhibit a high saturation value [1]. Therefore, rigid director fields are not suitable to describe the magnetization of a ferrofluid.

The micropolar continuum mechanics theory proposed independently by Eringen and Scriven (cf.[28, 29, 30, 31]) is a natural extension from classical continuum mechanics when we want to consider continuum media subject to distributed couples (non-symmetric stress tensors). On the other hand, non-symmetric stresses are natural when we consider interaction between electromagnetic fields and polarizable/magnetizable media, since the Maxwell's stress tensor turns out to be, in general, not symmetric. Micropolar continuum mechanics is directly related to PDE
models for ferrofluids, as the Rosensweig model is built on top of this theory. Therefore, a reasonable starting point of my research program was the development and analysis of a numerical scheme for the Micropolar Navier-Stokes equations (MNSE), which consists of a set of coupled PDEs for the linear velocity $\mathbf{u}$, pressure $p$, and angular velocity w; see Chapter 2. Yet, it is important to point out that micropolar continuum mechanics is an ambitious theory which covers much more than just non-symmetric stresses, as it is reflected in the massive monographs [31, 32, 33, 34, which attempt to develop a general theory for continuum media with microstructure, and continuum media interacting with electromagnetic fields.

Having gained some experience with the MNSE, we proceed to focus on the Rosensweig model (Chapter 3) which includes all the inherent difficulties of the simpler Shliomis model. Our key interest is around boundary conditions and discretization techniques leading to energy-stable continuum and discrete systems. This task becomes particularly complicated if we want to include the effects of non-trivial applied magnetizing fields, an issue which so far has not been properly addressed in the literature. For this purpose we will need to revisit the theory of magnetostatics and typical boundary value problems associated with it. Finally, we feel compelled to remark that, to the best of our knowledge, this is the first work presenting a stable numerical scheme for the Rosensweig model fully coupled with the (simplified) magnetostatics equations accounting for the effect of the demagnetizing field.

Both the Rosensweig and Shliomis models deal with one-phase flows, which is the case of many technological applications. However, some applications arise naturally in the form of a two-phase flow: one of the phases has magnetic properties
and the other one does not (e.g. magnetic manipulation of microchannel flows, microvalves, magnetically guided transport, etc). There has been a major effort in order to develop physically reasonable interfacial conditions of two-phase flows in the sharp interface regime within the micropolar theory (see [35, 36]), yet we are far from saying that we have at our disposal a mathematically and physically sound PDE model for two-phase ferrofluid flows.

There are not well established PDE models describing the behavior of twophase ferrofluid flows. On the other hand, systematic derivation of a two-phase model from first principles, using energy-variational techniques in the spirit of Onsager's principle as in [37, 38, 39, 40, 41], would be highly desirable, but most probably too premature, given the current state of the art.

In this context, numerical analysis and scientific computation have a lot to offer, where carefully crafted computational experiments can help understand much better the limits of the current models and assist the development of new ones. Adhoc development (trial and error) of new models and numerical evaluation does not replace a proper mathematical derivation, but it can clearly help to find a reasonable starting point. In this spirit, in Chapter 4 we present a simple two-phase PDE model for ferrofluids. The model is not derived, but rather assembled using components of already existing models and high-level (as opposite to deep) understanding of the physics of ferrofluids. The model attempts to retain only the essential features and mathematical difficulties that might appear in much more sophisticated models. To the best of our knowledge this contribution is the first modeling/numerical work in the direction of time-dependent behavior of two-phase ferrofluid flows together with
energy-stable and/ or convergent schemes.

### 1.2 Preliminaries and Notation

### 1.2.1 Function spaces

In this dissertation we shall consider evolutionary PDEs in a open, bounded, polygonal and convex domain $\Omega \subset \mathbb{R}^{d}$ (d equal to either 2 or 3 ), for a finite interval of time $\left(0, t_{F}\right)$, and we will denote $\Omega_{t_{F}}=\Omega \times\left(0, t_{F}\right)$. The boundary of $\Omega$ will be denoted as $\Gamma$. We use the standard Sobolev spaces $W_{q}^{s}(\Omega)$ for $0 \leq s \leq \infty$ and $1 \leq q \leq \infty$ that consist of functions $f \in L^{q}(\Omega)$ whose distributional derivatives of order up to $s$ are also in $L^{q}(\Omega)$. To simplify notation, we set $H^{s}(\Omega)=W_{2}^{s}(\Omega)$, and denote the closure of $\mathcal{C}_{0}^{\infty}(\Omega)$ in $H^{1}(\Omega)$ by $H_{0}^{1}(\Omega)$.

We denote with bold characters vector-valued functions and their spaces, that is, for instance, $u: \Omega \rightarrow \mathbb{R}$ will denote a scalar-valued function, while $\mathbf{u}: \Omega \rightarrow \mathbb{R}^{d}$ will denote a vector-valued function. Similarly, $L^{2}(\Omega)$ is the space of scalar-valued square-integrable functions in $\Omega$, while $\mathbf{L}^{2}(\Omega)$ denotes the space of vector-valued square-integrable functions in $\Omega$. Yet, the inner products in $L^{2}(\Omega)$ and $\mathbf{L}^{2}(\Omega)$ are indistinctly denoted by $(\cdot, \cdot)$. If the domain in which we consider the inner product is any other than $\Omega$, say for instance $T \subset \Omega$, for the sake of clarity we will overload the notation by writing $(\cdot, \cdot)_{T}$ to denote that the domain of integration is just $T$. The subspace of functions in $L^{2}(\Omega)$ with zero mean is denoted by $L_{0}^{2}(\Omega)$. Whenever it is convenient, for reasons of space, the usual notation $L^{2}(\Omega), \mathbf{L}^{2}(\Omega), H^{1}(\Omega), \mathbf{H}_{0}^{1}(\Omega)$, $\mathcal{C}_{0}^{\infty}(\Omega)$, etc, will be replaced by the more compact notation $L^{2}, \mathbf{L}^{2}, H^{1}, \mathbf{H}_{0}^{1}, \mathcal{C}_{0}^{\infty}$,
which omits the domain of integration $\Omega$ in order to shorten long expressions.
Whenever $E$ is a normed space, we denote by $\|\cdot\|_{E}$ its norm. The space of functions $\varrho:[0, T] \rightarrow E$ such that the map $\left(0, t_{F}\right) \ni t \mapsto\|\varrho(t)\|_{E} \in \mathbb{R}$ satisfies

$$
\int_{0}^{t_{F}}\|\varrho(s)\|_{E}^{q} d s<\infty
$$

is denoted by $L^{q}\left(0, t_{F} ; E\right)$, or simply by the shorthand notation $L^{q}(E)$.
We shall make repeated use of the following integration by parts formula for the curl operator:

$$
\begin{equation*}
(\operatorname{curl} \mathbf{w}, \mathbf{u})=(\mathbf{w}, \operatorname{curl} \mathbf{u}) \quad \forall \mathbf{u}, \mathbf{w} \in \mathbf{H}_{0}^{1}(\Omega) . \tag{1.1}
\end{equation*}
$$

We recall the following identity for vector-valued functions in the space $\mathbf{H}_{0}^{1}(\Omega)$

$$
\begin{equation*}
\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2}=\|\operatorname{curl} \mathbf{u}\|_{\mathbf{L}^{2}}^{2}+\|\operatorname{div} \mathbf{u}\|_{\mathbf{L}^{2}}^{2}, \forall \mathbf{u} \in \mathbf{H}_{0}^{1}(\Omega) \tag{1.2}
\end{equation*}
$$

which holds true provided $\Omega$ is bounded and simply connected (see for instance [42]), and straightforwardly implies

$$
\begin{equation*}
\|\operatorname{curl} \mathbf{u}\|_{\mathbf{L}^{2}}^{2} \leq\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2} \quad \forall \mathbf{u} \in \mathbf{H}_{0}^{1}(\Omega) \tag{1.3}
\end{equation*}
$$

Let $\mathcal{H}$ and $\mathcal{V}$ denote the classical spaces of divergence-free functions (see for instance [43])

$$
\begin{align*}
& \mathcal{H}=\left\{\mathbf{v} \in \mathbf{L}^{2}(\Omega) \mid \operatorname{div} \mathbf{v}=0 \text { in } \Omega \text { and } \mathbf{v} \cdot n=0 \text { on } \Gamma\right\},  \tag{1.4}\\
& \mathcal{V}=\left\{\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega) \mid \operatorname{div} \mathbf{v}=0 \text { in } \Omega\right\}=\mathbf{H}_{0}^{1}(\Omega) \cap \boldsymbol{\mathcal { H }}
\end{align*}
$$

and the space $\boldsymbol{\mathcal { M }}$

$$
\boldsymbol{\mathcal { M }}=\left\{\mathbf{z} \in \mathbf{L}^{2}(\Omega) \mid \operatorname{div} \mathbf{z} \in L^{2}(\Omega), \operatorname{curl} \mathbf{z} \in \mathbf{L}^{2}(\Omega)\right\}=\mathbf{H}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div}, \Omega)
$$

where

$$
\begin{aligned}
\mathbf{H}(\operatorname{curl}, \Omega) & =\left\{\mathbf{z} \in \mathbf{L}^{2}(\Omega) \mid \operatorname{curl} \mathbf{z} \in L^{2}(\Omega)\right\}, \\
\mathbf{H}(\operatorname{div}, \Omega) & =\left\{\mathbf{z} \in \mathbf{L}^{2}(\Omega) \mid \operatorname{div} \mathbf{z} \in L^{2}(\Omega)\right\},
\end{aligned}
$$

more details about these spaces and the characterization of their traces can be found in 44, 42].

Henceforth $c$ denotes a generic constant, whose value might change at each occurrence. This constant might depend on the data of our problem and, when discussing discretization, its exact solution, but it does not depend on the discretization parameters $h$ and $\tau$ or the numerical solution. We denote by $c_{p}$ the best constant in the Poincaré inequality, i.e.,

$$
\|\mathbf{u}\|_{\mathbf{L}^{2}} \leq c_{p}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}} \quad \forall \mathbf{u} \in \mathbf{H}_{0}^{1}(\Omega), \quad c_{p} \approx \operatorname{diam}(\Omega)
$$

We define the trilinear form $b(\cdot, \cdot, \cdot)$

$$
\begin{equation*}
b(\mathbf{u}, \mathbf{v}, \mathbf{w})=\sum_{i, j=1}^{d} \int_{\Omega} \mathbf{u}^{i} \mathbf{v}_{x_{i}}^{j} \mathbf{w}^{j} d x \tag{1.5}
\end{equation*}
$$

which, as it is well known (cf. 433), is skew-symmetric with respect to the last two arguments whenever the first argument $\mathbf{u}$ is divergence-free and has vanishing normal trace ( $\mathbf{u} \cdot \boldsymbol{n}=0$ ). In addition, we shall use the following, also well known, inequalities (see [45]):

$$
\begin{align*}
& b(\mathbf{u}, \mathbf{v}, \mathbf{w}) \leq c\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}}, \forall \mathbf{u}, \mathbf{v}, \mathbf{w} \in \mathbf{H}_{0}^{1}(\Omega),  \tag{1.6}\\
& b(\mathbf{u}, \mathbf{v}, \mathbf{w}) \leq c\|\mathbf{u}\|_{\mathbf{L}^{\infty}}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}}\|\mathbf{w}\|_{\mathbf{L}^{2}}, \forall \mathbf{u} \in H^{2}(\Omega), \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \mathbf{w} \in \mathbf{L}^{2}(\Omega),  \tag{1.7}\\
& b(\mathbf{u}, \mathbf{v}, \mathbf{w}) \leq c\|\mathbf{u}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}}\|\mathbf{w}\|_{\mathbf{L}^{\infty}}, \forall \mathbf{u} \in \mathbf{L}^{2}(\Omega), \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \mathbf{w} \in \mathbf{H}^{2}(\Omega),  \tag{1.8}\\
& b(\mathbf{u}, \mathbf{v}, \mathbf{w}) \leq c\|\mathbf{u}\|_{\mathbf{L}^{2}}\|\mathbf{v}\|_{\mathbf{H}^{2}}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}}, \forall \mathbf{u} \in \mathbf{L}^{2}(\Omega), \mathbf{v} \in H^{2}(\Omega), \mathbf{w} \in \mathbf{H}_{0}^{1}(\Omega) \tag{1.9}
\end{align*}
$$

In this dissertation the classical Aubin-Lions lemma will be used to establish the relative compactness of some families of parametrized functions (cf.[46])

Lemma 1.2.1 (Aubin-Lions). Let $B_{0}, B$ and $B_{1}$ denote three Banach spaces such that

$$
B_{0} \subset B \subset B_{1}
$$

with $B_{0}$ and $B_{1}$ being reflexive, and $B_{0} \subset \subset B$. We define the space $W$

$$
W=\left\{w \mid w \in L^{p_{0}}\left(0, t_{F} ; B_{0}\right), w_{t} \in L^{p_{1}}\left(0, t_{F} ; B_{1}\right)\right\}
$$

with $1<p_{0}, p_{1}<\infty$, endowed with the following norm

$$
\|w\|_{W}=\|w\|_{L^{p_{0}}\left(0, t_{F} ; B_{0}\right)}+\left\|w_{t}\right\|_{L^{p_{1}}\left(0, t_{F} ; B_{1}\right)}
$$

Then, the space $W$ is compactly embedded in $L^{p_{0}}\left(0, t_{F} ; B\right)$.

Remark 1.2.1. Lemma 1.2 .1 allows us to establish the relative $L^{p_{0}}\left(0, t_{F} ; B\right)$ compactness for a family of functions by just showing that they are uniformly bounded in the $W$-norm. The above version of the celebrated Aubin-Lions lemma is perhaps the most popular one, somehow restrictive, but user friendly. There are much more general variants of this result, in particular the reflexivity hypothesis might be removed, the compact embedding $B_{0} \subset \subset B$ might be replaced by a simple embedding, the assumption on the exponents weakened to $1 \leq p_{i}<\infty$, and even the space $W$ modified by not requiring $w_{t}$ to be defined. The reader can consult [45, 47, 48] for other ways to establish the relative $L^{p_{0}}\left(0, t_{F} ; B\right)$ compactness of a family functions other than establishing bounds in the $W$-norm.

### 1.2.2 Time discretization

We introduce $K>0$ to denote the total number of steps, define the time step as $\tau=t_{F} / K>0$ and set $t^{k}=k \tau$ for $0 \leq k \leq K$. For $\varrho:\left[0, t_{F}\right] \rightarrow E$, where $E$ is a normed space, we set

$$
\varrho^{k}=\varrho\left(t^{k}\right) .
$$

A sequence will be denoted by $\varrho^{\tau}=\left\{\varrho^{k}\right\}_{k=0}^{K}$ and we introduce the following norms:

$$
\left\|\varrho^{\tau}\right\|_{\ell^{\infty}(E)}=\max _{0 \leq k \leq K}\left\|\varrho^{k}\right\|_{E}, \quad\left\|\varrho^{\tau}\right\|_{\ell^{r}(E)}=\left(\sum_{k=0}^{K} \tau\left\|\varrho^{k}\right\|_{E}^{r}\right)^{1 / r}, r \in[1, \infty)
$$

We also define the backward difference operator $\delta$ :

$$
\begin{equation*}
\delta \varrho^{k}=\varrho^{k}-\varrho^{k-1} \tag{1.10}
\end{equation*}
$$

so that $\delta^{2} \varrho^{k}:=\delta\left(\delta \varrho^{k}\right)=\varrho^{k}-2 \varrho^{k-1}+\varrho^{k-2}$.
The following identity will be used repeatedly

$$
\begin{equation*}
2(a, a-b)=|a|^{2}-|b|^{2}+|a-b|^{2} . \tag{1.11}
\end{equation*}
$$

Similarly, the following "summation by parts" formula (also called Abel's transformation) will be used in this dissertation:

$$
\begin{equation*}
\sum_{k=1}^{K} a^{k} \delta b^{k}=a^{K} b^{K}-a^{0} b^{0}-\sum_{k=1}^{K-1} b^{k} \delta a^{k+1} \tag{1.12}
\end{equation*}
$$

The following Discrete Grönwall's lemma will be particularly useful in the context of stability analysis (and a priori error estimates) of nonlinear parabolic partial differential equations:

Lemma 1.2.2 (Discrete Grönwall). Let $a^{\tau}, b^{\tau}, c^{\tau}$ and $\gamma^{\tau}$ be sequences of nonnegative numbers such that $\tau \gamma_{k}<1$ for all $k$, and let $g_{0} \geq 0$ be so that the following inequality holds:

$$
a_{K}+\tau \sum_{k=0}^{K} b_{k} \leq \tau \sum_{k=0}^{K} \gamma_{k} a_{k}+\tau \sum_{k=0}^{K} c_{k}+g_{0}
$$

Then

$$
a_{K}+\tau \sum_{k=0}^{K} b_{k} \leq\left(\tau \sum_{k=0}^{K} c_{k}+g_{0}\right) \exp \left(\tau \sum_{k=0}^{K} \sigma_{k} \gamma_{k}\right)
$$

where $\sigma_{k}=\left(1-\tau \gamma_{k}\right)^{-1}$.

Proof. See [49, 50].

### 1.2.3 Space Discretization

Space discretization will be carried out using polynomial-based finite elements, both of the continuous and discontinuous type. We assume that $\mathcal{T}_{h}$ is a shape regular triangulation of the polygonal domain $\Omega$, made of open disjoint elements $T$ such that $\bar{\Omega}=\bigcup_{T \in \mathcal{T}_{h}} \bar{T}$.

Elements $T$, are assumed to be simplices (triangles in 2d and tetrahedrons in 3d) unless specified otherwise. The mesh $\mathcal{T}_{h}$ will be assumed to be quasi-uniform for all theoretical purposes, but some computations will be carried using adaptive meshes (which violates the quasi-uniformity condition). For additional details about finite element spaces the reader can consult standard literature (cf. [42, 51, 52]).

When using discontinuous finite elements spaces it will be assumed that they contain a continuous subspace, that is, let $\mathbb{A}$ be a generic finite element space, we
will assume that $\mathbb{A} \cap \mathcal{C}(\Omega) \neq \emptyset$. More generally, for any finite element space $\mathbb{A}$, either continuous or discontinuous, we will assume that there exist an interpolation operator $\mathrm{I}_{\mathbb{A}}: \mathcal{C}^{0}(\bar{\Omega}) \rightarrow \mathbb{A} \cap \mathcal{C}(\Omega)$ which is capable of delivering optimal convergence rates:

$$
\begin{align*}
&\left\|\mathrm{I}_{\mathbb{A}} \lambda-\lambda\right\|_{L^{2}}+h\left\|\nabla\left(\mathrm{I}_{\mathbb{A}} \lambda-\lambda\right)\right\|_{L^{2}} \leq c h^{\ell+1}|\lambda|_{H^{\ell+1}(\Omega)} \forall \lambda \in H^{\ell+1}(\Omega)  \tag{1.13}\\
&\left\|\mathrm{I}_{\mathbb{A}} \lambda-\lambda\right\|_{L^{\infty}}+h\left\|\nabla\left(\mathrm{I}_{\mathbb{A}} \lambda-\lambda\right)\right\|_{L^{\infty}} \leq c h^{\ell+1}|\lambda|_{W_{\infty}^{\ell+1}(\Omega)} \quad \forall \lambda \in W_{\infty}^{\ell+1}(\Omega)
\end{align*}
$$

where $\ell$ is the polynomial degree of the finite element space $\mathbb{A}$, and $h=\max _{T \in \mathcal{T}_{h}} \operatorname{diam}(T)$. The construction of these interpolation operators can be found in $[42,51,52,53]$ and references therein.

Let $\mathbb{U} \subset \mathbf{H}_{0}^{1}(\Omega)$ be a vector-valued finite element space, and $\mathbb{P} \subset L^{2}(\Omega)$ a scalar-valued finite element space, such that the pair $\{\mathbb{U}, \mathbb{P}\}$ satisfies the uniform inf-sup compatibility condition (also called LBB compatibility condition):

$$
\begin{equation*}
\inf _{0 \neq \mathrm{Q} \in \mathbb{P}} \sup _{0 \neq \mathbf{V} \in \mathbb{U}} \frac{(\operatorname{div} \mathbf{V}, \mathrm{Q})}{\|\mathrm{Q}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{V}\|_{\mathbf{L}^{2}}} \geq \beta^{*} \tag{1.14}
\end{equation*}
$$

with $\beta^{*}$ independent of the discretization parameter $h$. Specific construction and examples of finite element spaces satisfying this condition can be found in [42, 53].

Definition 1.2.1 (Fortin operator). We say that $\Pi_{f}: \mathbf{H}_{0}^{1}(\Omega) \longrightarrow \mathbb{U}$ is a divergencepreserving operator if

$$
\begin{equation*}
\left(\operatorname{div} \Pi_{f} \mathbf{v}-\operatorname{div} \mathbf{v}, \mathrm{Q}\right)=0 \quad \forall \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \forall \mathrm{Q} \in \mathbb{P} \tag{1.15}
\end{equation*}
$$

If the following additional stability property holds true

$$
\begin{equation*}
\left\|\Pi_{f} \mathbf{v}\right\|_{\mathbf{H}_{0}^{1}(\Omega)} \leq c\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}(\Omega)}, \tag{1.16}
\end{equation*}
$$

we will call $\Pi_{f}$ a Fortin operator. Given a finite element pair $\{\mathbb{U}, \mathbb{P}\}$ : existence of an operator $\Pi_{f}$ satisfying (1.15) and (1.16) is necessary and sufficient condition for $\{\mathbb{U}, \mathbb{P}\}$ to satisfy the LBB compatibily condition (1.14) (cf. [42, 53]).

Definition 1.2.2 (Stokes projector). The Stokes projection of $(\mathbf{w}, r) \in \mathbf{H}_{0}^{1}(\Omega) \times$ $L^{2}(\Omega)$ is the pair $\left(\Pi_{s} \mathbf{w}, \pi_{s} r\right) \in \mathbb{U} \times \mathbb{P}$ that solves

$$
\left\{\begin{align*}
\left(\nabla \Pi_{s} \mathbf{w}, \nabla \mathbf{V}\right)-\left(\pi_{s} r, \operatorname{div} \mathbf{V}\right) & =(\nabla \mathbf{w}, \nabla \mathrm{Q})-(r, \operatorname{div} \mathbf{V}) & & \forall \mathbf{V} \in \mathbb{U}  \tag{1.17}\\
\left(\operatorname{div} \Pi_{s} \mathbf{w}, \mathrm{Q}\right) & =(\operatorname{div} \mathbf{w}, \mathrm{Q}) & & \forall \mathrm{Q} \in \mathbb{P}
\end{align*}\right.
$$

We will assume that the Stokes projection $\left(\Pi_{s} \mathbf{w}, \pi_{s} r\right)$ satisfies the following approximation properties (see for instance [42, 50, 54])

$$
\begin{align*}
\left\|\mathbf{w}-\Pi_{s} \mathbf{w}\right\|_{\mathbf{L}^{2}} & +h\left\|\mathbf{w}-\Pi_{s} \mathbf{w}\right\|_{\mathbf{H}_{0}^{1}}  \tag{1.18}\\
& +h\left\|r-\pi_{s} r\right\|_{L^{2}} \leq c h^{\ell+1}\left(\|\mathbf{w}\|_{\mathbf{H}^{\ell+1}}+\|r\|_{H^{\ell}}\right)
\end{align*}
$$

for all $(\mathbf{w}, r) \in \mathbf{H}^{\ell+1}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega) \times H^{\ell}(\Omega)$, with $c$ independent of $h, \mathbf{w}$ and $r$, as well as the following stability property

$$
\begin{equation*}
\left\|\Pi_{s} \mathbf{w}\right\|_{\mathbf{L}^{\infty} \cap \mathbf{W}_{3}^{1}}+\left\|\pi_{s} r\right\|_{H^{1}} \leq c\left(\|\mathbf{w}\|_{\mathbf{H}^{2}}+\|r\|_{H^{1}}\right) \tag{1.19}
\end{equation*}
$$

for all $\mathbf{w} \in \mathbf{H}^{2}(\Omega)$ and $r \in H^{1}(\Omega)$.
If $d=2$, we will also assume that the Stokes Projector (1.17) satisfies the following estimate in $L^{\infty}$-norm (see [55, p. 73])

$$
\begin{gather*}
(h|\log h|)^{-1}\left\|\mathbf{w}-\Pi_{s} \mathbf{w}\right\|_{\mathbf{L}^{\infty}}+\left\|\nabla\left(\mathbf{w}-\Pi_{s} \mathbf{w}\right)\right\|_{\mathbf{L}^{\infty}}+|\log h|^{-\frac{1}{2}}\left\|r-\pi_{s} r\right\|_{L^{\infty}} \\
\leq c|\log h|^{2} \inf _{(\mathbf{V}, Q) \in \mathbb{U} \times \mathbb{P}}\left(\|\nabla(\mathbf{w}-\mathbf{V})\|_{\mathbf{L}^{\infty}}+\|r-\mathrm{Q}\|_{L^{\infty}}\right) . \tag{1.20}
\end{gather*}
$$

Estimate (1.20) cannot be taken for granted for any arbitrary choice of finite element spaces $\{\mathbb{U}, \mathbb{P}\}$ and mesh $\mathcal{T}_{h}$. A partial list of finite element pairs $\{\mathbb{U}, \mathbb{P}\}$ and the
requirements on the triangulation $\mathcal{T}_{h}$ such that 1.20 holds true can be found in [55]. For results similar to (1.20) valid in three dimensions see Remark 1.2.2,

We will denote $\mathbb{V} \subset \mathbb{U}$ to be the following space of discretely divergence-free functions:

$$
\mathbb{V}=\{\mathbf{V} \in \mathbb{U} \mid(\mathrm{Q}, \operatorname{div} \mathbf{V})=0 \forall \mathrm{Q} \in \mathbb{P}\}
$$

Let $\Pi_{\mathbb{V}}: \mathbf{L}^{2}(\Omega) \longrightarrow \mathbb{V}$ denote the $\mathbf{L}^{2}(\Omega)$ projection onto the space $\mathbb{V}$ :

$$
\begin{equation*}
\left(\Pi_{\mathbb{V}} \mathbf{v}, \mathbf{V}\right)=(\mathbf{v}, \mathbf{V}) \quad \forall \mathbf{V} \in \mathbb{V} \tag{1.21}
\end{equation*}
$$

We will assume that the projector $\Pi_{\mathbb{V}}$, defined in (1.21), is $\mathbf{H}_{0}^{1}(\Omega)$-stable, namely

$$
\begin{equation*}
\left\|\nabla \Pi_{\mathbb{V}} \mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}} \forall \mathbf{v} \in \mathcal{V} \tag{1.22}
\end{equation*}
$$

with $c$ independent of $h$ and $\mathbf{v}$. The most common approach to prove this property is by establishing the existence of a Fortin operator $\Pi_{f}: \mathbf{H}_{0}^{1}(\Omega) \longrightarrow \mathbb{U}$ with optimal approximation properties in $\mathbf{L}^{2}(\Omega)$ as detailed in the following proposition.

Proposition 1.2.1. If the finite element pair $\{\mathbb{U}, \mathbb{P}\}$ admits a Fortin operator (see definition 1.2.1) satisfying

$$
\begin{equation*}
\left\|\Pi_{f} \mathbf{v}-\mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c h\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}} \forall \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \tag{1.23}
\end{equation*}
$$

then (1.22) holds true.

Proof. Assume that $\mathbf{v} \in \mathcal{V}$, we start with the triangle inequality

$$
\begin{equation*}
\left\|\nabla \Pi_{\mathbb{V}} \mathbf{v}\right\|_{\mathbf{L}^{2}} \leq\left\|\nabla \Pi_{\mathbb{V}} \mathbf{v}-\nabla \Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}} \tag{1.24}
\end{equation*}
$$

where the second term in the right-hand side of (1.24) already satisfies the bound $\left\|\nabla \Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c\|\nabla \mathbf{v}\|_{\mathbf{L}^{2}}$ because of (1.16). On the other hand, for the first term in the right-hand side of $(1.24)$, using an inverse inequality and triangle inequality we get:

$$
\begin{align*}
\left\|\nabla \Pi_{\mathbb{V}} \mathbf{v}-\nabla \Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}} & \leq c h^{-1}\left\|\Pi_{\mathbb{V}} \mathbf{v}-\Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}}  \tag{1.25}\\
& \leq c h^{-1}\left(\left\|\Pi_{\mathbb{V}} \mathbf{v}-\mathbf{v}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{v}-\Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}}\right)
\end{align*}
$$

Since $\Pi_{\mathbb{V}} \mathbf{v}$ is the best $\mathbf{L}^{2}(\Omega)$ approximation of $\mathbf{v}$ in the finite dimensional space $\mathbb{V}$, and $\Pi_{f} \mathbf{v} \in \mathbb{V}$, we naturally have that

$$
\begin{equation*}
\left\|\Pi_{\mathbb{V}} \mathbf{v}-\mathbf{v}\right\|_{\mathbf{L}^{2}} \leq\left\|\Pi_{f} \mathbf{v}-\mathbf{v}\right\|_{\mathbf{L}^{2}} \tag{1.26}
\end{equation*}
$$

Using this inequality and approximation property 1.23 into 1.25 we conclude that:

$$
\begin{equation*}
\left\|\nabla \Pi_{\mathbb{V}} \mathbf{v}-\nabla \Pi_{f} \mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c h^{-1}\left\|\Pi_{f} \mathbf{v}-\mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}} \tag{1.27}
\end{equation*}
$$

This concludes the proof of the proposition.

Existence of a Fortin operator satisfying (1.23) was originally known to be true for a large class finite element pairs $\{\mathbb{U}, \mathbb{P}\}$, including some of the most popular finite element pairs used in practice (cf. [42, 50] and references therein). In [56] the authors provide explicit construction of operators $\Pi_{f}$ satisfying (1.23) which is applicable the vast majority of well-known LBB stable pairs $\{\mathbb{U}, \mathbb{P}\}$. Finally, in [57, p. 226] it was proved that existence of a Fortin operator $\Pi_{f}$ satisfying 1.23 holds true for every LBB stable pair, provided that $\Omega$ is convex or of class $\mathcal{C}^{1,1}$.

Remark 1.2.2 ( $L^{\infty}$ estimates for the Stokes projector for $d=3$ ). Estimates analogous to (1.20) valid in three dimensions are very recent (cf. [58, 59, 60, 61]), and are limited to a handful of finite element pairs $\{\mathbb{U}, \mathbb{P}\}$, such as the second and third order Taylor-Hood element, and the lowest order Bernardi-Raugel element. All the $L^{\infty}$-norm estimates reported in [58, 59, 60, 61] use finite element pairs $\{\mathbb{U}, \mathbb{P}\}$ with continuous velocities combined with continuous pressures, or discontinuous pressures of order zero (piecewise constants), which turns out to be not enough for some particular problems like those presented in this thesis. At the time of this writing, there are no $L^{\infty}$ estimates (analogous to 1.20 ) for finite element pairs $\{\mathbb{U}, \mathbb{P}\}$ using continuous velocities $\mathbb{U}$ and higher-order (at least first-order) discontinuous pressures $\mathbb{P}$.

## Chapter 2: The Micropolar Navier Stokes Equation (MNSE)

### 2.1 Background, Motivations, and Outline of the chapter

Let us briefly describe the derivation of the MNSE. The mathematical modeling of the laws governing the motion of a fluid begins with a description of the conservation of mass, linear and angular momentum, which can be written as (see [31] or 62]):

$$
\begin{align*}
\frac{D \rho}{D t} & =0 \\
\rho \frac{D \mathbf{u}}{D t} & =\operatorname{div} \boldsymbol{\sigma}+\rho \mathbf{f}  \tag{2.1}\\
\rho \frac{D}{D t}(\ell+\mathbf{x} \times \mathbf{u}) & =\rho \mathbf{t}+\rho \mathbf{x} \times \mathbf{f}+\operatorname{div} \Sigma+\mathbf{x} \times \operatorname{div} \boldsymbol{\sigma}+\boldsymbol{\sigma}_{\times}, \tag{2.2}
\end{align*}
$$

where $\rho$ is the density; $\mathbf{u}$ is the linear velocity; $\boldsymbol{\sigma} \in \mathbb{R}^{3 \times 3}$ is the Cauchy stress tensor; $\mathbf{f}$ is the density of external body forces per unit mass; $\ell$ is the angular momentum per unit mass; $\Sigma \in \mathbb{R}^{3 \times 3}$ is the moment stress tensor; $\mathbf{t}$ represents a body source of moments; and $\left(\boldsymbol{\sigma}_{\times}\right)_{i}=\epsilon_{i j k} \boldsymbol{\sigma}_{j k}$, where $\epsilon_{i j k}$ is the Levi-Civita symbol, i.e., $\epsilon_{i j k}=\frac{1}{2}(i-j)(j-k)(k-i)$. As usual, we denote by $D / D t$ the material derivative. The physical meaning of the moment stress tensor $\Sigma$ is analogous to that one of the stress tensor $\boldsymbol{\sigma}$. In other words, given a plane with normal $\nu$, the vector $\mathbf{m}=\Sigma \cdot \nu$ is the moment vector per unit area acting on that plane.

Take the cross product of $\mathbf{x}$ and (2.1) and subtract the result from (2.2) to
obtain a simplified version of the conservation of angular momentum, namely

$$
\begin{equation*}
\rho \frac{D \ell}{D t}=\rho \mathbf{t}+\operatorname{div} \Sigma+\boldsymbol{\sigma}_{\times} . \tag{2.3}
\end{equation*}
$$

Expressions (2.2) and (2.3) are usually attributed to Dahler and Scriven (see [28] and [29]) and have been extensively used by Eringen (see [31] and [32]) to develop a general theory of continuum media with director fields or, more generally, continuum media with microstructure.

In classical continuum mechanics it is usually assumed that the microconstituents do not possess angular momentum and there are no distributed couples. In other words, $\ell=0, \Sigma=0$ and $\mathbf{t}=0$. Under these assumptions, (2.3) implies that the stress tensor $\boldsymbol{\sigma}$ is symmetric, which is the situation generally considered in the literature. These assumptions are appropriate for most practical applications. However, this approach is not satisfactory (nor even physical) when, for instance, the orientability of the microconstituents plays a major role in the physical process of interest. Classical examples are anisotropic fluids, liquid polymers, fluids with rod-like particles, ferrofluids, liquid crystals and polarizable media in general. In these cases a precise description of the moments and rotations associated to the microconstituents of the material is necessary.

In the situation described above, the conservation of angular momentum (2.3) needs to be taken explicitly into account which, among other things, means that it is necessary to propose constitutive relations for $\boldsymbol{\sigma}, \ell$ and $\Sigma$. Eringen proposed the following (cf. [30, 32, 62]):

$$
\ell=\mathbb{I} \mathbf{w},
$$

where $\mathbb{I} \in \mathbb{R}^{3 \times 3}$ is the so-called microinertia density tensor;

$$
\boldsymbol{\sigma}=(-p+\lambda \operatorname{div} \mathbf{u}) \mathbf{I}+\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)+\mu_{r}\left(\nabla \mathbf{u}-\nabla \mathbf{u}^{T}\right)-2 \mu_{r} \mathbf{w}_{\times}
$$

where $p$ is the pressure, $\mathbf{I} \in \mathbb{R}^{3 \times 3}$ is the identity tensor, and $\left(\mathbf{w}_{\times}\right)_{i j}=\varepsilon_{k i j} \mathbf{w}_{k}$; and

$$
\Sigma=\gamma_{0} \operatorname{div} \mathbf{w} \mathbf{I}+\gamma_{d}\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right)+\gamma_{a}\left(\nabla \mathbf{w}-\nabla \mathbf{w}^{T}\right)
$$

To further simplify the model we will assume that $\mathbb{I}$ is isotropic, so that it can be replaced by a scalar $\jmath$, the so-called inertia density. To guarantee that the constitutive relationships do not violate the Clausius-Duhem inequality (see [62]), the material constants $\mu, \mu_{r}, \gamma_{0}, \gamma_{a}$ and $\gamma_{d}$ are required to satisfy the following relations:

$$
\begin{gather*}
3 \lambda+2 \mu \geq 0, \quad \mu \geq 0, \quad \mu_{r} \geq 0, \quad \gamma_{d} \geq 0, \quad \gamma_{a}+\gamma_{d} \geq 0  \tag{2.4}\\
3 \gamma_{0}+2 \gamma_{d} \geq 0, \quad-\left(\gamma_{a}+\gamma_{d}\right) \leq \gamma_{d}-\gamma_{a} \leq\left(\gamma_{a}+\gamma_{d}\right) .
\end{gather*}
$$

As a final simplification, we will assume that the fluid is incompressible and has constant density.

Let $\Omega \subset \mathbb{R}^{d}$ with $d=2$ or 3 be the domain occupied by the fluid. Replacing these constitutive relationships into (2.1) and (2.3), we arrive at the MNSE,

$$
\left\{\begin{array}{l}
\mathbf{u}_{t}-\left(\nu+\nu_{r}\right) \Delta \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p=2 \nu_{r} \operatorname{curl} \mathbf{w}+\mathbf{f}  \tag{2.5}\\
\quad \operatorname{div} \mathbf{u}=0 \\
\jmath \mathbf{w}_{t}-\left(c_{a}+c_{d}\right) \Delta \mathbf{w}+\jmath(\mathbf{u} \cdot \nabla) \mathbf{w} \\
-\left(c_{0}+c_{d}-c_{a}\right) \nabla \operatorname{div} \mathbf{w}+4 \nu_{r} \mathbf{w}=2 \nu_{r} \operatorname{curl} \mathbf{u}+\mathbf{t}
\end{array}\right.
$$

where we implicitly redefined the pressure as $\rho^{-1} p$, and the constants $\nu, \nu_{r}, c_{a}, c_{d}$ and $c_{0}$ are the kinematic viscosities (i.e. $\mu, \mu_{r}, \gamma_{a}, \gamma_{d}$ and $\gamma_{0}$, respectively) divided by
$\rho$. This system is supplemented with the following initial and boundary conditions

$$
\begin{align*}
& \left.\mathbf{u}\right|_{t=0}=\mathbf{u}_{0},\left.\quad \mathbf{w}\right|_{t=0}=\mathbf{w}_{0},  \tag{2.6}\\
& \left.\mathbf{u}\right|_{\Gamma \times(0, T)}=0,\left.\quad \mathbf{w}\right|_{\Gamma \times(0, T)}=0 .
\end{align*}
$$

The reader is referred to [62] for questions regarding existence, uniqueness and regularity of solutions to $(2.5)-(2.6)$ and related models. The purpose of our work is to propose and analyze numerical techniques for this problem. To simplify notation, in what follows we will set

$$
\begin{equation*}
\widehat{\nu}=\nu+\nu_{r}, \quad c_{1}=c_{a}+c_{d}, \quad c_{2}=c_{0}+c_{d}-c_{a}, \tag{2.7}
\end{equation*}
$$

and we will assume that $c_{1}, c_{2}>0$ (see for instance [62]) which is consistent with the thermodynamical constraints (2.4).

The MNSE can be regarded as a building block of models that describe the physics of polarizable media. For instance, Rosensweig (see [17]) described the behavior of ferrofluids subject to a magnetizing field $\mathbf{h}$ with the MNSE and

$$
\left\{\begin{array}{l}
\mathbf{f}=\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}, \quad \mathbf{t}=\mu_{0} \mathbf{m} \times \mathbf{h}  \tag{2.8}\\
\mathbf{m}_{t}-\sigma \Delta \mathbf{m}+(\mathbf{u} \cdot \nabla) \mathbf{m}=\mathbf{w} \times \mathbf{m}-\frac{1}{\mathscr{T}}\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) \quad \text { in } \Omega
\end{array}\right.
$$

where $\mathbf{m}$ denotes the magnetization field and $\mathscr{T}>0, \sigma \geq 0, \varkappa_{0}>0$ are material constants. The magnetizing field $\mathbf{h}$ is assumed to obey the Maxwell equations. The reader is referred to [22, 21] for an analysis of this model. The system 2.5)-2.8 will eventually be (later in Chapter 3) the focus of our attention.

In addition to applications in smart fluids and polarizable media, there has been a growing interest on the MNSE in other areas. For instance, they have been
used to describe granular flows, where the size of the microconstituents is comparable to the macroscopic scale ([63]) and the frictional interaction between particles is not properly modeled by the classical equations of hydrodynamics. Another application is the modeling of micro and nano flows ([64]), where again the size of the microconstituents is comparable to the "macroscopic" scale and the rotational effects cannot be neglected.

The key points of this chapter (Chapter 2) are organized as follows. Section 2.1.1 introduces a very simple experiment (ferrofluid pumping) as a motivation for the analysis and numerical implementation of the MNSE. In §2.1.2 we recall the basic energy estimates and existence theory for the MNSE. In addition to the general notation defined in $\$ \boxed{1.2}$, in $\$ 2.1 .3$ we introduce specific notation and basic tools for this chapter, required for the analysis of the numerical scheme proposed later in \$2.2. Error estimates for the linear and angular velocities are derived in \$2.3.1, and error estimates for the pressure are derived in $\$ 2.3 .3$. We also present a formally second-order scheme in $\S 2.4$, and show that it is almost unconditionally stable, i.e. it is stable provided the time step is smaller than a constant dependent on the material parameters, but not on the space discretization parameter; see (2.48) for details. Finally, in 82.5 , we provide numerical validation of the error estimates derived earlier.


Figure 2.1: MNSE pumping experiment: idealized configuration of a pumping experiment. A planar duct with a solenoid that generates a uniform magnetizing field $\mathbf{h}=h_{0} \hat{\imath}$. Since, $\mathbf{t}=\mu_{0} \mathbf{m} \times \mathbf{h}$ (see (2.8)), it will produce torque in the regions where $\mathbf{h}$ and $\mathbf{m}$ are not collinear. In a real ferrofluid the magnetization vector field $\mathbf{m}$ would evolve through the channel satisfying the evolution equation (2.8) and will try to align with the magnetizing field. However, and as part of an idealized setting, we will assume that the magnetization profile $\mathbf{m}$ depends only on the $y$-direction.

### 2.1.1 Potential Application: Ferrofluid Pumping by Magnetic Induction

To illustrate the differences between the MNSE and the classical Navier-Stokes equations here we propose a setting by means of which it is possible, at least theoretically, to generate fluid motion via a well designed forcing term in the equation of angular momentum. This example is inspired by [26], where a ferrofluid is pumped by the actuation of a spatially-uniform sinusoidally time-varying magnetizing field. Another pumping strategy, this time based on a magnetizing field that is varying in space and time, is proposed in 65].

The idealized setting that we shall consider is depicted in Figure 2.1. We assume that our domain is a planar duct of unit height and length $L \geq 1$, which is wrapped by a solenoid that generates a uniform magnetizing field $\mathbf{h}=h_{0} \hat{\imath}$, where $h_{0}$ is just a positive constant. From (2.8) we infer that $\mathbf{f}=0$, since the magnetizing field is constant in space. As part of our idealized setting, we disregard the evolution equation in (2.8) for the magnetization field, and set $\mathbf{m}$ to be constant in time and depend only on the vertical variable $y$, i.e.,

$$
\mathbf{m}=m_{0}(\cos \theta \hat{\imath}+\sin \theta \hat{\jmath})
$$

where $m_{0}$ is just a positive constant, and $\theta=\theta(y)$. Using (2.8) we get:

$$
\begin{equation*}
\mathbf{t}=-\mu_{0} m_{0} h_{0} \sin \theta(y) \hat{\kappa} \tag{2.9}
\end{equation*}
$$

As reference configuration we will consider a linear interpolation between the


Figure 2.2: MNSE pumping experiment: forcing functions. Plot of the function $\theta_{1}(y)$ (dotted line), and the family of functions $\left\{\theta_{i}(y)\right\}_{i=2}^{7}$ (solid lines). These are used to induce a force in the angular momentum equation. The function $\theta_{1}$ is a linear interpolation between $\pm \pi / 2$ and $\theta_{i}$, for $i=2, \ldots, 7$ are small perturbations of it.
points $(0, \pi / 2)$ and $(1,-\pi / 2)$, that is

$$
\theta_{1}(y)=-\pi\left(y-\frac{1}{2}\right) .
$$

As perturbations from this reference case we consider, for $i=2, \ldots, 7$,

$$
\left.\begin{array}{rl}
\theta_{i}(y)=-\frac{1}{2\left(i^{2}+10 i-35\right)}( & \pi\left(480 x^{5}-1200\right.
\end{array} x^{4}-4 x^{3}\left(i^{2}+10 i-275\right) . ~\left(6 x^{2}\left(i^{2}+10 i-75\right)-i^{2}-5(2 i-7)\right)\right) . ~ \$
$$

A plot of these functions is provided in Figure 2.2. Notice that they all satisfy $\theta_{i}(0)=$ $\pi / 2, \theta_{i}(1 / 2)=0$ and $\theta_{i}(1)=-\pi / 2$ which we require to model a magnetization field that is perfectly aligned with the magnetizing field at the center of the channel, but is perpendicular to it at the top and bottom walls.

We assume the fluid is initially at rest, the boundary conditions for the upper and lower part of the duct are no slip, and for the left and right sides of the duct we consider open boundary conditions. We apply the magnetizing field linearly in time, that is we set $\mathbf{h}=h_{0}(t / T) \hat{\imath}$. We let $L=1$, and the material constants be $\nu=\nu_{r}=1$, $c_{a}=c_{d}=c_{0}=1$, and $\jmath=1$. We use a Taylor-Hood finite element discretization of 40 elements in the horizontal and vertical directions, and a time-step $\tau=1 / 50$. The numerical scheme used for this example is the first-order method discussed and analyzed in this work. Figure 2.3 shows the velocity profiles at time $t=T$ and $x=1$ obtained by setting $\mathbf{t}$ as in 2.9). These results are stable (in the sense that they do not change) with respect to the spatial and temporal discretizations, and length of the channel. However, as it would happen with any physical model, these results can be sensitive to changes in the constitutive parameters. A discussion about the


Figure 2.3: MNSE pumping experiment: velocity profiles. Velocity profiles obtained with the forcing terms $\left\{\mathbf{t}_{i}\right\}_{i=2}^{7}$ (solid lines). For comparison the velocity profile obtained by using $\mathbf{t}_{1}$ is also shown (dotted line). The figures show that it is possible to generate linear velocity via appropriate actuation in the angular momentum equation. Notice that, although it is not dramatically different from the others, the forcing term $\mathbf{t}_{7}$ induces motion in the opposite direction.
possible influence of the constitutive parameters on the pumping phenomena goes beyond the scope of this paper (see for instance [25]).

The results in Figure 2.3 give an idea about the kind of forces that are necessary in a real ferrohydrodynamic setting, in particular in the case of a spatially uniform and sinusoidal in time magnetizing field as in [26]. The main observation here is that small variations of the forcing term can yield quite different flow regimes, including flow in the opposite direction; this feature is observed in experiments (cf. [26]). Finally, the reader should be reminded that this is just an idealized setting which illustrates the main pumping mechanism. In real ferrohydrodynamics we cannot set the value of magnetization $\mathbf{m}$ as we please because $\mathbf{m}$ is actually determined by the evolution law in (2.8).

### 2.1.2 Energy Estimates and Existence Theorems

The stability and error analysis of the scheme that will be proposed in $\$ 2.2$ is based on energy arguments. Therefore, to gain intuition, let us briefly describe the basic formal energy estimates that can be obtained from 2.5. Multiply the linear momentum equation by $\mathbf{u}$ and the angular momentum equation by $\mathbf{w}$ and integrate in $\Omega$. Adding both ensuing equations, we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left(\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}+\jmath\|\mathbf{w}\|_{\mathbf{L}^{2}}^{2}\right) & +\widehat{\nu}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2}+c_{1}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+c_{2}\|\operatorname{div} \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+4 \nu_{r}\|\mathbf{w}\|_{\mathbf{L}^{2}}^{2} \\
& =4 \nu_{r}(\operatorname{curl} \mathbf{u}, \mathbf{w})+(\mathbf{f}, \mathbf{u})+(\mathbf{t}, \mathbf{w})
\end{aligned}
$$

where the parameters $\widehat{\nu}, c_{1}$ and $c_{2}$ were defined in (2.7). Repeated applications of Young's and Poincaré's inequalities yield, after integration in time,

$$
\begin{align*}
\|\mathbf{u}(t)\|_{\mathbf{L}^{2}}^{2} & +\jmath\|\mathbf{w}(t)\|_{\mathbf{L}^{2}}^{2}+\nu \int_{0}^{t}\|\nabla \mathbf{u}(s)\|_{\mathbf{L}^{2}}^{2} d s+c_{1} \int_{0}^{t}\|\nabla \mathbf{w}(s)\|_{\mathbf{L}^{2}}^{2} d s \\
& +c_{2} \int_{0}^{t}\|\operatorname{div} \mathbf{w}\|_{\mathbf{L}^{2}}^{2} d s \leq c_{p}^{2} \int_{0}^{T}\left(\frac{1}{\nu}\|\mathbf{f}(s)\|_{\mathbf{L}^{2}}^{2}+\frac{1}{c_{1}}\|\mathbf{t}(s)\|_{\mathbf{L}^{2}}^{2}\right) d s  \tag{2.10}\\
& +\left\|\mathbf{u}_{0}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\mathbf{w}_{0}\right\|_{\mathbf{L}^{2}}^{2} \quad \forall t \leq T
\end{align*}
$$

This formal energy estimate suggests that solutions to 2.5) are such that

$$
\begin{equation*}
\mathbf{u} \in L^{\infty}(\mathcal{H}) \cap L^{2}(\mathcal{V}), \quad \mathbf{w} \in L^{\infty}\left(\mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(\mathbf{H}_{0}^{1}(\Omega)\right) \tag{2.11}
\end{equation*}
$$

where $\mathcal{H}$ and $\mathcal{V}$ where defined in (1.4). To obtain an estimate on the pressure, we use a well-known estimate on the right inverse of the divergence operator (cf. [42, 66]), i.e.,

$$
\begin{equation*}
\beta\|q\|_{L^{2}} \leq \sup _{\mathbf{v} \in \mathbf{H}_{0}^{1}} \frac{(q, \operatorname{div} \mathbf{v})}{\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}}}, \quad \forall q \in L_{0}^{2}(\Omega) \tag{2.12}
\end{equation*}
$$

From (2.12) and the linear momentum equation in (2.5) we get

$$
\begin{aligned}
\int_{0}^{T}\|p(s)\|_{L^{2}}^{2} d s & \leq c \int_{0}^{T}\left(\left\|\mathbf{u}_{t}(s)\right\|_{\mathbf{L}^{2}}^{2}+\|\nabla \mathbf{u}(s)\|_{\mathbf{L}^{2}}^{2}\right. \\
& \left.+\|\nabla \mathbf{u}(s)\|_{\mathbf{L}^{2}}^{4}+\|\nabla \mathbf{w}(s)\|_{\mathbf{L}^{2}}^{2}+\|\mathbf{f}\|_{\mathbf{L}^{2}}^{2}\right) d s
\end{aligned}
$$

so that, to obtain an estimate on the pressure, we must assume $\mathbf{u} \in L^{4}\left(\mathbf{H}_{0}^{1}(\Omega)\right)$ and, in addition, we need an estimate on the time derivative of the linear velocity at least in $L^{2}\left(\mathbf{L}^{2}(\Omega)\right)$. This is standard for the Navier-Stokes equations. To obtain it we differentiate with respect to time the equations of conservation of linear and angular momentum. Repeating the steps used to obtain (2.10) we arrive at the desired estimate.

The existence of weak solutions can be summarized as follows.

Theorem 2.1.1 (Existence of weak solutions). Let $\mathbf{f}, \mathbf{t} \in L^{2}\left(\mathbf{L}^{2}(\Omega)\right), \mathbf{u}_{0} \in \mathcal{H}$ and $\mathbf{w}_{0} \in \mathbf{L}^{2}(\Omega)$. Then there exist $(\mathbf{u}, \mathbf{w}, p) \in L^{\infty}(\boldsymbol{\mathcal { H }}) \times L^{\infty}\left(\mathbf{L}^{2}(\Omega)\right) \times \mathcal{D}^{\prime}\left(\Omega_{T}\right)$ satisfying (2.5) in the sense of distributions. Moreover, $\mathbf{u}$ and $\mathbf{w}$ satisfy the energy estimate (2.10).

Proof. see Theorem 1.6.1 of 62].

Just like for the Navier-Stokes equations, uniqueness of solutions of the MNSE is an open issue.

### 2.1.3 Space Discretization

To construct an approximation to the solution of (2.5) via Galerkin techniques we introduce three families of finite dimensional spaces: $\mathbb{U} \subset \mathbf{H}_{0}^{1}(\Omega), \mathbb{P} \subset H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$, and $\mathbb{W} \subset \mathbf{H}_{0}^{1}(\Omega)$. The spaces $\mathbb{U}$ and $\mathbb{P}$ will be used to approximate the linear velocity $\mathbf{u}$ and pressure $p$ respectively, and the space $\mathbb{W}$ will be used to approximate the angular velocity $\mathbf{w}$. We will assume that these spaces have optimal approximation properties in the sense of 1.13 . We require the spaces $\mathbb{U}$ and $\mathbb{P}$ to be LBB compatible, meaning that they satisfy (1.14). To simplify the presentation we will assume that $\mathbb{U}=\mathbb{W}$ throughout this chapter, but this is not strictly necessary from a mathematical point of view.

Lastly, we assume that the velocity space $\mathbb{U}$ (also the space $\mathbb{W}$ ) satisfies the following inverse inequality:

$$
\begin{equation*}
\|\mathbf{U}\|_{\mathbf{L}^{\infty}} \leq c \psi(h)\|\mathbf{U}\|_{\mathbf{H}_{0}^{1}} \quad \forall \mathbf{U} \in \mathbb{U} \tag{2.13}
\end{equation*}
$$

where $\psi(h)=(1+|\log h|)^{\frac{1}{2}}$ if $d=2$ and $\psi(h)=h^{-\frac{1}{2}}$ if $d=3$. References [53, 42] provide a comprehensive list of suitable choices for these spaces.

In addition to the Stokes projection (see 1.17) and 1.18), for a.e. $t \in[0, T]$ we define an elliptic-like projection of $\mathbf{w}(t)$ as the function $\Pi_{w} \mathbf{w}(t) \in \mathbb{W}$ that solves

$$
\begin{align*}
c_{1}\left(\nabla \Pi_{w} \mathbf{w}, \nabla \mathbf{X}\right) & +c_{2}\left(\operatorname{div} \Pi_{w} \mathbf{w}, \operatorname{div} \mathbf{X}\right)+4 \nu_{r}\left(\Pi_{w} \mathbf{w}, \mathbf{X}\right)=  \tag{2.14}\\
& =c_{1}(\nabla \mathbf{w}, \nabla \mathbf{X})+c_{2}(\operatorname{div} \mathbf{w}, \operatorname{div} \mathbf{X})+4 \nu_{r}(\mathbf{w}, \mathbf{X}) \quad \forall \mathbf{X} \in \mathbb{W}
\end{align*}
$$

The properties of the Stokes projector are summarized in (1.17) and (1.18), and the properties of the elliptic-like projector are summarized as follows:

Lemma 2.1.1 (Properties of the elliptic projector $\left.\Pi_{w} \mathbf{w}\right)$. If $\mathbf{w} \in L^{\infty}\left(\mathbf{H}^{\ell+1}(\Omega) \cap\right.$ $\mathbf{H}_{0}^{1}(\Omega)$ ), then the elliptic-projection satisfies the following approximation properties:

$$
\begin{equation*}
\left\|\mathbf{w}-\Pi_{w} \mathbf{w}\right\|_{L^{\infty}\left(\mathbf{L}^{2}\right)}+h\left\|\mathbf{w}-\Pi_{w} \mathbf{w}\right\|_{L^{\infty}\left(\mathbf{H}_{0}^{1}\right)} \leq c h^{\ell+1}\|\mathbf{w}\|_{L^{\infty}\left(\mathbf{H}^{\ell+1}\right)} \tag{2.15}
\end{equation*}
$$

If $\mathbf{w} \in L^{\infty}\left(\mathbf{H}^{2}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega)\right)$, then the elliptic projection $\Pi_{w} \mathbf{w}$ is stable in the $\mathbf{L}^{\infty}(\Omega)$ and $\mathbf{W}_{3}^{1}(\Omega)$ norms in dimension $d \leq 3$, i.e.,

$$
\left\|\Pi_{w} \mathbf{w}\right\|_{L^{\infty}\left(\mathbf{L}^{\infty} \cap \mathbf{W}_{3}^{1}\right)} \leq c\|\mathbf{w}\|_{L^{\infty}\left(\mathbf{H}^{2}\right)}
$$

Proof. The proof is standard and follows by classical duality arguments for general elliptic operators; see for instance [52, 53].

We introduce a discretization of the trilinear form $b(\cdot, \cdot, \cdot)$ in the equations for the linear and angular velocities:

$$
b_{h}(\cdot, \cdot, \cdot): \mathbb{U} \times(\mathbb{U}+\mathbb{W}) \times(\mathbb{U}+\mathbb{W}) \rightarrow \mathbb{R}
$$

more precisely (see for instance [43])

$$
\begin{equation*}
b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W}):=b(\mathbf{U}, \mathbf{V}, \mathbf{W})+\frac{1}{2}(\operatorname{div} \mathbf{U}, \mathbf{V} \cdot \mathbf{W}), \forall \mathbf{U} \in \mathbb{U}, \mathbf{V}, \mathbf{W} \in(\mathbb{U}+\mathbb{W}) \tag{2.16}
\end{equation*}
$$

and recall that it is consistent, i.e. $b_{h}(\mathbf{u}, \mathbf{v}, \mathbf{w})=b(\mathbf{u}, \mathbf{v}, \mathbf{w})$ whenever $\mathbf{u} \in \mathcal{V}$, and skew-symmetric with respect to its last two arguments, i.e.

$$
\begin{equation*}
b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W})=-b_{h}(\mathbf{U}, \mathbf{W}, \mathbf{V}), \quad \forall \mathbf{U} \in \mathbb{U} ; \mathbf{V}, \mathbf{W} \in(\mathbb{U}+\mathbb{W}) \tag{2.17}
\end{equation*}
$$

This form satisfies estimates similar to (1.6)-(1.9), namely

$$
\begin{align*}
& b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W}) \leq c\|\nabla \mathbf{U}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{V}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{W}\|_{\mathbf{L}^{2}}, \quad \forall \mathbf{U}, \mathbf{V}, \mathbf{W} \in \mathbb{U},  \tag{2.18}\\
& b_{h}(\mathbf{U}, \mathbf{v}, \mathbf{W}) \leq c\|\mathbf{U}\|_{\mathbf{L}^{2}}\|\mathbf{v}\|_{\mathbf{H}^{2}}\|\nabla \mathbf{W}\|_{\mathbf{L}^{2}}, \quad \forall \mathbf{U}, \mathbf{W} \in \mathbb{U}, \mathbf{v} \in H^{2}(\Omega),
\end{align*}
$$

and

$$
\begin{equation*}
b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W}) \leq c\|\mathbf{U}\|_{\mathbf{L}^{2}}\|\mathbf{V}\|_{\mathbf{L}^{\infty} \cap \mathbf{W}_{3}^{1}}\|\nabla \mathbf{W}\|_{\mathbf{L}^{2}}, \quad \forall \mathbf{U}, \mathbf{V}, \mathbf{W} \in \mathbb{U} \tag{2.19}
\end{equation*}
$$

Since, by assumption, the space $\mathbb{U}$ satisfies the inverse inequality (2.13), then for $d=3$ we also have

$$
\begin{array}{ll}
b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W}) \leq c h^{-\frac{1}{2}}\|\mathbf{U}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{V}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{W}\|_{\mathbf{L}^{2}} \quad \forall \mathbf{U}, \mathbf{V}, \mathbf{W} \in \mathbb{U}  \tag{2.20}\\
b_{h}(\mathbf{U}, \mathbf{V}, \mathbf{W}) \leq c h^{-\frac{1}{2}}\|\nabla \mathbf{U}\|_{\mathbf{L}^{2}}\|\nabla \mathbf{V}\|_{\mathbf{L}^{2}}\|\mathbf{W}\|_{\mathbf{L}^{2}} \quad \forall \mathbf{U}, \mathbf{V}, \mathbf{W} \in \mathbb{U}
\end{array}
$$

### 2.2 Description of the first-order scheme

To the best of our knowledge, the only work that is concerned with the construction and analysis of a scheme for the MNSE is [67], where a fully discrete penalty projection method for this system is developed and analyzed, and suboptimal convergence rates are derived. Our scheme instead possesses optimal approximation properties
and requires the solution of a saddle point problem at each time step, which can be done efficiently (cf.[68]). However, it can be easily modified to decouple the linear velocity and pressure via an incremental projection method, while maintaining optimal orders of convergence. For brevity this will not be included.

Let us now describe the scheme. The scheme computes $\left\{\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, P^{\tau}\right\} \subset \mathbb{U} \times$ $\mathbb{W} \times \mathbb{P}$ meant to approximate, at each time step, the linear and angular velocities and the pressure. We initialize the scheme by setting

$$
\begin{equation*}
\left(\mathbf{U}^{0}, P^{0}\right)=\left(\Pi_{s} \mathbf{u}^{0}, \pi_{s} p^{0}\right), \quad \mathbf{W}^{0}=\Pi_{w} \mathbf{w}^{0}, \tag{2.21}
\end{equation*}
$$

that is, we compute the Stokes and elliptic-like projections of the initial data.

Remark 2.2.1 (Initialization). The initialization step (2.21) requires that the initial data is regular enough so that the projections are well defined, which from now on we will assume. If this is not the case, (2.21) must be modified, say for instance, taking $L^{2}$-projections. The analysis below must be accordingly adjusted to take this into account (cf. [50]).

After initialization, for $k=1, \ldots, K$, we march in time in two steps:

Linear Momentum: Compute $\left(\mathbf{U}^{k}, P^{k}\right) \in \mathbb{U} \times \mathbb{P}$, solution of

$$
\begin{align*}
\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{V}\right)+\widehat{\nu}\left(\nabla \mathbf{U}^{k}, \nabla \mathbf{V}\right) & +b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{2.22a}\\
& =2 \nu_{r}\left(\operatorname{curl} \mathbf{W}^{k-1}, \mathbf{V}\right)+\left(\mathbf{f}^{k}, \mathbf{V}\right) \\
\left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right) & =0 \tag{2.22b}
\end{align*}
$$

for all $\mathbf{V} \in \mathbb{U}, \mathrm{Q} \in \mathbb{P}$. Recall that the backward difference operator $\delta$ was defined in (1.10).

Angular Momentum: Find $\mathbf{W}^{k} \in \mathbb{U}$ that solves

$$
\begin{align*}
\jmath\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \mathbf{X}\right) & +c_{1}\left(\nabla \mathbf{W}^{k}, \nabla \mathbf{X}\right)+\jmath b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathbf{X}\right)+c_{2}\left(\operatorname{div} \mathbf{W}^{k}, \operatorname{div} \mathbf{X}\right)  \tag{2.23}\\
& +4 \nu_{r}\left(\mathbf{W}^{k}, \mathbf{X}\right)=2 \nu_{r}\left(\operatorname{curl} \mathbf{U}^{k}, \mathbf{X}\right)+\left(\mathbf{t}^{k}, \mathbf{X}\right)
\end{align*}
$$

for all $\mathbf{X} \in \mathbb{W}$.

Notice that we have decoupled the linear and angular momentum equations by time-lagging of the variables. This scheme is unconditionally stable, as the following result shows.

Proposition 2.2.1 (Unconditional stability of the first-order scheme). The sequence $\left\{\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, P^{\tau}\right\} \subset \mathbb{U} \times \mathbb{W} \times \mathbb{P}$, solution of $(2.22)-(2.23)$, satisfies

$$
\begin{align*}
\left\|\mathbf{U}^{K}\right\|_{\mathbf{L}^{2}}^{2} & +\left(\jmath+4 \nu_{r} \tau\right)\left\|\mathbf{W}^{K}\right\|_{\mathbf{L}^{2}}^{2}+\sum_{k=1}^{K}\left(\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\delta \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right) \\
& +\sum_{k=1}^{K} \tau\left(\nu\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\tau c_{1}\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right)+2 \sum_{k=1}^{K} \tau c_{2}\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{2.24}\\
& \leq \sum_{k=1}^{K} \tau\left(\frac{c_{p}^{2} \nu_{r}}{\nu}\left\|\mathbf{f}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{p}^{2} \nu_{r}}{c_{1}}\left\|\mathbf{t}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right)+\left\|\mathbf{U}^{0}\right\|_{\mathbf{L}^{2}}^{2}+\left(\jmath+4 \nu_{r} \tau\right)\left\|\mathbf{W}^{0}\right\|_{\mathbf{L}^{2}}^{2}
\end{align*}
$$

Proof. Set $\mathbf{V}=2 \tau \mathbf{U}^{k}$ in (2.22) and $\mathbf{X}=2 \tau \mathbf{W}^{k}$ in (2.23), respectively, and add the results. Using identity (1.11), the integration by parts formula (1.1), $\widehat{\nu}=\nu+\nu_{r}$ (see (2.7), estimate (1.3) and Young's inequality to obtain

$$
\begin{aligned}
\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2} & +\left(\jmath+4 \nu_{r} \tau\right)\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\delta \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\tau \nu\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\tau c_{1}\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau c_{2}\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \leq \frac{c_{p}^{2} \nu_{r} \tau}{\nu}\left\|\mathbf{f}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{p}^{2} \nu_{r} \tau}{c_{1}}\left\|\mathbf{t}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left(\jmath+4 \nu_{r} \tau\right)\left\|\mathbf{W}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}
\end{aligned}
$$

Adding over $k$ we obtain the desired estimate (2.24).

### 2.3 A Priori Error Analysis

Here we perform an error analysis of scheme (2.22)-(2.23) and show that this method has optimal convergence properties. The analysis is based on energy arguments and hinges on the unconditional stability result of Proposition 2.2.1. The arguments used are rather standard for the Navier-Stokes equations, the main novelty and difficulty being the coupling with the angular momentum equation, which requires lengthy and careful computations.

We shall assume, for the sake of simplicity, that the solution to (2.5)-(2.6) satisfies:

$$
\begin{equation*}
\mathbf{u}, \mathbf{w} \in \mathcal{C}^{1}\left([0, T], \mathbf{H}^{\ell+1}(\Omega)\right) \quad \text { and } \quad \mathbf{u}_{t t}, \mathbf{w}_{t t} \in L^{2}\left([0, T], \mathbf{L}^{2}(\Omega)\right) \tag{2.25}
\end{equation*}
$$

These assumptions will be enough to derive optimal convergence rates for the linear and angular velocities. If we want to do the same with the pressure we will require the additional regularity:

$$
\begin{equation*}
\mathbf{u}_{t t}, \mathbf{w}_{t t} \in \mathcal{C}\left([0, T], \mathbf{H}^{\ell+1}(\Omega)\right) \tag{2.26}
\end{equation*}
$$

These assumptions are standard in the error analysis of incompressible flows (cf. (45]).

The first step in the error analysis is to analyze the consistency of the method. To do so, we proceed as it is customary in the analysis of evolutionary problems
(cf. [49]) and split the errors

$$
\mathbf{E}^{k}=\mathbf{u}^{k}-\mathbf{U}^{k}, \quad \mathcal{E}^{k}=\mathbf{w}^{k}-\mathbf{W}^{k}, \quad e^{k}=p^{k}-P_{h}^{k}
$$

into the so-called interpolation and approximation errors via the Stokes and elliptic projections (see 1.17) and (2.14) i.e.,

$$
\begin{array}{lll}
\mathbf{S}^{k}=\mathbf{u}^{k}-\Pi_{s} \mathbf{u}^{k}, & \mathbf{R}^{k}=\mathbf{w}^{k}-\Pi_{w} \mathbf{w}^{k}, & r^{k}=p^{k}-\pi_{s} p^{k}  \tag{2.27}\\
\mathbf{E}_{h}^{k}=\Pi_{s} \mathbf{u}^{k}-\mathbf{U}^{k}, & \mathcal{E}_{h}^{k}=\Pi_{w} \mathbf{w}^{k}-\mathbf{W}^{k}, & e_{h}^{k}=\pi_{s} p^{k}-P^{k}
\end{array}
$$

The interpolation errors $\left(\mathbf{S}^{\tau}, \mathbf{R}^{\tau}, r^{\tau}\right)$ are controlled by means of (1.18) and 2.15), so that the next step is to derive an energy estimate for the approximation errors $\left(\mathbf{E}_{h}^{\tau}, \mathcal{E}_{h}^{\tau}, e_{h}^{\tau}\right)$ which is a slight variation of that one obtained for $\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, P^{\tau}\right)$ in (2.24).

### 2.3.1 Error estimates for the Linear and Angular Velocities

The approximation errors $\left(\mathbf{E}_{h}^{\tau}, \mathcal{E}_{h}^{\tau}, e_{h}^{\tau}\right)$ satisfy the following energy identity:

$$
\begin{align*}
\left\|\mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} & +\left(\jmath+8 \tau \nu_{r}\right)\left\|\mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\left\|\mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}-\jmath\left\|\mathcal{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau \widehat{\nu}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +2 \tau c_{1}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau c_{2}\left\|\operatorname{div} \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\sum_{i=1}^{6} A_{i} \tag{2.28}
\end{align*}
$$

with

$$
\begin{aligned}
& A_{1}=2 \tau b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{E}_{h}^{k}\right)-2 \tau b_{h}\left(\mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{E}_{h}^{k}\right) \\
& A_{2}=2 \jmath \tau b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathcal{E}_{h}^{k}\right)-2 \jmath \tau b_{h}\left(\mathbf{u}^{k}, \mathbf{w}^{k}, \mathcal{E}_{h}^{k}\right) \\
& A_{3}=4 \tau \nu_{r}\left(\operatorname{curl} \mathbf{w}^{k}-\operatorname{curl} \mathbf{W}^{k-1}, \mathbf{E}_{h}^{k}\right) \\
& A_{4}=4 \tau \nu_{r}\left(\operatorname{curl} \mathbf{E}^{k}, \mathcal{E}_{h}^{k}\right) \\
& A_{5}=-2\left(\delta \mathbf{S}^{k}, \mathbf{E}_{h}^{k}\right)-2 \jmath\left(\delta \mathbf{R}^{k}, \mathcal{E}_{h}^{k}\right) \\
& A_{6}=2 \tau\left(\mathcal{R}_{\mathbf{u}}^{k}, \mathbf{E}_{h}^{k}\right)+2 \jmath \tau\left(\mathcal{R}_{\mathbf{w}}^{k}, \mathcal{E}_{h}^{k}\right)
\end{aligned}
$$

where $\mathcal{R}_{\mathbf{u}}^{k}$ and $\mathcal{R}_{\mathrm{w}}^{k}$ are integral representations of Taylor remainders (see for instance [45]), i.e.

$$
\begin{equation*}
\mathcal{R}_{\mathbf{u}}^{k}=\frac{1}{\tau} \int_{t^{k-1}}^{t^{k}}\left(t^{k-1}-s\right) \mathbf{u}_{t t}(s) d s \quad \text { and } \quad \mathcal{R}_{\mathbf{w}}^{k}=\frac{1}{\tau} \int_{t^{k-1}}^{t^{k}}\left(t^{k-1}-s\right) \mathbf{w}_{t t}(s) d s \tag{2.29}
\end{equation*}
$$

The main difficulty, and our focus from now on, is to estimate the residual terms $A_{i}$ for $i=1, \ldots, 6$.

Theorem 2.3.1 (Error estimate on velocities). Assume (2.25, then

$$
\begin{equation*}
\left\|\mathbf{E}_{h}^{\tau}\right\|_{\ell^{\infty}\left(\mathbf{L}^{2}\right)}+\left\|\mathcal{E}_{h}^{\tau}\right\|_{\ell^{\infty}\left(\mathbf{L}^{2}\right)}+h\left(\left\|\nabla \mathbf{E}_{h}^{\tau}\right\|_{\ell^{2}\left(\mathbf{L}^{2}\right)}+\left\|\nabla \mathcal{E}_{h}^{\tau}\right\|_{\ell^{2}\left(\mathbf{L}^{2}\right)}\right) \leq c\left(\tau+h^{\ell+1}\right) \tag{2.30}
\end{equation*}
$$

whenever

$$
\begin{equation*}
\tau \leq \frac{1}{K} \text { with } K \simeq \max \left\{\frac{M}{\nu_{0}}, \frac{\mathcal{M} \jmath^{2}}{c_{1}}, \frac{M \jmath^{2}}{c_{1}}, \frac{\nu_{r}^{2}}{c_{1}}, \frac{\nu_{r}^{2}}{\nu_{0}}\right\} \tag{2.31}
\end{equation*}
$$

where $M$ and $\mathcal{M}$ satisfy

$$
\begin{gather*}
\sup _{t \in\left(0, t_{F}\right]}\left(\left\|\nabla \Pi_{s} \mathbf{u}\right\|_{\mathbf{L}^{3}}+\left\|\Pi_{s} \mathbf{u}\right\|_{\mathbf{L}^{\infty}}\right)^{2}+\sup _{\Omega_{t_{F}}}|\mathbf{u}|^{2} \leq M<\infty,  \tag{2.32}\\
\sup _{t \in\left(0, t_{F}\right]}\left(\left\|\nabla \Pi_{w} \mathbf{w}\right\|_{\mathbf{L}^{3}}+\left\|\Pi_{w} \mathbf{w}\right\|_{\mathbf{L}^{\infty}}\right)^{2}+\sup _{\Omega_{t_{F}}}|\mathbf{w}|^{2} \leq \mathcal{M}<\infty .
\end{gather*}
$$

Proof. It suffices to provide bounds for the terms $A_{i}$ above and employ the discrete Grönwall lemma 1.2 .2 . To begin with, notice that

$$
\begin{align*}
b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{V}\right) & -b_{h}\left(\mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{V}\right)=-b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{V}\right)-b_{h}\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \mathbf{V}\right) \\
& -b_{h}\left(\mathbf{S}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{V}\right)-b_{h}\left(\mathbf{E}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{V}\right)  \tag{2.33}\\
& +b_{h}\left(\mathbf{E}_{h}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right)-b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right), \quad \forall \mathbf{V} \in \mathbb{U}
\end{align*}
$$

and

$$
\begin{align*}
& b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathbf{X}\right)-b_{h}\left(\mathbf{u}^{k}, \mathbf{w}^{k}, \mathbf{X}\right)=-b_{h}\left(\mathbf{u}^{k}, \mathbf{R}^{k}, \mathbf{X}\right)+b_{h}\left(\mathbf{E}_{h}^{k}, \mathcal{E}_{h}^{k}, \mathbf{X}\right) \\
& \quad-b_{h}\left(\mathbf{E}_{h}^{k}, \Pi_{w} \mathbf{w}^{k}, \mathbf{X}\right)-b_{h}\left(\mathbf{S}^{k}, \Pi_{w} \mathbf{w}^{k}, \mathbf{X}\right)-b_{h}\left(\Pi_{s} \mathbf{u}^{k}, \mathcal{E}_{h}^{k}, \mathbf{X}\right), \quad \forall \mathbf{X} \in \mathbb{U} \tag{2.34}
\end{align*}
$$

Set $\mathbf{V}=2 \tau \mathbf{E}_{h}^{k}$ in 2.33). Since $b_{h}(\cdot, \cdot, \cdot)$ is skew-symmetric the last two terms vanish, and we can rewrite $A_{1}$ as:

$$
\begin{aligned}
A_{1} & =-2 \tau b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{E}_{h}^{k}\right)-2 \tau b_{h}\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \mathbf{E}_{h}^{k}\right)-2 \tau b_{h}\left(\mathbf{S}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{E}_{h}^{k}\right) \\
& -2 \tau b_{h}\left(\mathbf{E}_{h}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{E}_{h}^{k}\right) \\
& =A_{11}+A_{12}+A_{13}+A_{14} .
\end{aligned}
$$

The functions $\delta \mathbf{u}^{k}$ and $\mathbf{u}^{k-1}$ are solenoidal so that the consistency of $b_{h}$ yields control on $A_{11}$ and $A_{12}$ :

$$
\begin{aligned}
A_{11} & =2 \tau b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{E}_{h}^{k}, \mathbf{u}^{k}\right) \leq 2 \tau\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}\left\|\mathbf{u}^{k}\right\|_{\mathbf{L}^{\infty}} \\
& \leq \frac{\widehat{\nu} \tau}{9}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 M \tau}{\widehat{\nu}}\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
A_{12} & =-2 \tau b_{h}\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \mathbf{E}_{h}^{k}\right) \leq 2 \tau\left\|\mathbf{u}^{k-1}\right\|_{\mathbf{L}^{\infty}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}\left\|\mathbf{S}^{k}\right\|_{\mathbf{L}^{2}} \\
& \leq \frac{\widehat{\nu} \tau}{9}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 M \tau}{\widehat{\nu}}\left\|\mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2},
\end{aligned}
$$

where we have used $(\sqrt{1.8})$ and $(\sqrt{1.7})$. By (2.25), we deduce

$$
\begin{equation*}
\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq \tau \int_{t_{k-1}}^{t_{k}}\left\|\mathbf{u}_{t}\right\|_{\mathbf{L}^{2}}^{2} d t \tag{2.35}
\end{equation*}
$$

The terms $A_{13}$ and $A_{14}$ can be estimated via (2.19) as follows:

$$
A_{13}+A_{14} \leq \frac{2 \hat{\nu} \tau}{9}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 M \tau^{2}}{\tilde{\nu}}\left\|\mathbf{S}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 M \tau^{2}}{\tilde{\nu}}\left\|\mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} .
$$

Set $\mathbf{X}=2 \tau \mathcal{E}_{h}^{k}$ in 2.34 . We rewrite $A_{2}$ as

$$
\begin{aligned}
A_{2} & =-2 \jmath \tau b_{h}\left(\mathbf{u}^{k}, \mathbf{R}^{k}, \mathcal{E}_{h}^{k}\right)-2 \tau \jmath b_{h}\left(\mathbf{E}_{h}^{k}, \Pi_{w} \mathbf{w}^{k}, \mathcal{E}_{h}^{k}\right)-2 \tau \jmath b_{h}\left(\mathbf{S}^{k}, \Pi_{w} \mathbf{w}^{k}, \mathcal{E}_{h}^{k}\right) \\
& =A_{21}+A_{22}+A_{23} .
\end{aligned}
$$

Since $\mathbf{u}^{k}$ is solenoidal the bound on $A_{21}$ proceeds as that of $A_{12}$, whereas 2.19 gives control on $A_{22}$ and $A_{23}$ :

$$
A_{2} \leq \frac{3 c_{1} \tau}{7}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{7 M)^{2} \tau}{c_{1}}\left(\left\|\mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right) .
$$

The bound on $A_{3}$ begins by noticing that $\mathbf{w}^{k}-\mathbf{W}^{k-1}=\delta \mathbf{w}^{k}+\mathbf{R}^{k-1}+\mathcal{E}_{h}^{k-1}$. The integration by parts formula (1.1) then yields

$$
A_{3}=4 \tau \nu_{r}\left(\delta \mathbf{w}^{k}, \operatorname{curl} \mathbf{E}_{h}^{k}\right)+4 \tau \nu_{r}\left(\mathbf{R}^{k-1}, \operatorname{curl} \mathbf{\mathbf { E } _ { h } ^ { k }}\right)+4 \tau \nu_{r}\left(\mathcal{E}_{h}^{k-1}, \operatorname{curl} \mathbf{E}_{h}^{k}\right),
$$

whence

$$
\begin{aligned}
A_{3} & \leq 4 \tau \nu_{r}\left\|\delta \mathbf{w}^{k}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}+4 \tau \nu_{r}\left\|\mathbf{R}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|+4 \tau \nu_{r}\left\|\mathcal{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}} \\
& \leq \frac{\widehat{\tau} \tau}{3}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{36 \hat{\nu}_{\hat{N}}^{2} \tau}{\hat{\nu}}\left\|\delta \mathbf{w}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{36 \hat{\nu}_{\hat{N}}^{2} \tau}{\hat{\nu}}\left\|\mathbf{R}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{36 \hat{N}_{\hat{N}}^{2} \tau}{\hat{\nu}}\left\|\mathcal{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

The term $\left\|\delta \mathbf{w}^{k}\right\|_{\mathbf{L}^{2}}^{2}$ can be bounded similarly to (2.35).
The bound on $A_{4}$ follows along the same lines as those of $A_{3}$ :

$$
\begin{aligned}
A_{4} & =4 \tau \nu_{r}\left(\mathbf{S}^{k}, \operatorname{curl} \mathcal{E}_{h}^{k}\right)+4 \tau \nu_{r}\left(\mathbf{E}_{h}^{k}, \operatorname{curl} \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{2 c_{1} \tau}{7}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{28 \nu_{r}^{2} \tau}{c_{1}}\left\|\mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{28 \nu_{r}^{2} \tau}{c_{1}}\left\|\mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

The last two terms $A_{5}$ and $A_{6}$ can be easily bounded as follows

$$
\begin{aligned}
A_{5} & =-2\left(\delta \mathbf{S}^{k}, \mathbf{E}_{h}^{k}\right)-2 \jmath\left(\delta \mathbf{R}^{k}, \mathcal{E}_{h}^{k}\right) \leq \frac{\widehat{\nu} \tau}{9}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 c_{p}^{2}}{\hat{\nu} \tau}\left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c_{1} \tau}{7}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\left.7 c_{p}^{2}\right)^{2}}{c_{1} \tau}\left\|\delta \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
A_{6} & =2 \tau\left(\mathcal{R}_{\mathbf{u}}^{k}, \mathbf{E}_{h}^{k}\right)+2 \tau \jmath\left(\mathcal{R}_{\mathbf{w}}^{k}, \mathcal{E}_{h}^{k}\right) \leq \frac{\widehat{\nu} \tau}{9}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{9 c_{p}^{2} \tau}{\widehat{\nu}}\left\|\mathcal{R}_{\mathbf{u}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c_{1} \tau}{7}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\left.7 c_{p}^{2}\right)^{2} \tau}{c_{1}}\left\|\mathcal{R}_{\mathbf{w}}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

The interpolation errors are bounded by 1.18 and 2.15 which, in conjunction with (2.25), also implies

$$
\begin{align*}
& \left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}+h\left\|\delta \nabla \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}} \leq c \tau h^{\ell+1}\left(\left\|\mathbf{u}_{t}\right\|_{L^{\infty}\left(\mathbf{H}^{\ell+1}\right)}+\left\|p_{t}\right\|_{L^{\infty}\left(H^{\ell}\right)}\right)  \tag{2.36}\\
& \left\|\delta \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}+h\left\|\delta \nabla \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}} \leq c \tau h^{\ell+1}\left\|\mathbf{w}_{t}\right\|_{L^{\infty}\left(\mathbf{H}^{\ell+1}\right)}
\end{align*}
$$

Assumption (2.25) also gives an estimate on the truncation errors $\mathcal{R}_{\mathbf{u}}^{k}$ and $\mathcal{R}_{\mathbf{w}}^{k}$,

$$
\begin{equation*}
\left\|\mathcal{R}_{\mathbf{u}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq \frac{\tau}{3} \int_{t^{k-1}}^{t^{k}}\left\|\mathbf{u}_{t t}\right\|_{\mathbf{L}^{2}}^{2} d t \quad, \quad\left\|\mathcal{R}_{\mathbf{w}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq \frac{\tau}{3} \int_{t^{k-1}}^{t^{k}}\left\|\mathbf{w}_{t t}\right\|_{\mathbf{L}^{2}}^{2} d t \tag{2.37}
\end{equation*}
$$

Inserting the estimates above for $A_{i}, 1 \leq i \leq 6$, into (2.28), summing in $k$ and applying Grönwall's lemma 1.2 .2 concludes the proof.

Remark 2.3.1 (Smallness assumption on $\tau$ ). Condition (2.31) does not depend on the space discretization parameter $h$. It does depend, however, on the constants $M$ and $\mathcal{M}$ defined in 2.32); this is standard for Navier-Stokes. In addition, this estimate depends on the quotients $\nu_{r}^{2} / \widehat{\nu}$ and $\nu_{r}^{2} / c_{1}$, which gives an indication of how strong the coupling between linear and angular momentum is.

### 2.3.2 Error Estimates for the Discrete Time Derivative

When dealing with the Navier-Stokes equations, it is well-known (see, for instance, [54]) that in order to derive optimal error estimates for the pressure in $\ell^{2}\left(L^{2}(\Omega)\right)$ one must first obtain estimates on the discrete time derivative of the velocity, which is the main reason for the additional regularity requested in 2.26). Our analysis is no exception, and this is additionally complicated by the fact that we must obtain error estimates for the derivatives of the linear and angular velocities.

Applying the increment operator $\delta$, defined in (1.10), to the equations that govern the approximation errors and proceeding as in the proof of Proposition 2.2.1 we conclude that the discrete time derivatives $\tau^{-1} \delta \mathbf{E}_{h}^{\tau}$ and $\tau^{-1} \delta \mathcal{E}_{h}^{\tau}$ satisfy an energy identity similar to 2.28, namely,

$$
\begin{align*}
\left\|\tau^{-1} \delta \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} & +\left(\jmath+8 \nu_{r} \tau\right)\left\|\tau^{-1} \delta \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\left\|\tau^{-1} \delta \mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}-\jmath\left\|\tau^{-1} \delta \mathcal{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} \\
& +2 \widehat{\nu} \tau\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 c_{1} \tau\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|^{2}+\left\|\tau^{-1} \delta^{2} \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{2.38}\\
& +\jmath\left\|\tau^{-1} \delta^{2} \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 c_{2} \tau\left\|\tau^{-1} \operatorname{div} \delta \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\sum_{i=1}^{5} F_{i}
\end{align*}
$$

where

$$
\begin{aligned}
F_{1} & =2 b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)-2 b_{h}\left(\mathbf{u}^{k}, \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right) \\
& -2 b_{h}\left(\mathbf{U}^{k-2}, \mathbf{U}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b_{h}\left(\mathbf{u}^{k-1}, \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
F_{2} & =2 \jmath b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)-2 \jmath b_{h}\left(\mathbf{u}^{k}, \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
& -2 \jmath b_{h}\left(\mathbf{U}^{k-1}, \mathbf{W}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\mathbf{u}^{k-1}, \mathbf{w}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
F_{3} & =4 \nu_{r}\left(\operatorname{curl} \delta \mathbf{w}^{k}-\operatorname{curl} \delta \mathbf{W}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+4 \nu_{r}\left(\operatorname{curl} \delta \mathbf{u}^{k}-\operatorname{curl} \delta \mathbf{U}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
F_{4} & =-2 \tau^{-1}\left(\delta^{2} \mathbf{S}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)-2 \jmath \tau^{-1}\left(\delta^{2} \mathbf{R}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right),
\end{aligned}
$$

$$
F_{5}=2\left(\delta \mathcal{R}_{\mathbf{u}}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 \jmath\left(\delta \mathcal{R}_{\mathbf{w}}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)
$$

A bound on these terms then yields a bound on the discrete time derivatives. This is the content of the following result.

Theorem 2.3.2 (Error estimate for the discrete time derivatives). Assume (2.26), if

$$
\begin{equation*}
h^{-1 / 2}\left\|\mathbf{E}_{h}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)} \quad \text { and } \quad h^{-1 / 2}\left\|\mathcal{E}_{h}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)} \tag{2.39}
\end{equation*}
$$

are sufficiently small, then

$$
\begin{equation*}
\left\|\frac{\delta \mathbf{E}_{h}^{\tau}}{\tau}\right\|_{\ell^{\infty}\left(\mathbf{L}^{2}\right)}+\left\|\frac{\delta \mathcal{E}_{h}^{\tau}}{\tau}\right\|_{\ell^{\infty}\left(\mathbf{L}^{2}\right)} \leq c\left(\tau+h^{\ell}\right) . \tag{2.40}
\end{equation*}
$$

Proof. In analogy to Theorem 2.3.1, it suffices to bound the residual terms $\left\{F_{i}\right\}_{i=1}^{5}$. The proof is rather technical and tedious, and consists of careful manipulations of these five terms. Take the difference of (2.33) for two consecutive time-steps, which allows us to write $F_{1}$ as the sum of six terms $\left\{F_{1 i}\right\}_{i=1}^{6}$ :

$$
\begin{aligned}
& F_{11}=-2 b\left(\delta \mathbf{u}^{k}, \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b\left(\delta \mathbf{u}^{k-1}, \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
& F_{12}=-2 b\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b\left(\mathbf{u}^{k-2}, \mathbf{S}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
& F_{13}=-2 b_{h}\left(\mathbf{S}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b_{h}\left(\mathbf{S}^{k-2}, \Pi_{s} \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
& F_{14}=-2 b_{h}\left(\mathbf{E}_{h}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b_{h}\left(\mathbf{E}_{h}^{k-2}, \Pi_{s} \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
& F_{15}=2 b_{h}\left(\mathbf{E}_{h}^{k-1}, \mathbf{E}_{h}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)-2 b_{h}\left(\mathbf{E}_{h}^{k-2}, \mathbf{E}_{h}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right), \\
& F_{16}=-2 b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \mathbf{E}_{h}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)+2 b_{h}\left(\Pi_{s} \mathbf{u}^{k-2}, \mathbf{E}_{h}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)
\end{aligned}
$$

Using the linearity and skew-symmetry of the trilinear form, these six terms can be appropriately rewritten and bounded using (1.6)-(1.8) and (2.18)-(2.20) to get

$$
\begin{aligned}
F_{11} & =2 b\left(\delta \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}, \delta \mathbf{u}^{k}\right)+2 b\left(\delta^{2} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}, \mathbf{u}^{k-1}\right) \\
& \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c}{\widehat{\nu} \tau}\left\|\delta \nabla \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{4}+\frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}+\frac{M}{\widehat{\nu} \tau}\left\|\delta^{2} \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{12} & =2 b\left(\mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}, \delta \mathbf{S}^{k}\right)+2 b\left(\delta \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}, \mathbf{S}^{k-1}\right) \\
& \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{M}{\widehat{\nu} \tau}\left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c}{\widehat{\nu} \tau}\left\|\delta \nabla \mathbf{u}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{S}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{13} & =-2 b_{h}\left(\delta \mathbf{S}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)-2 b_{h}\left(\mathbf{S}^{k-2}, \delta \Pi_{s} \mathbf{u}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right) \\
& \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{M}{\widehat{\nu} \tau}\left\|\delta \mathbf{S}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c}{\widehat{\nu} \tau}\left\|\delta \nabla \Pi_{s} \mathbf{u}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{S}^{k-2}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{14} & =-2 \tau b_{h}\left(\tau^{-1} \delta \mathbf{E}_{h}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right)-2 b_{h}\left(\mathbf{E}_{h}^{k-2}, \delta \Pi_{s} \mathbf{u}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right) \\
& \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{M \tau^{2}}{\widehat{\nu} \tau}\left\|\tau^{-1} \delta \mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c}{\widehat{\nu} \tau}\left\|\delta \nabla \Pi_{s} \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{E}_{h}^{k-2}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{15} & =2 \tau b_{h}\left(\tau^{-1} \delta \mathbf{E}_{h}^{k-1}, \mathbf{E}_{h}^{k-1}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right) \\
& \leq \frac{c\left\|\mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{h^{1}} \tau\left(\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right),}{} \\
F_{16} & =-2 b_{h}\left(\delta \Pi_{s} \mathbf{u}^{k-1}, \mathbf{E}_{h}^{k}, \tau^{-1} \delta \mathbf{E}_{h}^{k}\right) \leq \frac{\hat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c}{\hat{\nu} \tau}\left\|\delta \nabla \Pi_{s} \mathbf{u}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} . \\
& = \\
&
\end{aligned}
$$

Similarly, applying $\delta$ to (2.34), $F_{2}$ can be expressed as the sum of five terms $\left\{F_{2 i}\right\}_{i=1}^{5}$ :

$$
\begin{aligned}
& F_{21}=-2 \jmath b_{h}\left(\mathbf{u}^{k}, \mathbf{R}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\mathbf{u}^{k-1}, \mathbf{R}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
& F_{22}=2 \jmath b_{h}\left(\mathbf{E}_{h}^{k}, \mathcal{E}_{h}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)-2 \jmath b_{h}\left(\mathbf{E}_{h}^{k-1}, \mathcal{E}_{h}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
& F_{23}=-2 \jmath b_{h}\left(\mathbf{E}_{h}^{k}, \Pi_{w} \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\mathbf{E}_{h}^{k-1}, \Pi_{w} \mathbf{w}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right), \\
& F_{24}=-2 \jmath b_{h}\left(\mathbf{S}^{k}, \Pi_{w} \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\mathbf{S}^{k-1}, \Pi_{w} \mathbf{w}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right),
\end{aligned}
$$

$$
F_{25}=-2 \jmath b_{h}\left(\Pi_{s} \mathbf{u}^{k}, \mathcal{E}_{h}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \mathcal{E}_{h}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) .
$$

We now bound each of these terms separately

$$
\begin{aligned}
F_{21} & =-2 \jmath b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{R}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath b_{h}\left(\mathbf{u}^{k-1}, \delta \mathbf{R}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c j^{2}}{c_{1} \tau}\left\|\delta \nabla \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{M j^{2}}{c_{1} \tau}\left\|\delta \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{22} & =2 \jmath \tau b_{h}\left(\tau^{-1} \delta \mathbf{E}_{h}^{k}, \mathcal{E}_{h}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{c \mid \mathcal{E}_{h}^{k} \|_{\mathbf{L}^{2}}}{h^{1} / 2} \jmath \tau\left(\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right), \\
F_{23} & =-2 \jmath b_{h}\left(\mathbf{E}_{h}^{k}, \delta \Pi_{w} \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)+2 \jmath \tau b_{h}\left(\tau^{-1} \delta \mathbf{E}_{h}^{k}, \Pi_{w} \mathbf{w}^{k-1}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c^{2} j^{2}}{c_{1} \tau}\left\|\delta \nabla \mathbf{w}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\mathcal{M}^{2} \tau^{2}}{c_{1} \tau}\left\|\tau^{-1} \delta \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{24} & =-2 \jmath b_{h}\left(\delta \mathbf{S}^{k}, \Pi_{w} \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)-2 \jmath b_{h}\left(\mathbf{S}^{k-1}, \delta \Pi_{w} \mathbf{w}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mathcal{M j}^{2}}{\varepsilon_{2}}\left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{c_{1}^{2}}{c_{1} \tau}\left\|\delta \nabla \mathbf{w}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathbf{S}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{25} & =-2 \jmath b_{h}\left(\delta \Pi_{s} \mathbf{u}^{k}, \mathcal{E}_{h}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right)-2 \jmath b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \delta \mathcal{E}_{h}^{k}, \tau^{-1} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{c_{1} \tau}{1_{2}}\left\|\tau^{-1} \delta \nabla \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c j^{2}}{c_{1} \tau}\left\|\delta \nabla \mathbf{u}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{M j^{2}}{c_{1} \tau}\left\|\delta \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

By virtue of (1.1), $F_{3}$ can be estimated as follows:

$$
\begin{aligned}
F_{3} & =4 \nu_{r}\left(\delta^{2} \mathbf{w}^{k}+\delta \mathbf{R}^{k-1}+\delta \mathcal{E}_{h}^{k-1}, \tau^{-1} \operatorname{curl} \delta \mathbf{E}_{h}^{k}\right)+4 \nu_{r}\left(\delta \mathbf{S}^{k}+\delta \mathbf{E}_{h}^{k}, \tau^{-1} \operatorname{curl} \delta \mathcal{E}_{h}^{k}\right) \\
& \leq \frac{3}{14} \widehat{\nu} \tau\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{56 \nu_{\nu}^{2}}{\tau \tilde{\tau}}\left(\left\|\delta^{2} \mathbf{w}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{R}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathcal{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}\right) \\
& +\frac{c_{1} \tau}{6}\left\|\delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}+\frac{48 \nu_{r}^{2}}{\tau c_{1}}\left(\left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right) .
\end{aligned}
$$

The last two terms $F_{4}$ and $F_{5}$ require no further manipulation and result in

$$
\begin{aligned}
F_{4} & \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{14 c_{p}^{2} \tau^{-2}}{\widehat{\nu} \tau}\left\|\delta^{2} \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{12 c_{p}^{2} \tau^{-3} j^{2}}{c_{1}}\left\|\delta^{2} \mathbf{R}^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
F_{5} & \leq \frac{\widehat{\nu} \tau}{14}\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{14 c_{p}^{2}}{\widehat{\nu} \tau}\left\|\delta \mathcal{R}_{\mathbf{u}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{c_{1} \tau}{12}\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{12 c_{p^{2}}^{2}}{c_{1} \tau}\left\|\delta \mathcal{R}_{\mathbf{w}}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

Collecting all the estimates for $\left\|\tau^{-1} \delta \nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}$ and $\left\|\tau^{-1} \delta \nabla \mathcal{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}^{2}$, and using assumption (2.39), we get

$$
\frac{2 C\left\|\mathbf{E}_{n}^{k}\right\|_{\mathbf{L}^{2}}}{h^{1 / 2}} \tau+\frac{C \jmath\left\|\mathcal{E}_{k}^{k}\right\|_{\mathbf{L}^{2}}}{h^{1 / 2}} \tau \leq \widehat{\nu} \tau \quad \frac{2 C_{\jmath}\left\|\mathcal{E}^{k}\right\|_{\mathbf{L}^{2}}}{h^{1 / 2}} \tau \leq c_{1} \tau
$$

These conditions allow for cancellation of the problematic terms $F_{15}$ and $F_{22}$ with the fifth and sixth terms on the left hand side of (2.38). Finally, summation of the energy identity 2.38 and application of discrete Grönwall's lemma lead to (2.40).

Remark 2.3.2 (Smallness assumption). The error estimates of Theorem 2.3.2hinge on the smallness assumption (2.39) which, in light of 2.30, can be recast as

$$
\begin{equation*}
\tau h^{-1 / 2} \leq c_{s} \tag{2.41}
\end{equation*}
$$

for a small enough constant $c_{s}$. This requirement is not a special characteristic of our method but rather a recurrent feature in the analysis of schemes for the Navier-Stokes equations. See, for instance [54, 50].

### 2.3.3 Error Estimates for the Pressure

The control on the derivatives of the velocities provided by Theorem 2.3.2 enables us to obtain error estimates for the pressure. To do so, it is crucial that the discrete
spaces are compatible in the sense of (1.14). This is the idea behind the following result.

Theorem 2.3.3 (Error estimate for the pressure). If (2.26) and (2.40) are valid, then the following estimate holds

$$
\begin{equation*}
\left\|e_{h}^{\tau}\right\|_{\ell^{2}\left(L^{2}\right)} \leq c\left(\tau+h^{\ell}\right) \tag{2.42}
\end{equation*}
$$

Proof. As already mentioned, the approximation errors $\mathbf{E}_{h}^{\tau}$ and $e_{h}^{\tau}$ are actually solutions to 2.22 with a special right hand side composed of consistency terms. Condition (1.14) then allows us to write

$$
\begin{equation*}
\beta^{*}\left\|e_{h}^{k}\right\|_{L^{2}(\Omega)} \leq \sup _{\mathbf{V} \in \mathbb{U}} \frac{\left(e_{h}^{k}, \operatorname{div} \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \leq \sum_{i=1}^{6} B_{i}, \tag{2.43}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{1}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{\tau^{-1}\left(\delta \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}, \\
& B_{2}=\widehat{\nu} \sup _{\mathbf{V} \in \mathbb{U}} \frac{\left(\nabla \mathbf{E}_{h}^{k}, \nabla \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}, \\
& B_{3}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{V}\right)-b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}, \\
& B_{4}=\operatorname{V\nu }_{r} \sup _{\mathbf{V} \in \mathbb{U}} \frac{\left(\operatorname{curl} \mathbf{W}^{k-1}-\operatorname{curl} \mathbf{w}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}, \\
& B_{5}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{\tau^{-1}\left(\delta \mathbf{S}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}, \\
& B_{6}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{\left(\mathcal{R}_{\mathbf{U}}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} .
\end{aligned}
$$

So that it suffices to provide suitable bounds for each one of these terms.
We readily have, for $B_{1}$ and $B_{2}$, that

$$
B_{1}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{\tau^{-1}\left(\delta \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\tau^{-1} \delta \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}, \quad B_{2} \lesssim\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}
$$

Identity 2.33 can be used to express the numerator of $B_{3}$ as

$$
\begin{aligned}
B_{3} & \leq \sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}+\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}+\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{E}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \\
& +\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{E}_{h}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}+\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}=\sum_{i=1}^{5} B_{3 i} .
\end{aligned}
$$

Inequality (1.9) and the regularity assumptions (2.25) imply

$$
B_{31}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\delta \mathbf{u}^{k}, \mathbf{u}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\mathbf{u}^{k}\right\|_{\mathbf{H}^{2}}\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}} .
$$

To bound $B_{32}, B_{33}$ and $B_{35}$ we use inequality (2.18), the stability 1.19 of the projectors and the regularity assumptions (2.25),

$$
\begin{aligned}
& B_{32}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{u}^{k-1}, \mathbf{S}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\nabla \mathbf{u}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left\|\nabla \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}, \\
& B_{33}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{E}^{k-1}, \Pi_{s} \mathbf{u}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\nabla \mathbf{E}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \Pi_{s} \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left\|\nabla \mathbf{E}^{k-1}\right\|_{\mathbf{L}^{2}}, \\
& B_{35}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\Pi_{s} \mathbf{u}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\nabla \Pi_{s} \mathbf{u}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}
\end{aligned}
$$

The first inequality in 2.20 yields

$$
B_{34}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{b_{h}\left(\mathbf{E}_{h}^{k-1}, \mathbf{E}_{h}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim h^{-1 / 2}\left\|\mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}
$$

In conclusion, we have proved the bound

$$
\begin{aligned}
\left|B_{3}\right| & \lesssim\left\|\delta \mathbf{u}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{S}^{k-1}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}} \\
& +h^{-1 / 2}\left\|\mathbf{E}_{h}^{k-1}\right\|_{\mathbf{L}^{2}}\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{E}_{h}^{k}\right\|_{\mathbf{L}^{2}} .
\end{aligned}
$$

Integrating by parts as in (1.1), we infer that

$$
\begin{aligned}
B_{4} & =2 \nu_{r} \sup _{\mathbf{V} \in \mathbb{U}} \frac{\left(\operatorname{curl} \mathbf{W}^{k-1}-\operatorname{curl} \mathbf{w}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}}=\sup _{\mathbf{V} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{\left(\delta \mathbf{w}^{k}+\mathcal{E}^{k-1}, \operatorname{curl} \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \\
& \lesssim\left\|\delta \mathbf{w}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathcal{E}^{k-1}\right\|_{\mathbf{L}^{2}} .
\end{aligned}
$$

Finally, we see that

$$
B_{5}=\sup _{\mathbf{V} \in \mathbb{U}} \frac{\tau^{-1}\left(\delta \mathbf{S}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim \tau^{-1}\left\|\delta \mathbf{S}^{k}\right\|_{\mathbf{L}^{2}}, \quad B_{6}=\sup _{\mathbf{V} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{\left(\mathcal{R}_{\mathbf{u}}^{k}, \mathbf{V}\right)}{\|\mathbf{V}\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\mathcal{R}_{\mathbf{u}}^{k}\right\|_{\mathbf{L}^{2}}
$$

It suffices now to realize that all the bounds involve consistency, interpolation or approximation errors and that they all have the right order. This concludes the proof.

### 2.4 A Second Order Scheme

Let us present a second order scheme for the solution of (2.5) and show its stability properties. We first recall a three-term recursion inequality originally shown in [69], which is instrumental to show stability.

Proposition 2.4.1 (Three-term recursion). The three-term recursion equation

$$
\begin{equation*}
3 x^{k+1}-4 x^{k}+x^{k-1}=g^{k+1}, \quad \forall k \geq 1 \tag{2.44}
\end{equation*}
$$

has the following general solution

$$
x^{\nu}=c_{1}+\frac{c_{2}}{3^{\nu}}+\sum_{l=2}^{\nu} \frac{1}{3^{\nu+1-l}} \sum_{s=2}^{l} g^{s}, \quad c_{1}, c_{2} \in \mathbb{R}
$$

Let $\left\{y^{k}\right\}_{k \geq 0}$ be the solution to the three-term recursion inequality

$$
3 y^{k+1}-4 y^{k}+y^{k-1} \leq g^{k+1}, \quad \forall k \geq 1
$$

with initial data $y^{0}$ and $y^{1}$. If $\left\{x^{k}\right\}_{k \geq 0}$ is the solution to (2.44) with initial data $x^{0}=y^{0}$ and $x^{1}=y^{1}$, then the following estimate holds

$$
y^{\nu} \leq x^{\nu}, \quad \forall \nu \geq 0
$$

Proof. See [69].

For $\left\{y^{k}\right\}_{k \geq 0}$ let $\delta_{-}^{2} y^{k}$ denote the second-order backward difference, i.e.

$$
\delta_{-}^{2} y^{k}=\frac{1}{2}\left(3 y^{k+1}-4 y^{k}+y^{k-2}\right) \quad \forall k \geq 2 .
$$

Let us now describe the scheme. We begin with an initialization step, in which we set

$$
\left(\mathbf{U}^{k}, P^{k}, \mathbf{W}^{k}\right)=\left(\Pi_{s} \mathbf{u}^{k}, \pi_{s} p^{k}, \Pi_{w} \mathbf{w}^{k}\right), \quad k=0,1
$$

In other words, we compute the Stokes and elliptic-like projections of the initial data and the solution on the first time step. This initialization is only for ease of presentation as it clearly requires knowledge of the exact solution. In practice one can compute the projection of the initial data and then perform one step with the first-order scheme of $\S 2.2$.

We march in time, for $k=2, \ldots, K$, as follows:
Linear Momentum: Find $\left(\mathbf{U}^{k}, P^{k}\right) \in \mathbb{U} \times \mathbb{P}$ that solves

$$
\begin{align*}
\left(\frac{\delta_{-}^{2} \mathbf{U}^{k}}{\tau}, \mathbf{V}\right)+\widehat{\nu}\left(\nabla \mathbf{U}^{k}, \nabla \mathbf{V}\right) & +b_{h}\left(\mathbf{U}^{k, \star}, \mathbf{U}^{k}, \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{2.45a}\\
& =2 \nu_{r}\left(\operatorname{curl} \mathbf{W}^{k, \star}, \mathbf{V}\right)+\left(\mathbf{f}^{k}, \mathbf{V}\right) \\
\left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right) & =0 \tag{2.45b}
\end{align*}
$$

for all $\mathbf{V} \in \mathbb{U}, \mathrm{Q} \in \mathbb{P}$, where, for a time-discrete function $\phi^{\tau}$, we introduce the second-order extrapolation

$$
\begin{equation*}
\phi^{k, \star}=2 \phi^{k-1}-\phi^{k-2} . \tag{2.46}
\end{equation*}
$$

Angular Momentum: Compute $\mathbf{W}^{k} \in \mathbb{W}$, solution of

$$
\begin{align*}
& \jmath\left(\frac{\delta_{-}^{2} \mathbf{W}^{k}}{\tau}, \mathbf{X}\right)+c_{1}\left(\nabla \mathbf{W}^{k}, \nabla \mathbf{X}\right)+\jmath b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathbf{X}\right)+  \tag{2.47}\\
& \quad+c_{2}\left(\operatorname{div} \mathbf{W}^{k}, \operatorname{div} \mathbf{X}\right)+4 \nu_{r}\left(\mathbf{W}^{k}, \mathbf{X}\right)=2 \nu_{r}\left(\operatorname{cur} l \mathbf{U}^{k}, \mathbf{X}\right)+\left(\mathbf{t}^{k}, \mathbf{X}\right)
\end{align*}
$$

for all $\mathbf{X} \in \mathbb{W}$.
This scheme turns out to be almost unconditionally stable, as shown in the following result. To avoid irrelevant technicalities, we assume that $\mathbf{f}^{\tau}=\mathbf{t}^{\tau}=0$.

Theorem 2.4.1 (Stability of second-order scheme). Assume that the time step satisfies

$$
\begin{equation*}
\tau \leq \frac{\jmath \nu}{8 \nu_{r}^{2}} \tag{2.48}
\end{equation*}
$$

Then, the sequence $\left\{\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, P^{\tau}\right\} \subset \mathbb{U} \times \mathbb{W} \times \mathbb{P}$, solution of 2.45a) (2.47), satisfies

$$
\left\|\mathbf{U}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)}+\left\|\mathbf{W}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)}+\left\|\nabla \mathbf{U}^{\tau}\right\|_{\ell^{2}\left(\mathbf{L}^{2}\right)}+\left\|\nabla \mathbf{W}^{\tau}\right\|_{\ell^{2}\left(\mathbf{L}^{2}\right)} \leq c,
$$

where the constant c depends on the material parameters and the values of $\left\{\mathbf{U}^{k}, \mathbf{W}^{k}, P^{k}\right\}$ for $k=0,1$, but does not depend on the discretization parameters.

Proof. We combine the techniques used to prove Proposition 2.2.1 and Theorem 5.1 of 69]. We begin by setting $\mathbf{V}=4 \tau \mathbf{U}^{k}$ in (2.45a) and $\mathbf{X}=4 \tau \mathbf{W}^{k}$ in (2.47) and adding the result. Using 2.45b, we obtain

$$
\begin{aligned}
3 y^{k} & -4 y^{k-1}+y^{k-2}+2 \delta\left(\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\delta \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right)+\left\|\delta^{2} \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\delta^{2} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +4 \tau\left(\widehat{\nu}\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+c_{1}\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right)+4 c_{2} \tau\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+16 \nu_{r} \tau\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& =8 \nu_{r} \tau\left(\operatorname{curl} \mathbf{U}^{k}, 2 \mathbf{W}^{k}-\delta^{2} \mathbf{W}^{k}\right)
\end{aligned}
$$

where

$$
y^{k}=\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
$$

Here we used the identity

$$
2 a^{k}\left(3 a^{k}-4 a^{k-1}+a^{k-2}\right)=3\left|a^{k}\right|^{2}-4\left|a^{k-1}\right|^{2}+\left|a^{k-2}\right|^{2}+2 \delta\left|\delta a^{k}\right|^{2}+\left|\delta^{2} a^{k}\right|^{2}
$$

and, to produce the right hand side, we integrated by parts using (1.1) and employed the equality

$$
\phi^{k}+\phi^{\star, k}=\phi^{k}+2 \phi^{k-1}-\phi^{k-2}=2 \phi^{k}-\delta^{2} \phi^{k},
$$

which is a consequence of (2.46). Using (1.3) we obtain

$$
\begin{aligned}
8 \nu_{r} \tau\left(\operatorname{curl} \mathbf{U}^{k}, 2 \mathbf{W}^{k}-\delta^{2} \mathbf{W}^{k}\right) & \leq 16 \nu_{r} \tau\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+4 \nu_{r} \tau\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\delta^{2} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{16 \nu_{r}^{2} \tau^{2}}{\jmath}\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}
\end{aligned}
$$

Since $\widehat{\nu}=\nu+\nu_{r}$ assumption (2.48) yields

$$
4 \nu \tau-\frac{16 \nu_{r}^{2} \tau^{2}}{\jmath}=4 \nu \tau\left(1-\frac{4 \nu_{r}^{2} \tau}{\jmath \nu}\right) \geq 2 \nu \tau
$$

The estimates of Proposition 2.4.1 imply the assertion.

Remark 2.4.1 (time step constraint). Notice that the constraint on the time step (2.48), necessary for stability, is meaningful. First of all, the quantity on the right hand side has units of time. In addition, it is consistent with the fact that, for the classical Navier-Stokes equations (that is $\nu_{r}=0$ ) no constraints are necessary for the stability of a second order semi-implicit discretization.

### 2.5 Numerical Validation

We now present a numerical validation of our error estimates. The implementation has been carried out with the help of the deal. II library, see [70, 71]. We use the
lowest order Taylor-Hood elements, that is $\mathcal{Q}_{2} / \mathcal{Q}_{1}$, so that $\ell=2$. The arising linear systems have been solved with the direct solver UMFPACK ${ }^{\circledR}$.

Consider a square domain $\Omega=(0,1)^{2} \subset \mathbb{R}^{2}$, and a smooth divergence-free linear velocity, pressure, and angular velocity defined by

$$
\begin{aligned}
& \mathbf{u}(x, y, t)=(\sin (2 \pi x+t) \sin (2 \pi y+t), \cos (2 \pi x+t) \cos (2 \pi y+t))^{\top} \\
& p(x, y, t)=\sin (2 \pi(x-y)+t) \\
& \mathbf{w}(x, y, t)=\sin (2 \pi x+t) \sin (2 \pi y+t)
\end{aligned}
$$

To verify the $\ell^{2}\left(\mathbf{H}^{1}(\Omega)\right)$ error for the velocity and the $\ell^{2}\left(L^{2}(\Omega)\right)$ error for the pressure we fix the relationship $\tau=h^{2}$, and consider a sequence of meshes with $h=2^{-i}$ for $2 \leq i \leq 6$. The corresponding errors are displayed in Figure 2.4, thereby showing clearly the predicted convergence rates.

To validate the $\ell^{\infty}\left(\mathbf{L}^{2}(\Omega)\right)$ error of the velocities we fix the relationship $\tau=h^{3}$, and consider the same sequence of meshes. The corresponding errors are depicted in Figure 2.5 and exhibit the expected optimal rates.

### 2.6 Conclusions

We have presented a first-order, fully discrete semi-implicit scheme for the MNSE which is unconditionally stable and possesses optimal convergence rates in time and space. The scheme is semi-implicit, therefore it only involves, at every time-step, the solution of linear systems. In addition, the equations of linear and angular momentum are decoupled, which makes the implementation simpler and the scheme more efficient. To further decouple the unknowns, fractional time-stepping techniques


Figure 2.4: $\ell^{2}\left(\mathbf{H}^{1}(\Omega)\right)$ error of the velocities and $\ell^{2}\left(L^{2}(\Omega)\right)$ error of the pressure with respect to mesh size. The axes are in logarithmic scale.


Figure 2.5: $\quad \ell^{\infty}\left(\mathbf{L}^{2}(\Omega)\right)$ error of the linear and angular velocities with respect to mesh size. The axes are in logarithmic scale.
can be incorporated, and we believe that their analysis shall not present difficulties beyond those already encountered in this work.

We have also presented a formally second order scheme which is almost unconditionally stable and shares similar properties to the first-order scheme, i.e., it is semi-implicit, decouples the linear and angular velocities and it can be easily simplified further with fractional time stepping techniques.

The idea of pumping micropolar fluid through excitation of the spin equation was explored by testing a simple family of forcing terms $\mathbf{t}$ (distributed torque). It was observed computationally that the regimes of effective pumping and reverse pumping regimes are not well separated. In other words, very similar forcing terms $\mathbf{t}$ can induce very different effects in the velocity profile, or even opposite effects (reverse direction of the net flow).

The most challenging extension of this work is towards the solution of the equations of ferrohydrodynamics: the MNSE coupled with the magnetic equations (2.8). The design, analysis and implementation of a scheme for this problem is the main topic of the next chapter.

## Chapter 3: Rosensweig's model

### 3.1 Introduction

There are currently two generally accepted ferrofluid models which we will call by the name of their developers: the Rosensweig [17] and Shliomis [18] models. Rigorous work on the analysis (existence of global weak solutions and local existence of strong solutions) for these models is very recent [19, 20, 21, 22]. In this chapter we will concentrate on the Rosensweig model which includes all the inherent difficulties of the simpler Shliomis model.

Our key interest is around boundary conditions and discretization techniques leading to energy-stable continuum and discrete systems. This task becomes particularly complicated if we want to include the effects of non-trivial applied magnetizing fields, which so far has not been properly addressed in the literature. For this purpose we will need to revisit the theory of magnetostatics and typical boundary value problems associated with it. At this stage most manipulations are formal, but they are still able to shed light into very important issues such as space discretization techniques. Finally, we feel compelled to remark that, to the best of our knowledge, this is the first work presenting a stable numerical scheme for the Rosensweig model fully coupled with the magnetostatics equations accounting for the effect of
the demagnetizing field.
Our presentation is organized as follows: in $\$ 3.2$ we present the Rosensweig model, we elaborate on several issues related to boundary conditions in $\$ 3.2 .1$ §3.2.3. In $\oint 3.3 .1$ we derive a formal energy estimate which constitutes the main guideline to devise a numerical scheme. We introduce the numerical method in \$3.4. show that this scheme is energy-stable, and that solutions always exist. In \$3.5 we consider a simplified model, and devise a scheme for this model for which we show (in addition to stability) convergence. In $\$ 3.6$ we validate the scheme using prefabricated solutions, and finally in 3.7 we show a series of numerical examples which illustrate the potential of the scheme in the context of real applications.

### 3.2 The Rosensweig model of ferrohydrodynamics

Consider a mass of homogeneous, incompressible micropolar ferrofluid with linear velocity $\mathbf{u}$ and angular velocity $\mathbf{w}$ contained in a bounded simply connected domain $\Omega \subset \mathbb{R}^{3}$, subject to a smooth harmonic (curl-free and div-free) applied magnetizing field $\mathbf{h}_{a}$ inducing a magnetization field $\mathbf{m}$ and a demagnetizing (stray) field $\mathbf{h}_{d}$. The evolution of such fluid is described (see for instance [17, 72], and Remark 3.2.1):

$$
\begin{align*}
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}-\widehat{\nu} \Delta \mathbf{u}+\nabla p & =2 \nu_{r} \operatorname{curl} \mathbf{w}+\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}  \tag{3.1a}\\
\operatorname{div} \mathbf{u} & =0  \tag{3.1b}\\
\jmath \mathbf{w}_{t}+\jmath(\mathbf{u} \cdot \nabla) \mathbf{w}-c_{1} \Delta \mathbf{w}-c_{2} \nabla \operatorname{div} \mathbf{w}+4 \nu_{r} \mathbf{w} & =2 \nu_{r} \operatorname{curl} \mathbf{u}+\mu_{0} \mathbf{m} \times \mathbf{h}  \tag{3.1c}\\
\mathbf{m}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{m}-\sigma \Delta \mathbf{m} & =\mathbf{w} \times \mathbf{m}-\frac{1}{\mathscr{T}}\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) \tag{3.1d}
\end{align*}
$$

in $\Omega$ for every $t \in\left[0, t_{F}\right]$, where

$$
\begin{equation*}
\mathbf{h}=\mathbf{h}_{a}+\mathbf{h}_{d} \tag{3.2}
\end{equation*}
$$

is the effective magnetizing field; see Remark 3.2 .2 below. The material constants $\widehat{\nu}, \nu_{r}, c_{1} c_{2}$, and $\jmath$ where defined in (2.7), and the new constants $\mu_{0}, \sigma, \mathscr{T}$, and $\varkappa_{0}$ are assumed nonnegative. Expression (3.1a) represents the conservation of linear momentum, (3.1b corresponds to the conservation of mass, (3.1c) corresponds to the conservation of angular momentum, and (3.1d corresponds to the evolution of the magnetization. The forcing term $\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}$ in the linear momentum equation is the so-called Kelvin force.

The magnetic diffusion $\sigma$ was introduced in [22] as a regularization mechanism in order to prove global existence of weak solutions; but its physical grounds have been called into question [73], $\sigma$ is negligibly small or zero. Therefore, we will primarily focus on the case $\sigma=0$. If $\sigma>0$ the boundary conditions associated with the vector Laplacian $\Delta \mathbf{m}$ allow us to introduce additional modeling features. Thus, in this case, we will propose energy-stable boundary conditions.

The constant $\varkappa_{0}$ is dimensionless; it is the magnetic susceptibility, the product $\mu_{0}\left(1+\varkappa_{0}\right)$ is what is usually called the magnetic permeability of the material (cf.[74]). For oil-based ferrofluids [25] we have $\varkappa_{0} \in[0.3,4.3]$, and for water-based ferrofluid $\varkappa_{0}$ is generally smaller than the unity. If $\varkappa_{0}=0$ the medium is not magnetizable, so there is no ferrohydrodynamic phenomena: magnetic fields cannot exert any force or torque on the fluid. The quantity $\varkappa_{0} \mathbf{h}$ is usually called the equilibrium magnetization: if $\sigma \equiv 0, \mathbf{u} \equiv 0$ and $\mathbf{w} \equiv 0$ in the magnetization
equation (3.1d), and $\mathbf{h}$ is given, then we get

$$
\begin{equation*}
\mathbf{m}_{t}+\frac{1}{\mathscr{T}} \mathbf{m}=\frac{\varkappa_{0}}{\mathscr{T}} \mathbf{h}, \tag{3.3}
\end{equation*}
$$

so that $\mathbf{m} \approx \varkappa_{0} \mathbf{h}$ when close to equilibrium. The core dynamics of the magnetization equation in 3.1 d$)$ is dominated by the reaction terms for most flows of interest (see for instance [75, 25] for the dimensional analysis of the Rosensweig model). Essentially, this is the case because the relaxation time $\mathscr{T}$ of commercial grade ferrofluids is in the range of $10^{-5}$ to $10^{-9}$ seconds (see for instance [75, [18]), which makes $\frac{1}{\mathscr{G}}$ a very large constant.

System (3.1) is supplemented with initial conditions for the linear velocity, the angular velocity, and the magnetization

$$
\begin{equation*}
\left.\mathbf{u}\right|_{t=0}=\mathbf{u}_{0},\left.\quad \mathbf{w}\right|_{t=0}=\mathbf{w}_{0},\left.\quad \mathbf{m}\right|_{t=0}=\mathbf{m}_{0}, \tag{3.4}
\end{equation*}
$$

as well as boundary conditions for the linear and angular velocities

$$
\begin{equation*}
\left.\mathbf{u}\right|_{\Gamma \times\left(0, t_{F}\right)}=0,\left.\quad \mathbf{w}\right|_{\Gamma \times\left(0, t_{F}\right)}=0 . \tag{3.5}
\end{equation*}
$$

The quantities $\mathbf{h}$ and $\mathbf{m}$ are subordinate to Maxwell's equations, which hold in the whole space $\mathbb{R}^{3}$. Truncating $\mathbf{h}$ to $\Omega$ and choosing suitable boundary conditions necessarily compromises the nature of the original magnetostatic problem, yet it can provide a reasonable starting point to develop and understand an energy-stable PDE system. We will reduce the magnetostatic problem to a single a scalar potential in $\$ 33.2 .1$ and in $\$ 3.2 .2$ we discuss the information that is lost in this process, derive the (approximate) boundary value problem (BVP) that $\mathbf{h}_{d}$ satisfies, the boundary conditions that can be applied to $\mathbf{h}_{d}$ and $\mathbf{m}$, and discuss how physically realistic they
are. We will also comment on the requirements for $\mathbf{h}_{a}$ to be a physically reasonable magnetizing field.

Remark 3.2.1 (Assumptions underlying the derivation of the Rosensweig model). A ferrofluid is a colloidal suspension of ferromagnetic particles in a carrier fluid. The limitations of model (3.1) can be traced back to the assumptions made on these particles at the time of its derivation. It is important to point out that model (3.1) was derived (see for instance [72]) under the following quite restrictive assumptions:
$\diamond$ The ferromagnetic particles are spherical.
$\diamond$ The ferrofluid is a monodisperse mixture, meaning that the ferromagnetic particles are of the same mass/size.
$\diamond$ The density of ferromagnetic particles (number of particles per unit volume) in the carrier liquid is considered to be homogeneous.
$\diamond$ No agglomeration, clumping, anisotropic behavior (e.g. formation of chains), and/or particle-to-particle interactions are considered.
$\diamond$ The induced fields (e.g. $\mathbf{m}$ and $\mathbf{h}_{d}$ ) are unable to perturb the applied magnetic field $\mathbf{h}_{a}$.

These assumptions might restrict the applicability of the Rosensweig model for some physical situations, see [17, 24] for more details.

Remark 3.2.2 (Effective magnetizing field). The effective magnetizing field is defined by (3.2). In other models the effective magnetizing field can be more complicated and include, as in micromagnetics, terms due to the exchange of energy and
anisotropy [76]. Most analytic computations for the Rosensweig model are usually derived assuming that $\varkappa_{0} \ll 1$ so that $\mathbf{h}_{d}$ and the equations of magnetostatics can be disregarded, thus setting $\mathbf{h}:=\mathbf{h}_{a}$. In 93.5 we will consider this definition and provide some arguments to justify this simplification. Finally, the only available existence results for the Rosensweig model [21, 22] define the effective magnetizing field in a way that leads to $\mathbf{h}=\mathbf{h}_{d}$, which is equivalent to considering the unforced case (relaxation to equilibrium).

### 3.2.1 Modeling the magnetic field: The scalar potential approach

One of the main difficulties in the analysis and approximation of (3.1) lies in the fact that the magnetic field $\mathbf{h}$ is governed by Maxwell's equations which are naturally defined in $\mathbb{R}^{3}$. Under reasonable assumptions these can be further simplified to the equations of magnetostatics

$$
\begin{equation*}
\operatorname{curl} \mathbf{h}=0, \operatorname{div} \mathbf{b}=0 \text { in } \mathbb{R}^{3}, \tag{3.6}
\end{equation*}
$$

which imply the transmission conditions

$$
\begin{equation*}
\llbracket \mathbf{h} \rrbracket \times \boldsymbol{n}=0, \llbracket \mathbf{b} \rrbracket \cdot \boldsymbol{n}=0 \text { on } \Gamma, \tag{3.7}
\end{equation*}
$$

over any surface $\Gamma \subset \mathbb{R}^{3}$; hereafter $\boldsymbol{n}$ denotes the outward unit normal to $\Gamma$, the boundary of $\Omega$, and $\llbracket q \rrbracket$ the jump of the quantity $q$ over $\Gamma$. The magnetic induction b is defined as

$$
\begin{equation*}
\mathbf{b}=\mu_{0}\left(\mathbf{h}+\mathbf{1}_{\Omega} \mathbf{m}\right), \tag{3.8}
\end{equation*}
$$

where $\mathbf{1}_{\Omega}$ is the characteristic function of $\Omega$. Definitions (3.2) and (3.8), together with (3.6) and (3.7), and assuming that $\mathbf{h}_{a}$ is a smooth harmonic (curl-free and div-free, see Remark 3.2.3 vector field in $\mathbb{R}^{3}$, yield the following constraints for $\mathbf{h}_{d}$ :

$$
\begin{equation*}
\operatorname{curl} \mathbf{h}_{d}=0 \text { in } \mathbb{R}^{3}, \operatorname{div} \mathbf{h}_{d}=-\operatorname{div} \mathbf{m} \text { in } \Omega, \operatorname{div} \mathbf{h}_{d}=0 \text { in } \mathbb{R}^{3} \backslash \Omega, \tag{3.9}
\end{equation*}
$$

supplemented with (assuming that $\llbracket \mathbf{h}_{a} \rrbracket=0$ on $\Gamma$ ):

$$
\begin{equation*}
\boldsymbol{n} \times \mathbf{h}_{d}=\boldsymbol{n} \times \mathbf{h}_{d}^{\text {out }}, \quad \mathbf{h}_{d} \cdot \boldsymbol{n}=\left(\mathbf{h}_{d}^{\text {out }}-\mathbf{m}\right) \cdot \boldsymbol{n} \quad \text { on } \Gamma, \tag{3.10}
\end{equation*}
$$

where we use the superscript "out" to denote values in $\mathbb{R}^{3} \backslash \Omega$. The problem defined by (3.9) and (3.10) is the most physical approach to compute $\mathbf{h}_{d}$; see for instance [76, Chapter 3] in the context of micromagnetism. This approach, however, entails a major difficulty: we have to deal with an exterior problem. This may not be an issue from the point of view of analysis but, from the numerical point of view this would require highly specialized techniques for our (already) quite complex ferrohydrodynamics problem. There are just a few references actually solving problem (3.9)- (3.10) (see for instance [77, 78]), but most generally (see for instance [79] in the context of micromagnetics) some form of truncation is favored. Following [20, 21] we will truncate the support of $\mathbf{h}_{d}$, i.e. we will assume that $\mathbf{h}_{d}^{\text {out }}=0$, which yields the BVP:

$$
\begin{align*}
& \operatorname{curl}_{\mathbf{h}_{d}}=0 \text { in } \Omega, \operatorname{div} \mathbf{h}_{d}=-\operatorname{div} \mathbf{m} \text { in } \Omega  \tag{3.11}\\
& \mathbf{h}_{d} \cdot \boldsymbol{n}=-\mathbf{m} \cdot \boldsymbol{n}, \boldsymbol{n} \times \mathbf{h}_{d}=0 \text { on } \Gamma .
\end{align*}
$$

The simplification that leads to (3.11) is not necessarily physically faithful (unless $\mathbf{h}_{d}^{\text {out }} \approx 0$ ), yet it is widely used in practice [80, 81, 82, 83]. We can approximate
problem (3.11) by using a scalar potential approach [80], that is we set $\mathbf{h}_{d}=\nabla \psi$ where $\psi$ solves either

$$
\begin{equation*}
-\Delta \psi=\operatorname{div} \mathbf{m} \text { in } \Omega, \quad \frac{\partial \psi}{\partial \boldsymbol{n}}=-\mathbf{m} \cdot \boldsymbol{n} \text { on } \Gamma \tag{3.12}
\end{equation*}
$$

or

$$
\begin{equation*}
-\Delta \psi=\operatorname{div} \mathbf{m} \text { in } \Omega, \quad \psi=0 \text { on } \Gamma \tag{3.13}
\end{equation*}
$$

This approach, however, does not retain all the boundary conditions of (3.11). The Neumann BVP (3.12) retains $\mathbf{h}_{d} \cdot \boldsymbol{n}=-\mathbf{m} \cdot \boldsymbol{n}$, while the tangential condition $\boldsymbol{n} \times \mathbf{h}_{d}=0$ results from $\psi=0$ of the Dirichlet BVP (3.13).

Further simplified problems are used in practice for $\mathbf{h}_{d}$. The homogeneous Neumann problem

$$
\begin{equation*}
-\Delta \psi=\operatorname{div} \mathbf{m} \quad \text { in } \Omega, \quad \frac{\partial \psi}{\partial \boldsymbol{n}}=0 \quad \text { on } \Gamma \tag{3.14}
\end{equation*}
$$

is also used [22, 82, 80, 81] to approximate the demagnetizing field. Problem (3.14), however, can only be justified if $\mathbf{m} \cdot \boldsymbol{n}$ is very small.

Starting from the Maxwell's equations (3.6) we arrived to the Neumann problem (3.14) for the scalar potential. This encompasses a series of simplifying assumptions, rarely explained in the scientific literature, here made explicit. These simplifications compromise the nature of the original magnetostatic problem, but for the time being, the simplified problem (3.14) will keep the spirit of the demagnetizing field alive. Finally, it is worth mentioning that so far only (3.12) and (3.14) have been used for the construction of an energy-stable system and the analysis of
the Rosensweig model [22, 20, 21]. In this chapter, we will use (3.12), giving us control of the normal condition on $\mathbf{h}_{d}$ but not on the tangential component.

Remark 3.2.3 (Physical requirements on $\mathbf{h}_{a}$ ). It is not difficult to see that $\mathbf{h}_{a}$ must be harmonic. If $\omega$ is a control volume and there is no magnetizable media inside $\omega$ we have that $\mathbf{m} \equiv 0$ and $\mathbf{h}_{d} \equiv 0$ in $\omega$. By Maxwell's equations then $\operatorname{curl} \mathbf{h}=\operatorname{curl} \mathbf{h}_{a}=0$ and $\operatorname{div} \mathbf{b}=\mu_{0} \operatorname{div} \mathbf{h}_{a}=0$ in $\omega$. Since $\omega$ is arbitrary $\mathbf{h}_{a}$ is harmonic.

Remark 3.2.4 (Variational problems for the magnetizing fields). Multiply (3.12) by a sufficiently smooth test function $\chi$. Integrating by parts, and using $\frac{\partial \psi}{\partial \boldsymbol{n}}=-\mathbf{m} \cdot \boldsymbol{n}$ yields

$$
\begin{equation*}
\int_{\Omega} \nabla \psi \cdot \nabla \chi d x=-\int_{\Omega} \mathbf{m} \cdot \nabla \chi d x \quad \forall \chi \in H^{1}(\Omega) \tag{3.15}
\end{equation*}
$$

Since $\operatorname{curl} \mathbf{h}_{a}=0$, there exists a scalar potential $\phi$ such that $\mathbf{h}_{a}=\nabla \phi$, then

$$
\begin{equation*}
\int_{\Omega} \nabla \phi \cdot \nabla \chi d x=\int_{\Omega} \mathbf{h}_{a} \cdot \nabla \chi d x \quad \forall \chi \in H^{1}(\Omega) \tag{3.16}
\end{equation*}
$$

It will be useful (primarily, to simplify the presentation) to set $\mathbf{h}=\nabla \varphi$ with $\varphi=\psi+\phi$, so that $\varphi$ satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla \varphi \cdot \nabla \chi d x=\int_{\Omega}\left(\mathbf{h}_{a}-\mathbf{m}\right) \cdot \nabla \chi d x \quad \forall \chi \in H^{1}(\Omega) \tag{3.17}
\end{equation*}
$$

which is the variational form of the BVP

$$
\begin{equation*}
-\Delta \varphi=\operatorname{div} \mathbf{m} \quad \text { in } \Omega, \quad \frac{\partial \varphi}{\partial \boldsymbol{n}}=\left(\mathbf{h}_{a}-\mathbf{m}\right) \cdot \boldsymbol{n} \quad \text { on } \Gamma \tag{3.18}
\end{equation*}
$$

where the term $-\operatorname{div} \mathbf{h}_{a}$ on the right-hand side of the PDE has been omitted since $\mathbf{h}_{a}$ is solenoidal.

### 3.2.2 Boundary conditions for $\mathbf{m}$ and their coupling with $\mathbf{h}_{d}$

For the magnetization $\mathbf{m}$ we consider both $\sigma=0$ and $\sigma>0$ in (3.1). Since $\mathbf{u} \cdot \boldsymbol{n}=0$ on $\Gamma$, no boundary conditions for $\mathbf{m}$ are needed when $\sigma=0$, because the PDE for $\mathbf{m}$ is a transport equation. If $\sigma>0$, on the contrary, we must impose boundary conditions that are compatible with the convection-diffusion equation for $\mathbf{m}$. For the magnetizing field $\mathbf{h}$, Maxwell's equations dictated our choice. For m, however, suitable boundary conditions are rarely discussed in the literature. For this reason, our selection criterion for boundary conditions is whether they lead to an energy law.

The boundary conditions that can be applied to the magnetization $\mathbf{m}$ are those of the vector Laplacian. Since $-\Delta \mathbf{m}=\operatorname{curl}^{2} \mathbf{m}-\nabla \operatorname{div} \mathbf{m}$, integration by parts yields

$$
\begin{align*}
\int_{\Omega}-\Delta \mathbf{m} \cdot \mathbf{z} d x & =\int_{\Omega} \operatorname{curl} \mathbf{m} \cdot \operatorname{curl} \mathbf{z}+\operatorname{div} \mathbf{m} \operatorname{div} \mathbf{z} d x  \tag{3.19}\\
& -\int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot \mathbf{z} d S-\int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{z} \cdot \boldsymbol{n}) d S
\end{align*}
$$

so that we can consider:
$\diamond$ Magnetic boundary conditions (cf.[22])

$$
\begin{equation*}
\mathbf{m} \cdot \boldsymbol{n}=g, \operatorname{curl} \mathbf{m} \times \boldsymbol{n}=\mathbf{r} \text { on } \Gamma, \tag{3.20}
\end{equation*}
$$

where $g$ and $\mathbf{r}$ are the boundary data. The condition curl $\mathbf{m} \times \boldsymbol{n}=\mathbf{r}$ is natural, while $\mathbf{m} \cdot \boldsymbol{n}=g$ is essential.
$\diamond$ Electric boundary conditions (cf. [84])

$$
\begin{equation*}
\operatorname{div} \mathbf{m}=q, \mathbf{m} \times \boldsymbol{n}=\mathbf{y} \text { on } \Gamma \tag{3.21}
\end{equation*}
$$

where the first condition is natural, the second is essential, and the data $\mathbf{y}$ only has tangential component.
$\diamond$ Robin-like boundary conditions

$$
\begin{array}{r}
\operatorname{curl} \mathbf{m} \times \boldsymbol{n}+\gamma_{1}(\mathbf{m}-(\mathbf{m} \cdot \boldsymbol{n}) \boldsymbol{n}-\mathbf{y})=\mathbf{r} \text { on } \Gamma,  \tag{3.22}\\
\operatorname{div} \mathbf{m}+\gamma_{2}(\mathbf{m} \cdot \boldsymbol{n}-g)=q \text { on } \Gamma .
\end{array}
$$

Since $|\boldsymbol{n}|=1$ we have that $(\mathbf{u}-(\mathbf{u} \cdot \boldsymbol{n}) \boldsymbol{n}) \cdot \mathbf{w}=(\mathbf{u} \times \boldsymbol{n}) \cdot(\mathbf{w} \times \boldsymbol{n})$, then we get from (3.19) the following variational formulation of $-\Delta \mathbf{m}=\mathbf{f}$ : find $\mathbf{m} \in \boldsymbol{\mathcal { M }}$ such that

$$
\begin{aligned}
& \int_{\Omega} \operatorname{curl} \mathbf{m} \cdot \operatorname{curl} \mathbf{v}+\operatorname{div} \mathbf{m} \operatorname{div} \mathbf{v} d x+\gamma_{1} \int_{\Gamma}(\mathbf{m} \times \boldsymbol{n}) \cdot(\mathbf{v} \times \boldsymbol{n}) d S \\
& +\gamma_{2} \int_{\Gamma}(\mathbf{m} \cdot \boldsymbol{n})(\mathbf{v} \cdot \boldsymbol{n}) d S=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d x+\int_{\Gamma} \mathbf{r} \cdot \mathbf{v} d S \\
& +\int_{\Gamma} q(\mathbf{v} \cdot \boldsymbol{n}) d S+\gamma_{1} \int_{\Gamma}(\mathbf{y} \times \boldsymbol{n}) \cdot(\mathbf{v} \times \boldsymbol{n}) d S+\gamma_{2} \int_{\Gamma} g(\mathbf{v} \cdot \boldsymbol{n}) d S \quad \forall \mathbf{v} \in \boldsymbol{\mathcal { M }} .
\end{aligned}
$$

The following asymptotic cases are if interest: for $\gamma_{1}=0, \gamma_{2} \rightarrow \infty, 3.22$ tends to the magnetic boundary conditions (3.20), while if $\gamma_{2}=0, \gamma_{1} \rightarrow \infty$, (3.22) tends to the electric boundary conditions (3.21).
$\diamond$ Natural boundary conditions

$$
\begin{equation*}
\operatorname{curl} \mathbf{m} \times \boldsymbol{n}=0, \quad \operatorname{div} \mathbf{m}=0 \quad \text { on } \Gamma, \tag{3.23}
\end{equation*}
$$

which lead to an energy-stable system. We will mainly use these conditions to explain the main ideas behind the development of an energy estimate for (3.1).

### 3.2.3 Problems to be considered

In this chapter we will consider the simplified Initial Boundary Value Problem (IVBP) of ferrohydrodynamics: given a smooth harmonic vector field $\mathbf{h}_{a}=\mathbf{h}_{a}(x, t)$, find $\{\mathbf{u}, p, \mathbf{w}, \mathbf{m}, \mathbf{h}\}$ satisfying the equations (3.1) in $\Omega \times\left[0, t_{F}\right]$, where $\mathbf{u}$ and $\mathbf{w}$ satisfy the boundary conditions (3.5), $\mathbf{h}=\nabla \varphi$ where $\varphi$ solves (3.18), and the equation for $\mathbf{m}$ in (3.1) is supplemented with one of the following boundary conditions:

1. $\sigma=0$, with no boundary conditions for $\mathbf{m}$.
2. $\sigma>0$ with the natural boundary conditions (3.23).
3. $\sigma>0$ with the following variant of (3.22):

$$
\begin{array}{r}
\operatorname{curl} \mathbf{m} \times \boldsymbol{n}+\gamma\left(\mathbf{m}-(\mathbf{m} \cdot \boldsymbol{n}) \boldsymbol{n}-\varkappa_{0}(\mathbf{h}-(\mathbf{h} \cdot \boldsymbol{n}) \boldsymbol{n})\right)=0 \text { on } \Gamma,  \tag{3.24}\\
\operatorname{div} \mathbf{m}+\gamma\left(\mathbf{m} \cdot \boldsymbol{n}-\varkappa_{0} \mathbf{h} \cdot \boldsymbol{n}\right)=0 \text { on } \Gamma,
\end{array}
$$

which is obtained by setting $\gamma_{1}=\gamma, \mathbf{y}=\varkappa_{0}(\mathbf{h}-(\mathbf{h} \cdot \boldsymbol{n}) \boldsymbol{n}), \mathbf{r}=0, \gamma_{2}=\gamma$, $g=\varkappa_{0} \mathbf{h} \cdot \boldsymbol{n}$, and $q=0$ in (3.22), with $\gamma$ being a material constant that characterizes the magnetization dynamics on the surface of the ferrofluid.

Remark 3.2.5 (Boundary dynamics). A possible physical explanation for (3.24) is that, on the boundary, $\mathbf{m}$ will attempt to reach equilibrium $\mathbf{m}=\varkappa_{0} \mathbf{h}$ according to (3.3), but it will lag behind since $\mathbf{m}$ can only change at a finite rate limited by the characteristic dynamics of the magnetization. This is consistent with the no-slip and no-spin boundary conditions, so the behavior of $\mathbf{m}$ on the boundary is solely controlled by a magnetic relaxation time as in (3.3).

### 3.3 A priori estimates and existence

Let us review the available existence results for the problems under consideration. We shall first provide some formal a priori energy estimates, which serve as basis for the existence results that will be discussed later and, more importantly, will guide us in the development of stable numerical schemes, see $\$ 3.4$.

### 3.3.1 A priori energy estimates

Let us obtain an energy estimate for Case 2 of $\$ 3.2 .3$. Setting $\sigma=0$ in the final estimate we get the corresponding estimate for Case 1 of 3 3.2.3. The energy estimate for Case 3, is outlined in Remark 3.3.1. We begin by showing two crucial identities that make possible the energy estimate.

Lemma 3.3.1 (Identities for the magnetization and magnetic field). Let $\mathbf{m}$ and $\mathbf{h}$ denote the magnetization and effective magnetizing field, respectively. If they are sufficiently smooth we have

$$
\begin{equation*}
-(\Delta \mathbf{m}, \mathbf{h})=-\|\operatorname{div} \mathbf{h}\|_{\mathbf{L}^{2}}^{2}-\int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot \mathbf{h} d S-\int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{h} \cdot \boldsymbol{n}) d S \tag{3.25}
\end{equation*}
$$

and, for every smooth vector field $\mathbf{v}$, such that $\operatorname{div} \mathbf{v}=0$ in $\Omega$ and $\mathbf{v} \cdot \boldsymbol{n}=0$ on $\Gamma$

$$
\begin{equation*}
b(\mathbf{v}, \mathbf{m}, \mathbf{h})=-b(\mathbf{m}, \mathbf{h}, \mathbf{v}), \tag{3.26}
\end{equation*}
$$

where the trilinear form $b(\cdot, \cdot, \cdot)$ was defined in (1.5).
Proof. To obtain (3.25), we first take $\mathbf{z}:=\mathbf{h}$ in (3.19) and recall that curl $\mathbf{h}=0$. Upon multiplying (3.18) by $\operatorname{div} \mathbf{h}=\Delta \varphi$ and integrating, we deduce $(\operatorname{div} \mathbf{m}, \operatorname{div} \mathbf{h})=$ $-\|\operatorname{div} \mathbf{h}\|_{\mathbf{L}^{2}}^{2}$, which substituted in (3.19) yields (3.25).

Since $\mathbf{h}$ is curl-free we have that $\mathbf{h}_{x_{i}}^{j}=\mathbf{h}_{x_{j}}^{i}$. Integration by parts then yields

$$
\begin{align*}
b(\mathbf{m}, \mathbf{h}, \mathbf{v}) & =\sum_{i, j=1}^{d} \int_{\Omega} \mathbf{m}^{i} \mathbf{h}_{x_{i}}^{j} \mathbf{v}^{j} d x=\sum_{i, j=1}^{d} \int_{\Omega} \mathbf{m}^{i} \mathbf{h}_{x_{j}}^{i} \mathbf{v}^{j} d x \\
& =\sum_{i, j=1}^{d} \int_{\Omega}\left(\left(\mathbf{m}^{i} \mathbf{h}^{i}\right)_{x_{j}}-\mathbf{m}_{x_{j}}^{i} \mathbf{h}^{i}\right) \mathbf{v}^{j} d x  \tag{3.27}\\
& =\sum_{i, j=1}^{d} \int_{\Omega}-\left(\mathbf{m}^{i} \mathbf{h}^{i}\right) \mathbf{v}_{x_{j}}^{j}-\mathbf{m}_{x_{j}}^{i} \mathbf{h}^{i} \mathbf{v}^{j} d x+\int_{\Gamma}\left(\mathbf{m}^{i} \mathbf{h}^{i}\right) \mathbf{v}^{j} \boldsymbol{n}^{j} d S \\
& =-\int_{\Omega}(\mathbf{m} \cdot \mathbf{h}) \operatorname{div} \mathbf{v} d x-b(\mathbf{v}, \mathbf{m}, \mathbf{h})+\int_{\Gamma}(\mathbf{m} \cdot \mathbf{h}) \mathbf{v} \cdot \boldsymbol{n} d S
\end{align*}
$$

The fact that $\mathbf{v}$ is solenoidal and has zero normal trace on the boundary yields (3.26).

With these identities at hand we obtain a formal energy estimate. To shorten the exposition we denote

$$
\begin{aligned}
& \mathscr{E}=\mathscr{E}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; s)=\frac{1}{2}\left(\|\mathbf{u}(s)\|_{\mathbf{L}^{2}}^{2}+\jmath\|\mathbf{w}(s)\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\|\mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\|\mathbf{h}(s)\|_{\mathbf{L}^{2}}^{2}\right) \\
& \mathscr{D}=\mathscr{D}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; s)=\nu\|\nabla \mathbf{u}(s)\|_{\mathbf{L}^{2}}^{2}+c_{1}\|\nabla \mathbf{w}(s)\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0}\|\operatorname{curl} \mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2} \\
&+\sigma \mu_{0}\|\operatorname{div} \mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0}\|\operatorname{div} \mathbf{h}(s)\|_{\mathbf{L}^{2}}^{2}+c_{2}\|\operatorname{div} \mathbf{w}(s)\|_{\mathbf{L}^{2}}^{2} \\
&+\nu_{r}\|(\operatorname{curl} \mathbf{u}-2 \mathbf{w})(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\|\mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\left(\frac{1}{2}+3 \varkappa_{0}\right)\|\mathbf{h}(s)\|_{\mathbf{L}^{2}}^{2}, \\
& \mathscr{F}=\mathscr{F}\left(\mathbf{h}_{a} ; s\right)=\mathscr{T} \mu_{0}\left\|_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\left(1+\varkappa_{0}\right)\left\|\mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

Proposition 3.3.1 (Formal energy estimate). The solution $\{\mathbf{u}, p, \mathbf{w}, \mathbf{m}, \mathbf{h}\}$ of problem (3.1), (3.4), (3.5) and (3.18) satisfies

$$
\begin{align*}
\mathscr{E}\left(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; t_{F}\right) & +\int_{0}^{t_{F}} \mathscr{D}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; s) d s  \tag{3.28}\\
& \leq \int_{0}^{t_{F}} \mathscr{F}\left(\mathbf{h}_{a} ; s\right) d s+\mathscr{E}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; 0)
\end{align*}
$$

Proof. The main ideas of this estimate come from [85, 22, 19], but we now use (3.17) for the scalar potential associated to the magnetizing field instead. We multiply (3.1a) by $\mathbf{u}, 3.1 \mathrm{c}$ by $\mathbf{w}, 3.1 \mathrm{~d}$ by $\mu_{0} \mathbf{m}$, and integrate by parts. Setting $\chi=\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}} \varphi$ in (3.17) and adding the ensuing identities yields

$$
\begin{align*}
\frac{d}{d t}\left(\mathscr{E}-\frac{\mu_{0}}{2}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2}\right) & +\mathscr{D}-\sigma \mu_{0}\|\operatorname{div} \mathbf{h}\|_{\mathbf{L}^{2}}^{2}-\frac{\mu_{0}}{2 \mathscr{T}}\left(\frac{1}{2}+\varkappa_{0}\right)\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2} \\
& =\mu_{0} b(\mathbf{m}, \mathbf{h}, \mathbf{u})+\mu_{0}(\mathbf{m} \times \mathbf{h}, \mathbf{w})+\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \nabla \varphi\right)  \tag{3.29}\\
& +\sigma \mu_{0} \int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot \mathbf{m} d S+\sigma \mu_{0} \int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{m} \cdot \boldsymbol{n}) d S .
\end{align*}
$$

Note that to form the term $\|\operatorname{curl} \mathbf{u}-2 \mathbf{w}\|_{\mathbf{L}^{2}}^{2}$ in $\mathscr{D}$ we have used 1.2$)$ on $\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2}$ and (2.7). Multiply the magnetization equation (3.1d by $\mu_{0} \mathbf{h}$. Identities (3.25) and (3.26) yield

$$
\begin{aligned}
\sigma \mu_{0}\|\operatorname{div} \mathbf{h}\|_{\mathbf{L}^{2}}^{2}+\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2} & =-\mu_{0} b(\mathbf{m}, \mathbf{h}, \mathbf{u})-\mu_{0}(\mathbf{m} \times \mathbf{h}, \mathbf{w})+\mu_{0}\left(\mathbf{m}_{t}, \mathbf{h}\right) \\
& +\frac{\mu_{0}}{\mathscr{T}}(\mathbf{m}, \mathbf{h})-\sigma \mu_{0} \int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot \mathbf{h} d S \\
& -\sigma \mu_{0} \int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{h} \cdot \boldsymbol{n}) d S .
\end{aligned}
$$

Adding this expression to (3.29) we get

$$
\begin{align*}
\frac{d}{d t}\left(\mathscr{E}-\frac{\mu_{0}}{2}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2}\right) & +\mathscr{D}-\frac{\mu_{0}}{2 \mathscr{T}}\left(\frac{1}{2}-\varkappa_{0}\right)\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2}=\mu_{0}\left(\mathbf{m}_{t}, \mathbf{h}\right)+\frac{\mu_{0}}{\mathscr{T}}(\mathbf{m}, \mathbf{h}) \\
& +\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \nabla \varphi\right)+\sigma \mu_{0} \int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot(\mathbf{m}-\mathbf{h}) d S  \tag{3.30}\\
& +\sigma \mu_{0} \int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{m}-\mathbf{h}) \cdot \boldsymbol{n} d S .
\end{align*}
$$

Set $\chi=\nabla \varphi$ in (3.17) to obtain

$$
\begin{equation*}
\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2}=\left(\mathbf{h}_{a}-\mathbf{m}, \nabla \varphi\right) . \tag{3.31}
\end{equation*}
$$

Differentiate (3.17) with respect to time and set $\chi=\varphi$. This implies

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2}=\left(\partial_{t} \mathbf{h}_{a}-\partial_{t} \mathbf{m}, \nabla \varphi\right) . \tag{3.32}
\end{equation*}
$$

Insert these two identities in (3.30), and use that $\mathbf{h}=\nabla \varphi$, to get

$$
\begin{align*}
\frac{d}{d t} \mathscr{E}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; t) & +\mathscr{D}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; t)+\frac{\mu_{0}}{4 \mathscr{T}}\left(3+2 \varkappa_{0}\right)\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2} \\
& =\mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \nabla \varphi\right)+\frac{\mu_{0}}{\mathscr{T}}\left(1+\varkappa_{0}\right)\left(\mathbf{h}_{a}, \nabla \varphi\right) \\
& +\sigma \mu_{0} \int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot(\mathbf{m}-\mathbf{h}) d S  \tag{3.33}\\
& +\sigma \mu_{0} \int_{\Gamma} \operatorname{div} \mathbf{m}(\mathbf{m}-\mathbf{h}) \cdot \boldsymbol{n} d S
\end{align*}
$$

Notice that all the boundary integrals that appear on the right hand side of (3.33) are multiplied by $\sigma$, so that this is already the sought energy estimate for Case 1 of $\$ 3.2 .3$. For Case 2 , the boundary conditions (3.23) imply that the boundary integrals in (3.33), whence

$$
\begin{aligned}
\frac{d}{d t} \mathscr{E}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; t) & +\mathscr{D}(\mathbf{u}, \mathbf{w}, \mathbf{m}, \mathbf{h} ; t)+\frac{\mu_{0}}{4 \mathscr{T}}\left(3+2 \varkappa_{0}\right)\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2} \\
& =\mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \nabla \varphi\right)+\frac{\mu_{0}}{\mathscr{T}}\left(1+\varkappa_{0}\right)\left(\mathbf{h}_{a}, \nabla \varphi\right) .
\end{aligned}
$$

After suitably bounding the terms on the right hand side, integration in time yields the desired estimate (3.28).

Notice that (3.28) suggests that the natural spaces to search for a solution are

$$
\begin{gather*}
\mathbf{u} \in L^{\infty}\left(0, t_{F}, \mathcal{H}\right) \cap L^{2}\left(0, t_{F}, \boldsymbol{V}\right) \\
\mathbf{w} \in L^{\infty}\left(0, t_{F}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, t_{F}, \mathbf{H}_{0}^{1}(\Omega)\right)  \tag{3.34}\\
\mathbf{m}, \mathbf{h} \in L^{\infty}\left(0, t_{F}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, t_{F}, \boldsymbol{\mathcal { M }}\right)
\end{gather*}
$$

Remark 3.3.1 (Energy stability using Robin boundary conditions). Multiplying (3.1a), (3.1c) and (3.1d by $\varkappa_{0} \mathbf{u}, \varkappa_{0} \mathbf{w}$ and $\varkappa_{0} \mu_{0} \mathbf{h}$, respectively, and following the arguments of Proposition 3.3.1 we obtain

$$
\begin{align*}
\frac{d}{d t}\left(\frac{\varkappa_{0}}{2}\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}\right. & \left.+\frac{\varkappa_{0} 3}{2}\|\mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2}\right)+\varkappa_{0} \nu\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} c_{1}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}}^{2} \\
& +\sigma \mu_{0}\|\operatorname{curl} \mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0}\left(1+\varkappa_{0}\right)\|\operatorname{div} \mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} c_{2}\|\operatorname{div} \mathbf{w}\|_{\mathbf{L}^{2}}^{2} \\
& +\varkappa_{0} \nu_{r}\|\operatorname{curl} \mathbf{u}-2 \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0} \varkappa_{0}}{\mathscr{T}}\left(1+\varkappa_{0}\right)\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2}  \tag{3.35}\\
& =\varkappa_{0} \mu_{0}\left(\mathbf{m}_{t}, \mathbf{h}\right)+\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}}(\mathbf{m}, \mathbf{h})+\frac{\varkappa_{0} \mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \nabla \varphi\right) \\
& +\sigma \mu_{0} \int_{\Gamma}(\operatorname{curl} \mathbf{m} \times \boldsymbol{n}) \cdot\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) d S \\
& +\sigma \mu_{0} \int_{\Gamma} \operatorname{div} \mathbf{m}\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) \cdot \boldsymbol{n} d S .
\end{align*}
$$

The Robin-type boundary conditions (3.24) and identities (3.31) and (3.32) yield

$$
\begin{align*}
\frac{d}{d t}\left(\frac{\varkappa_{0}}{2}\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}\right. & \left.+\frac{\varkappa_{0} J}{2}\|\mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\frac{\varkappa_{0} \mu_{0}}{2}\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2}\right)+\varkappa_{0} \widehat{\nu}\|\nabla \mathbf{u}\|_{\mathbf{L}^{2}}^{2} \\
& +\varkappa_{0} c_{1}\|\nabla \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0}\|\operatorname{curl} \mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0}\left(1+\varkappa_{0}\right)\|\operatorname{div} \mathbf{m}\|_{\mathbf{L}^{2}}^{2} \\
& +\varkappa_{0} c_{2}\|\operatorname{div} \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} \nu_{r}\|\operatorname{curl} \mathbf{u}-2 \mathbf{w}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\mu_{0} \varkappa_{0}}{\mathscr{T}}\left(2+\varkappa_{0}\right)\|\nabla \varphi\|_{\mathbf{L}^{2}}^{2}+\sigma \mu_{0} \gamma \int_{\Gamma}\left|\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) \times \boldsymbol{n}\right|^{2} d S+  \tag{3.36}\\
& +\sigma \mu_{0} \gamma \int_{\Gamma}\left|\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right) \cdot \boldsymbol{n}\right|^{2} d S \\
& =\varkappa_{0} \mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \nabla \varphi\right)+\frac{2 \varkappa_{0} \mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \nabla \varphi\right) .
\end{align*}
$$

A trivial application of the Cauchy-Schwarz inequality shows that the system is energy-stable with the boundary conditions (3.24). Note that we also have control of additional boundary terms.

Remark 3.3.2 (Neumann boundary conditions). If we were to supplement the system with the boundary conditions $\mathbf{m} \cdot \boldsymbol{n}=\mathbf{h}_{d} \cdot \boldsymbol{n}=0$ we would not be able
to obtain, at least with the present techniques, an energy estimate. This relates to (3.13).

### 3.3.2 Existence results

To date, the results concerning existence of solutions for the equations of ferrohydrodynamics (3.1) available in the literature are as follows:

1. Local strong solution [21]. Let $\sigma=0$ and $\mathbf{h}=\nabla \vartheta$, where $\vartheta$ solves

$$
\begin{equation*}
-\Delta \vartheta=\operatorname{div}\left(\mathbf{m}-\mathbf{h}_{a}\right) \quad \text { in } \Omega, \quad \frac{\partial \vartheta}{\partial \boldsymbol{n}}=-\mathbf{m} \cdot \boldsymbol{n} \quad \text { on } \Gamma, \tag{3.37}
\end{equation*}
$$

then, for $q>3$ and $r=\min \{q, 6\}$, there exists a time $T^{*}>0$ for which problem (3.1) has a unique strong solution $\{\mathbf{u}, p, \mathbf{w}, \mathbf{m}, \mathbf{h}\}$ such that

$$
\begin{aligned}
& \mathbf{u} \in L^{\infty}\left(0, T^{*}, \mathbf{H}^{2}(\Omega) \cap \mathcal{V}\right) \cap W_{\infty}^{1}\left(0, T^{*}, \mathcal{H}\right) \cap L^{2}\left(0, T^{*}, \mathbf{W}_{r}^{2}(\Omega)\right) \\
& p \in L^{2}\left(0, T^{*}, W_{r}^{1}(\Omega)\right) \\
& \mathbf{w} \in L^{\infty}\left(0, T^{*}, \mathbf{H}^{2}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega)\right) \cap W_{\infty}^{1}\left(0, T^{*}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, T^{*}, \mathbf{H}^{3}(\Omega)\right) \\
& \mathbf{m}, \mathbf{h} \in L^{\infty}\left(0, T^{*}, \mathbf{W}_{\infty}^{1}(\Omega)\right) \cap W_{\infty}^{1}\left(0, T^{*}, \mathbf{L}^{q}(\Omega)\right),
\end{aligned}
$$

provided that the data $\left\{\mathbf{u}_{0}, \mathbf{w}_{0}, \mathbf{m}_{0}, \mathbf{h}_{a}\right\}$ are sufficiently small and regular, i.e.

$$
\mathbf{u}_{0} \in \mathbf{H}^{2}(\Omega) \cap \mathcal{V}, \quad \mathbf{w}_{0} \in \mathbf{H}^{2}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega), \mathbf{m}_{0} \in W_{q}^{1}(\Omega), \operatorname{div} \mathbf{h}_{a} \in W_{\infty}^{1}\left(0, T^{*}, L^{q}(\Omega)\right)
$$

2. Global weak solutions [22]. Let $\sigma>0$ and $\mathbf{h}=\nabla \vartheta$, where $\vartheta$ solves

$$
\begin{equation*}
-\Delta \vartheta=\operatorname{div}\left(\mathbf{m}-\mathbf{h}_{a}\right) \quad \text { in } \Omega, \quad \frac{\partial \vartheta}{\partial \boldsymbol{n}}=0 \quad \text { on } \Gamma \tag{3.38}
\end{equation*}
$$

and consider the magnetic boundary conditions curl $\mathbf{m} \times \boldsymbol{n}=0$ and $\mathbf{m} \cdot \boldsymbol{n}=0$ for $\mathbf{m}$. Then for every set of data $\left\{\mathbf{u}_{0}, \mathbf{w}_{0}, \mathbf{m}_{0}, \mathbf{h}_{a}\right\}$ that satisfies

$$
\mathbf{u}_{0} \in \mathcal{H}, \quad \mathbf{w}_{0} \in \mathbf{L}^{2}(\Omega), \quad \mathbf{m}_{0} \in \mathbf{L}^{2}(\Omega), \quad \operatorname{div} \mathbf{h}_{a} \in H^{1}\left(0, t_{F}, L^{2}(\Omega)\right)
$$

there is a global in time weak solution $\{\mathbf{u}, p, \mathbf{w}, \mathbf{m}, \mathbf{h}\}$ of problem (3.1) such that

$$
\begin{aligned}
& \mathbf{u} \in L^{\infty}\left(0, t_{F}, \mathcal{H}\right) \cap L^{2}\left(0, t_{F}, \mathcal{V}\right) \cap \mathcal{C}_{w}\left(\left[0, t_{F}\right], \mathcal{H}\right) \\
& \mathbf{w} \in L^{\infty}\left(0, t_{F}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, t_{F}, \mathbf{H}_{0}^{1}(\Omega)\right) \cap \mathcal{C}_{w}\left(\left[0, t_{F}\right], \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{m} \in L^{\infty}\left(0, t_{F}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, t_{F}, \boldsymbol{\mathcal { M }}\right) \cap \mathcal{C}_{w}\left(\left[0, t_{F}\right], \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{h} \in L^{\infty}\left(0, t_{F}, \mathbf{L}^{2}(\Omega)\right) \cap L^{2}\left(0, t_{F}, \mathbf{H}^{1}(\Omega)\right)
\end{aligned}
$$

where for a Hilbert space $\mathcal{H}$ we denote by $\mathcal{C}_{w}\left(\left[0, t_{F}\right], \mathcal{H}\right)$ the space of functions $f:\left[0, t_{F}\right] \rightarrow \mathcal{H}$ that are continuous in the weak topology of $\mathcal{H}$.

These two existence results only hold for a smooth domain. Note that the BVPs for the magnetic potential (3.37) and (3.38) are different from the one proposed in (3.18). The BVPs (3.37) and (3.38) are not appropriate to capture the effects of an external magnetic field $\mathbf{h}_{a}$. In fact, if $\mathbf{h}_{a}$ is divergence-free (a physically reasonable $\mathbf{h}_{a}$ in the context of dielectric media should be divergence-free, see Remark 3.2.3), the BVPs (3.37) and (3.38) would yield $\mathbf{h}=\mathbf{h}_{d}$, with no effect from $\mathbf{h}_{a}$, so that the behavior of the system would reduce to relaxation to equilibrium. In this sense, the BVP proposed in (3.18) is a much more physically realistic approximation to the effective magnetic field than (3.37) or (3.38).

### 3.4 Ideal space discretization

For the space discretization we introduce finite dimensional subspaces $\mathbb{U} \subset \mathbf{H}_{0}^{1}(\Omega)$, $\mathbb{P} \subset L^{2}(\Omega), \mathbb{W} \subset \mathbf{H}_{0}^{1}(\Omega), \mathbb{M} \subset \mathbf{L}^{2}(\Omega)$ and $\mathbb{X} \subset H^{1}(\Omega)$, where we will approximate the linear velocity, pressure, angular velocity, magnetization and magnetic potential, respectively. About the pair of spaces $(\mathbb{U}, \mathbb{P})$ we assume that they are LBB stable (see (1.14) in Chapter 1). To be able to focus on the fundamental difficulties in the design of an energy-stable scheme we will first describe the scheme without being specific on the particular structure of these spaces. As we will see, their choice shall come naturally from this analysis.

The discretization of the trilinear form $b(\cdot, \cdot, \cdot)$ follows the same definition as in (2.16) and 2.17). Similarly, we will also need another discretization for the trilinear form associated to the Kelvin force $\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}$, and the convective term of the magnetization equation $(\mathbf{u} \cdot \nabla) \mathbf{m}$

$$
\begin{equation*}
b_{h}^{m}(\cdot, \cdot, \cdot): \mathbb{U} \times \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{R} \tag{3.39}
\end{equation*}
$$

and we will also assume that it is skew-symmetric with respect to its last two arguments

$$
\begin{equation*}
b_{h}^{m}(\mathbf{U}, \mathbf{V}, \mathbf{W})=-b_{h}^{m}(\mathbf{U}, \mathbf{W}, \mathbf{V}), \quad \forall \mathbf{U} \in \mathbb{U} ; \mathbf{V}, \mathbf{W} \in \mathbb{M} \tag{3.40}
\end{equation*}
$$

Finally, we introduce a consistent discretization of the vector Laplacian

$$
a_{h}(\cdot, \cdot): \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{R}
$$

which we assume is coercive, that is

$$
\begin{equation*}
a_{h}(\mathbf{M}, \mathbf{M}) \geq c_{\text {stab }}|\mathbf{M}|_{a}^{2} \quad \forall \mathbf{M} \in \mathbb{M} \tag{3.41}
\end{equation*}
$$

for a discrete semi-norm $|\cdot|_{a}$ to be specified later.
Let $\mathrm{I}_{\mathbb{U}}, \mathrm{I}_{\mathbb{W}}$ and $\mathrm{I}_{\mathbb{M}}$ denote the usual nodal interpolants

$$
\begin{equation*}
\mathrm{I}_{\mathbb{U}}: \mathcal{C}^{0}(\bar{\Omega}) \rightarrow \mathbb{U}, \quad \mathrm{I}_{\mathbb{W}}: \mathcal{C}^{0}(\bar{\Omega}) \rightarrow \mathbb{W}, \quad \mathrm{I}_{\mathbb{M}}: \mathcal{C}^{0}(\bar{\Omega}) \rightarrow \mathbb{M} \cap \mathcal{C}^{0}(\bar{\Omega}) \tag{3.42}
\end{equation*}
$$

with optimal approximation properties in the sense of (1.13).
More notation and details about the space discretization will be provided in \$3.4.2. Here we confine ourselves to mention that the interpolation operators $I_{\mathbb{U}}, I_{\mathbb{W}}$ and $\mathrm{I}_{\mathbb{M}}$ can be easily constructed using finite elements (see for instance [52, 53]).

Now we present a fully discrete scheme and show that it is unconditionally stable. This result will, in a sense, reproduce the formal energy estimate of Proposition 3.3.1. In addition, it will serve as the basis for a proof of existence of discrete solutions in $\$ 3.4 .3$, as well as for a proof of convergence towards weak solutions in a simplified case in 83.5 .4 .

### 3.4.1 Scheme

In order to avoid unnecessary technicalities, assume that the initial data is smooth and initialize the scheme as follows:

$$
\begin{equation*}
\mathbf{U}^{0}=\mathrm{I}_{\mathbb{U}}[\mathbf{u}(0)], \quad \mathbf{W}^{0}=\mathrm{I}_{\mathbb{W}}[\mathbf{w}(0)], \quad \mathbf{M}^{0}=\mathrm{I}_{\mathbb{M}}[\mathbf{m}(0)] \tag{3.43}
\end{equation*}
$$

after that, for every $k \in\{1, \ldots, K\}$ we compute $\left\{\mathbf{U}^{k}, P^{k}, \mathbf{W}^{k}, \mathbf{M}^{k}, \Phi^{k}\right\} \in \mathbb{U} \times \mathbb{P} \times$ $\mathbb{W} \times \mathbb{M} \times \mathbb{X}$ that solves

$$
\begin{align*}
&\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{V}\right)+b_{h}\left(\mathbf{U}^{k}, \mathbf{U}^{k}, \mathbf{V}\right)+\widehat{\nu}\left(\nabla \mathbf{U}^{k}, \nabla \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{3.44a}\\
&=2 \nu_{r}\left(\operatorname{curl} \mathbf{W}^{k}, \mathbf{V}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right), \\
&\left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right)=0,  \tag{3.44b}\\
& \begin{aligned}
\jmath\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \mathbf{X}\right) & +\jmath b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathbf{X}\right)+c_{1}\left(\nabla \mathbf{W}^{k}, \nabla \mathbf{X}\right)+c_{2}\left(\operatorname{div} \mathbf{W}^{k}, \operatorname{div} \mathbf{X}\right) \\
& +4 \nu_{r}\left(\mathbf{W}^{k}, \mathbf{X}\right)=2 \nu_{r}\left(\operatorname{curl} \mathbf{U}^{k}, \mathbf{X}\right)+\mu_{0}\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{X}\right), \\
\left(\frac{\delta \mathbf{m}^{k}}{\tau}, \mathbf{Z}\right) & -b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \mathbf{M}^{k}\right)+\sigma a_{h}\left(\mathbf{M}^{k}, \mathbf{Z}\right)+\left(\mathbf{M}^{k} \times \mathbf{W}^{k}, \mathbf{Z}\right) \\
& +\frac{1}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{Z}\right)+\sigma \gamma\left(\mathbf{M}^{k} \times \boldsymbol{n}, \mathbf{Z} \times \boldsymbol{n}\right)_{\Gamma}+\sigma \gamma\left(\mathbf{M}^{k} \cdot \boldsymbol{n}, \mathbf{Z} \cdot \boldsymbol{n}\right)_{\Gamma} \\
& =\frac{1}{\mathscr{T}}\left(\varkappa_{0} \mathbf{H}^{k}, \mathbf{Z}\right)+\sigma \gamma\left(\varkappa_{0} \mathbf{H}^{k} \times \boldsymbol{n}, \mathbf{Z} \times \boldsymbol{n}\right)_{\Gamma} \\
& +\sigma \gamma\left(\varkappa_{0} \mathbf{H}^{k} \cdot \boldsymbol{n}, \mathbf{Z} \cdot \boldsymbol{n}\right)_{\Gamma}, \\
\left(\nabla \Phi^{k}, \nabla \mathbf{X}\right) & =\left(\mathbf{h}_{a}^{k}-\mathbf{M}^{k}, \nabla \mathbf{X}\right),
\end{aligned} \tag{3.44c}
\end{align*}
$$

for all $\mathbf{V} \in \mathbb{U}, \mathbf{X} \in \mathbb{W}, \mathbf{Z} \in \mathbb{M}, \mathbf{X} \in \mathbb{X}$, where $\mathbf{H}^{k}:=\nabla \Phi^{k}$.

Notice that a discrete analogue of $(3.26)$ is built into the scheme because of the term $\mu_{0} b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)$ in the right hand side of 3.44a). The initialization proposed in (3.43) is the simplest choice and it is used because of that reason. From the point of view of convergence to strong solutions (a priori error estimates) it is suboptimal (cf. [86, 49, [53, 87]). However, the choice of initialization has no effect on the stability of the scheme; it only affects the regularity assumed on the initial data.

We now present the stability of scheme (3.44). To shorten the presentation we denote

$$
\begin{aligned}
\mathscr{E}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right) & =\frac{1}{2}\left(\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right. \\
& \left.+\mu_{0}\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right), \\
\mathscr{I}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right) & =\mathscr{E}_{h, \tau}^{k}\left(\delta \mathbf{U}^{\tau}, \delta \mathbf{W}^{\tau}, \delta \mathbf{M}^{\tau}, \delta \mathbf{H}^{\tau}\right), \\
\mathscr{D}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right) & =\nu\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+c_{1}\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\nu_{r}\left\|\operatorname{div} \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +c_{2}\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\nu_{r}\left\|\operatorname{curl} \mathbf{U}^{k}-2 \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\mu_{0}}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\left(\frac{1}{2}+3 \varkappa_{0}\right)\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
\mathscr{F}^{k}\left(\mathbf{h}_{a}\right) & =\frac{\mathscr{T} \mu_{0}}{\tau} \int_{t^{k-1}}^{t^{k}}\left\|\partial_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2} d s+\frac{\mu_{0}}{2 \mathscr{T}}\left(1+\varkappa_{0}\right)\left\|\mathbf{h}_{a}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

Proposition 3.4.1 (Discrete stability). Let $\sigma=0$, and $\left\{\mathbf{U}^{\tau}, P^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}\right\} \subset$ $\mathbb{U} \times \mathbb{P} \times \mathbb{W} \times \mathbb{M} \times \mathbb{X}$ solve (3.44). If $\nabla \mathbb{X} \subset \mathbb{M}$, (2.17) and (3.40) hold, then we have the following estimate

$$
\mathscr{E}_{h, \tau}^{K}+\tau^{-1}\left\|\mathscr{I}_{h, \tau}^{\tau}\right\|_{\ell^{1}}+\left\|\mathscr{D}_{h, \tau}^{\tau}\right\|_{\ell^{1}} \leq\left\|\mathscr{F}^{\tau}\right\|_{\ell^{1}}+\mathscr{E}_{h, \tau}^{0},
$$

where $\mathscr{E}_{h, \tau}^{k}:=\mathscr{E}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right), \mathscr{I}_{h, \tau}^{k}:=\mathscr{I}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right)$,
$\mathscr{D}_{h, \tau}^{k}:=\mathscr{D}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, \mathbf{H}^{\tau}\right)$ and $\mathscr{F}_{h, \tau}^{k}:=\mathscr{F}^{k}\left(\mathbf{h}_{a}\right)$.

Proof. Set $\mathbf{V}=2 \tau \mathbf{U}^{k}, \mathbf{X}=2 \tau \mathbf{W}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{M}^{k}, \nabla \mathbf{X}=\frac{2 \tau \varkappa_{0} \mu_{0}}{\mathscr{T}} \nabla \Phi^{k}$ in (3.44) and
add the results. Using (1.2) and the identity (1.11), we get

$$
\begin{align*}
2 \delta \mathscr{E}_{h, \tau}^{k} & -\mu_{0} \delta\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \mathscr{I}_{h, \tau}^{k}-\mu_{0}\left\|\delta \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau \mathscr{D}_{h, \tau}^{k} \\
& -\frac{\mu_{0} \tau}{\mathscr{T}}\left(\frac{1}{2}+\varkappa_{0}\right)\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}=2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)  \tag{3.46}\\
& +2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)+\frac{2 \mu_{0} \varkappa_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) .
\end{align*}
$$

As in the proof of Proposition 3.3.1, to deal with the trilinear terms $2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)$ and $2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)$ we set $\mathbf{Z}=2 \mu_{0} \tau \mathbf{H}^{k}$. Notice that $\mathbf{H}^{k}=\nabla \Phi^{k}$ is, by assumption, a valid test function. In doing so we obtain

$$
\begin{align*}
\frac{2 \mu_{0} \tau \varkappa_{0}}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} & =-2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)-2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)  \tag{3.47}\\
& +2 \mu_{0}\left(\delta \mathbf{M}^{k}, \nabla \Phi^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{M}^{k}, \nabla \Phi^{k}\right)
\end{align*}
$$

Adding (3.47) to (3.46) we obtain

$$
\begin{align*}
2 \delta \mathscr{E}_{h, \tau}^{k} & -\mu_{0} \delta\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \mathscr{I}_{h, \tau}^{k}-\mu_{0}\left\|\delta \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau \mathscr{D}_{h, \tau}^{k} \\
& +\frac{\mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{0}-\frac{1}{2}\right)\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}=2 \mu_{0}\left(\delta \mathbf{M}^{k}, \nabla \Phi^{k}\right)  \tag{3.48}\\
& +\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{M}^{k}, \nabla \Phi^{k}\right)+\frac{2 \mu_{0} \varkappa_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) .
\end{align*}
$$

We now must obtain discrete analogues of (3.31) and (3.32). To do so, we set $\mathrm{X}=\Phi^{k}$ to obtain

$$
\begin{equation*}
\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}=\left(\mathbf{h}_{a}^{k}-\mathbf{M}^{k}, \nabla \Phi^{k}\right) \tag{3.49}
\end{equation*}
$$

Taking increments on (3.44e) and setting $\mathrm{X}=\Phi^{k}$ yields

$$
\begin{equation*}
\left(\delta \nabla \Phi^{k}, \nabla \Phi^{k}\right)=\left(\delta \mathbf{h}_{a}^{k}-\delta \mathbf{M}^{k}, \nabla \Phi^{k}\right) \tag{3.50}
\end{equation*}
$$

Adding suitable multiples of (3.49) and (3.50) to (3.48), and dividing everything by

2, we obtain

$$
\begin{align*}
\mathscr{E}_{h, \tau}^{k}+\mathscr{I}_{h, \tau}^{k}+\tau \mathscr{D}_{h, \tau}^{k}+\frac{\mu_{0} \tau}{2 \mathscr{T}}\left(\frac{3}{2}+\varkappa_{0}\right)\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} & =\mathscr{E}_{h, \tau}^{k-1}+\mu_{0}\left(\delta \mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)  \tag{3.51}\\
& +\frac{\mu_{0} \tau}{\mathscr{T}}\left(1+\varkappa_{0}\right)\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) .
\end{align*}
$$

Adding over $k$, using the trivial identity $\left\|\delta \mathbf{h}_{a}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\tau^{2}\left\|\frac{\delta \mathbf{h}_{a}^{h}}{\tau}\right\|_{\mathbf{L}^{2}}^{2}$ and the estimate

$$
\left\|\frac{\delta \mathbf{h}_{a}^{k}}{\tau}\right\|_{\mathbf{L}^{2}}^{2} \leq \frac{1}{\tau} \int_{t^{k-1}}^{t^{k}}\left\|\partial_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2} d s
$$

to control $\tau^{-1}\left\|\delta \mathbf{h}_{a}^{k}\right\|_{\mathbf{L}^{2}}$, yields the asserted estimate.

### 3.4.2 Practical space discretization

Having understood what is required from scheme (3.44) to achieve stability we will now specify our choices using finite elements. We assume that we have at hand a conforming and shape regular triangulation $\mathcal{T}_{h}$ of the polygonal domain $\Omega$, made of open disjoint elements $T$ such that $\bar{\Omega}=\bigcup_{T \in \mathcal{T}_{h}} \bar{T}$. We will denote by $\mathcal{F}^{i}$ the collection of internal faces $F$ of $\mathcal{T}_{h}$. As Proposition 3.4.1 shows, to gain stability it is convenient to have $\nabla \mathbb{X} \subset \mathbb{M}$. Since the space $\mathbb{X}$ is used to approximate the solution of an elliptic problem with Neumann boundary conditions, the simplest choice for $\mathbb{X}$ is a finite element space of continuous functions

$$
\begin{equation*}
\mathbb{X}=\left\{\mathrm{X} \in \mathcal{C}^{0}(\bar{\Omega})|\mathrm{X}|_{T} \in \mathcal{P}_{\ell}(T), \forall T \in \mathcal{T}_{h}\right\} \subset H^{1}(\Omega) \tag{3.52}
\end{equation*}
$$

To achieve $\nabla \mathbb{X} \subset \mathbb{M}$ we allow $\mathbb{M}$ to be a space of discontinuous functions

$$
\begin{equation*}
\mathbb{M}=\left\{\mathbf{M} \in \mathbf{L}^{2}(\Omega)|\mathbf{M}|_{T} \in\left[\mathcal{P}_{\ell-1}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\} \tag{3.53}
\end{equation*}
$$

and, consequently, the forms $b_{h}^{m}(\cdot, \cdot, \cdot)$ and $a_{h}(\cdot, \cdot)$ must be defined accordingly. Here $\mathcal{P}_{\ell}$ denotes the space of polynomials of total degree at most $\ell$, usually associated to simplicial elements.

The trilinear form $b_{h}^{m}$ is defined by

$$
\begin{align*}
b_{h}^{m}(\mathbf{U}, \mathbf{V}, \mathbf{W}) & :=\sum_{T \in \mathcal{T}_{h}} \int_{T}(\mathbf{U} \cdot \nabla) \mathbf{V} \cdot \mathbf{W}+\frac{1}{2} \operatorname{div} \mathbf{U V} \cdot \mathbf{W} d x  \tag{3.54}\\
& -\sum_{F \in \mathcal{F}^{i}} \int_{F}(\llbracket \mathbf{V} \rrbracket \cdot\{\mathbf{W}\})\left(\mathbf{U} \cdot \boldsymbol{n}_{F}\right) d S
\end{align*}
$$

the bulk integrals are the classical Temam [43] modification of the convective term (1.5), whereas the face integrals are consistency terms. This discretization of convection for discontinuous spaces traces back to [88, 87, 89, 90]. From these references it is known that, provided the first argument ( $\mathbf{U}$ in (3.54) is $\mathbf{H}($ div, $\Omega)$ conforming and has a vanishing normal trace on the boundary, $b_{h}^{m}(\cdot, \cdot, \cdot)$ is skew symmetric, that is 3.40 holds.

The bilinear form $a_{h}(\cdot, \cdot)$ is obtained with interior penalty techniques

$$
\begin{equation*}
a_{h}(\mathbf{M}, \mathbf{Z})=\langle\mathbf{M}, \mathbf{Z}\rangle_{\mathbf{H}\left(\text { curl }_{h}\right)}+\langle\mathbf{M}, \mathbf{Z}\rangle_{\mathbf{H}\left(\text { div }_{h}\right)}, \tag{3.55}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\mathbf{H}\left(\text { curl }_{h}\right)}$ and $\langle\cdot, \cdot\rangle_{\mathbf{H}\left(\text { div }_{h}\right)}$ are interior penalty discretizations of (curl $\cdot$, curl $\cdot$ ) and (div• $\operatorname{div} \cdot)$, respectively

$$
\begin{align*}
\langle\mathbf{M}, \mathbf{Z}\rangle_{\mathbf{H}\left(\operatorname{curl}_{h}\right)} & =\sum_{T \in \mathcal{T}_{h}} \int_{T} \operatorname{curl} \mathbf{M} \cdot \operatorname{curl} \mathbf{Z} d x \\
& -\sum_{F \in \mathcal{F}^{i}} \int_{F}\left(\left\{\{\operatorname{curl} \mathbf{M}\} \times \boldsymbol{n}_{F}\right) \cdot \llbracket \mathbf{Z} \rrbracket+\left(\left\{\{\operatorname{curl} \mathbf{Z}\} \times \boldsymbol{n}_{F}\right) \cdot \llbracket \mathbf{M} \rrbracket d S\right.\right.  \tag{3.56}\\
& +\sum_{F \in \mathcal{F}^{i}} \frac{\eta}{h_{F}} \int_{F}\left(\llbracket \mathbf{M} \rrbracket \times \boldsymbol{n}_{F}\right) \cdot\left(\llbracket \mathbf{Z} \rrbracket \times \boldsymbol{n}_{F}\right) d S,
\end{align*}
$$

$$
\begin{align*}
\langle\mathbf{M}, \mathbf{Z}\rangle_{\mathbf{H}\left(d i v_{h}\right)} & =\sum_{T \in \mathcal{T}_{h}} \int_{T} \operatorname{div} \mathbf{M} \operatorname{div} \mathbf{Z} d x \\
& -\sum_{F \in \mathcal{F}^{i}} \int_{F}\left\{\{\operatorname{div} \mathbf{M}\}\left(\llbracket \mathbf{Z} \rrbracket \cdot \boldsymbol{n}_{F}\right)+\llbracket \operatorname{div} \mathbf{Z}\right\}\left(\llbracket \mathbf{M} \rrbracket \cdot \boldsymbol{n}_{F}\right) d S  \tag{3.57}\\
& +\sum_{F \in \mathcal{F}^{i}} \frac{\eta}{h_{F}} \int_{F}\left(\llbracket \mathbf{M} \rrbracket \cdot \boldsymbol{n}_{F}\right)\left(\llbracket \mathbf{Z} \rrbracket \cdot \boldsymbol{n}_{F}\right) d S
\end{align*}
$$

As usual, the parameter $\eta>0$ must be chosen large enough to yield coercivity (3.41) (cf.[87]). In this setting the discrete semi-norm $|\cdot|_{a}$ is defined as

$$
|\mathbf{M}|_{a}^{2}=\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(|\operatorname{curl} \mathbf{M}|^{2}+|\operatorname{div} \mathbf{M}|^{2}\right)+\sum_{F \in \mathcal{F}^{i}} \frac{1}{h_{F}} \int_{F}\left(\left|\llbracket \mathbf{M} \rrbracket \cdot \boldsymbol{n}_{F}\right|^{2}+\left|\llbracket \mathbf{M} \rrbracket \times \boldsymbol{n}_{F}\right|^{2}\right)
$$

The choice of the remaining spaces is straightforward. The only restriction (for the scheme (3.44) is that the pair $\{\mathbb{U}, \mathbb{P}\}$, used to approximate the linear velocity and pressure, must be LBB stable (see $\left(\begin{array}{|c}1.14\end{array}\right)$. Therefore, for $\ell \geq 2$ we set

$$
\begin{align*}
\mathbb{U} & =\left\{\mathbf{U} \in \mathcal{C}^{0}(\bar{\Omega})|\mathbf{U}|_{T} \in\left[\mathcal{P}_{\ell}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\} \cap \mathbf{H}_{0}^{1}(\Omega) \\
\mathbb{P} & =\left\{\mathrm{Q} \in \mathcal{C}^{0}(\bar{\Omega})|\mathrm{Q}|_{T} \in \mathcal{P}_{\ell-1}(T), \forall T \in \mathcal{T}_{h}\right\} \\
\mathbb{W} & =\left\{\mathbf{W} \in \mathcal{C}^{0}(\bar{\Omega})|\mathbf{W}|_{T} \in\left[\mathcal{P}_{\ell}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\} \cap \mathbf{H}_{0}^{1}(\Omega)  \tag{3.58}\\
\mathbb{M} & =\left\{\mathbf{M} \in \mathbf{L}^{2}(\Omega)|\mathbf{M}|_{T} \in\left[\mathcal{P}_{\ell-1}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\} \\
\mathbb{X} & =\left\{\mathrm{X} \in \mathcal{C}^{0}(\bar{\Omega})|\mathrm{X}|_{T} \in \mathcal{P}_{\ell}(T), \forall T \in \mathcal{T}_{h}\right\} .
\end{align*}
$$

It is well known that the pair $\{\mathbb{U}, \mathbb{P}\}$ in $(3.58)($ cf. 42,53$])$ is LBB stable for $\ell \geq 2$ under minor restrictions of the mesh $\mathcal{T}_{h}$. Note also in (3.58), that we are using a continuous finite element space $\mathbb{P}$ for the pressure, which is something we might have to change (the velocity space too) if we want to consider convergence of a numerical scheme under minimal regularity assumptions (the use of discontinuous pressures will be considered for a different model, later in 3.5.3).

In (3.58) we have used polynomials $\mathcal{P}_{\ell}$ over simplices. However, the fact that the scheme (3.44) is energy-stable is not tightly related to simplices. In (3.52, (3.53) and (3.58), it is possible to replace $\mathcal{P}_{\ell}$ by $\mathcal{Q}_{\ell}$ (polynomials of degree at most $\ell$ in each variable) and use quadrilateral/hexahedral elements. That will only require us to do some minor modifications of the scheme. To simplify our exposition we will always assume that our elements are simplicial and develop our theory under this assumption. We will provide remarks describing the required modifications, if any, when quadrilaterals are to be used. With this choice of spaces, the scheme presents itself as a generalization of those studied in [86, 91].

Remark 3.4.1 (Redefinition of the pressure). Given $\varpi \in\{0,1\}$, let $(\mathbf{u}, p) \in$ $\mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$ solve

$$
\begin{aligned}
(\nabla \mathbf{u}, \nabla \mathbf{v})-(p, \operatorname{div} \mathbf{v}) & =(\mathbf{f}, \mathbf{v})+\varpi(g, \operatorname{div} \mathbf{v}) & \forall \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \\
(q, \operatorname{div} \mathbf{u}) & =0 & \forall q \in L_{0}^{2}(\Omega)
\end{aligned}
$$

Since the pressure can be redefined as $\widehat{p}=p+\varpi g$, the velocity $\mathbf{u}$ is independent of $\varpi$. This has been used to devise energy-stable schemes for phase field models 92 and liquid crystals 93 . In the same spirit we have eliminated, from the Kelvin force (in 3.44 a$)$ ) the term $-\frac{1}{2}\left(\operatorname{div} \mathbf{V}, \mathbf{M}^{k} \cdot \mathbf{H}^{k}\right)$.

### 3.4.3 Existence of solutions for $\sigma=0$

The energy estimate of Proposition 3.4.1 (discrete stability) serves as an a priori estimate of solutions of (3.44). This estimate can be used to establish, with the help of Leray-Schauder theorem (cf.[94, p. 280] ), existence of solutions. The core of the
following result is a local in time energy estimate similar to that of Proposition 3.4.1. To avoid repetitions we skip some details.

Theorem 3.4.1 (Existence for $\sigma=0$ ). Let $h, \tau>0$. For every $k \in\{1, \ldots, K\}$ the scheme (3.44) has a solution. Moreover, this solution satisfies the estimate of Proposition 3.4.1.

Proof. We define the linear map $\widehat{x}=\mathcal{L} x$,

$$
\left\{\mathbf{U}^{k}, P^{k}, \mathbf{W}^{k}, \mathbf{M}^{k}, \nabla \Phi^{k}\right\} \stackrel{\mathcal{L}}{\mapsto}\left\{\widehat{\mathbf{U}}^{k}, \widehat{P}^{k}, \widehat{\mathbf{W}}^{k}, \widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right\}
$$

where the quantities with hats solve:

$$
\begin{align*}
\left(\frac{\widehat{\mathbf{U}}^{k}-\mathbf{U}^{k-1}}{\tau}, \mathbf{V}\right) & +b_{h}\left(\mathbf{U}^{k}, \widehat{\mathbf{U}}^{k}, \mathbf{V}\right)+\widehat{\nu}\left(\nabla \widehat{\mathbf{U}}^{k}, \nabla \mathbf{V}\right)  \tag{3.59a}\\
& -\left(\widehat{P}^{k}, \operatorname{div} \mathbf{V}\right)=2 \nu_{r}\left(\operatorname{curl} \widehat{\mathbf{W}}^{k}, \mathbf{V}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \widehat{\mathbf{M}}^{k}\right), \\
\left(\mathrm{Q}, \operatorname{div} \widehat{\mathbf{U}}^{k}\right) & =0  \tag{3.59b}\\
\jmath\left(\frac{\widehat{\mathbf{W}}^{k}-\mathbf{W}^{k-1}}{\tau}, \mathbf{X}\right) & +\jmath b_{h}\left(\mathbf{U}^{k}, \widehat{\mathbf{W}}^{k}, \mathbf{X}\right)+c_{1}\left(\nabla \widehat{\mathbf{W}}^{k}, \nabla \mathbf{X}\right)+c_{2}\left(\operatorname{div} \widehat{\mathbf{W}}^{k}, \operatorname{div} \mathbf{X}\right)  \tag{3.59c}\\
& +4 \nu_{r}\left(\widehat{\mathbf{W}}^{k}, \mathbf{X}\right)=2 \nu_{r}\left(\operatorname{curl} \mathbf{U}^{k}, \mathbf{X}\right)+\mu_{0}\left(\widehat{\mathbf{M}}^{k} \times \mathbf{H}^{k}, \mathbf{X}\right), \\
\left(\frac{\widehat{\mathbf{M}}^{k}-\mathbf{M}^{k-1}}{\tau}, \mathbf{Z}\right) & -b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \widehat{\mathbf{M}}^{k}\right)+\left(\widehat{\mathbf{M}}^{k} \times \mathbf{W}^{k}, \mathbf{Z}\right)+\frac{1}{\mathscr{T}}\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)  \tag{3.59d}\\
& =\frac{\varkappa_{0}}{\mathscr{T}}\left(\widehat{\mathbf{H}}^{k}, \mathbf{Z}\right), \\
\left(\nabla \widehat{\Phi}^{k}, \nabla \mathbf{X}\right) & =\left(\mathbf{h}_{a}^{k}-\widehat{\mathbf{M}}{ }^{k}, \nabla \mathbf{X}\right), \tag{3.59e}
\end{align*}
$$

where $\widehat{\mathbf{H}}^{k}=\nabla \widehat{\Phi}^{k}$. To assert the existence of a solution we show that the map $\mathcal{L}$ satisfies the requirements of the Leray-Schauder theorem [94, p. 280]:
$\diamond$ Well posedness. The operator $\mathcal{L}$ is clearly well defined. The information follows a bottom-up path, so we start with the coupled system 3.59d)-3.59e
on the bottom, which can be conveniently rewritten as follows:

$$
\begin{aligned}
&\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)- \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \widehat{\mathbf{M}}^{k}\right)+\tau\left(\widehat{\mathbf{M}}^{k} \times \mathbf{W}^{k}, \mathbf{Z}\right) \\
&+ \frac{\tau}{\mathscr{T}}\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)-\frac{\tau \varkappa_{0}}{\mathscr{T}}\left(\widehat{\mathbf{H}}^{k}, \mathbf{Z}\right)=\left(\mathbf{M}^{k-1}, \mathbf{Z}\right) \\
&\left(\widehat{\mathbf{M}}^{k}, \nabla \mathbf{X}\right)+\left(\nabla \widehat{\Phi}^{k}, \nabla \mathbf{X}\right)=\left(\mathbf{h}_{a}^{k}, \nabla \mathbf{X}\right) .
\end{aligned}
$$

Set $\mathbf{Z}=\widehat{\mathbf{M}}^{k}$ and $\mathbf{X}=\frac{\tau \varkappa_{0}}{T} \widehat{\Phi}^{k}$, to show that this system is positive definite. This yields the functions $\widehat{\mathbf{M}}^{k}$ and $\widehat{\Phi}^{k}$, which can be used as data in (3.59c) to obtain $\widehat{\mathbf{W}}^{k}$. Inserting $\widehat{\mathbf{W}}^{k}$ and $\widehat{\mathbf{M}}^{k}$ into (3.59a) 3.59b gives rise to the pair $\left(\widehat{\mathbf{U}^{k}}, \widehat{P^{k}}\right)$.
$\diamond$ Boundedness. We must verify that solutions $\widehat{x}=\left\{\widehat{\mathbf{U}}^{k}, \widehat{P}^{k}, \widehat{\mathbf{W}}^{k}, \widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right\}$ of $\frac{1}{\lambda} \widehat{x}=\mathcal{L} \widehat{x}$ with $\lambda \in(0,1]$ can be bounded in terms of the local data $\left\{\mathbf{U}^{k-1}, \mathbf{W}^{k-1}, \mathbf{M}^{k-1}, \nabla \Phi^{k-1}, \mathbf{h}_{a}^{k}\right\}$ uniformly with respect to $\lambda$. In other words, we want to analyze the local boundedness of

$$
\begin{align*}
\left(\frac{\lambda^{-1} \widehat{\mathbf{U}}^{k}-\mathbf{U}^{k-1}}{\tau}, \mathbf{V}\right) & +b_{h}\left(\widehat{\mathbf{U}}^{k}, \lambda^{-1} \widehat{\mathbf{U}}^{k}, \mathbf{V}\right) \\
& +\widehat{\nu}\left(\lambda^{-1} \nabla \widehat{\mathbf{U}}^{k}, \nabla \mathbf{V}\right)-\left(\lambda^{-1} \widehat{P}^{k}, \operatorname{div} \mathbf{V}\right)  \tag{3.60a}\\
& =2 \nu_{r}\left(\lambda^{-1} \operatorname{curl} \widehat{\mathbf{W}}^{k}, \mathbf{V}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}, \widehat{\mathbf{H}}^{k}, \lambda^{-1} \widehat{\mathbf{M}}^{k}\right), \\
\left(\mathrm{Q}, \operatorname{div} \widehat{\mathbf{U}}^{k}\right) & =0,  \tag{3.60b}\\
\jmath\left(\frac{\lambda^{-1} \widehat{\mathbf{W}}^{k}-\mathbf{W}^{k-1}}{\tau}, \mathbf{X}\right) & +\jmath b_{h}\left(\widehat{\mathbf{U}}^{k}, \lambda^{-1} \widehat{\mathbf{W}}^{k}, \mathbf{X}\right)+c_{1}\left(\lambda^{-1} \nabla \widehat{\mathbf{W}}^{k}, \nabla \mathbf{X}\right) \\
& +c_{2}\left(\lambda^{-1} \operatorname{div} \widehat{\mathbf{W}}^{k}, \operatorname{div} \mathbf{X}\right)+4 \nu_{r}\left(\lambda^{-1} \widehat{\mathbf{W}}^{k}, \mathbf{X}\right)  \tag{3.60c}\\
& =2 \nu_{r}\left(c u r l \widehat{\mathbf{U}}^{k}, \mathbf{X}\right)+\mu_{0}\left(\lambda^{-1} \widehat{\mathbf{M}}^{k} \times \widehat{\mathbf{H}}^{k}, \mathbf{X}\right) \\
& +\frac{1}{\mathscr{T}}\left(\lambda^{-1} \widehat{\mathbf{M}}{ }^{k}, \mathbf{Z}\right)=\frac{x_{0}}{\mathscr{T}}\left(\lambda^{-1} \widehat{\mathbf{H}}^{k}, \mathbf{Z}\right)  \tag{3.60d}\\
\left(\frac{\lambda^{k}-\mathbf{M}^{k-1}}{\tau}, \mathbf{Z}\right) & -b_{h}^{m}\left(\widehat{\mathbf{U}}^{k}, \mathbf{Z}, \lambda^{-1} \widehat{\mathbf{M}}{ }^{k}\right)+\left(\lambda^{-1} \widehat{\mathbf{M}}^{k} \times \widehat{\mathbf{W}}^{k}, \mathbf{Z}\right) \\
\left(\lambda^{-1} \nabla \widehat{\Phi}^{k}, \nabla \mathbf{X}\right) & =\left(\mathbf{h}_{a}^{k}-\lambda^{-1} \widehat{\mathbf{M}}^{k}, \nabla \mathbf{X}\right), \tag{3.60e}
\end{align*}
$$

with $\lambda \in(0,1]$. Set $\mathbf{V}=2 \tau \lambda \widehat{\mathbf{U}}^{k}, \mathbf{X}=2 \tau \lambda \widehat{\mathbf{W}}^{k}, \mathbf{Z}=2 \tau \mu_{0} \lambda \widehat{\mathbf{M}}^{k}, \mathbf{X}=\frac{2 \tau \varkappa_{0} \mu_{0} \lambda}{\mathscr{T}} \widehat{\Phi}^{k}$ in (3.60a)- 3.60e), and use identity (1.11). As we did to obtain (3.47), set $\mathbf{Z}=2 \mu_{0} \tau \lambda \nabla \widehat{\Phi}^{k}$ in (3.60d) (to eliminate the trilinear terms). Adding the ensuing equations, and eliminating superfluous positive terms, we obtain:

$$
\begin{align*}
\left\|\widehat{\mathbf{U}}^{k}\right\|_{\mathbf{L}^{2}}^{2} & -\left\|\lambda \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\jmath\left\|\lambda \mathbf{W}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& -\mu_{0}\left\|\lambda \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+2\left(\nu+\nu_{r}\right) \tau\left\|\nabla \widehat{\mathbf{U}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 c_{1} \tau\left\|\nabla \widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +2 c_{2} \tau\left\|\operatorname{div} \widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+8 \tau \nu_{r}\left\|\widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{3.61}\\
& +\frac{4 \mu_{0} \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \widehat{\Phi}^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq 4 \nu_{r} \tau(1+\lambda)\left(\operatorname{curl} \widehat{\mathbf{U}}^{k}, \widehat{\mathbf{W}^{k}}\right) \\
& +2 \mu_{0}\left(\widehat{\mathbf{M}}^{k}-\lambda \mathbf{M}^{k-1}, \nabla \widehat{\Phi}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right) \\
& +\frac{2 \mu_{0} \mu_{0} \tau \lambda}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \widehat{\Phi}^{k}\right) .
\end{align*}
$$

Set $\mathrm{X}=\lambda \widehat{\Phi}^{k}$ in (3.60e) to obtain $\left\|\nabla \widehat{\Phi}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\left(\lambda \mathbf{h}_{a}^{k}-\widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right)$. Consequently, (3.61) can be rewritten as

$$
\begin{align*}
\left\|\widehat{\mathbf{U}}^{k}\right\|_{\mathbf{L}^{2}}^{2} & -\left\|\lambda \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\jmath\left\|\widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\jmath\left\|\lambda \mathbf{W}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& -\mu_{0}\left\|\lambda \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+2\left(\nu+\nu_{r}\right) \tau\left\|\nabla \widehat{\mathbf{U}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 c_{1} \tau\left\|\nabla \widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +2 c_{2} \tau\left\|\operatorname{div} \widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+8 \tau \nu_{r}\left\|\widehat{\mathbf{W}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{3.62}\\
& +2 \mu_{0}\left(\frac{2 \varkappa_{0} \tau}{\mathscr{T}}+\frac{\tau}{\mathscr{T}}+1\right)\left\|\nabla \widehat{\Phi}^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq 4 \nu_{r} \tau(1+\lambda)\left(\operatorname{curl} \widehat{\mathbf{U}}^{k}, \widehat{\mathbf{W}}^{k}\right) \\
& -2 \mu_{0} \lambda\left(\mathbf{M}^{k-1}, \nabla \widehat{\Phi}^{k}\right)+2 \mu_{0} \lambda\left(\frac{\varkappa_{0} \tau}{\mathscr{T}}+\frac{\tau}{\mathscr{T}}+1\right)\left(\mathbf{h}_{a}^{k}, \nabla \widehat{\Phi}^{k}\right) .
\end{align*}
$$

To conclude it suffices to suitably bound the right-hand side. This can be easily attained by recalling that $\lambda \leq 1$ and using (1.2).
$\diamond$ Compactness. Compactness of the linear operator $\mathcal{L}$ is immediate, since we are working in finite dimensions.

### 3.4.4 Lack of stability for $\sigma>0$

Since $\mathbf{H}^{k}=\nabla \Phi^{k} \in \mathbf{H}($ curl,$\Omega)$ we have that

$$
\begin{gather*}
\left.\operatorname{curl} \mathbf{H}^{k}\right|_{T}=0 \quad \forall T \in \mathcal{T}_{h},\left.\quad\left\{\left\{\operatorname{curl} \mathbf{H}^{k}\right\}\right\}\right|_{F}=0 \quad \forall F \in \mathcal{F}^{i},  \tag{3.63}\\
\llbracket \mathbf{H}^{k} \rrbracket \times\left.\boldsymbol{n}_{F}\right|_{F}=0 \quad \forall F \in \mathcal{F}^{i} .
\end{gather*}
$$

From these properties and definition (3.56) we deduce that $\left\langle\mathbf{M}^{k}, \nabla \Phi\right\rangle_{\mathbf{H}\left(\operatorname{curl}_{h}\right)}=0$.
If $\sigma>0$ this result can be used to attempt to obtain an energy estimate for the scheme (3.44). Set $\mathbf{V}=2 \varkappa_{0} \tau \mathbf{U}^{k}, \mathbf{X}=2 \tau \varkappa_{0} \mathbf{W}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{M}^{k}, \mathbf{X}=\frac{2 \tau \varkappa_{0} \mu_{0}}{\mathscr{T}} \Phi^{k}$ and $\mathbf{Z}=\frac{2 \tau \varkappa_{0} \mu_{0}}{\mathscr{T}} \nabla \Phi^{k}$. Following Proposition 3.4.1 we get

$$
\begin{align*}
\delta\left(\varkappa_{0}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right. & \left.+\varkappa_{0} \jmath\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} \mu_{0}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}\right) \\
& +\varkappa_{0}\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} \jmath\left\|\delta \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\varkappa_{0} \mu_{0}\left\|\delta \nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +2 \varkappa_{0} \tau\left(\nu\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+c_{1}\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\nu_{r}\left\|\operatorname{div} \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}\right. \\
& +c_{2}\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\nu_{r}\left\|\operatorname{curl} \mathbf{U}^{k}-2 \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T} \varkappa_{0}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{3.64}\\
& \left.+\frac{\mu_{0}}{\mathscr{T}}\left(2+\varkappa_{0}\right)\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}\right)+2 \sigma \tau\left(\mu_{0}\left\langle\mathbf{M}^{k}, \mathbf{M}^{k}\right\rangle_{\mathbf{H}\left(d i v_{h}\right)}\right. \\
& +\mu_{0}\left\langle\mathbf{M}^{k}, \mathbf{M}^{k}\right\rangle_{\mathbf{H}\left(c u r l_{h}\right)}+\gamma\left\|\left(\mathbf{M}^{k}-\varkappa_{0} \nabla \Phi^{k}\right) \times \boldsymbol{n}\right\|_{\mathbf{L}^{2}(\Gamma)}^{2} \\
& \left.+\gamma\left\|\left(\mathbf{M}^{k}-\varkappa_{0} \nabla \Phi^{k}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\Gamma)}^{2}\right)=2 \mu_{0} \varkappa_{0}\left(\delta \mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) \\
& +\frac{2 \varkappa_{0} \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)+2 \mu_{0} \sigma \tau\left\langle\mathbf{M}^{k}, \nabla \Phi^{k}\right\rangle_{\mathbf{H}\left(d i v_{h}\right)} .
\end{align*}
$$

Notice that we have gained control on the needed boundary terms. However, we have the term $2 \mu_{0} \tau \sigma\left\langle\mathbf{M}^{k}, \nabla \Phi^{k}\right\rangle_{\mathbf{H}\left(d_{i v}\right)}$ on the right-hand side, and there is no way to control it, unless one can reproduce identity $(\operatorname{div} \mathbf{m}, \operatorname{div} \mathbf{h})=-\|\operatorname{div} \mathbf{h}\|_{\mathbf{L}^{2}}^{2}($ used
in $\$ 3.3 .1$ for the identity (3.25) in a discrete setting (or at least, prove that $\left.\left\langle\mathbf{M}^{k}, \nabla \Phi^{k}\right\rangle_{\mathbf{H}\left(d i v_{h}\right)} \leq 0\right)$.

### 3.5 Simplified ferrohydrodynamics and convergent scheme

### 3.5.1 Simplification of the model

We can simplify the model defined by (3.1), (3.4), (3.5), (3.18) and $\sigma=0$ by eliminating the magnetostatics problem (3.18), and setting the effective magnetizing field to be $\mathbf{h}:=\mathbf{h}_{a}$. The purpose of this section is to explain, at least with a heuristic argument, under which circumstances this is a reasonable physical approximation.

As we know from $\$ 3.2 .1$. $\varphi$ is the sum of two potentials $\varphi=\psi+\phi$ (see Remark 3.2.4), so that $\mathbf{h}=\mathbf{h}_{d}+\mathbf{h}_{a}=\nabla \psi+\nabla \phi$. In this context one may ask under which circumstances we can neglect the contribution of the demagnetizing field $\mathbf{h}_{d}$ and assert that $\mathbf{h} \approx \mathbf{h}_{a}$ is a good approximation. In other words, we want to assess the difference between $\nabla \varphi$ and $\nabla \phi$. For this purpose we subtract (3.16) from (3.17), set $\chi=\psi$, and use Cauchy-Schwarz inequality to obtain

$$
\begin{equation*}
\|\nabla \psi\|_{\mathbf{L}^{2}} \leq\|\mathbf{m}\|_{\mathbf{L}^{2}} \tag{3.65}
\end{equation*}
$$

In conclusion, $\mathbf{h} \approx \mathbf{h}_{a}$ whenever the magnetization $\mathbf{m}$ is small. On the other hand, as explained in $\S 3.2$, the evolution of the magnetization is such that $\mathbf{m} \approx \varkappa_{0} \mathbf{h}$ when close to equilibrium. Thus, if $\varkappa_{0} \ll 1$ the magnetization $\mathbf{m}$ will be small, so that we can neglect the contribution of the demagnetizing field to the total magnetic field as suggested by (3.65). Water based ferrofluids subject to slowly varying magnetic
fields could be modeled under these assumptions, since they usually exhibit a small magnetic susceptibility $\varkappa_{0}$ [95, 96]. It is worth mentioning that the simplification $\mathbf{h}:=\mathbf{h}_{a}$ is not particularly new: it has been used for analytic computations of the Rosensweig model and still retains a significant amount of valid quantitative information as shown for instance in [25, 26, 97]; it has also been suggested in the analysis of stationary configurations of free surfaces of ferrofluids 98 .

### 3.5.2 Ultra weak formulation of simplified ferrohydrodynamics

We will consider the following weak formulation for the model defined by equations (3.1)- 3.5 with $\sigma=0$ : find $(\mathbf{u}, \mathbf{w}, \mathbf{m}) \in L^{2}\left(\left[0, t_{F}\right) ; \mathcal{V}\right) \times L^{2}\left(\left[0, t_{F}\right) ; \mathbf{H}_{0}^{1}(\Omega)\right) \times$ $L^{2}\left(\left[0, t_{F}\right) ; \mathbf{L}^{2}(\Omega)\right)$ that satisfy

$$
\begin{align*}
& \int_{0}^{t_{F}}-\left(\mathbf{u}, \mathbf{v}_{t}\right)+b(\mathbf{u}, \mathbf{u}, \mathbf{v})+\widehat{\nu}(\nabla \mathbf{u}, \nabla \mathbf{v})  \tag{3.66a}\\
&=(\mathbf{u}(0), \mathbf{v}(0))+\int_{0}^{t_{F}} \mu_{0} b(\mathbf{m}, \mathbf{h}, \mathbf{v}), \\
& \begin{aligned}
\int_{0}^{t_{F}}-\jmath\left(\mathbf{w}, \mathbf{x}_{t}\right) & +b(\mathbf{w}, \mathbf{w}, \mathbf{x})+c_{1}(\nabla \mathbf{w}, \nabla \mathbf{v})+c_{2}(\operatorname{div} \mathbf{w}, \operatorname{div} \mathbf{x})+4 \nu_{r}(\mathbf{w}, \mathbf{x}) \\
& =\jmath(\mathbf{w}(0), \mathbf{x}(0))+\int_{0}^{t_{F}} 2 \nu_{r}(\operatorname{curl} \mathbf{u}, \mathbf{x})+\mu_{0}(\mathbf{m} \times \mathbf{h})
\end{aligned}  \tag{3.66b}\\
&-\int_{0}^{t_{F}}\left(\mathbf{m}, \mathbf{z}_{t}\right)+b(\mathbf{u}, \mathbf{z}, \mathbf{m})-\frac{1}{\mathscr{T}}(\mathbf{m}, \mathbf{z})=(\mathbf{m}(0), \mathbf{z}(0))+\frac{\varkappa_{0}}{\mathscr{T}} \int_{0}^{t_{F}}(\mathbf{h}, \mathbf{z}),
\end{align*}
$$

for all $\mathbf{v} \in\left\{\mathbf{v} \in \mathcal{C}_{0}^{\infty}\left(\left[0, t_{F}\right) \times \Omega\right) \mid \operatorname{div} \mathbf{v}=0\right.$ in $\left.\Omega\right\}, \mathbf{x}, \mathbf{z} \in \mathcal{C}_{0}^{\infty}\left(\left[0, t_{F}\right) \times \Omega\right)$, where now the magnetic field $\mathbf{h}$ is not determined by the Poisson problem (3.18), but rather $\mathbf{h}:=\mathbf{h}_{a}$ is a given harmonic and smooth vector field.

We point out that the expressions in (3.66) are obtained from integration by parts in time, and are particularly suitable to prove convergence of discrete solutions, in particular, if the time-integration scheme used is a "Discontinuous Galerkin" (rather than "Continuous Galerkin") scheme (cf.[49]). Most notably, the Backward-Euler method, is a zero-order Discontinuous Galerkin time-integration scheme.

### 3.5.3 Scheme: Assumptions, Existence and Stability

To discretize the system (3.66), and to avoid technicalities, we will assume that the initial data is smooth and consider an initialization as in (3.43).

For every $k \in\{1, \ldots, K\}$ we compute $\left\{\mathbf{U}^{k}, P^{k}, \mathbf{W}^{k}, \mathbf{M}^{k}\right\} \in \mathbb{U} \times \mathbb{P} \times \mathbb{W} \times \mathbb{M}$ that solves

$$
\begin{align*}
\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{V}\right) & +b_{h}\left(\mathbf{U}^{k}, \mathbf{U}^{k}, \mathbf{V}\right)+\widehat{\nu}\left(\nabla \mathbf{U}^{k}, \nabla \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{3.67a}\\
& =2 \nu_{r}\left(\operatorname{curl} \mathbf{W}^{k}, \mathbf{V}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right), \\
\left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right) & =0,  \tag{3.67b}\\
\jmath\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \mathbf{X}\right) & +\jmath b_{h}\left(\mathbf{U}^{k}, \mathbf{W}^{k}, \mathbf{X}\right)+c_{1}\left(\nabla \mathbf{W}^{k}, \nabla \mathbf{X}\right)+c_{2}\left(\operatorname{div} \mathbf{W}^{k}, \operatorname{div} \mathbf{X}\right)  \tag{3.67c}\\
& +4 \nu_{r}\left(\mathbf{W}^{k}, \mathbf{X}\right)=2 \nu_{r}\left(\operatorname{curl} \mathbf{U}^{k}, \mathbf{X}\right)+\mu_{0}\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{X}\right), \\
\left(\frac{\delta \mathbf{M}^{k}}{\tau}, \mathbf{Z}\right) & -b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \mathbf{M}^{k}\right)+\left(\mathbf{M}^{k} \times \mathbf{W}^{k}, \mathbf{Z}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{Z}\right)  \tag{3.67d}\\
& =\frac{\varkappa_{0}}{\mathscr{T}}\left(\mathbf{H}^{k}, \mathbf{Z}\right),
\end{align*}
$$

for all $\{\mathbf{V}, \mathrm{Q}, \mathbf{X}, \mathbf{Z}\} \in \mathbb{U} \times \mathbb{P} \times \mathbb{W} \times \mathbb{M}$, where the magnetic field $\mathbf{H}^{k}$ now is given by

$$
\begin{equation*}
\mathbf{H}^{k}:=\mathrm{I}_{\mathbb{M}}\left[\mathbf{h}_{a}^{k}\right] \tag{3.68}
\end{equation*}
$$

with $\mathrm{I}_{\mathbb{M}}$ defined in (3.42).
The choice of spaces $\mathbb{U}, \mathbb{P}, \mathbb{W}$ and $\mathbb{M}$ does need to be made precise now, we will provide specific constructions in $\S 3.5 .5$. Right now we only need to say that the following properties will be required:
$\diamond$ As usual, we will assume that the domain $\Omega$ is a convex polyhedron and that the mesh $\mathcal{T}_{h}$ is quasi-uniform.
$\diamond$ In addition to the projector $\Pi_{\mathbb{V}}($ see $(1.21)$ and the stability property 1.22 , we will also define $\Pi_{\mathbb{W}}: L^{2}(\Omega) \longrightarrow \mathbb{W}$, the $L^{2}(\Omega)$ projection onto the space $\mathbb{W}$, and assume that $\Pi_{\mathbb{W}}$ is $\mathbf{H}^{1}(\Omega)$-stable, namely:

$$
\begin{equation*}
\left\|\nabla \Pi_{\mathbb{W}} \mathbf{v}\right\|_{\mathbf{L}^{2}} \leq c\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}} \forall \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega), \tag{3.69}
\end{equation*}
$$

with $c$ independent of $h$ and $\mathbf{v}$. In the context of quasi-uniform meshes the reader is referred to classical references like [52, 42], and for non quasi-uniform meshes and different norms to [99, 100, 101. Quasiuniformity is a sufficient condition on $\mathcal{T}_{h}$ for these properties to hold. More general sufficient conditions can be found in the aforementioned references.
$\diamond$ For all $\mathbf{Z} \in \mathbb{M}$, we want each space component $\mathbf{Z}^{i}(i: 1, \ldots, d)$ to belong to the same finite element space as the pressure, i.e. we will require $\mathbb{M}=[\mathbb{P}]^{d}$.
$\diamond$ The pressure space $\mathbb{P}$ should be discontinuous and it should contain a continuous subspace of degree 1 or higher. This assumption, together with the assumption of the previous bullet, implies that $\mathbb{M} \cap \mathcal{C}^{0}(\Omega) \neq \varnothing$, and that
the construction of an interpolation $\mathrm{I}_{\mathbb{M}}$ satisfying $(3.42)$ and $(1.13)$ is always possible.

Using discontinuous pressures will allow us to localize the incompressibility constraint 3.67 b from the Stokes problem to each element, that is

$$
\begin{equation*}
\left(\mathrm{Q}, \operatorname{div} \mathrm{U}^{k}\right)_{T}=0 \quad \forall \mathrm{Q} \in \mathbb{P}, \forall T \in \mathcal{T}_{h} \tag{3.70}
\end{equation*}
$$

The constraint $\mathbb{M}=[\mathbb{P}]^{d}$ together with $(3.70$ will mean that:

$$
\begin{equation*}
\left(\mathbf{Z}^{i}, \operatorname{div} \mathbf{U}^{k}\right)_{T}=0 \quad \forall \mathbf{Z} \in \mathbb{M}, \forall i: 1, \ldots, d, \forall T \in \mathcal{T}_{h} \tag{3.71}
\end{equation*}
$$

The main difference between schemes (3.44) and (3.67), apart from the fact that the Poisson problem for $\Phi^{k}$ was eliminated, are the new requirements on the spaces $\mathbb{P}$ and $\mathbb{M}$.

Note in (3.67), that we are using the definition (3.54) for the trilinear form $b_{h}^{m}(\cdot, \cdot, \cdot)$, however, not all the terms are used. In particular, all the jump terms in the Kelvin force $\mu_{0} b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)$ disappear, since $\left.\llbracket \mathbf{H}^{k} \rrbracket\right|_{F}=0 \forall F \in \mathcal{F}^{i}$, which is a consequence of definition (3.68). This is a very convenient feature which will greatly simplify a priori estimates and consistency analysis. We now present the stability of scheme (3.44).

Proposition 3.5.1 (Existence and stability). For every $k=1, \ldots, K$ there is $\left\{\mathbf{U}^{k}, P^{k}, \mathbf{W}^{k}, \mathbf{M}^{k}\right\} \in \mathbb{U} \times \mathbb{P} \times \mathbb{W} \times \mathbb{M}$ that solves (3.67), with $\mathbf{H}^{k}$ defined in (3.68). Moreover this solution satisfies the following stability estimate

$$
\begin{align*}
\frac{1}{2} \mathscr{E}_{h, \tau}^{K} & +\tau^{-1}\left\|\mathscr{I}_{h, \tau}^{\tau}\right\|_{\ell^{1}}+\left\|\mathscr{D}_{h, \tau}^{\tau}\right\|_{\ell^{1}}  \tag{3.72}\\
& \leq \mathscr{F}_{h, \tau}^{\tau}+2 \mathscr{E}_{h, \tau}^{0}+\mu_{0}\left\|\mathbf{H}^{0}\right\|_{\mathbf{L}^{2}}^{2}+2 \mu_{0}\left\|\mathbf{H}^{K}\right\|_{\mathbf{L}^{2}}^{2} \leq c
\end{align*}
$$

where

$$
\begin{gathered}
\mathscr{E}_{h, \tau}^{k}:=\mathscr{E}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, 0\right), \mathscr{I}_{h, \tau}^{k}:=\mathscr{I}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, 0\right) \\
\mathscr{D}_{h, \tau}^{k}:=\mathscr{D}_{h, \tau}^{k}\left(\mathbf{U}^{\tau}, \mathbf{W}^{\tau}, \mathbf{M}^{\tau}, 0\right)
\end{gathered}
$$

were defined in (3.45), and $\mathscr{F}_{h, \tau}^{k}$ is defined as

$$
\mathscr{F}_{h, \tau}^{k}:=\mathscr{F}^{k}\left(\mathbf{h}_{a}\right)=3 \mu_{0} \mathscr{T} \sum_{k=1}^{K-1} \tau\left\|\frac{\delta \mathbf{H}^{k+1}}{\tau}\right\|_{\mathbf{L}^{2}}^{2}+\sum_{k=1}^{K} \frac{\mu_{0} \tau}{\mathscr{T}}\left(1+3 \varkappa_{0}^{2}\right)\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
$$

The constant $c<\infty$ only depends on $\mathbf{h}_{a}, \partial_{t} \mathbf{h}_{a}$, and the initial data $\mathbf{u}_{0}, \mathbf{w}_{0}, \mathbf{m}_{0}$.

Proof. Set $\mathbf{V}=2 \tau \mathbf{U}^{k}, \mathbf{X}=2 \tau \mathbf{W}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{M}^{k}$, in (3.67) and add the results. Using (1.2) and identity (1.11), we get

$$
\begin{align*}
2 \delta \mathscr{E}_{h, \tau}^{k} & +2 \mathscr{I}_{h, \tau}^{k}+2 \tau \mathscr{D}_{h, \tau}^{k}=2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)  \tag{3.73}\\
& +2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)+\frac{2 \tau \mu_{0} \varkappa_{0}}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{H}^{k}\right) .
\end{align*}
$$

As in the proof of Proposition 3.4.1, to deal with the trilinear terms $2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)$ and $2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)$ we set $\mathbf{Z}=2 \mu_{0} \tau \mathbf{H}^{k}$ in 3.67d). In doing so, we obtain

$$
\begin{align*}
\frac{2 \mu_{0} \tau \varkappa_{0}}{\mathscr{T}}\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2} & =-2 \mu_{0} \tau\left(\mathbf{M}^{k} \times \mathbf{H}^{k}, \mathbf{W}^{k}\right)-2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)  \tag{3.74}\\
& +2 \mu_{0}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{H}^{k}\right)
\end{align*}
$$

Adding (3.74) to (3.73) we obtain

$$
2 \delta \mathscr{E}_{h, \tau}^{k}+2 \mathscr{I}_{h, \tau}^{k}+2 \tau \mathscr{D}_{h, \tau}^{k}+\frac{2 \mu_{0} \tau \varkappa_{0}}{\mathscr{I}}\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \tau \mu_{0}}{\mathscr{T}}\left(1+\varkappa_{0}\right)\left(\mathbf{M}^{k}, \mathbf{H}^{k}\right)+2 \mu_{0}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right) .
$$

The rest is just a matter of adding over $k$, using the summation by parts formula (1.12) to $\sum_{k=1}^{K}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right)$ and applying Cauchy-Schwarz and Young's inequalities with appropriate constants. Finally, existence is guaranteed by an analogous argument to that one used in Theorem 3.4.1, which only requires a local (in time) estimate. This concludes the proof.

Lemma 3.5.1 (Estimates for the discrete time derivatives). The following estimates for $\tau^{-1} \delta \mathbf{U}^{k}$ and $\tau^{-1} \delta \mathbf{W}^{k}$ hold

$$
\left\|\frac{\delta \mathbf{U}^{\tau}}{\tau}\right\|_{\ell^{4 / 3}\left(\mathcal{V}^{*}\right)}+\left\|\frac{\delta \mathbf{W}^{k}}{\tau}\right\|_{\ell^{4 / 3}\left(\mathbf{H}^{-1}\right)} \leq c
$$

where the constant $c<\infty$ only depends on $\mathbf{h}_{a}, \partial_{t} \mathbf{h}_{a}$, and the initial data $\mathbf{u}_{0}, \mathbf{w}_{0}$, $\mathbf{m}_{0}$.

Proof. Following [102, 103], we use (3.67a), (1.21), (1.22), (3.40), (3.72), and the regularity of the data $\mathbf{h}_{a}$, to get:

$$
\begin{align*}
\left\|\frac{\delta \mathbf{U}^{k}}{\tau}\right\|_{\mathcal{V}^{*}} & =\sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{v}\right)}{\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}}}=\sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \Pi_{\mathbb{V}}[\mathbf{v}]\right)}{\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}}} \lesssim \sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \Pi_{\mathbb{V}}[\mathbf{v}]\right)}{\left\|\Pi_{\mathbb{V}}[\mathbf{v}]\right\|_{\mathbf{H}_{0}^{1}}} \\
& \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{3}}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}+\left\|\operatorname{div} \mathbf{U}^{k}\right\|_{L^{2}}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{3}}+\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}} \\
& +\left\|\nabla \mathbf{H}^{k}\right\|_{\mathbf{L}^{\infty}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{\infty}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}  \tag{3.75}\\
& \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{3 / 2}+\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}} \\
& \lesssim\left(\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}+\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}\right)^{3 / 4}
\end{align*}
$$

where we have also used the estimate

$$
\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{3}} \leq\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{1 / 2}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{1 / 2} \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{1 / 2} \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{1 / 2},
$$

which relies on (3.72), namely $\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}} \leq c$ uniformly in $k$. Raise (3.75) to power 4/3, multiply by $\tau$, add in time, and use (3.72) to get the desired estimate for $\tau^{-1} \delta \mathbf{U}^{k}$.

Similarly, for $\frac{\delta \mathbf{w}^{k}}{\tau}$, we use (3.67c), (3.69), (3.72), and the regularity of the data
$\mathbf{h}_{a}$ :

$$
\begin{align*}
\left\|\frac{\delta \mathbf{W}^{k}}{\tau}\right\|_{\mathbf{H}^{-1}} & =\sup _{\mathbf{x} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \mathbf{x}\right)}{\|\mathbf{x}\|_{\mathbf{H}_{0}^{1}}}=\sup _{\mathbf{x} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \Pi_{\mathbb{W}}[\mathbf{x}]\right)}{\|\mathbf{x}\|_{\mathbf{H}_{0}^{1}}} \\
& \lesssim \sup _{\mathbf{x} \in \mathbf{H}_{0}^{1}(\Omega)} \frac{\left(\frac{\delta \mathbf{W}^{k}}{\tau}, \Pi_{\mathbb{W}}[\mathbf{x}]\right)}{\left\|\Pi_{\mathbb{W}}[\mathbf{x}]\right\|_{\mathbf{H}_{0}^{1}}} \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{4}}\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{4}}+\left\|\operatorname{div} \mathbf{U}^{k}\right\|_{L^{2}}\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{3}} \\
& +\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\operatorname{div} \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}} \\
& +\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{\infty}} \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{3 / 2}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{3 / 2}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}} \\
& +\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left(\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\nabla \mathbf{W}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}\right. \\
& \left.+\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}+\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}\right)^{3 / 4} \tag{3.76}
\end{align*}
$$

where we have also used the inequality

$$
\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{4}} \leq\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{1 / 4}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{3 / 4} \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{3 / 4} \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{3 / 2}
$$

and an analogous estimate for $\mathbf{W}^{k}$. Raise (3.76) to the power $4 / 3$, multiply by $\tau$, add in time, and use (3.72) to get the desired estimate for $\tau^{-1} \delta \mathbf{W}^{k}$.

### 3.5.4 Convergence

We want to show that solutions generated by the scheme defined by (3.67), and (3.68), with initial conditions (3.43), converge to the weak solutions defined in (3.66). However, the scheme (3.67) generates a sequence of functions $\left\{\mathbf{U}^{k}, \mathbf{P}^{k}, \mathbf{W}^{k}, \mathbf{M}^{k}\right\}_{k=0}^{K}$ corresponding to the nodes $\left\{t^{k}\right\}_{k=0}^{K}$, rather than space-time functions. In addition, the scheme (3.67) does not have a variational structure in time. In order to reconcile these features we will rewrite scheme 3.67 as a space-time variational formulation.

For this purpose, we start by defining the space-time functions $\mathbf{U}_{h \tau}, P_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{M}_{h \tau}$, such that

$$
\begin{equation*}
\mathbf{U}_{h \tau}=\mathbf{U}^{k}, P_{h \tau}=P^{k}, \mathbf{W}_{h \tau}=\mathbf{W}^{k}, \mathbf{M}_{h \tau}=\mathbf{M}^{k}, \mathbf{H}_{h \tau}=\mathbf{H}^{k} \forall t \in\left(t^{k-1}, t^{k}\right] \tag{3.77}
\end{equation*}
$$

which are piecewise constant in time. Even though these functions are not continuous in time, their point values are well defined, in particular they are left-continuous at the nodes $\left\{t^{k}\right\}_{k=0}^{K}$ :

$$
\begin{equation*}
\mathbf{U}_{h \tau}\left(t^{k}\right)=\lim _{t / t^{k}} \mathbf{U}_{h \tau}(t) \quad \forall 0 \leq k \leq K \tag{3.78}
\end{equation*}
$$

Using the summation by parts formula $\sqrt{1.12}$, we can rewrite scheme $\sqrt{3.67}$ ) in terms of $\left\{\mathbf{U}_{h \tau}, P_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{M}_{h \tau}\right\}$ as follows:

$$
\begin{align*}
& \left(\mathbf{U}_{h \tau}\left(t_{F}\right), \mathbf{V}_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right)+b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{U}_{h \tau}, \mathbf{V}_{h \tau}\right) \\
& \quad+\int_{0}^{t_{F}}\left(\widehat{\nu} \nabla \mathbf{U}_{h \tau}, \nabla \mathbf{V}_{h \tau}\right)-\left(P_{h \tau}, \operatorname{div} \mathbf{V}_{h \tau}\right)=\left(\mathbf{U}_{h \tau}(0), \mathbf{V}_{h \tau}(0)\right)  \tag{3.79a}\\
& \quad+\int_{0}^{t_{F}} 2 \nu_{r}\left(\operatorname{curl} \mathbf{W}_{h \tau}, \mathbf{V}_{h \tau}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}_{h \tau}, \mathbf{H}_{h \tau}, \mathbf{M}_{h \tau}\right), \\
& \quad \int_{0}^{t_{F}}\left(\mathrm{Q}_{h \tau}, \operatorname{div} \mathbf{U}_{h \tau}\right)=0,  \tag{3.79b}\\
& \jmath\left(\mathbf{W}_{h \tau}\left(t_{F}\right), \mathbf{X}_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau} \jmath\left(\mathbf{W}_{h \tau}, \frac{\mathbf{x}_{h \tau}(\cdot+\tau)-\mathbf{x}_{h \tau}}{\tau}\right) \\
& \quad+\int_{0}^{t_{F}} \jmath b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{X}_{h \tau}\right)+c_{1}\left(\nabla \mathbf{W}_{h \tau}, \nabla \mathbf{X}_{h \tau}\right)  \tag{3.79c}\\
& \quad+c_{2}\left(\operatorname{div} \mathbf{W}_{h \tau}, \operatorname{div} \mathbf{X}_{h \tau}\right)+4 \nu_{r}\left(\mathbf{W}_{h \tau}, \mathbf{X}_{h \tau}\right)=\jmath\left(\mathbf{W}_{h \tau}(0), \mathbf{X}_{h \tau}(0)\right) \\
& \quad+\int_{0}^{t_{F}} 2 \nu_{r}\left(c u r l \mathbf{U}_{h \tau}, \mathbf{X}_{h \tau}\right)+\mu_{0}\left(\mathbf{M}_{h \tau} \times \mathbf{H}_{h \tau}, \mathbf{X}_{h \tau}\right), \\
& \left(\mathbf{M}_{h \tau}\left(t_{F}\right), \mathbf{Z}_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right) \\
& \quad-\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{U}_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{M}_{h \tau}\right)+\left(\mathbf{M}_{h \tau} \times \mathbf{W}_{h \tau}, \mathbf{Z}_{h \tau}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}_{h \tau}, \mathbf{Z}_{h \tau}\right)  \tag{3.79d}\\
& \quad=\left(\mathbf{M}_{h \tau}(0), \mathbf{Z}_{h \tau}(0)\right)+\frac{\varkappa_{0}}{\mathscr{T}} \int_{0}^{t_{F}}\left(\mathbf{H}_{h \tau}, \mathbf{Z}_{h \tau}\right),
\end{align*}
$$

for every $\left\{\mathbf{V}_{h \tau}, \mathrm{Q}_{h \tau}, \mathbf{X}_{h \tau}, \mathbf{Z}_{h \tau},\right\} \in \mathbb{U}_{h \tau} \times \mathbb{P}_{h \tau} \times \mathbb{W}_{h \tau} \times \mathbb{M}_{h \tau}$, where

$$
\begin{aligned}
& \mathbb{U}_{h \tau}=\left\{\mathbf{V}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{U}\right)\left|\mathbf{V}_{h \tau}\right|_{\left(t^{k-1}, t^{k}\right]} \in \mathbb{U} \otimes \mathbb{P}_{0}\left(\left(t^{k-1}, t^{k}\right]\right), 0 \leq k \leq K\right\} \\
& \mathbb{P}_{h \tau}=\left\{\mathrm{Q}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{P}\right)\left|\mathrm{Q}_{h \tau}\right|_{\left(t^{k-1}, t^{k}\right]} \in \mathbb{P} \otimes \mathbb{P}_{0}\left(\left(t^{k-1}, t^{k}\right]\right), 0 \leq k \leq K\right\} \\
& \mathbb{W}_{h \tau}=\left\{\mathbf{X}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{W}\right)\left|\mathbf{X}_{h \tau}\right|_{\left(t^{k-1}, t^{k}\right]} \in \mathbb{W} \otimes \mathbb{P}_{0}\left(\left(t^{k-1}, t^{k}\right]\right), 0 \leq k \leq K\right\}, \\
& \mathbb{M}_{h \tau}=\left\{\mathbf{Z}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{M}\right)\left|\mathbf{Z}_{h \tau}\right|_{\left(t^{k-1}, t^{k}\right]} \in \mathbb{M} \otimes \mathbb{P}_{0}\left(\left(t^{k-1}, t^{k}\right]\right), 0 \leq k \leq K\right\},
\end{aligned}
$$

and $\cdot+\tau$ and $\cdot-\tau$ denote positive and negative shifts in time of size $\tau$. Expression (3.79) is the reinterpretation of the Backward-Euler method as a zero-order Discontinuous Galerkin scheme (see for instance [53, 104, 105, 49]). The difference between (3.67) and (3.79) is merely cosmetic, since they are equivalent formulations of the same scheme, but clearly (3.79) has the right structure if we want to compare it with (3.66). Note also that the choice of half-open intervals $\left(t^{k-1}, t^{k}\right]$ in (3.77), leading to the left-continuity (3.78) is consistent with upwinding fluxes - we choose traces from the direction of flow of information, which is also consistent with causality.

Lemma 3.5.2 (Weak convergence). The family of functions $\left\{\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{M}_{h \tau}\right\}_{h, \tau>0}$, defined in (3.77) have the following convergence properties:

$$
\begin{aligned}
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} * \mathbf{u}^{*} \text { in } L^{\infty}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right), \\
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{H}^{1}(\Omega)\right), \\
& \mathbf{W}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} * \mathbf{w}^{*} \text { in } L^{\infty}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right), \\
& \mathbf{W}_{h \tau} \stackrel{h, \tau \rightarrow 0}{ } \mathbf{w}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{H}^{1}(\Omega)\right), \\
& \mathbf{M}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{m}^{*} \text { in } L^{\infty}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right),
\end{aligned}
$$

$$
\mathbf{M}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{m}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right),
$$

for some functions $\mathbf{u}^{*}, \mathbf{w}^{*}$ and $\mathbf{m}^{*}$. Here $\rightharpoonup_{*}$ denotes weak-star convergence, and $h$ and $\tau$ tend to zero independently.

Proof. This is a direct consequence of Proposition 3.5.1 and definition (3.77).

Note that these modes of convergence are not strong enough to pass to the limit in every term of (3.79), so that the weak limits $\mathbf{u}^{*}, \mathbf{w}^{*}$ and $\mathbf{m}^{*}$ of the previous lemma might not necessarily be solutions of (3.66). In order to improve these estimates we will use the classical Aubin-Lions lemma 1.2.1.

Lemma 3.5.3 (strong $L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right)$ convergence). The families of functions $\left\{\mathbf{W}_{h \tau}, \mathbf{U}_{h \tau}\right\}_{h, \tau>0}$ defined in (3.77) have the following additional convergence properties:

$$
\begin{aligned}
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{W}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{w}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)
\end{aligned}
$$

for some functions $\mathbf{u}^{*}$ and $\mathbf{w}^{*}$.

Proof. Using the Aubin-Lions lemma (Lemma 1.2.1) we would like to conclude on the basis of the estimates provided in Proposition 3.5.1 and Lemma 3.5.1. However, this is not possible since the family of functions $\left\{\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}\right\}_{h, \tau>0}$ is discontinuous in time - time derivatives are not well defined. This a typical characteristic of discontinuous Galerkin methods for time integration such as the Backward Euler method. To overcome this, we define their Rothe interpolants, that is the piecewise
linear and continuous auxiliary functions $\widehat{\mathbf{U}}_{h \tau}$ and $\widehat{\mathbf{W}}_{h \tau}$ :

$$
\widehat{\mathbf{U}}_{h \tau}=\ell_{k-1}(t) \mathbf{U}^{k-1}+\ell_{k}(t) \mathbf{U}^{k}, \quad \widehat{\mathbf{W}}_{h \tau}=\ell_{k-1}(t) \mathbf{W}^{k-1}+\ell_{k}(t) \mathbf{W}^{k} \quad \forall t \in\left(t^{k-1}, t^{k}\right]
$$

where $\ell_{k-1}(t)=\left(t^{k}-t\right) / \tau$ and $\ell_{k}(t)=\left(t-t^{k-1}\right) / \tau$. Since

$$
\partial_{t} \widehat{\mathbf{U}}_{h \tau}(t)=\tau^{-1} \delta \mathbf{U}^{k}, \quad \partial_{t} \widehat{\mathbf{W}}_{h \tau}(t)=\tau^{-1} \delta \mathbf{W}^{k} \quad \forall t \in\left(t^{k-1}, t^{k}\right],
$$

we have that:
$\diamond \widehat{\mathbf{U}}_{h \tau}$ and $\widehat{\mathbf{W}}_{h \tau}$ converge strongly to some $\mathbf{u}^{*}$ and $\mathbf{w}^{*}$ in the $L^{2}\left(L^{2}\right)$ norm, i.e.

$$
\begin{equation*}
\left\|\widehat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}+\left\|\widehat{\mathbf{W}}_{h \tau}-\mathbf{w}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)} \xrightarrow{h, \tau \rightarrow 0} 0, \tag{3.80}
\end{equation*}
$$

which is a consequence of Proposition 3.5.1, the dual norm estimates for the time derivatives of Lemma 3.5.1, and a direct application of Lemma 1.2.1.
$\diamond$ The previous bullet implies that $\mathbf{U}_{h \tau}$ and $\mathbf{W}_{h \tau}$ also converge strongly to the same limits $\mathbf{u}^{*}$ and $\mathbf{w}^{*}$ in the $L^{2}\left(L^{2}\right)$ norm. For the velocity $\mathbf{U}_{h \tau}$ this is easy to show using the triangle inequality

$$
\left\|\mathbf{U}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)} \leq\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}+\left\|\widehat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}
$$

where the term $\left\|\hat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}$ goes to zero because of (3.80), and $\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}$ goes to zero because of the identity

$$
\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)}^{2}=\frac{\tau}{3} \sum_{k=1}^{K}\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}
$$

and estimate (3.72). For the angular velocity we can use the same argument to show that $\left\|\mathbf{W}_{h \tau}-\mathbf{w}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)} \xrightarrow{h, \tau \rightarrow 0} 0$.

At this point we are in the position to show the main convergence result.

Theorem 3.5.1 (Convergence). The family of functions $\left\{\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{M}_{h \tau}\right\}_{h, \tau>0}$, defined in (3.77) has the following convergence properties

$$
\begin{align*}
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, T ; \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, T ; \mathbf{H}_{0}^{1}(\Omega)\right) \\
& \mathbf{W}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{w}^{*} \text { in } L^{2}\left(0, T ; \mathbf{L}^{2}(\Omega)\right)  \tag{3.81}\\
& \mathbf{W}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{w}^{*} \text { in } L^{2}\left(0, T ; \mathbf{H}_{0}^{1}(\Omega)\right) \\
& \mathbf{M}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{m}^{*} \text { in } L^{2}\left(0, T ; \mathbf{L}^{2}(\Omega)\right)
\end{align*}
$$

where $\left\{\mathbf{u}^{*}, \mathbf{w}^{*}, \mathbf{m}^{*}\right\} \in L^{2}(0, T ; \boldsymbol{V}) \times L^{2}\left(0, T ; \mathbf{H}_{0}^{1}(\Omega)\right) \times L^{2}\left(0, T ; \mathbf{L}^{2}(\Omega)\right)$ is a weak solution of (3.66).

Proof. The modes of convergence (weak or strong and their norm) in (3.81) are a consequence of Lemmas 3.5.2 and 3.5.3. It only remains to show that weak limits $\mathbf{u}^{*}, \mathbf{w}^{*}$ and $\mathbf{m}^{*}$ are solutions of the variational problem (3.66). For this purpose we will set $\left\{\mathbf{V}_{h \tau}, \mathbf{X}_{h \tau}, \mathbf{Z}_{h \tau}\right\}$ to be the space-time interpolants/projections of the smooth test functions $\{\mathbf{v}, \mathbf{x}, \mathbf{z}\}$ of the variational formulation (3.66):

$$
\begin{equation*}
\mathbf{V}_{h \tau}:=\Pi_{s}\left[\mathbf{v}^{k}\right], \quad \mathbf{X}_{h \tau}:=\mathrm{I}_{\mathbb{W}}\left[\mathbf{x}^{k}\right], \quad \mathbf{Z}_{h \tau}:=\mathrm{I}_{\mathbb{M}}\left[\mathbf{z}^{k}\right] \quad \forall t \in\left(t^{k-1}, t^{k}\right] . \tag{3.82}
\end{equation*}
$$

With this definition of discrete test functions we get in (3.79):

$$
\begin{align*}
& -\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right)+b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{U}_{h \tau}, \mathbf{V}_{h \tau}\right) \\
& \quad+\int_{0}^{t_{F}} \widehat{\nu}\left(\nabla \mathbf{U}_{h \tau}, \nabla \mathbf{V}_{h \tau}\right)=\left(\mathbf{U}_{h \tau}(0), \mathbf{V}_{h \tau}(0)\right)  \tag{3.83a}\\
& \quad+\int_{0}^{t_{F}} 2 \nu_{r}\left(\operatorname{curl} \mathbf{W}_{h \tau}, \mathbf{V}_{h \tau}\right)+\mu_{0} b_{h}^{m}\left(\mathbf{V}_{h \tau}, \mathbf{H}_{h \tau}, \mathbf{M}_{h \tau}\right)
\end{align*}
$$

$$
\begin{align*}
& -\int_{0}^{t_{F}-\tau} \quad \jmath\left(\mathbf{W}_{h \tau}, \frac{\mathbf{x}_{h \tau}(\cdot+\tau)-\mathbf{x}_{h \tau}}{\tau}\right)+\int_{0}^{t_{F}} \jmath b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}, \mathbf{X}_{h \tau}\right) \\
& \quad+  \tag{3.83b}\\
& \quad c_{1}\left(\nabla \mathbf{W}_{h \tau}, \nabla \mathbf{X}_{h \tau}\right)+c_{2}\left(\operatorname{div} \mathbf{W}_{h \tau}, \operatorname{div} \mathbf{X}_{h \tau}\right)+4 \nu_{r}\left(\mathbf{W}_{h \tau}, \mathbf{X}_{h \tau}\right) \\
& \quad= \\
& \quad \jmath\left(\mathbf{W}_{h \tau}(0), \mathbf{X}_{h \tau}(0)\right)+\int_{0}^{t_{F}} 2 \nu_{r}\left(\operatorname{curl} \mathbf{U}_{h \tau}, \mathbf{X}_{h \tau}\right) \\
& \quad+\mu_{0}\left(\mathbf{M}_{h \tau} \times \mathbf{H}_{h \tau}, \mathbf{X}_{h \tau}\right),  \tag{3.83c}\\
& -\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right)-\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{U}_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{M}_{h \tau}\right) \\
& \quad+ \\
& \quad\left(\mathbf{M}_{h \tau} \times \mathbf{W}_{h \tau}, \mathbf{Z}_{h \tau}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}_{h \tau}, \mathbf{Z}_{h \tau}\right) \\
& = \\
& =\left(\mathbf{M}_{h \tau}(0), \mathbf{Z}_{h \tau}(0)\right)+\frac{\varkappa_{0}}{\mathscr{T}} \int_{0}^{t_{F}}\left(\mathbf{H}_{h \tau}, \mathbf{Z}_{h \tau}\right),
\end{align*}
$$

where the terms evaluated at time $t=t_{F}$ have disappeared because of the compact support of the test functions $\{\mathbf{v}, \mathbf{x}, \mathbf{z}\}$. Note also that the pressure term of the Navier Stokes equation has vanished too, which is a consequence of the definition of the discrete test function $\mathbf{V}_{h \tau}:=\Pi_{s}\left[\mathbf{v}^{k}\right] \forall t \in\left(t^{k-1}, t^{k}\right]$, see (3.82), involving the Stokes projector $\Pi_{s}(1.17)$. Now we will pass to the limit term by term in (3.83):
$\diamond$ We start with the terms with the time derivatives, which are straightforward:

$$
\begin{array}{lll}
-\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\mathbf{u}^{*}, \mathbf{v}_{t}\right), \\
-\int_{0}^{t_{F}-\tau}\left(\mathbf{W}_{h \tau}, \frac{\mathbf{x}_{h \tau}(\cdot+\tau)-\mathbf{x}_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\mathbf{w}^{*}, \mathbf{x}_{t}\right), \\
-\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\mathbf{m}^{*}, \mathbf{z}_{t}\right),
\end{array}
$$

because of the weak $L^{2}\left(L^{2}\right)$ convergence of $\mathbf{U}_{h \tau}, \mathbf{W}_{h \tau}$ and $\mathbf{M}_{h \tau}$, and the strong convergence of the finite differences $\frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}, \frac{\mathbf{X}_{h \tau}(\cdot+\tau)-\mathbf{X}_{h \tau}}{\tau}$ and $\frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}$, guaranteed by the regularity of the test functions.
$\diamond$ We continue with the convective term of (3.83c). Using definition 3.54 we
get

$$
\begin{align*}
\int_{0}^{t_{F}} b_{h}^{m} & \left(\mathbf{U}_{h \tau}, \mathbf{M}_{h \tau}, \mathbf{Z}_{h \tau}\right)=-\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{U}_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{M}_{h \tau}\right) \\
& =-\int_{0}^{t_{F}} \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\left(\mathbf{U}_{h \tau} \cdot \nabla\right) \mathbf{Z}_{h \tau} \cdot \mathbf{M}_{h \tau}\right.  \tag{3.84}\\
& \left.+\frac{1}{2} \operatorname{div} \mathbf{U}_{h \tau} \mathbf{Z}_{h \tau} \cdot \mathbf{M}_{h t}\right)
\end{align*}
$$

Note that the consistency terms with the jumps have disappeared since $\left.\llbracket \mathbf{Z}_{h \tau} \rrbracket\right|_{F}=0$ for all $F \in \mathcal{F}^{i}$, which is a consequence of definitions (3.42) and (3.82). Passage to the limit of the first part of (3.84), that is

$$
-\int_{0}^{t_{F}} \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\mathbf{U}_{h \tau} \cdot \nabla\right) \mathbf{Z}_{h \tau} \cdot \mathbf{M}_{h \tau} \quad \xrightarrow{h, \tau \rightarrow 0} \quad-\int_{0}^{t_{F}} b\left(\mathbf{u}^{*}, \mathbf{z}, \mathbf{m}^{*}\right),
$$

is carried out using the strong $L^{2}\left(L^{2}\right)$ convergence of $\mathbf{U}_{h \tau}$, the weak $L^{2}\left(L^{2}\right)$ convergence of $\mathbf{M}_{h \tau}$ and the strong convergence of $\nabla \mathbf{Z}_{h \tau}$ guaranteed by (1.13). By consistency, we need the second part of (3.84) to vanish when $h, \tau \rightarrow 0$ :

$$
\begin{align*}
& -\int_{0}^{t_{F}} \sum_{T \in \mathcal{T}_{h}} \int_{T} \frac{1}{2} \operatorname{div} \mathbf{U}_{h \tau} \mathbf{Z}_{h \tau} \cdot \mathbf{M}_{h \tau} \\
& \left.\quad=-\int_{0}^{t_{F}} \sum_{T \in \mathcal{T}_{h}} \int_{T} \frac{1}{2} \operatorname{div} \mathbf{U}_{h \tau}\left(\mathbf{Z}_{h \tau}-\left\langle\mathbf{Z}_{h \tau}\right\rangle_{T}\right) \cdot \mathbf{M}_{h \tau}\right)  \tag{3.85}\\
& \quad \lesssim\left\|\nabla \mathbf{U}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)} h\|\nabla \mathbf{Z}\|_{L^{\infty}\left(0, t_{F}, \mathbf{L}^{\infty}\right)}\left\|\mathbf{M}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}\right)} \xrightarrow{h, \tau \rightarrow 0} 0
\end{align*}
$$

where $\left\langle\mathbf{Z}_{h \tau}\right\rangle_{T}=\frac{1}{|T|} \int_{T} \mathbf{Z}_{h \tau}$. Estimate (3.85) was obtained using the local orthogonality property (3.71), which is a consequence of the fact that we are using using discontinuous pressures and the choice of the magnetization space $\mathbb{M}=[\mathbb{P}]^{d}$. In (3.85) we also used the uniform bounds on $\mathbf{U}_{h \tau}$ and $\mathbf{M}_{h \tau}$, and the regularity of the test function $\mathbf{z}$.

Passage to the limit of the remaining convective terms (those in 3.83a) and
(3.83b) follow standard procedures and their treatment can be found in other works such as [43, 45].
$\diamond$ For the Kelvin force in (3.83c), using again definition (3.54) we get

$$
\begin{align*}
& \int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{V}_{h \tau}, \mathbf{H}_{h \tau}, \mathbf{M}_{h \tau}\right) \\
& =\int_{0}^{t_{F}} \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\left(\mathbf{V}_{h \tau} \cdot \nabla\right) \mathbf{H}_{h \tau} \cdot \mathbf{M}_{h \tau}+\frac{1}{2} \operatorname{div} \mathbf{V}_{h \tau} \mathbf{H}_{h \tau} \cdot \mathbf{M}_{h \tau}\right)  \tag{3.86}\\
& \xrightarrow{h, \tau \rightarrow 0} \int_{0}^{t_{F}} \int_{\Omega}(\mathbf{v} \cdot \nabla) \mathbf{h} \mathbf{m}^{*}=\int_{0}^{t_{F}} \int_{\Omega}\left(\mathbf{m}^{*} \cdot \nabla\right) \mathbf{h} \mathbf{v}
\end{align*}
$$

which follows by using an analogous arguments used in to (3.85). To show that the term $\frac{1}{2} \operatorname{div} \mathbf{V}_{h \tau} \mathbf{H}_{h \tau} \cdot \mathbf{M}_{h \tau}$ vanishes in the limit we have to use property (3.71), this time by adding a term of the form $\left\langle\mathbf{H}_{h \tau}\right\rangle_{T} \cdot \mathbf{M}_{h \tau}$. Finally the weak $L^{2}\left(L^{2}\right)$ convergence of $\mathbf{M}_{h \tau}$, the strong convergence properties of $\mathbf{H}_{h \tau}$ and the test function $\mathbf{V}_{h \tau}$, and the fact that $\nabla \mathbf{h}=\nabla \mathbf{h}^{\mathrm{T}}$ since curl $\mathbf{h}=0$, are all what we need in the passage to the limit.
$\diamond$ For the magnetic torque in 3.83 b we have that

$$
\int_{0}^{t_{F}} \mu_{0}\left(\mathbf{M}_{h \tau} \times \mathbf{H}_{h \tau}, \mathbf{X}_{h \tau}\right) \xrightarrow{h, \tau \rightarrow 0} \int_{0}^{t_{F}} \mu_{0}\left(\mathbf{m}^{*} \times \mathbf{h}, \mathbf{x}\right)
$$

which follows by the weak $L^{2}\left(L^{2}\right)$ convergence of $\mathbf{M}_{h \tau}$ and the strong convergence of $\mathbf{H}_{h \tau}$ and $\mathbf{X}_{h \tau}$.

Since the remaining terms in (3.83) are linear they require little or no explanation in their passage to the limit. The proof is thus complete.

### 3.5.5 Finite element spaces

Now we provide a couple of finite element spaces which satisfy the key assumptions required in the proof of convergence of scheme (3.67).

In space dimension two, the spaces $\mathbb{W}$ and $\mathbb{M}$ can be the same as those defined in (3.58) with $\ell=2$, while the pair $\{\mathbb{U}, \mathbb{P}\}$ can be chosen as

$$
\begin{align*}
& \mathbb{U}=\left\{\mathbf{U} \in \mathcal{C}^{0}(\bar{\Omega})|\mathbf{U}|_{T} \in\left[\mathcal{P}_{\ell}(T) \oplus \operatorname{Span} \mathcal{B}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\} \cap \mathbf{H}_{0}^{1}(\Omega)  \tag{3.87}\\
& \mathbb{P}=\left\{\mathrm{Q} \in L^{2}(\bar{\Omega})|\mathrm{Q}|_{T} \in \mathcal{P}_{\ell-1}(T), \forall T \in \mathcal{T}_{h}\right\}
\end{align*}
$$

where $\mathcal{B}(T)=\prod_{i=1}^{d+1} \lambda_{i}$ is the cubic bubble function, and $\left\{\lambda_{i}\right\}_{i=1}^{d+1}$ are the barycentric coordinates. This finite element pair is known as conforming Crouzeix-Raviart (there is a non-conforming version which bears the same name) and it is well known to be LBB stable (cf. 53$]$ ) in two dimensions. Approximation (convergence) properties of the Stokes projector in $L^{\infty}$-norm (more precisely, estimate (1.20) for this pair were established in [55], which will be required in chapter Chapter 4.

In space dimension three the reader could consider using again the finite element spaces $\mathbb{W}$ and $\mathbb{M}($ with $\ell=2)$ defined in $(3.58)$ and the second-order BernardiRaugel element (see [42, p. 148]) which uses $\mathcal{P}_{1}$ discontinuous elements for the pressure space.

### 3.6 Numerical validation

Let us computationally explore the convergence properties of the scheme (3.44) using manufactured solutions. The implementation has been carried out with the help of the deal. II library; see [70, 71]. Since we must guarantee the inclusion
$\nabla \mathbb{X} \subset \mathbb{M}$ and this library uses quadrilateral/hexahedrons, the finite element spaces defined in (3.52)-(3.53), which are based on simplices, cannot be used. In addition, we cannot use the same polynomial degrees used in $(3.52)-(3.53)$, since the inclusion $\nabla \mathcal{Q}_{\ell}(T) \subset\left[\mathcal{Q}_{\ell-1}(T)\right]^{d}$ is not true. For this reason we set

$$
\begin{align*}
& \mathbb{X}=\left\{\mathrm{X} \in \mathcal{C}^{0}(\bar{\Omega})|\mathrm{X}|_{T} \in \mathcal{Q}_{\ell}(T), \forall T \in \mathcal{T}_{h}\right\} \subset H^{1}(\Omega),  \tag{3.88}\\
& \mathbb{M}=\left\{\mathbf{M} \in \mathbf{L}^{2}(\Omega)|\mathbf{M}|_{T} \in\left[\mathcal{Q}_{\ell}(T)\right]^{d}, \forall T \in \mathcal{T}_{h}\right\}
\end{align*}
$$

and since $\nabla \mathcal{Q}_{\ell}(T) \subset\left[\mathcal{Q}_{\ell}(T)\right]^{d}$ holds true (3.88) is a valid pair. This choice, however, is suboptimal in terms of approximation. Since $\ell=2$ we expect

$$
\begin{aligned}
\left\|\mathbf{U}^{\tau}-\mathbf{u}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)} & +\left\|\mathbf{W}^{\tau}-\mathbf{w}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)} \\
& +\left\|\mathbf{M}^{\tau}-\mathbf{m}^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)}+\left\|\nabla \Phi^{\tau}-\nabla \varphi^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)} \lesssim \tau+h^{2},
\end{aligned}
$$

which is suboptimal by a power of $h$ for the linear velocity $\mathbf{U}$, angular velocities $\mathbf{W}$ and magnetization $\mathbf{M}$. The reason for this loss of accuracy is the term $\left\|\nabla \Phi^{\tau}-\nabla \varphi^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)}$.

The arising linear systems have been solved with the direct solver UMFPACK ${ }^{\text {© }}$ for validation purposes. The nonlinear system is solved using a fixed point iteration. Let $\Omega=(0,1)^{2} \subset \mathbb{R}^{2}$ and

$$
\begin{aligned}
\mathbf{u}(x, y, t) & =\sin (t)(\sin (\pi x) \sin (\pi(y+0.5)), \cos (\pi x) \cos (\pi(y+0.5)))^{\top} \\
p(x, y, t) & =\sin (2 \pi(x-y)+t) \\
\mathbf{w}(x, y, t) & =\sin (2 \pi x+t) \sin (2 \pi y+t), \\
\mathbf{m}(x, y, t) & =(\sin (2 \pi x+t) \cos (2 \pi y+t), \cos (2 \pi x+t) \sin (2 \pi y+t))^{\top} \\
\varphi(x, y, t) & =\sin (\pi x+t) \sin (\pi y+t) .
\end{aligned}
$$



Figure 3.1: Experimental errors for the Rosensweig's model numerical scheme (log-log scale). Errors for the linear velocity u, angular velocity $\mathbf{w}$, magnetization $\mathbf{m}$ and magnetic potential $\varphi$. Note that the convergence rates in the $\ell^{\infty}\left(\mathbf{L}^{2}\right)$ norms are suboptimal as expected, because of the choice of finite element spaces (3.88). Note that the angular velocity (square markers) initially converges much faster than it should, and shows the asymptotic rate in the last two points.

The right-hand sides are computed accordingly. To verify the convergence rates we set $\tau=h^{2}$ and consider a sequence of meshes with $h=2^{-i}$ for $2 \leq i \leq 7$. Figure 3.1 shows the experimental errors, thereby confirming the predicted convergence rates.

### 3.7 Numerical experiments with point dipoles

Let us now explore model (3.1) and scheme (3.44) with a series of more realistic examples. In all these experiments we will consider the gradient of the potential of


Figure 3.2: Normalized plot of the two dimensional harmonic field $\nabla \phi_{s}$, with $\phi_{s}$ as in (3.90). Here $\mathbf{x}_{s}=(0,0)$ and $\mathbf{d}=(0,1)$.
a point dipole $\nabla \phi_{s}$ as a prototype for an applied magnetizing field, where

$$
\begin{equation*}
\phi_{s}(\mathrm{x})=\frac{\mathrm{d} \cdot\left(\mathrm{x}_{s}-\mathrm{x}\right)}{\left|\mathrm{x}_{s}-\mathbf{x}\right|^{3}}, \tag{3.89}
\end{equation*}
$$

$|\mathbf{d}|=1$ indicates the direction of the dipole, and $\mathbf{x}_{s}=\left(x_{s}, y_{s}, z_{s}\right) \in \mathbb{R}^{3}$ is its location. It is not difficult to verify that $\operatorname{curl} \nabla \phi_{s}=0$ and $\operatorname{div} \nabla \phi_{s}=\Delta \phi_{s}=0$ for every $\mathbf{x} \neq \mathbf{x}_{s}$, so that $\nabla \phi_{s}$ defines a harmonic vector field. This is a physical requirement in the context of non-conducting media, the magnetic field must satisfy the equations of magnetostatics.

Formula (3.89), however, is intrinsically three dimensional [74]. For this reason, we consider an alternative definition which leads to a two dimensional harmonic vector field:

$$
\begin{equation*}
\phi_{s}(\mathbf{x})=\frac{\mathbf{d} \cdot\left(\mathbf{x}_{s}-\mathbf{x}\right)}{\left|\mathbf{x}_{s}-\mathbf{x}\right|^{2}}, \tag{3.90}
\end{equation*}
$$

where now $\mathbf{x}, \mathbf{x}_{s}, \mathbf{d} \in \mathbb{R}^{2}$. Figure 3.2 shows $\nabla \phi_{s} /\left|\nabla \phi_{s}\right|$ for $\mathbf{d}=(0,1)$ and $\mathbf{x}_{s}=(0,0)$.

In our numerical experiments we will use linear combinations of dipoles as applied magnetizing field $\mathbf{h}_{a}$

$$
\begin{equation*}
\mathbf{h}_{a}=\sum_{s} \alpha_{s} \nabla \phi_{s} . \tag{3.91}
\end{equation*}
$$

### 3.7.1 Experiment 1: Spinning magnet

We consider $\Omega=(0,1)^{2} \subset \mathbb{R}^{2}$ filled with ferrofluid, $t \in[0,4]$, and the applied magnetic field of dipole $\mathbf{h}_{a}=\alpha_{s} \nabla \phi_{s}$, represented in Figure 3.3 as a rectangular permanent magnet. The application of the magnetic field will obey the following sequence:
$\diamond$ The initial position and orientation of the dipole are $\mathbf{x}_{s}=(0.5,-0.4)$ and $\mathbf{d}=(0,1)$ respectively.
$\diamond$ For $t \in[0,1)$ we linearly increase the intensity $\alpha_{s}$ from $\alpha_{s}=0$ to $\alpha_{s}=10$ without changing $\mathbf{d}$.
$\diamond$ We let the fluid rest for $t \in[1,2)$.
$\diamond$ For $t \in[2,4]$ we make the dipole go through a circular path around the center of the box $(0.5,0.5)$, with $\mathbf{d}$ pointing to the center of the box at every time as depicted in Figure 3.3.

All the constitutive parameters of the model $\left(\nu, \nu_{r}, \mu_{0}, \jmath, c_{a}, c_{d}, c_{0}\right.$ and $\left.\varkappa_{0}\right)$ were set to one with the exception of $\mathscr{T}$ which was taken to be $10^{-4} \mathrm{~s}$ in order to achieve an almost instantaneous alignment of the magnetization with the magnetic field. The discretization uses a uniform mesh with 100 elements in each space direction


Figure 3.3: Spinning magnet experiment: setup. Scheme of the experiment of \$3.7.1 (spinning magnet). We make the dipole go through a circular path around the center of the box $(0.5,0.5)$, with $\mathbf{d}$ pointing to the center of the box at every time.
and 400 time steps. The main goal of this experiment, and the displayed graphical results, is to help the reader form some intuition about the coupling between the linear velocity $\mathbf{u}$, angular velocity $\mathbf{w}$, and the magnetization $\mathbf{m}$. For this reason reference/scales have been omitted. Figures $3.4 \sqrt{3.6}$ show some graphical results.

### 3.7.2 Experiment 2: Ferrofluid pumping

This experiment is related to what was the initial motivation for the development of ferrofluids [2], which is pumping by means of magnetic fields without the action of any moving or mechanical device. There are two well known methodologies used to induce pumping in ferrofluids:
$\diamond$ Using a spatially-uniform but sinusoidal-in-time magnetic field [26].


Figure 3.4: Spinning magnet experiment: magnetization field. Magnetization at times $t=2 \mathrm{~s}, t=2.25 \mathrm{~s}, t=2.5 \mathrm{~s}$ and $t=2.75 \mathrm{~s}$ for the experiment described in 83.7.1. The magnetization vectors are normalized for visualization, scale has been omitted for brevity. At time $t=2$ the dipole is at the bottom of the box, at time $t=2.25$ the dipole is pointing in the $(-1,1)$ direction, at time $t=2.5$ the dipole is pointing to $(-1,0)$, and at $t=2.75$ the dipole is pointing to $(-1,-1)$.


Figure 3.5: Spinning magnet experiment: velocity field. Same experiment as in Figure 3.4, but here we have the velocity field at times $t=2 \mathrm{~s}, t=2.25 \mathrm{~s}, t=2.5 \mathrm{~s}$ and $t=2.75 \mathrm{~s}$. The velocity vectors are normalized to facilitate their visualization. It is easy to see that we have a positive circulation of the velocity field.


Figure 3.6: Spinning magnet experiment: angular velocity field. Angular velocity (spin) at times $t=2 \mathrm{~s}, t=2.25 \mathrm{~s}, t=2.5 \mathrm{~s}$ and $t=2.75 \mathrm{~s}$ for the experiment of $\S 3.7 .1$. Note that the angular velocity $\mathbf{w}$ takes positive values, i.e., $\mathbf{w}=w k$ is a vector pointing out of the plane. This is consistent with the velocity field which shows a positive circulation (curl) in Figure 3.5 and also with the fact that the magnetic dipole is spinning around the box in counter clockwise direction.
$\diamond$ Using a magnetic field that is varying in space and time [65].

Here we will follow the second approach: we will apply a magnetic field which keeps its polarity (sign) constant, but its intensity changes in space, basically a periodic sequence of peaks (pulses) that travel in the direction we want to induce linear momentum. This methodology was chosen because if we assume that we are always close to equilibrium, that is $\mathbf{m} \approx \varkappa_{0} \mathbf{h}$, we get the following crude approximation for the Kelvin force:

$$
\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h} \approx \mu_{0} \varkappa_{0}(\mathbf{h} \cdot \nabla) \mathbf{h}=\frac{\mu_{0} \varkappa_{0}}{2} \nabla|\mathbf{h}|^{2} .
$$

Consequently, if $\nabla \mathbf{h} \approx 0$, then there is no force acting on the ferrofluid, and a methodology based on a spatially uniform magnetic field has very little chances of success. If we want to induce linear momentum in the ferrofluid we need to create steep gradients in the magnetic field. Technical details about the physical implementation of similar ideas, all of them using a magnetic field which resembles traveling pulses or a traveling magnetic wave, can be found in [65, 106, 107].

The idea of a periodic sequence of pulses that travels in the direction we want to induce linear momentum was numerically recreated in a channel of 6 units of length, and one unit of height, using a total of 64 dipoles: 32 on the lower part of the duct and 32 on the upper part, distributed uniformly through 2 units of length in its middle section. The configuration of magnetic dipoles, and the intensities associated to them, in the middle section of the channel is sketched Figure 3.8. The corresponding applied magnetic field is computed as $\mathbf{h}_{a}=\sum_{s=1}^{64} \alpha_{s} \nabla \phi_{s}$, where $\alpha_{s}=\left|\sin \left(\omega t-\kappa x_{s}\right)\right|^{2 q}, \omega=2 \pi f$ with $f=10 \mathrm{~Hz} ., q=5, \kappa=2 \pi / \lambda$ with $\lambda=1.0$,


Figure 3.7: Plot of the function $\alpha_{s}=\left|\sin \left(\omega t-\kappa x_{s}\right)\right|^{2 q}$. Here $x_{s}$ is the horizontal axis, $t=0, \kappa=2 \pi$, and $q=5$.
creating the effect of pulses traveling from left to right. In Figure 3.7 we plot the function $\alpha_{s}=\left|\sin \left(\omega t-\kappa x_{s}\right)\right|^{2 q}$ in terms of $x_{s}$, so that the reader can appreciate the shape of the pulses (intensity of the magnetic field). Some numerical results are depicted in Figures 3.10 3.11.

The magnitude of the magnetization is only relevant in the middle of the channel as it can be appreciated in Figure 3.9. A noteworthy outcome of these experiments is displayed in Figure 3.11: the spin does not seem to help (it induces a flow in the opposite direction), which is a very intriguing result. More precisely, the spin in the upper part of Figure 3.11 is negative and the spin in the lower part of the channel is positive, which will induce flow from right to left as it was shown numerically in [86]. This is an unexpected outcome which requires further investigation.


Figure 3.8: Ferrofluid pumping experiment: setup (sketch) of the experiment. Sketch of the middle section of the channel showing the setup of the ferrofluid pumping experiment of 83.7 .2 . The vertical bars represent magnetic dipoles (see formula (3.90)) located in the center of the channel. All the dipoles have the same polarity, which does not change in the $x$ direction, and their intensity is represented by the unshaded region. These dipoles do not move, but their intensity changes in time, reproducing the effect of traveling pulses.


Figure 3.9: Ferrofluid pumping experiment: detail of the magnetization in the middle section of the channel. The intensity of the magnetization is relevant close to the upper and lower walls, and is negligible in the center of the channel. This means that most of the force is exerted close to the upper and lower walls.


Figure 3.10: Ferrofluid pumping experiment: detail of the velocity in the middle section of the channel. It can be appreciated that on the region affected by the external magnetic fields (left) the velocity field is not very aligned, but it becomes much more uniform as we move to the right.


Figure 3.11: Ferrofluid pumping experiment: angular velocity. Note that it is positive (counterclockwise) in the lower part of the channel and negative (clockwise) in the upper part. Such profile of angular velocities does not help in the pumping process from left to right. This is a quite intriguing effect.

### 3.7.3 Experiment 3: Ferromagnetic stirring of a passive scalar

For low Reynolds numbers ( $R e \simeq 1$ ) one of the bottlenecks of chemical reactions is mixing, in particular when the effects of diffusion are not strong enough. Slow mixing can lead to very long waiting times or a very poor completion of chemical reactions. Flows inside microfluidic devices (usually called lab-on-chip devices) have quite low Reynolds numbers and there is a growing interest in accelerating the mixing process with the addition of active and passive mixers. Passive mixer designs can range from simple grooved channels and Y-shaped channels to much more sophisticated ideas [108, 109, 110]. Among active mixers we can find mixing by means of ferromagnetic particles [111, 112]. Here we will illustrate the idea of ferrofluid mixing by adding the following convection diffusion equation:

$$
\begin{equation*}
c_{t}+\mathbf{u} \cdot \nabla c-\alpha \Delta c=0 \tag{3.92}
\end{equation*}
$$

where $\mathbf{u}$ is the velocity from the equations of ferrohydrodynamics (3.1), and $\alpha=$ 0.001 for all our experiments. We consider such a small diffusion so that mixing depends mostly on advection. Equation (3.92) is uncoupled from the system (3.1), meaning that no quantity in (3.1) depends on $c$.

We explore the possibility of designing an active mixer by applying a timedependent magnetic field to a ferrofluid contained in $\Omega=(0,1)^{2}$, and we track the evolution of the concentration $c$ satisfying equation (3.92). As in the previous experiments we make no attempt to use realistic scalings or try to relate the numerical results with any physical situation (as microflows). The main goal is to provide a
proof of concept of some ideas and discard those which have no room for additional improvement. Designing a functional stirrer is a deceptively simple task. For instance, using the setup of Figure 3.3 which involves moving physically the magnet does not work, at least in our experience, even if we relax the viscosity and use values much smaller than unity, or if we make the magnet spin around the box at a much higher angular velocity.

As a first attempt, we let the applied magnetizing field be that of two dipoles with alternating polarity, more precisely

$$
\begin{equation*}
\mathbf{h}_{a}=\sum_{s=1}^{2} \alpha_{s} \nabla \phi_{s}, \quad \text { where } \alpha_{1}=\alpha_{0} \sin (\omega t), \quad \alpha_{2}=\alpha_{0} \sin (\omega t+\pi / 2), \tag{3.93}
\end{equation*}
$$

i.e., the two dipoles have a phase mismatch of $\pi / 2$; see Figure 3.12 for the sketch of this setup. Here $\omega=2 \pi f$, is the angular velocity of the periodic excitation, $f$ is the frequency, and $\alpha_{0}$ is the amplitude. The magnetization and velocity fields induced by this setup are displayed in Figures 3.13 and 3.14 . Some results regarding the ability of this setup to actually induce mixing of the passive scalar $c$ can be appreciated in Figure 3.15, where we have used $f=20 \mathrm{~Hz} ., \alpha_{0}=5.0$, and $\nu=\nu_{r}=0.5$. This setup does indeed shake the fluid as it can be appreciated in Figures 3.14 and 3.15, but the magnitude of the velocity is very small, less than $10^{-2}$ for most of our experiments, and is not very sensitive to the inputs, meaning that increasing the value of $\omega$ and $\alpha_{0}$, or using a very small viscosity, does not significantly increase the velocity and as a consequence the mixing will be very poor (at least in this context, which is that of an homogeneous fluid). For instance, the results of setting $f=40 \mathrm{~Hz}$. and $\nu=\nu_{r}=0.1$, are very similar to those of Figure 3.15.


Figure 3.12: Ferromagnetic stirring (first approach): setup. The magnetic field satisfies (3.93).

A second, and successful, approach is that of a traveling wave. Consider eight dipoles on the lower edge of the box pointing upwards, much like the setup of Figure 3.12, so that the magnetic field is given by

$$
\begin{equation*}
\mathbf{h}_{a}=\sum_{s=1}^{8} \alpha_{s} \nabla \phi_{s}, \quad \alpha_{s}=\alpha_{0}\left|\sin \left(\omega t-\kappa x_{s}\right)\right|, \quad \kappa=2 \pi / \lambda, \quad \lambda=0.8 \tag{3.94}
\end{equation*}
$$

Figure 3.16 displays some promising results. There is mixing, even under quite unfavorable conditions: $f=20 \mathrm{~Hz} ., \alpha_{0}=5.0$, and $\nu=\nu_{r}=0.5$. This setting is sensitive to the inputs, as $\omega$ and $\alpha_{0}$ increase and the viscosity diminishes, the mixing improves. The magnetization and velocity profile for this setting are shown in Figures 3.17 and 3.18, respectively. Much more striking results can be found in Figure 3.19, where we use a higher value for $\omega$, a lower viscosity, a higher intensity $\alpha_{s}$, and we also run the simulation for a longer time.


Figure 3.13: Ferromagnetic stirring (first approach): evolution of the magnetization field. This corresponds to the setup described in figure 3.12 during a half period $T=\frac{1}{2 f}$. The magnetic field satisfies (3.93). The magnets are fixed on the bottom of the container and so is the location where the maximum intensities occur.


Figure 3.14: Ferromagnetic stirring (first approach): evolution of velocity. Evolution of the velocity during a half period $T / 2=\frac{1}{2 f}$ for the stirring experiment of $\$ 3.7 .3$ (see figure 3.12 for its setup). The magnetic field satisfies (3.93). Reading from left to right and top to bottom: there is reversal of the circulation (curl) of the flow between the first two figures, and also between the fourth and fifth figure. Here the scale has been omitted, but the maximum velocity is of the order of $\simeq 0.008$, enough to induce some mixing of the passive scalar as it can be appreciated in Figure 3.15, but far from the quality of mixing achieved for instance in Figure 3.19 using the traveling wave approach.


Figure 3.15: Ferromagnetic stirring (first approach): evolution of the passive scalar. Evolution of the concentration using the setup described in Figure 3.12, the magnetizing field satisfies (3.93). The sequence of figures shown here was for a total of 4 seconds. We start with concentration equal to one on the bottom of the box (the black region on the bottom). These results were obtained with $f=20$, and $\nu=\nu_{r}=0.5$.


Figure 3.16: Ferromagnetic stirring (second approach): evolution of the passive scalar. Contour of the passive scalar satisfying equation (3.92) from time $t=0$ to $t=1.0$. The magnetic field satisfies (3.94). We start with concentration equal to one on the bottom of the box, the velocity field induced by the traveling wave of magnetization drags concentration on the bottom and takes it upward. These results were obtained with $f=20 \mathrm{~Hz} ., \nu=\nu_{r}=0.5$, and $\alpha_{0}=5.0$.


Figure 3.17: Ferromagnetic stirring (second approach): evolution of the magnetization field. Magnetization vectors and their intensity when using the magnetic field (3.94). Here we illustrate a half period $\left(T / 2=\frac{1}{2 f}\right)$ of the magnetization profile traveling from left to right. The magnetization is strong in two regions on the lower part of the box. The Kelvin force generated by this magnetization field not only pushes the fluid from left to right, but also creates some effects in the $y$ axis, effectively creating some ripples, which can be appreciated for instance in Figure 3.19 where streamlines go up and down when they are at the bottom of the box.


Figure 3.18: Ferromagnetic stirring (second approach): velocity profile. Velocity profile induced by the traveling wave of magnetization. This velocity profile shaped the evolution of the concentration $c$ in Figure 3.16

### 3.8 Conclusions

In this chapter we proposed and analyzed a numerical scheme for the Rosensweig model of ferrohydrodynamics. The scheme is implicit and we show that, for the magnetic diffusion $\sigma=0$, it is unconditionally stable and that solutions exist. The use of a discontinuous finite element space for the magnetization $\mathbf{M}$ seems to be mandatory if we want to have a discrete energy law. The scheme delivers the expected convergence rates for smooth solutions. We also showed, under certain additional assumptions, its convergence towards weak solutions.

Although not fully understood in the literature, we considered also $\sigma>0$. The motivation was twofold: Adding a regularization to the magnetization equa-


Figure 3.19: Ferromagnetic stirring (second approach): evolution of the passive scalar. Contour of the passive scalar from time $t=0$ to $t=4.00 \mathrm{~s}$. The magnetizing field satisfies (3.94). These results where obtained with $f=40 \mathrm{~Hz}$., and $\nu=\nu_{r}=0.1$.
tion could be used to obtain global existence of weak solutions. In addition, such regularization enables us to add modeling effects on the boundary. We proposed Robin boundary conditions that agree with the tendency of the magnetization to align with the magnetic field. They yield a formal energy estimate which, however, we were not able to reproduce at the discrete level. The main obstruction is the lack of a methodology capable of computing a magnetic field in $\mathbf{H}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div}, \Omega)$ compatible with the energy structure of the system.

We also presented some application examples that illustrate the capabilities of the model and the scheme, in particular in the context of ferrofluid pumping and stirring of a passive scalar. These numerical experiments also expose the nontrivial nature of ferrofluids, and how much quantitative tools are needed in order to complement qualitative understanding and experimentation.

## Chapter 4: Two-phase model

### 4.1 Introduction

In the previous chapter we developed and analyzed a numerical scheme for the Rosensweig model. Both the Rosensweig and the (simpler) Shliomis model deal with one-phase flows, which is the case of many technological applications. However, some applications arise naturally in the form of a two-phase flow: one of the phases has magnetic properties and the other one does not (e.g. magnetic manipulation of microchannel flows, microvalves, magnetically guided transport, etc).

The main goal of this Chapter 4 is to present a simple two-phase PDE model for ferrofluids. The model is not derived, but rather assembled using components of already existing models and high-level (as opposite to deep) understanding of the physics of ferrofluids. The model attempts to retain only the essential features and mathematical difficulties that might appear in much more sophisticated models. To the best of our knowledge this contribution is the first modeling/numerical work in the direction of time-dependent behavior of two-phase ferrofluid flows together with energy-stable and/or convergent schemes.

Regarding pre-existing work, closely related to two-phase flows, it is worth mentioning the interdisciplinary (including physical experiments) work of Tobiska
and collaborators [98, 113, 114] in the context of stationary configurations of free surfaces of ferrofluids using a sharp interface approach. Other models for twophase ferrofluid flows, this time for non-stationary phenomena, are presented in 115, [116, 117, using either Level-Set or Volume of Fluid method, but very little details are given about their actual numerical implementation, stability or convergence properties.

Our presentation is organized as follows: in $\$ 4.2$ we select the components of our two-phase model and assemble it. In $\$ 4.3$ we derive formal energy estimates which will serve as basis for the development of an energy-stable scheme in $\$ 4.4$. In $\$ 4.4 .3$ we prove that the scheme always has a solution. After that, in $\$ 4.5$ we propose a simplified model (following the same ideas of $\$ 3.5 .1$ ) in $\$ 4.5$, and a corresponding numerical scheme in $\$ 4.5 .1$, for which we prove stability and convergence in $\$ 4.5 .1$ and $\$ 4.5 .2$, respectively. Finally, we show the potential of the model in $\$ 4.6$ with a series of numerical experiments.

### 4.2 Heuristic derivation of a two-phase model

We want to develop a simplified model which captures the essence of immiscible, matching density (or almost matching density), two-phase flows, one of them a ferrofluid and the other one a non-magnetic fluid. We aim at a simple mixture like water and an oil based ferrofluid (with, for instance, densities $1000 \mathrm{~kg} / \mathrm{m}^{3}$ and $1050 \mathrm{~kg} / \mathrm{m}^{3}$, respectively), where the dominant body force is the Kelvin force, and the gravitational body force only plays a secondary role, so that we could use a

Boussinesq-like approximation in order to capture gravitational effects.
We will not present a systematic derivation of the model, but rather review existing models and standard assumptions, discard all the non-essential components, and select the right ingredients which could capture the basic phenomenological features of ferrofluids. Our main guidelines are minimalism and symmetry. We want the simplest model, with the smallest number of constitutive parameters and coupled PDEs, that still retains the essential features, and has sufficient symmetries (i.e. cancellations) in order to make possible the development of an energy law.

We consider a two-fluid system (a ferrofluid and a regular one) confined in a bounded and fixed domain $\Omega \subset \mathbb{R}^{d}$, with $d=2,3$. The boundary of $\Omega$ is denoted by $\Gamma$ and is assumed to be Lipschitz continuous. As our model is a diffuse interface one, we will implicitly track the position of each fluid with a phase-field variable $\theta$. The evolution of the system is described by its velocity $\mathbf{u}$ and pressure $p$. As one of the phases is susceptible to magnetic actuation, we need to keep track of the magnetization $\mathbf{m}$, which is induced by a magnetic field $\mathbf{h}$. To describe the evolution of these quantities we will consider:
$\diamond$ Evolution of the phase-field variable $\theta$ : there are very well-known PDE models for this purpose, the Allen-Cahn and the Cahn-Hilliard models. In particular, we will consider the Cahn-Hilliard equation:

$$
\left\{\begin{align*}
\theta_{t} & =-\gamma \Delta \psi & & \text { in } \Omega  \tag{4.1}\\
\psi & =\varepsilon \Delta \theta-\frac{1}{\varepsilon} f(\theta) & & \text { in } \Omega \\
\partial_{n} \theta & =\partial_{n} \psi=0 & & \text { on } \Gamma
\end{align*}\right.
$$

where $0<\varepsilon \ll 1$ is related to the interface thickness, $\gamma$ is the mobility, $f(\theta)=F^{\prime}(\theta)$ and $F(\theta)$ is the truncated double well potential

$$
F(\theta)= \begin{cases}(\theta+1)^{2} & \text { if } \theta \in(-\infty,-1]  \tag{4.2}\\ \frac{1}{4}\left(\theta^{2}-1\right)^{2} & \text { if } \theta \in[-1,1] \\ (\theta-1)^{2} & \text { if } \theta \in[1,+\infty)\end{cases}
$$

It is straightforward to check that

$$
\begin{equation*}
|f(\theta)|=\left|F^{\prime}(\theta)\right| \leq 2|\theta|+1 \text { and }\left|f^{\prime}(\theta)\right|=\left|F^{\prime \prime}(\theta)\right| \leq 2 \quad \forall \theta \in \mathbb{R} \tag{4.3}
\end{equation*}
$$

The reason to choose the Cahn-Hilliard equation is that it is mass conservative, an easy consequence of the divergence theorem:

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \theta d x=\int_{\Omega} \theta_{t} d x=-\gamma \int_{\Omega} \Delta \psi d x=-\gamma \int_{\Gamma} \partial_{n} \psi d S=0 \tag{4.4}
\end{equation*}
$$

$\diamond$ Simplified ferrohydrodynamics: the Shliomis model (see for instance [19, [18]) is perhaps the simplest well-known PDE model describing the behavior of ferrofluids

$$
\begin{gather*}
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p=\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}+\frac{\mu_{0}}{2} \operatorname{curl}(\mathbf{m} \times \mathbf{h})  \tag{4.5a}\\
\mathbf{m}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{m}-\frac{1}{2} \operatorname{curl} \mathbf{u} \times \mathbf{m}=-\frac{1}{\mathscr{T}}\left(\mathbf{m}-\varkappa_{0} \mathbf{h}\right)-\beta \mathbf{m} \times(\mathbf{m} \times \mathbf{h}) \tag{4.5b}
\end{gather*}
$$

where $\nu, \mu_{0}, \mathscr{T}, \beta$, and $\varkappa_{0}$ are positive constitutive constants. System 4.5) is the Navier-Stokes equations supplemented with an advection-reaction equation for the magnetization m. Expression 4.5b can be understood as the $\mathbf{L}^{2}(\Omega)$ gradient flow of the functional

$$
\begin{equation*}
\mathcal{J}(\mathbf{m})=\frac{1}{2 \mathscr{T}}\left\|\mathbf{m}-\varkappa_{0} \mathbf{h}\right\|_{\mathbf{L}^{2}}^{2} \tag{4.6}
\end{equation*}
$$

augmented with the corresponding kinematics. In other words

$$
\begin{equation*}
\left\langle\mathbf{m}_{t}, \mathbf{z}\right\rangle=-\left\langle\frac{\delta \mathcal{J}}{\delta \mathbf{m}}, \mathbf{z}\right\rangle \quad \Longrightarrow \quad \mathbf{m}_{t}+\frac{1}{\mathscr{T}} \mathbf{m}=\frac{\varkappa_{0}}{\mathscr{T}} \mathbf{h} \tag{4.7}
\end{equation*}
$$

where the symbol $\delta$ denotes variational derivative in this context. After that, we can replace the partial derivative $\mathbf{m}_{t}$ in (4.7) with the co-rotational derivative $\mathbf{m}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{m}-\frac{1}{2} \operatorname{curl} \mathbf{u} \times \mathbf{m}$ (see for instance [118]) accounting for the appropriate kinematics. On the other hand, the term $\beta \mathbf{m} \times(\mathbf{m} \times \mathbf{h})$ has phenomenological origins which in principle cannot be easily related to kinematic or energy principles (see [72, 18]).

The Shliomis model can be considered to be a limiting case of the more sophisticated Rosensweig model (see for instance [22, 119]), and the core dynamics of the magnetization equation 4.5 b is dominated by the reaction terms for most flows of interest (see for instance [75, 25] for the dimensional analysis of the Rosensweig model). Essentially, this is the case because the relaxation time $\mathscr{T}$ of commercial grade ferrofluids is in the range of $10^{-5}$ to $10^{-9}$ seconds (see for instance [75, 18]), which makes $\frac{1}{9}$ a very large constant. Therefore, a straightforward simplification of 4.5) is:

$$
\begin{gather*}
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p=\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}  \tag{4.8a}\\
\mathbf{m}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{m}+\frac{1}{\mathscr{T}} \mathbf{m}=\frac{\varkappa_{0}}{\mathscr{T}} \mathbf{h} . \tag{4.8b}
\end{gather*}
$$

In (4.8) we have dropped the terms $\frac{\mu_{0}}{2} \operatorname{curl}(\mathbf{m} \times \mathbf{h})$ and $\beta \mathbf{m} \times(\mathbf{m} \times \mathbf{h})$ under the assumption that at every moment the behavior of $\mathbf{m}$ is very close to equilibrium, meaning that $\mathbf{m} \approx \varkappa_{0} \mathbf{h}$ and $\mathbf{m} \times \mathbf{h} \approx 0$, so that these terms
are negligible. However, the convective term $(\mathbf{u} \cdot \nabla) \mathbf{m}$ is kept because of symmetry considerations and cannot be dropped if we want to develop an energy stable model. On the other hand, the term $-\frac{1}{2} \operatorname{curl} \mathbf{u} \times \mathbf{m}$ was dropped under the assumption that convection and reaction are the dominant terms. In a somewhat different context, similar ideas where used in order to simplify liquid-crystal models (see for instance [120]).
$\diamond$ Simplified capillary forces: the capillary forces are given by $\mathbf{f}_{c}=-\operatorname{div} \boldsymbol{\sigma}_{\mathrm{c}}$, where $\boldsymbol{\sigma}_{\mathrm{c}}=\lambda \nabla \theta \otimes \nabla \theta$ is the so-called capillary stress tensor (see for instance [121, 122]), and $\lambda$ is the capillary coefficient. Manipulating $\mathbf{f}_{c}$ we get:

$$
\begin{align*}
\mathbf{f}_{c} & =-\operatorname{div} \boldsymbol{\sigma}_{\mathrm{c}}=-\frac{\lambda}{2} \nabla|\nabla \theta|^{2}-\lambda \Delta \theta \nabla \theta \\
& =-\frac{\lambda}{2} \nabla|\nabla \theta|^{2}-\frac{\lambda}{\varepsilon^{2}} f(\theta) \nabla \theta-\frac{\lambda}{\varepsilon} \psi \nabla \theta  \tag{4.9}\\
& =-\lambda \nabla\left(\frac{1}{2}|\nabla \theta|^{2}+\frac{\lambda}{\varepsilon^{2}} F(\theta)\right)-\frac{\lambda}{\varepsilon} \psi \nabla \theta \\
& =-\lambda \nabla\left(\frac{1}{2}|\nabla \theta|^{2}+\frac{\lambda}{\varepsilon^{2}} F(\theta)+\frac{\lambda}{\varepsilon} \psi \theta\right)+\frac{\lambda}{\varepsilon} \theta \nabla \psi .
\end{align*}
$$

Therefore the term $-\lambda \nabla\left(\frac{1}{2}|\nabla \theta|^{2}+\frac{\lambda}{\varepsilon^{2}} F(\theta)+\frac{\lambda}{\varepsilon} \psi \theta\right)$ only modifies the pressure in the Navier-Stokes system (see Remark 3.4.1 in Chapter 3), so that it can be eliminated at the expense of redefining the pressure. Our capillary force will finally be:

$$
\begin{equation*}
\mathbf{f}_{c}:=\frac{\lambda}{\varepsilon} \theta \nabla \psi . \tag{4.10}
\end{equation*}
$$

This definition of the capillary force traces back to [120, 92] and is not a cosmetic manipulation but rather an essential ingredient in order to have sufficient cancellations allowing the development of an energy law.
$\diamond$ Simplified electromagnetism: the natural choice in this context are the magnetostatics equations:

$$
\operatorname{cur} l \mathbf{h}=0, \quad \operatorname{div} \mathbf{b}=0,
$$

where

$$
\begin{equation*}
\mathbf{b}:=\mathbf{h}+\mathbf{m}, \quad \mathbf{h}:=\mathbf{h}_{a}+\mathbf{h}_{d}, \tag{4.11}
\end{equation*}
$$

here $\mathbf{h}_{a}$ is the (given) smooth harmonic (curl-free and div-free) applied magnetizing field, and $\mathbf{h}_{d}$ is the so-called demagnetizing field (for more details see 3.2.1 in Chapter 3). A simplified approach to this problem is by means of the scalar potential (same as in (3.18)):

$$
\left\{\begin{align*}
-\Delta \varphi & =\operatorname{div} \mathbf{m} & & \text { in } \Omega  \tag{4.12}\\
\frac{\partial \varphi}{\partial \boldsymbol{n}} & =\left(\mathbf{h}_{a}-\mathbf{m}\right) \cdot \boldsymbol{n} & & \text { on } \Gamma
\end{align*}\right.
$$

so that $\mathbf{h}:=\nabla \varphi$.

Collecting all these simplifications we propose the following set of equations:

$$
\begin{align*}
\theta_{t}+\operatorname{div}(\mathbf{u} \theta)+\gamma \Delta \psi & =0  \tag{4.13a}\\
-\varepsilon \Delta \theta+\frac{1}{\varepsilon} f(\theta)+\psi & =0  \tag{4.13b}\\
\mathbf{m}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{m} & =-\frac{1}{\mathscr{\mathscr { T }}}\left(\mathbf{m}-\varkappa_{\theta} \mathbf{h}\right)  \tag{4.13c}\\
-\Delta \varphi & =\operatorname{div}\left(\mathbf{m}-\mathbf{h}_{a}\right)  \tag{4.13d}\\
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}-\operatorname{div}\left(\nu_{\theta} \mathbf{T}(\mathbf{u})\right)+\nabla p & =\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}+\frac{\lambda}{\varepsilon} \theta \nabla \psi  \tag{4.13e}\\
\operatorname{div} \mathbf{u} & =0 \tag{4.13f}
\end{align*}
$$

in $\Omega$ for every $t \in\left[0, t_{F}\right]$, where $\mathbf{T}(\mathbf{u})=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\top}\right)$ denotes the symmetric gradient and

$$
\mathbf{h}:=\nabla \varphi .
$$

We supplement this system with the following boundary conditions

$$
\begin{equation*}
\partial_{n} \theta=\partial_{n} \psi=0, \quad \mathbf{u}=0, \quad \text { and } \quad \partial_{n} \varphi=\left(\mathbf{h}_{a}-\mathbf{m}\right) \cdot n \quad \text { on } \Gamma . \tag{4.14}
\end{equation*}
$$

Here $\nu_{\theta}$ and $\varkappa_{\theta}$ are viscosities and susceptibilities subordinate to the phase-field variable $\theta$. They are Lipschitz-continuous functions of $\theta$ satisfying

$$
\begin{equation*}
0<\nu_{w} \leq \nu_{\theta} \leq \nu_{f} \quad \text { and } \quad 0 \leq \varkappa_{\theta} \leq \varkappa_{0} \tag{4.15}
\end{equation*}
$$

where $\nu_{w}$ is the viscosity of the non-magnetic phase (e.g. water) and $\nu_{f}$ is the viscosity of the ferrofluid (e.g. mineral oil). Here $\varkappa_{0}>0$ is the magnetic susceptibility of the ferrofluid phase, and we set the non-magnetic phase to have zero magnetic susceptibility. For commercial grade ferrofluids we have that $\varkappa_{0}$ ranges from 0.5 to 4.3 (see for instance [25]). The choice of functions $\nu_{\theta}$ and $\varkappa_{\theta}$ is arbitrary, but essentially they involve a regularized approximation of the Heaviside step function, for instance

$$
\begin{equation*}
\nu_{\theta}=\nu_{w}+\left(\nu_{f}-\nu_{w}\right) \mathcal{H}(\theta / \varepsilon) \text { and } \varkappa_{\theta}=\varkappa_{0} \mathcal{H}(\theta / \varepsilon) \tag{4.16}
\end{equation*}
$$

where $\mathcal{H}(x)$ could be for instance the sigmoid function

$$
\begin{equation*}
\mathcal{H}(x)=\frac{1}{1+e^{-x}} \tag{4.17}
\end{equation*}
$$

Both in theory and practice, the choice of $\mathcal{H}(x)$ and the internal structure of $\nu_{\theta}$ and $\varkappa_{\theta}$ are of very little importance, provided they are Lipschitz-continuous and
satisfy inequalities (4.15). Here (4.16) and (4.17) are just provided as a couple of simple choices, but they are not the only ones; other choices are used for instance in 41, 92].

Since this model is not a genuinely variable-density two-phase model, gravitational forces $\mathbf{f}_{g}=\rho \mathbf{g}$ can only be included approximately. We will consider supplementing the right hand side of the conservation of linear momentum 4.13e) with a Boussinesq-like approximation in order to include gravitational effects, such as

$$
\begin{equation*}
\mathbf{f}_{g}=(1+r \mathcal{H}(\theta / \varepsilon)) \mathbf{g} \tag{4.18}
\end{equation*}
$$

where $r=\frac{\left|\rho_{f}-\rho_{w}\right|}{\min \left(\rho_{f}, \rho_{w}\right)}, \rho_{f}$ is the density of the ferromagnetic phase, and $\rho_{w}$ is the density of the non-magnetic phase. Provided $r \ll 1$ this will be a reasonable approximation.

The development of a complete existence theory for system (4.13) seems unlikely, as it has been the historical case of most systems of PDEs without sufficient regularization mechanisms (e.g. compressible Euler equations of gas dynamics). This is primarily because of the sub-system (4.13c)- 4.13d) and the term $\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}$ on the right hand side of 4.13e. A first approach to solve this problem would be adding a regularization of the form $-\sigma \Delta \mathbf{m}=\operatorname{curl}(\sigma \operatorname{curl} \mathbf{m})-\nabla(\sigma \operatorname{div} \mathbf{m})$ in the equation (4.13c) (as it was considered in $\S 3.2 .3$, see also reference [22]), or any other second order operator in space. However, most forms of regularization that we could add to this system will introduce new problems, primarily (but not only) related to boundary conditions, and the overall system might not even be formally
energy-stable (see for instance Remark 3.3.2 and also \$3.4.4).
These mathematical obstacles, will not interfere with our exploration of the model (4.13), which is a reasonable starting point to understand and develop PDE models for two-phase ferrofluid flows. It is actually possible to develop energy stable numerical methods for system (4.13) and prove local-solvability of the scheme for every time step. With the aid of the developed numerical scheme, we will explore the behavior of this coupled system. Finally, under special circumstances, and with some simplifications, we will obtain a system for which is possible to prove convergence when the discretization parameters $h$ and $\tau$ go to zero and, as a by product, global existence of weak solutions.

### 4.3 Formal energy estimates

Proposition 4.3.1 (Energy estimate). If $\varkappa_{0} \leq 4$, then the following estimate holds for solutions of the system (4.13)

$$
\begin{align*}
\mathscr{E}\left(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; t_{F}\right) & +\int_{0}^{t_{F}} \mathscr{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s) d s  \tag{4.19}\\
& \leq \int_{0}^{t_{F}} \mathscr{F}\left(\mathbf{h}_{a} ; s\right) d s+\mathscr{E}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; 0)
\end{align*}
$$

where

$$
\begin{aligned}
\mathscr{E}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s) & =\frac{1}{2}\|\mathbf{u}(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\|\mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\|\mathbf{h}(s)\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\lambda}{2}\|\nabla \theta(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda}{\varepsilon^{2}}(F(\theta(s)), 1), \\
\mathscr{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s) & =\frac{\mu_{0}}{\mathscr{I}}\left(1-\frac{\varkappa_{0}}{4}\right)\|\mathbf{m}(s)\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\|\mathbf{h}(s)\|_{\mathbf{L}^{2}}^{2} \\
& +\left\|\sqrt{\nu_{\theta}} \mathbf{T}(\mathbf{u})(s)\right\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda \gamma}{\varepsilon}\|\nabla \psi(s)\|_{\mathbf{L}^{2}}^{2},
\end{aligned}
$$

$$
\mathscr{F}\left(\mathbf{h}_{a} ; s\right)=\mu_{0} \mathscr{T}\left\|\partial_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\left\|\mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2},
$$

Proof. Multiply 4.13a by $\psi$ and 4.13b by $\theta_{t}$ and integrate. Integration by parts yields

$$
\begin{aligned}
-\left(\theta_{t}, \psi\right)+\gamma\|\nabla \psi\|_{\mathbf{L}^{2}}^{2} & =-(\mathbf{u} \theta, \nabla \psi), \\
\frac{d}{d t}\left(\frac{\varepsilon}{2}\|\nabla \theta\|_{\mathbf{L}^{2}}^{2}+\frac{1}{\varepsilon}(F(\theta), 1)\right)+\left(\psi, \theta_{t}\right) & =0
\end{aligned}
$$

whence, adding both lines and multiplying by $\frac{\lambda}{\varepsilon}$, we get

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\lambda}{2}\|\nabla \theta\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda}{\varepsilon^{2}}(F(\theta), 1)\right)+\frac{\lambda \gamma}{\varepsilon}\|\nabla \psi\|_{\mathbf{L}^{2}}^{2}=-\frac{\lambda}{\varepsilon}(\theta \nabla \psi, \mathbf{u}) . \tag{4.21}
\end{equation*}
$$

Now we multiply 4.13 e b $\mathbf{u}$, integrate by parts and use (3.26) for the Kelvin force

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}+\left\|\sqrt{\nu_{\theta}} \mathbf{T}(\mathbf{u})\right\|_{\mathbf{L}^{2}}^{2}=-\mu_{0} b(\mathbf{u}, \mathbf{m}, \mathbf{h})+\frac{\lambda}{\varepsilon}(\theta \nabla \psi, \mathbf{u}) . \tag{4.22}
\end{equation*}
$$

Adding (4.21) and 4.22 we get

$$
\begin{align*}
\frac{d}{d t}\left(\frac{1}{2}\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}\right. & \left.+\frac{\lambda}{2}\|\nabla \theta\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda}{\varepsilon^{2}}(F(\theta), 1)\right)  \tag{4.23}\\
& +\left\|\sqrt{\nu_{\theta}} \mathbf{T}(\mathbf{u})\right\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda \gamma}{\varepsilon}\|\nabla \psi\|_{\mathbf{L}^{2}}^{2}=-\mu_{0} b(\mathbf{u}, \mathbf{m}, \mathbf{h})
\end{align*}
$$

Finally multiply (4.13c) by $\mu_{0} \mathbf{m}$ and $\mu_{0} \mathbf{h}$ and integrate to obtain

$$
\begin{align*}
\frac{\mu_{0}}{2} \frac{d}{d t}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2} & =\frac{\mu_{0}}{\mathscr{T}}\left(\varkappa_{\theta} \mathbf{h}, \mathbf{m}\right)  \tag{4.24}\\
\mu_{0}\left(\mathbf{m}_{t}, \mathbf{h}\right)+\mu_{0} b(\mathbf{u}, \mathbf{m}, \mathbf{h})+\frac{\mu_{0}}{\mathscr{T}}(\mathbf{m}, \mathbf{h}) & =\frac{\mu_{0}}{\mathscr{T}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{h}\right\|_{\mathbf{L}^{2}}^{2} . \tag{4.25}
\end{align*}
$$

Expression (4.25) requires further manipulation. Using (3.31) and (3.32), we can rewrite 4.25) as follows

$$
\begin{align*}
\frac{\mu_{0}}{2} \frac{d}{d t}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2} & +\frac{\mu_{0}}{\mathscr{T}}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{\mathscr{T}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{h}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.26}\\
& =\mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \mathbf{h}\right)+\frac{\mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \mathbf{h}\right)+\mu_{0} b(\mathbf{u}, \mathbf{m}, \mathbf{h}) .
\end{align*}
$$

Adding (4.23), (4.24) and (4.26), we get

$$
\begin{align*}
\frac{d}{d t} \mathscr{E}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; t) & +\mathscr{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s)+\frac{\mu_{0} \varkappa_{0}}{4 \mathscr{T}}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2}  \tag{4.27}\\
& +\frac{\mu_{0}}{\mathscr{T}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{h}\right\|_{\mathbf{L}^{2}}^{2}=\frac{\mu_{0}}{\mathscr{T}}\left(\varkappa_{\theta} \mathbf{h}, \mathbf{m}\right)+\mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \mathbf{h}\right)+\frac{\mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \mathbf{h}\right) .
\end{align*}
$$

Using the bound 4.15), the term $\frac{\mu_{0}}{\mathscr{T}}\left(\varkappa_{\theta} \mathbf{h}, \mathbf{m}\right)$ can be estimated as follows:

$$
\frac{\mu_{0}}{\mathscr{T}}\left(\varkappa_{\theta} \mathbf{h}, \mathbf{m}\right) \leq \frac{\mu_{0}}{\mathscr{T}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{h}\right\|_{\mathbf{L}^{2}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{m}\right\|_{\mathbf{L}^{2}} \leq \frac{\mu_{0}}{\mathscr{T}}\left\|\sqrt{\varkappa_{\theta}} \mathbf{h}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0} \varkappa_{0}}{4 \mathscr{T}}\|\mathbf{m}\|_{\mathbf{L}^{2}}^{2},
$$

so that using this estimate in 4.27 we finally get

$$
\frac{d}{d t} \mathscr{E}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; t)+\mathscr{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s)+\frac{\mu_{0}}{2 \mathscr{T}}\|\mathbf{h}\|_{\mathbf{L}^{2}}^{2} \leq \mu_{0}\left(\partial_{t} \mathbf{h}_{a}, \mathbf{h}\right)+\frac{\mu_{0}}{\mathscr{T}}\left(\mathbf{h}_{a}, \mathbf{h}\right)
$$

The rest is just a matter of applying Cauchy-Schwarz and Young's inequalities to get the energy estimate 4.19). From the expression for $\mathscr{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta ; s)$ we also get the restriction that we can only consider $\varkappa_{0} \leq 4$.

Remark 4.3.1 (Range of susceptibility). The restriction $\varkappa_{0} \leq 4$, necessary for Proposition 4.3.1 to hold, covers almost the complete range of commercial grade ferrofluids.

### 4.4 An energy stable scheme

In this section we present and analyze a discretization of system 4.13a) 4.13f), its stability, and the existence of solutions. This scheme will be our workhorse: The numerical simulations of $\$ 4.6$ will use this method, and the existence of solutions for our simplified model will be based on a scheme very similar to the one presented here.

### 4.4.1 Notation

The space discretization will be based on Galerkin techniques. To this effect, we introduce finite dimensional subspaces $\mathbb{G} \subset H^{1}(\Omega), \mathbb{Y} \subset H^{1}(\Omega), \mathbb{M} \subset \mathbf{L}^{2}(\Omega), \mathbb{X} \subset$ $H^{1}(\Omega), \mathbb{U} \subset \mathbf{H}_{0}^{1}(\Omega)$ and $\mathbb{P} \subset L^{2}(\Omega)$, where we will approximate the phase-field, chemical potential, magnetization, magnetic potential, linear velocity and pressure respectively. About the pair of spaces $(\mathbb{U}, \mathbb{P})$ we assume that they are LBB stable (see (1.14)). To be able to focus on the fundamental difficulties in the design of an energy stable scheme we will first describe the scheme without being specific on the particular structure of these discrete spaces. As we will see, the choice of discrete spaces shall come naturally from this analysis.

We will consider a discretization of the trilinear form (1.5) associated to the convective term in the Navier-Stokes equation $(\mathbf{u} \cdot \nabla) \mathbf{u}$ analogous to that one defined in (2.16)-(2.17)

Similarly, we also consider a discretization of the trilinear forms associated with the convective term $(\mathbf{u} \cdot \nabla) \mathbf{m}$ and the Kelvin force $\mu_{0}(\mathbf{m} \cdot \nabla) \mathbf{h}$ analogous to that one defined in (3.39)-(3.40).

Let $I_{\mathbb{G}}, I_{\mathbb{Y}}, I_{\mathbb{M}}$ and $I_{\mathbb{U}}$ denote mappings (similar to those defined in (3.42))

$$
\begin{array}{ll}
\mathrm{I}_{\mathbb{G}}: \mathcal{C}^{0}(\bar{\Omega}) \longrightarrow \mathbb{G}, & \mathrm{I}_{\mathbb{Y}}: \mathcal{C}^{0}(\bar{\Omega}) \longrightarrow \mathbb{Y}, \\
\mathrm{I}_{\mathbb{M}}: \mathcal{C}^{0}(\bar{\Omega}) \longrightarrow \mathbb{M} \cap \mathcal{C}^{0}(\bar{\Omega}), & \mathrm{I}_{\mathbb{U}}: \mathcal{C}^{0}(\bar{\Omega}) \longrightarrow \mathbb{U}, \tag{4.28}
\end{array}
$$

with optimal approximation properties (see 1.13).
More notation and details about the space discretization will be provided in \$4.4.4. Here we confine ourselves to mention that they can be easily constructed
using finite elements (see for instance [52, 53]).

### 4.4.2 Description of the scheme and stability

For the Cahn-Hilliard equation we shall use the stabilization methodology proposed by Shen and Yang [123] in order to eliminate the constraint $\tau \lesssim \varepsilon^{4}$ from the time step. The price paid in this stabilization is the introduction of an error of order $\mathcal{O}(\tau)$ which is consistent with the truncation order of the scheme.

In order to avoid unnecessary technicalities, assume that the initial data is smooth and initialize the scheme as follows

$$
\begin{equation*}
\Theta^{0}=\mathrm{I}_{\mathbb{G}}[\theta(0)], \quad \mathbf{M}^{0}=\mathrm{I}_{\mathbb{M}}[\mathbf{m}(0)], \quad \mathbf{U}^{0}=\mathrm{I}_{\mathbb{U}}[\mathbf{u}(0)] \tag{4.29}
\end{equation*}
$$

after that, for every $k \in\{1, \ldots, K\}$ we compute $\left\{\Theta^{k}, \Psi^{k}, \mathbf{M}^{k}, \Phi^{k}, \mathbf{U}^{k}, P^{k}\right\} \in \mathbb{G} \times$ $\mathbb{Y} \times \mathbb{M} \times \mathbb{X} \times \mathbb{U} \times \mathbb{P}$ that solves

$$
\begin{align*}
& \left(\frac{\delta \Theta^{k}}{\tau}, \Lambda\right)-\left(\mathbf{U}^{k} \Theta^{k-1}, \nabla \Lambda\right)-\gamma\left(\nabla \Psi^{k}, \nabla \Lambda\right)=0  \tag{4.30a}\\
& \left(\Psi^{k}, \Upsilon\right)+\frac{1}{\eta}\left(\delta \Theta^{k}, \Upsilon\right)+\varepsilon\left(\nabla \Theta^{k}, \nabla \Upsilon\right)+\frac{1}{\varepsilon}\left(f\left(\Theta^{k-1}\right), \Upsilon\right)=0  \tag{4.30b}\\
& \left(\frac{\delta \mathbf{M}^{k}}{\tau}, \mathbf{Z}\right)-b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \mathbf{M}^{k}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{Z}\right)=\frac{1}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{Z}\right)  \tag{4.30c}\\
& \left(\nabla \Phi^{k}, \nabla \mathrm{X}\right)=\left(\mathbf{h}_{a}^{k}-\mathbf{M}^{k}, \nabla \mathbf{X}\right)  \tag{4.30d}\\
& \left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{V}\right)+\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}^{k}\right), \mathbf{T}(\mathbf{V})\right)+b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{4.30e}\\
& \\
& =b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)+\frac{\lambda}{\varepsilon}\left(\Theta^{k-1} \nabla \Psi^{k}, \mathbf{V}\right)  \tag{4.30f}\\
& \left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right)=0
\end{align*}
$$

for all $\{\Lambda, \Upsilon, \mathbf{Z}, \mathrm{X}, \mathbf{V}, \mathrm{Q}\} \in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times \mathbb{X} \times \mathbb{U} \times \mathbb{P}$. Here $\mathbf{H}^{k}:=\nabla \Phi^{k}$, and $\frac{1}{\eta}\left(\delta \Theta^{k}, \Upsilon\right)$ in (4.30b) is a stabilization term with $\eta$ sufficiently small.

Remark 4.4.1 (Initialization). The initialization proposed in (4.29) is the simplest choice. From the point of view of convergence to strong solutions (a priori error estimates) it is suboptimal (cf. [86, 49, 53, 87]). However, this choice has no effect on the stability of the scheme, it only affects the regularity assumed on the initial data.

Proposition 4.4.1 (Discrete energy stability). Let $\left\{\Theta^{\tau}, \Psi^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \mathbf{U}^{\tau}, P^{\tau}\right\} \subset \mathbb{G} \times$ $\mathbb{Y} \times \mathbb{M} \times \mathbb{X} \times \mathbb{U} \times \mathbb{P}$ solve (4.30). If $\nabla \mathbb{X} \subset \mathbb{M}, \eta \leq \varepsilon$ and $\varkappa_{0} \leq 4$, then we have the following stability estimate

$$
\begin{align*}
& \mathscr{E}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau} ; K\right)+\sum_{k=1}^{K}\left(\mathscr{I}\left(\delta \mathbf{U}^{\tau}, \delta \mathbf{M}^{\tau}, \delta \Phi^{\tau}, \delta \Theta^{\tau} ; k\right)\right. \\
& \left.\quad+\tau \mathscr{D}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau}, \Psi^{\tau} ; k\right)\right) \leq \sum_{k=1}^{K} \tau \mathscr{F}\left(\mathbf{h}_{a} ; k\right)+\mathscr{E}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau} ; 0\right), \tag{4.31}
\end{align*}
$$

where

$$
\begin{aligned}
\mathscr{E}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau} ; k\right) & =\frac{1}{2}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\lambda}{2}\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda}{\varepsilon^{2}}\left(F\left(\Theta^{k}\right), 1\right), \\
\mathscr{I}\left(\delta \mathbf{U}^{\tau}, \delta \mathbf{M}^{\tau}, \delta \Phi^{\tau}, \delta \Theta^{\tau} ; k\right) & =\frac{1}{2}\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{\mu_{0}}{2}\left\|\delta \nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda}{2}\left\|\delta \nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
\mathscr{D}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau}, \Psi^{\tau} ; k\right) & =\frac{\mu_{0}}{\mathscr{T}}\left(1-\frac{\varkappa_{0}}{4}\right)\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2 \mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\left\|\sqrt{\nu_{\theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{\lambda \gamma}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}, \\
\mathscr{F}\left(\mathbf{h}_{a} ; k\right) & =\frac{\mu_{0} \mathscr{T}}{\tau} \int_{t^{k-1}}^{t^{k}}\left\|\partial_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2} d s+\frac{\mu_{0}}{\mathscr{T}}\left\|\mathbf{h}_{a}^{k}\right\|_{\mathbf{L}^{2}}^{2} .
\end{aligned}
$$

Proof. We set $\Lambda=\frac{2 \lambda \tau}{\varepsilon} \Psi^{k}, \Upsilon=\frac{2 \lambda}{\varepsilon} \delta \Theta^{k}, \mathbf{V}=2 \tau \mathbf{U}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{M}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{H}^{k}$ and $\mathrm{X}=\frac{2 \mu_{0} \tau}{\mathscr{T}} \Phi^{k}$ in 4.30 to arrive at:

$$
\begin{equation*}
\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}-\frac{2 \lambda}{\varepsilon}\left(\delta \Theta^{k}, \Psi^{k}\right)=-\frac{2 \lambda \tau}{\varepsilon}\left(\mathbf{U}^{k} \Theta^{k-1}, \nabla \Psi^{k}\right), \tag{4.32a}
\end{equation*}
$$

$$
\begin{align*}
& \frac{2 \lambda}{\varepsilon}\left(\Psi^{k}, \delta \Theta^{k}\right)+\frac{2 \lambda}{\eta \varepsilon}\left\|\delta \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \lambda( \left.\delta \nabla \Theta^{k}, \nabla \Theta^{k}\right)+\frac{2 \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \delta \Theta^{k}\right)=0  \tag{4.32b}\\
& 2\left(\delta \mathbf{U}^{k}, \mathbf{U}^{k}\right)+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}= 2 \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)  \tag{4.32c}\\
&+\frac{2 \lambda \tau}{\varepsilon}\left(\Theta^{k-1} \nabla \Psi^{k}, \mathbf{U}^{k}\right), \\
& 2 \mu_{0}\left(\delta \mathbf{M}^{k}, \mathbf{M}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right),  \tag{4.32d}\\
& \frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}= 2 \mu_{0}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right)  \tag{4.32e}\\
&-2 \mu_{0} \tau b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{H}^{k}\right), \\
& \frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}-\mathbf{M}^{k}, \nabla \Phi^{k}\right) \tag{4.32f}
\end{align*}
$$

Adding all the previous lines and using (1.11) we get

$$
\begin{align*}
& \left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\left\|\mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\mu_{0}\left\|\mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+2 \lambda\left(\delta \nabla \Theta^{k}, \nabla \Theta^{k}\right)+\frac{2 \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \delta \Theta^{k}\right)+\frac{2 \lambda}{\eta \varepsilon}\left\|\delta \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.33}\\
& \quad+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right)+2 \mu_{0}\left(\delta \mathbf{M}^{k}, \nabla \Phi^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)
\end{align*}
$$

Using (3.50), we have that (4.33) can be rewritten as

$$
\begin{align*}
& \left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\left\|\mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}-\mu_{0}\left\|\mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad-\mu_{0}\left\|\nabla \Phi^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}-\lambda\left\|\nabla \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+\mu_{0}\left\|\delta \nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\delta \nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \delta \Theta^{k}\right)+\frac{2 \lambda}{\eta \varepsilon}\left\|\delta \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.34}\\
& \quad+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right)+2 \mu_{0}\left(\delta \mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) .
\end{align*}
$$

In only remains to control the terms $\frac{2 \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \delta \Theta^{k}\right)+\frac{2 \lambda}{\eta \varepsilon}\left\|\delta \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}$. This is a standard argument [123], which for the sake of completeness we repeat. Consider Taylor's
formula for $F\left(\Theta^{k}\right)$ around $F\left(\Theta^{k-1}\right)$

$$
\begin{equation*}
F\left(\Theta^{k}\right)=F\left(\Theta^{k-1}\right)+f\left(\Theta^{k-1}\right) \delta \Theta^{k}+\frac{f^{\prime}(\xi)}{2}\left(\delta \Theta^{k}\right)^{2} \tag{4.35}
\end{equation*}
$$

for some $\xi$, and using the bound (4.3) we get

$$
\begin{equation*}
\left(\delta F\left(\Theta^{k}\right), 1\right) \leq\left(f\left(\Theta^{k-1}\right), \delta \Theta^{k}\right)+\left\|\delta \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2} \tag{4.36}
\end{equation*}
$$

Therefore, if we choose $\eta \leq \varepsilon$, we can finally estimate 4.34) as follows

$$
\begin{align*}
& 2 \delta \mathscr{E}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau} ; k\right)+2 \mathscr{I}\left(\delta \mathbf{U}^{\tau}, \delta \mathbf{M}^{\tau}, \delta \Phi^{\tau}, \delta \Theta^{\tau} ; k\right) \\
&+2 \tau \mathscr{D}\left(\mathbf{U}^{\tau}, \mathbf{M}^{\tau}, \Phi^{\tau}, \Theta^{\tau}, \Psi^{\tau} ; k\right)+\frac{\mu_{0} \varkappa_{0} \tau}{2 \mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.37}\\
&+\frac{\mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \leq \frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right)+2 \mu_{0}\left(\delta \mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{I}}\left(\mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right) .
\end{align*}
$$

The rest is a matter of dividing everything by 2 , and bounding the right hand side using Chauchy-Schwarz and Young's inequalities with appropriate constants. As in the continuous case, the term $\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right)$ will give us the limitation $\varkappa_{0} \leq 4$. Finally, for the term $2 \mu_{0}\left(\delta \mathbf{h}_{a}^{k}, \nabla \Phi^{k}\right)$, we will use the trivial identity $\left\|\delta \mathbf{h}_{a}^{k}\right\|_{\mathbf{L}^{2}}^{2}=$ $\tau^{2}\left\|\frac{\delta \mathbf{h}_{a}^{k}}{\tau}\right\|_{\mathbf{L}^{2}}^{2}$ and the estimate

$$
\left\|\frac{\delta \mathbf{h}_{\alpha}^{k}}{\tau}\right\|_{\mathbf{L}^{2}}^{2} \leq \frac{1}{\tau} \int_{t^{k-1}}^{t^{k}}\left\|\partial_{t} \mathbf{h}_{a}(s)\right\|_{\mathbf{L}^{2}}^{2} d s
$$

This concludes the proof. Note that (4.31) is consistent with (4.19), except for the term $\mathscr{I}$ of time increments (jumps). The latter is a dissipative term characteristic of the implicit Euler scheme.

### 4.4.3 Existence of fixed points (local solvability)

Let us establish the local solvability of the numerical scheme 4.30). To do so we will make use of the well-known Leray-Schauder fixed point theorem. As it is usual
when invoking this result, the core of the proof is a local (in time) a priori estimate, which very much resembles the arguments of 4.4 .2 . Therefore, a few intermediate steps have been eliminated leaving the details to the reader.

Theorem 4.4.1 (Existence). Let $h, \tau>0$, assume that $\varkappa_{0} \leq 4$, and that the parameter $\eta \leq \varepsilon$. If $\nabla \mathbb{X} \subset \mathbb{M}$, then for all $k=1, \ldots, K$ there exists $\left\{\Theta^{k}, \Psi^{k}, \mathbf{M}^{k}, \Phi^{k}, \mathbf{U}^{k}, P^{k}\right\}$ $\in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times \mathbb{X} \times \mathbb{U} \times \mathbb{P}$ that solves (4.30). Moreover, any such sequence of solutions satisfies estimate (4.31).

Proof. We define the map $\mathcal{L}$ as follows

$$
\left\{\Theta^{k}, \Psi^{k}, \mathbf{M}^{k}, \Phi^{k}, \mathbf{U}^{k}, P^{k}\right\} \stackrel{\mathcal{L}}{\mapsto}\left\{\widehat{\Theta}^{k}, \widehat{\Psi}^{k}, \widehat{\mathbf{M}}^{k}, \widehat{\Phi}^{k}, \widehat{\mathbf{U}}^{k}, \widehat{P}^{k}\right\},
$$

where the quantities with the hats solve of the following variational problem:

$$
\begin{align*}
\left(\frac{\widehat{\Theta}^{k}-\Theta^{k-1}}{\tau}, \Lambda\right) & -\left(\mathbf{U}^{k} \widehat{\Theta}^{k}, \nabla \Lambda\right)-\gamma\left(\nabla \widehat{\Psi}^{k}, \nabla \Lambda\right)=0  \tag{4.38a}\\
\left(\widehat{\Psi}^{k}, \Upsilon\right) & +\frac{1}{\eta}\left(\widehat{\Theta}^{k}-\Theta^{k-1}, \Upsilon\right)+\varepsilon\left(\nabla \widehat{\Theta}^{k}, \nabla \Upsilon\right)+\frac{1}{\varepsilon}\left(f\left(\Theta^{k-1}\right), \Upsilon\right)=0  \tag{4.38b}\\
\left(\frac{\widehat{\mathbf{M}}^{k}-\mathbf{M}^{k-1}}{\tau}, \mathbf{Z}\right) & +b_{h}^{m}\left(\mathbf{U}^{k}, \widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)+\frac{1}{\mathscr{T}}\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)=\frac{1}{\mathscr{T}}\left(\varkappa_{\Theta} \widehat{\mathbf{H}}^{k}, \mathbf{Z}\right)  \tag{4.38c}\\
\left(\nabla \widehat{\Phi}^{k}, \nabla \mathbf{X}\right) & =\left(\mathbf{h}_{a}^{k}-\widehat{\mathbf{M}}^{k}, \nabla \mathbf{X}\right)  \tag{4.38d}\\
\left(\frac{\widehat{\mathbf{U}}^{k}-\mathbf{U}^{k-1}}{\tau}, \mathbf{V}\right) & +\left(\nu_{\Theta} \mathbf{T}\left(\widehat{\mathbf{U}}^{k}\right), \mathbf{T}(\mathbf{V})\right)+b_{h}\left(\mathbf{U}^{k-1}, \widehat{\mathbf{U}}^{k}, \mathbf{V}\right)-\left(\widehat{P}^{k}, \operatorname{div} \mathbf{V}\right)  \tag{4.38e}\\
& =-b_{h}^{m}\left(\mathbf{V}, \widehat{\mathbf{M}}^{k}, \mathbf{H}^{k}\right)+\frac{\lambda}{\varepsilon}\left(\nabla \widehat{\Psi}^{k} \Theta^{k}, \mathbf{V}\right) \\
\left(\operatorname{div} \widehat{\mathbf{U}}^{k}, \mathrm{Q}\right) & =0 . \tag{4.38f}
\end{align*}
$$

for all $\{\Lambda, \Upsilon, \mathbf{Z}, \mathrm{X}, \mathbf{V}, \mathrm{Q}\} \in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times \mathbb{X} \times \mathbb{U} \times \mathbb{P}$. Let us now show that the mapping $\mathcal{L}$ satisfies the requirements of the Leray-Schauder theorem (cf. [94], p. 280):
$\diamond$ Well posedness. The operator $\mathcal{L}$ is clearly well defined. The information follows a top-down path. For a given velocity $\mathbf{U}^{k}$ the mixed Cahn-Hilliard
system (4.38a)-4.38b) is well-defined and widely-studied system which can be reduced to a single positive definite system in terms of the phase (see for instance [124] and references therein). System (4.38c)-4.38d) can be rewritten as follows:

$$
\begin{align*}
\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)+\tau b_{h}^{m}\left(\mathbf{U}^{k}, \widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)+\frac{\tau}{\mathscr{I}}\left(\widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)-\frac{\tau}{\mathscr{I}}\left(\varkappa_{\Theta} \widehat{\mathbf{H}}^{k}, \mathbf{Z}\right) & =\left(\mathbf{M}^{k-1}, \mathbf{Z}\right)  \tag{4.39}\\
\left(\widehat{\mathbf{M}}^{k}, \nabla \mathrm{X}\right)+\left(\nabla \widehat{\Phi}^{k}, \nabla \mathbf{X}\right) & =\left(\mathbf{h}_{a}^{k}, \nabla \mathrm{X}\right) .
\end{align*}
$$

Multiply the second line by $\frac{\tau \varkappa_{0}}{\mathscr{T}}$ and add both lines. The result can be written as a classical variational formulation. Taking $\mathbf{Z}=\widehat{\mathbf{M}}^{k}$ and $\mathrm{X}=\widehat{\Phi}^{k}$ one verifies that, provided $\varkappa_{0} \leq 4$, the associated bilinear form is coercive. Once the magnetization problem is solved, we will have the functions $\widehat{\mathbf{M}}^{k}$ and $\widehat{\Phi}^{k}$ which can be used as data for the Stokes problem (4.38e)- (4.38f), which is also well posed.
$\diamond$ Boundedness. Given $\alpha \in[0,1]$, we must verify that all $\widehat{x}=\left\{\widehat{\Theta}^{k}, \widehat{\Psi}^{k}, \widehat{\mathbf{M}}^{k}, \widehat{\Phi}^{k}, \widehat{\mathbf{U}}^{k}, \widehat{P}^{k}\right\}$ satisfying $\frac{1}{\alpha} \widehat{x}=\mathcal{L} \widehat{x}$ can be bounded in terms of the local data $\left\{\Theta^{k-1}, \mathbf{M}^{k-1}, \Phi^{k-1}, \mathbf{U}^{k-1}, \mathbf{h}_{a}^{k}\right\}$ uniformly with respect to $\alpha$. In other words, we want to analyze the local boundedness of

$$
\begin{align*}
& \left(\frac{\alpha^{-1} \widehat{\Theta}^{k}-\Theta^{k-1}}{\tau}, \Lambda\right)-\left(\widehat{\mathbf{U}}^{k} \alpha^{-1} \widehat{\Theta}^{k}, \nabla \Lambda\right)-\gamma\left(\alpha^{-1} \nabla \widehat{\Psi}^{k}, \nabla \Lambda\right)=0, \\
& \left(\alpha^{-1} \widehat{\Psi}^{k}, \Upsilon\right)+\frac{1}{\eta}\left(\alpha^{-1} \widehat{\Theta}^{k}, \Upsilon\right) \\
& +\varepsilon\left(\alpha^{-1} \nabla \widehat{\Theta}^{k}, \nabla \Upsilon\right)+\frac{1}{\varepsilon}\left(f\left(\Theta^{k-1}\right), \Upsilon\right)=\frac{1}{\eta}\left(\Theta^{k-1}, \Upsilon\right), \\
& \left(\frac{\alpha^{-1} \widehat{\mathbf{M}}^{k}-\mathbf{M}^{k-1}}{\tau}, \mathbf{Z}\right)+b_{h}^{m}\left(\widehat{\mathbf{U}}^{k}, \alpha^{-1} \widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)  \tag{4.40}\\
& +\frac{1}{\mathscr{T}}\left(\alpha^{-1} \widehat{\mathbf{M}}^{k}, \mathbf{Z}\right)=\frac{1}{\mathscr{T}}\left(\varkappa_{\Theta} \alpha^{-1} \widehat{\mathbf{H}}^{k}, \mathbf{Z}\right), \\
& \left(\alpha^{-1} \nabla \widehat{\Phi}^{k}, \nabla \mathrm{X}\right)=\left(\mathbf{h}_{a}^{k}-\alpha^{-1} \widehat{\mathbf{M}}^{k}, \nabla \mathrm{X}\right), \\
& \left(\frac{\alpha^{-1} \widehat{\mathbf{U}}^{k}-\mathbf{U}^{k-1}}{\tau}, \mathbf{V}\right)+\left(\nu_{\Theta} \alpha^{-1} \mathbf{T}\left(\widehat{\mathbf{U}}^{k}\right), \mathbf{T}(\mathbf{V})\right)+b_{h}\left(\mathbf{U}^{k-1}, \alpha^{-1} \widehat{\mathbf{U}}^{k}, \mathbf{V}\right) \\
& -\left(\alpha^{-1} \widehat{P}^{k}, \operatorname{div} \mathbf{V}\right)=-b_{h}^{m}\left(\mathbf{V}, \alpha^{-1} \widehat{\mathbf{M}}^{k}, \widehat{\mathbf{H}}^{k}\right)+\frac{\lambda}{\varepsilon}\left(\alpha^{-1} \nabla \widehat{\Psi}^{k} \widehat{\Theta}^{k}, \mathbf{V}\right),
\end{align*}
$$

Set $\Lambda=\frac{2 \alpha \lambda \tau}{\varepsilon} \widehat{\Psi}^{k}, \Upsilon=\frac{2 \alpha \lambda}{\varepsilon}\left(\widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right), \mathbf{V}=2 \alpha \tau \widehat{\mathbf{U}}^{k}, \mathbf{Z}=2 \alpha \tau \mu_{0} \widehat{\mathbf{M}}^{k}$, and $\mathrm{X}=\frac{2 \alpha \mu_{0} \tau}{\mathscr{T}} \widehat{\Phi}^{k}$ in (4.40), and use the identity (1.11), to get:

$$
\begin{align*}
& \lambda \| \nabla \widehat{\Theta}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\lambda\right\| \alpha \nabla \Theta^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\right\| \widehat{\mathbf{U}}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\right\| \alpha \mathbf{U}^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\right\| \widehat{\mathbf{M}}^{k} \|_{\mathbf{L}^{2}}^{2} \\
&-\mu_{0}\left\|\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\widehat{\mathbf{U}}^{k}-\alpha \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\widehat{\mathbf{M}}^{k}-\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+\lambda\left\|\nabla \widehat{\Theta}^{k}-\alpha \nabla \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\eta \varepsilon}\left\|\widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.41}\\
& \quad+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\widehat{\mathbf{U}}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \widehat{\mathbf{H}}^{k}, \widehat{\mathbf{M}}^{k}\right)-2 \tau \mu_{0} b_{h}^{m}\left(\widehat{\mathbf{U}^{k}}, \widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right) \\
& \quad+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\alpha \mathbf{h}_{a}^{k}-\widehat{\mathbf{M}^{k}}, \nabla \widehat{\Phi}^{k}\right)-\frac{2 \alpha \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right)
\end{align*}
$$

To gain control over $-2 \tau b_{h}^{m}\left(\widehat{\mathbf{U}^{k}}, \widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right)$ we set $\mathbf{Z}=2 \alpha \tau \mu_{0} \widehat{\mathbf{H}}^{k}$ in the magnetization equation (note that this requires $\nabla \mathbb{X} \subset \mathbb{M}$ to hold true), so that

$$
\begin{aligned}
\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \widehat{\mathbf{H}}^{k}\right\|_{\mathbf{L}^{2}}^{2} & =2 \mu_{0}\left(\widehat{\mathbf{M}}^{k}-\alpha \mathbf{M}^{k-1}, \widehat{\mathbf{H}}^{k}\right) \\
& +2 \mu_{0} \tau b_{h}^{m}\left(\widehat{\mathbf{U}}^{k}, \widehat{\mathbf{M}}^{k}, \widehat{\mathbf{H}}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\widehat{\mathbf{M}}^{k}, \widehat{\mathbf{H}}^{k}\right),
\end{aligned}
$$

add it to (4.41) to obtain

$$
\begin{align*}
\lambda \| & \nabla \widehat{\Theta}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\lambda\right\| \alpha \nabla \Theta^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\right\| \widehat{\mathbf{U}}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\right\| \alpha \mathbf{U}^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\right\| \widehat{\mathbf{M}}^{k} \|_{\mathbf{L}^{2}}^{2} \\
& -\mu_{0}\left\|\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\widehat{\mathbf{U}}^{k}-\alpha \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\widehat{\mathbf{M}}^{k}-\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\lambda\left\|\nabla \widehat{\Theta}^{k}-\alpha \nabla \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\eta \varepsilon}\left\|\widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.42}\\
& +2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\widehat{\mathbf{U}}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& +\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \widehat{\mathbf{H}}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \widehat{\mathbf{H}}^{k}, \widehat{\mathbf{M}^{k}}\right)+\frac{2 \mu_{0} \alpha \tau}{\mathscr{T}}\left(\mathbf{h}_{a}^{k}, \nabla \widehat{\Phi}^{k}\right) \\
& +2 \mu_{0}\left(\widehat{\mathbf{M}}^{k}-\alpha \mathbf{M}^{k-1}, \widehat{\mathbf{H}}^{k}\right)-\frac{2 \alpha \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right)
\end{align*}
$$

Setting $\mathrm{X}=\alpha \widehat{\Phi}^{k}$ in the fourth equation of 4.40 yields

$$
\left\|\nabla \widehat{\Phi}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\left(\alpha \mathbf{h}_{a}^{k}-\widehat{\mathbf{M}}^{k}, \nabla \widehat{\Phi}^{k}\right)
$$

whence ( 4.42 ) becomes:

$$
\begin{align*}
& \lambda \| \nabla \widehat{\Theta}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\lambda\right\| \alpha \nabla \Theta^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\right\| \widehat{\mathbf{U}}^{k}\left\|_{\mathbf{L}^{2}}^{2}-\right\| \alpha \mathbf{U}^{k-1}\left\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\right\| \widehat{\mathbf{M}}^{k} \|_{\mathbf{L}^{2}}^{2} \\
&-\mu_{0}\left\|\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\widehat{\mathbf{U}}^{k}-\alpha \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\widehat{\mathbf{M}}^{k}-\alpha \mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+\lambda\left\|\nabla \widehat{\Theta}^{k}-\alpha \nabla \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\eta \varepsilon}\left\|\widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.43}\\
& \quad+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\widehat{\mathbf{U}}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\widehat{\mathbf{M}}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\nabla \Phi^{k}\right\|_{\mathbf{L}^{2}}^{2} \\
& \quad+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \widehat{\mathbf{H}}^{k}\right\|_{\mathbf{L}^{2}}^{2}=\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \nabla \widehat{\Phi}^{k}, \widehat{\mathbf{M}}^{k}\right)+\frac{2 \mu_{0} \alpha}{\mathscr{T}}(1+\tau)\left(\mathbf{h}_{a}^{k}, \nabla \widehat{\Phi}^{k}\right) \\
& \quad-2 \mu_{0} \alpha\left(\mathbf{M}^{k-1}, \nabla \widehat{\Phi}^{k}\right)-\frac{2 \alpha \lambda}{\varepsilon^{2}}\left(f\left(\Theta^{k-1}\right), \widehat{\Theta}^{k}-\alpha \Theta^{k-1}\right) .
\end{align*}
$$

To conclude it remains to bound the right hand side using Cauchy-Schwarz and Young's inequalities with appropriate constants, use that $\alpha \leq 1$, and the bound $\nu_{\Theta} \geq \nu_{w}$ of 4.15). We never made explicit if the coefficients $\nu_{\Theta}$ and $\varkappa_{\Theta}$ depend on $\widehat{\Theta}^{k}, \widehat{\Theta}^{k} / \alpha$ or $\Theta^{k-1}$. This is because, provided that estimates 4.15) hold, the uniform boundedness of the operator $\mathcal{L}$ is independent of $\nu_{\Theta}$ and $\varkappa_{\Theta}$.
$\diamond$ Compactness: this is automatically satisfied since we are working with finite dimensional spaces.

Finally, we apply Leray-Schauder's theorem to prove the assertion.

### 4.4.4 Space discretization: definitions and assumptions

Having understood what is required from a Galerkin technique to achieve stability of the scheme 4.30 we will now specify our choices of discrete spaces using finite
elements. We assume that $\Omega$ is convex and $\Gamma$ is polyhedral, and that we have at hand a quasi-uniform mesh $\mathcal{T}_{h}=\{T\}$ of $\Omega$. As Proposition 4.4.1 shows, to gain stability it is convenient to have $\nabla \mathbb{X} \subset \mathbb{M}$. Since the space $\mathbb{X}$ is used to approximate the solution of an elliptic problem with Neumann boundary conditions, the simplest choice for $\mathbb{X}$ is the same as in (3.52) and (3.53), which entails that $\mathbb{M}$ is a space of discontinuous functions and, consequently, the trilinear form $b_{h}^{m}(\cdot, \cdot, \cdot)$ must be defined accordingly. The trilinear form $b_{h}^{m}(\cdot, \cdot, \cdot)$ will be defined as in (3.54).

The choice of the remaining spaces is straightforward, for $\ell \geq 2$ we set

$$
\begin{align*}
& \mathbb{G}=\left\{\Lambda \in \mathcal{C}^{0}(\bar{\Omega})|\Lambda|_{T} \in \mathcal{P}_{\ell}(T), \forall T \in \mathcal{T}_{h}\right\} \\
& \mathbb{Y}=\left\{\Upsilon \in \mathcal{C}^{0}(\bar{\Omega})|\Upsilon|_{T} \in \mathcal{P}_{\ell}(T), \forall T \in \mathcal{T}_{h}\right\}  \tag{4.44}\\
& \mathbb{U}=\left\{\mathbf{V} \in \mathcal{C}^{0}(\bar{\Omega})|\mathbf{V}|_{T} \in\left[\mathcal{P}_{\ell}(T)\right]^{d}, \forall T \in \mathcal{T}_{h},\right\} \cap \mathbf{H}_{0}^{1}(\Omega) \\
& \mathbb{P}=\left\{\mathrm{Q} \in \mathcal{C}^{0}(\bar{\Omega})|\mathrm{Q}|_{T} \in \mathcal{P}_{\ell-1}(T), \forall T \in \mathcal{T}_{h}\right\}
\end{align*}
$$

The finite element spaces $\mathbb{G}, \mathbb{Y}, \mathbb{M}, \mathbb{X}, \mathbb{U}$, and $\mathbb{P}$ are defined using polynomial spaces $\mathcal{P}_{\ell}$, of total degree at most $\ell$, usually associated to simplicial elements. However, the fact that the scheme 4.30 is energy stable is independent of whether we choose simplices or quadrilaterals/hexahedrons. If we replace $\mathcal{P}_{\ell}$ by $\mathcal{Q}_{\ell}$ (polynomials of degree at most $\ell$ in each variable) in (3.52), (3.53) and (4.44), we would only need to do minor changes in the choice of polynomial degrees in order to guarantee that the inclusion $\nabla \mathbb{X} \subset \mathbb{M}$ holds true. To simplify our exposition we will always assume that our elements are simplicial and develop our theory under this assumption. We will provide remarks describing the required modifications if quadrilaterals are to be used.

We assume that the pair $\{\mathbb{G}, \mathbb{Y}\}$ is inf-sup stable, meaning that

$$
\begin{equation*}
\sup _{\Lambda \in \mathbb{G}} \frac{(\nabla \Lambda, \nabla \Xi)}{\|\Lambda\|_{\mathbf{H}_{0}^{1}}} \geq c\|\Xi\|_{L^{2}} \forall \Xi \in \mathbb{Y} \tag{4.45}
\end{equation*}
$$

It is well known that equal-order polynomials spaces for the pair $\{\mathbb{G}, \mathbb{Y}\}$ (as in (4.44) is enough to satisfy this condition (cf.[44]).

### 4.5 Simplification of the model

Following \$3.5.1, a natural simplification of the model 4.13) is to discard the Poisson problem 4.13d and set $\mathbf{h}:=\mathbf{h}_{a}$. This will only be physically realistic for ferrofluids with a small susceptibility. Water based ferrofluids subject to slowly varying magnetic fields (and/or small characteristic times $\mathscr{T}$ ) could be modeled under these assumptions, since they usually exibit a small magnetic susceptibility in the low frequency regime [95, 96].

We will consider the following weak formulation for the model defined by equations 4.13a), 4.13b), 4.13c , 4.13e), 4.13f): Find $(\theta, \psi, \mathbf{m}, \mathbf{u}, p) \in L^{2}\left(\left(\left[0, t_{F}\right) ; H^{1}(\Omega)\right)\right.$ $\times L^{2}\left(\left(\left[0, t_{F}\right) ; H^{1}(\Omega)\right) \times L^{2}\left(\left(\left[0, t_{F}\right) ; \mathbf{L}^{2}(\Omega)\right) \times L^{2}\left(\left(\left[0, t_{F}\right) ; \mathcal{V}\right) \times L^{2}\left(\left(\left[0, t_{F}\right) ; L^{2}(\Omega)\right)\right.\right.\right.\right.$ that satisfy

$$
\begin{align*}
& \quad-\int_{0}^{t_{F}}\left(\theta, \lambda_{t}\right)+(\mathbf{u} \theta, \nabla \lambda)+\gamma(\nabla \psi, \nabla \lambda)=(\theta(0), \lambda(0))  \tag{4.46a}\\
& -\int_{0}^{t_{F}} \varepsilon(\nabla \theta, \nabla v)+\frac{1}{\varepsilon}(f(\theta), v)+(\psi, v)=0  \tag{4.46b}\\
& -\int_{0}^{t_{F}}\left(\mathbf{m}, \mathbf{z}_{t}\right)+b(\mathbf{u}, \mathbf{z}, \mathbf{m})-\frac{1}{\mathscr{T}}(\mathbf{m}, \mathbf{z})=(\mathbf{m}(0), \mathbf{z}(0))+\frac{1}{\mathscr{\mathscr { C }}} \int_{0}^{t_{F}}\left(\varkappa_{\theta} \mathbf{h}, \mathbf{z}\right)  \tag{4.46c}\\
& \int_{0}^{t_{F}}-\left(\mathbf{u}, \mathbf{v}_{t}\right)+b(\mathbf{u}, \mathbf{u}, \mathbf{v})+\left(\nu_{\theta} \mathbf{T}(\mathbf{u}), \mathbf{T}(\mathbf{v})\right)=(\mathbf{u}(0), \mathbf{v}(0))  \tag{4.46d}\\
& \quad+\int_{0}^{t_{F}} \mu_{0} b(\mathbf{m}, \mathbf{h}, \mathbf{v})+\frac{\lambda}{\varepsilon}(\theta \nabla \psi, \mathbf{v})
\end{align*}
$$

for all $\lambda, v \in \mathcal{C}_{0}^{\infty}\left(\left[0, t_{F}\right) \times \Omega\right), \mathbf{z} \in \mathcal{C}_{0}^{\infty}\left(\left[0, t_{F}\right) \times \Omega\right), \mathbf{v} \in\left\{\mathbf{w} \in \mathcal{C}_{0}^{\infty}\left(\left[0, t_{F}\right) \times \Omega\right)\right.$ $\mid \operatorname{div} \mathbf{w}=0$ in $\Omega\}$ where now the magnetic field $\mathbf{h}$ is not determined by the Poisson problem 4.13d), but rather $\mathbf{h}:=\mathbf{h}_{a}$ is a given harmonic (curl-free and div-free) smooth vector field.

### 4.5.1 A convergent scheme

To discretize the system 4.46) we are going to consider an initialization as in 4.29).
Then, for every $k \in\{1, \ldots, K\}$ we compute $\left\{\Theta^{k}, \Psi^{k}, \mathbf{M}^{k}, \mathbf{U}^{k}, P^{k}\right\} \in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times$ $\mathbb{U} \times \mathbb{P}$ that solve

$$
\begin{align*}
\left(\frac{\delta \Theta^{k}}{\tau}, \Lambda\right) & -\left(\mathbf{U}^{k} \Theta^{k-1}, \nabla \Lambda\right)-\gamma\left(\nabla \Psi^{k}, \nabla \Lambda\right)=0  \tag{4.47a}\\
\left(\Psi^{k}, \Upsilon\right) & +\frac{1}{\eta}\left(\delta \Theta^{k}, \Upsilon\right)+\varepsilon\left(\nabla \Theta^{k}, \nabla \Upsilon\right)+\frac{1}{\varepsilon}\left(f\left(\Theta^{k-1}\right), \Upsilon\right)=0  \tag{4.47b}\\
\left(\frac{\delta \mathbf{M}^{k}}{\tau}, \mathbf{Z}\right) & -b_{h}^{m}\left(\mathbf{U}^{k}, \mathbf{Z}, \mathbf{M}^{k}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{Z}\right)=\frac{1}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{Z}\right)  \tag{4.47c}\\
\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{V}\right) & +\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}^{k}\right), \mathbf{T}(\mathbf{V})\right)+b_{h}\left(\mathbf{U}^{k-1}, \mathbf{U}^{k}, \mathbf{V}\right)-\left(P^{k}, \operatorname{div} \mathbf{V}\right)  \tag{4.47d}\\
& =b_{h}^{m}\left(\mathbf{V}, \mathbf{H}^{k}, \mathbf{M}^{k}\right)+\frac{\lambda}{\varepsilon}\left(\Theta^{k-1} \nabla \Psi^{k}, \mathbf{V}\right) \\
\left(\mathrm{Q}, \operatorname{div} \mathbf{U}^{k}\right) & =0 \tag{4.47e}
\end{align*}
$$

for all $\{\Lambda, \Upsilon, \mathbf{Z}, \mathbf{V}, \mathrm{Q}\} \in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times \mathbb{U} \times \mathbb{P}$. Here, the magnetic field $\mathbf{H}^{k}$ is given by

$$
\begin{equation*}
\mathbf{H}^{k}:=\mathrm{I}_{\mathbb{M}}\left[\mathbf{h}_{a}^{k}\right] \tag{4.48}
\end{equation*}
$$

where $I_{\mathbb{M}}$ was defined in 4.28).
The choice of spaces $\mathbb{G}, \mathbb{Y}, \mathbb{M}, \mathbb{U}$ and $\mathbb{P}$ does need to be made precise now, we will provide a specific construction in Remark 4.5.2. Right now we only need to say
that, in order for (4.47) to be convergent, in addition to the requirements (4.45) for the spaces $\mathbb{G}$ and $\mathbb{Y}$, and the LBB compatibility condition for the spaces $\{\mathbb{U}, \mathbb{P}\}$, we will also require that:

1. The pressure space $\mathbb{P}$ should be discontinuous and it should contain a continuous subspace of degree 1 or higher.
2. For all $\mathbf{Z} \in \mathbb{M}$, we want each space component $\mathbf{Z}^{i}(i: 1, \ldots, d)$ to belong to the same finite element space as the pressure, i.e. we will require $\mathbb{M}=[\mathbb{P}]^{d}$.
3. The $L^{\infty}$ estimates 1.20 of the Stokes projector should hold true.
4. Let $\Pi_{\mathbb{G}}: L^{2}(\Omega) \longrightarrow \mathbb{G}$ denote the $L^{2}(\Omega)$ projection onto the space $\mathbb{G}$. We will assume that the projector $\Pi_{\mathbb{G}}$ is $H^{1}(\Omega)$-stable, namely

$$
\begin{equation*}
\left\|\nabla \Pi_{\mathbb{G}} \lambda\right\|_{L^{2}} \leq c\|\lambda\|_{H^{1}} \quad \forall \lambda \in H^{1}(\Omega) \tag{4.49}
\end{equation*}
$$

with $c$ independent of $h$ and $\lambda$. In the context of quasi-uniform meshes the reader can check the classical references [52, 42], and for non quasi-uniform meshes and different norms 99, 100, 101.

The motivations behind assumptions 1 and 2 were explained in 3.5.3, and they are primarily to related to the consistency of the convective term of the magnetization equation. The motivation for assumption 3, will be made clear in 84.5 .2 . To the best of the author's knowledge, at the time of this writing, there are no finite element pairs $\{\mathbb{U}, \mathbb{P}\}$ for the three-dimensional case satisfying assumptions 1 and 3 . Therefore, we can only provide a specific (realizable) finite element construction of scheme 4.47) for the two-dimensional case.

Adapting the arguments of Propostion 4.4.1 we can show that the scheme (4.47) is stable, and proceeding as in Theorem 4.4.1 existence of solutions can be established. We do this next.

Proposition 4.5.1 (Properties of the scheme). Assume that $\varkappa_{0} \leq 4$ and $\eta \leq \varepsilon$. In this setting, for every $k=1, \ldots, K$ there is $\left\{\Theta^{k}, \Psi^{k}, \mathbf{M}^{k}, \mathbf{U}^{k}, P^{k}\right\} \in \mathbb{G} \times \mathbb{Y} \times \mathbb{M} \times \mathbb{U} \times \mathbb{P}$ that solves (4.47), with $\mathbf{H}^{k}$ defined in (4.48). Moreover this solution satisfies the following stability estimate

$$
\begin{align*}
& \left\|\mathbf{U}^{K}\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0}}{2}\left\|\mathbf{M}^{K}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\nabla \Theta^{K}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\varepsilon^{2}}\left(F\left(\Theta^{K}\right), 1\right) \\
& \quad+\sum_{k=1}^{K}\left(\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\delta \nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}\right. \\
& \left.\quad+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{\mu_{0} \tau}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}\right) \\
& \quad \leq \sum_{k=1}^{K} \frac{3 \mu_{0} \tau}{\mathscr{T}}\left(1+\varkappa_{0}^{2}\right)\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}^{2}+3 \mu_{0} \mathscr{T} \sum_{k=1}^{K-1} \tau\left\|\frac{\delta \mathbf{H}^{k+1}}{\tau}\right\|_{\mathbf{L}^{2}}^{2}  \tag{4.50}\\
& \quad+\left\|\mathbf{U}^{0}\right\|_{\mathbf{L}^{2}}^{2}+2 \mu_{0}\left\|\mathbf{M}^{0}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\nabla \Theta^{0}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\varepsilon^{2}}\left(F\left(\Theta^{0}\right), 1\right) \\
& \quad+2 \mu_{0}\left\|\mathbf{H}^{K}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{H}^{0}\right\|_{\mathbf{L}^{2}}^{2} \leq c<\infty
\end{align*}
$$

The scheme is mass preserving

$$
\begin{equation*}
\left(\Theta^{k}, 1\right)=\left(\Theta^{0}, 1\right) \quad \forall 1 \leq k \leq K \tag{4.51}
\end{equation*}
$$

and the following additional estimate holds

$$
\begin{equation*}
\left\|\Psi^{\tau}\right\|_{\ell^{2}\left(H^{1}(\Omega)\right)} \leq c<\infty \tag{4.52}
\end{equation*}
$$

Proof. Set $\Lambda=\frac{2 \lambda \tau}{\varepsilon} \Psi^{k}, \Upsilon=\frac{2 \lambda}{\varepsilon} \delta \Theta^{k}, \mathbf{V}=2 \tau \mathbf{U}^{k}, \mathbf{Z}=2 \tau \mu_{0} \mathbf{M}^{k}$, and $\mathbf{Z}=2 \tau \mu_{0} \mathbf{H}^{k}$ (now, with $\mathbf{H}^{k}$ defined as in (4.48) in 4.47 ) and add the result. We treat the double
well potential as in (4.35)-4.36) and add in time to get

$$
\begin{align*}
& \left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\varepsilon^{2}}\left(F\left(\Theta^{k}\right), 1\right) \\
& \quad+\sum_{k=1}^{K}\left(\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\delta \mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\delta \nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda \gamma \tau}{\varepsilon}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{2}\right. \\
& \left.\quad+2 \tau\left\|\sqrt{\nu_{\Theta}} \mathbf{T}\left(\mathbf{U}^{k}\right)\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left\|\sqrt{\varkappa_{\Theta}} \mathbf{H}^{k}\right\|_{\mathbf{L}^{2}}\right)  \tag{4.53}\\
& \quad \leq \sum_{k=1}^{K}\left(\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\varkappa_{\Theta} \mathbf{H}^{k}, \mathbf{M}^{k}\right)+2 \mu_{0}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right)+\frac{2 \mu_{0} \tau}{\mathscr{T}}\left(\mathbf{M}^{k}, \mathbf{H}^{k}\right)\right) \\
& \quad+\left\|\mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\mu_{0}\left\|\mathbf{M}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\lambda\left\|\nabla \Theta^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\frac{2 \lambda}{\varepsilon^{2}}\left(F\left(\Theta^{0}\right), 1\right) .
\end{align*}
$$

The rest is just a matter of applying summation by parts formula (1.12) to the term $\sum_{k=1}^{K}\left(\delta \mathbf{M}^{k}, \mathbf{H}^{k}\right)$, and applying Cauchy-Schwarz and Young's inequalities with appropriate constants. Estimate (4.50) and analogous arguments to those of Theorem 4.4.1 yield local existence of solutions via Leray-Schauder's theorem.

The mass preserving property (4.51) can be easily verified by taking $\Lambda=1$ in (4.47a). Notice that (4.51) also implies the following Poincaré-type inequality

$$
\begin{equation*}
\left\|\Theta^{k}\right\|_{L^{2}} \leq c\left(\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}+\left|\int_{\Omega} \Theta^{k}\right|\right)=c\left(\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}+\left|\int_{\Omega} \Theta^{0}\right|\right) \tag{4.54}
\end{equation*}
$$

Estimate (4.52) follows by taking $\Upsilon=1$ in 4.47b, using the bounds on $\left\|\nabla \Theta^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}\right)}$ provided by the estimate 4.50) and Poincaré inequality 4.54) to get

$$
\begin{equation*}
\left|\int_{\Omega} \Psi^{k}\right| \lesssim \int_{\Omega}\left|\delta \Theta^{k}\right|+\left|\nabla \Theta^{k}\right|+\left|f\left(\Theta^{k-1}\right)\right| . \tag{4.55}
\end{equation*}
$$

To control $\int_{\Omega}\left|f\left(\Theta^{k-1}\right)\right|$, we use 4.3). From this we conclude that

$$
\begin{equation*}
\max _{k}\left|\int_{\Omega} \Psi^{k}\right| \leq c<\infty \tag{4.56}
\end{equation*}
$$

Finally, 4.52 follows by combining (4.56) with (4.50).

Remark 4.5.1 (Technical assumption). From now on we will assume that $\int_{\Omega} \Theta^{0}=0$ in order to simplify the presentation.

Lemma 4.5.1 (Estimates for the discrete time derivatives). The following estimates for $\frac{\delta \nabla \Theta^{k}}{\tau}$ and $\frac{\delta \mathbf{U}^{k}}{\tau}$ hold

$$
\left\|\frac{\delta \nabla \Theta^{\tau}}{\tau}\right\|_{\ell^{2}\left(\mathbf{H}^{-1}(\Omega)\right)}+\left\|\frac{\delta \mathbf{U}^{\tau}}{\tau}\right\|_{\ell^{4 / 3}\left(\mathcal{V}^{*}\right)} \leq c<\infty
$$

with $c$ independent of $h$ and $\tau$, depending only on $\mathbf{h}_{a}$.

Proof. Following [102] we first use 1.21 and 1.22

$$
\left\|\frac{\delta \mathbf{U}^{k}}{\tau}\right\|_{\mathcal{V}^{*}}=\sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \mathbf{v}\right)}{\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}}}=\sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \Pi_{\mathbb{V}}[\mathbf{v}]\right)}{\|\mathbf{v}\|_{\mathbf{H}_{0}^{1}}} \lesssim \sup _{\mathbf{v} \in \mathcal{V}} \frac{\left(\frac{\delta \mathbf{U}^{k}}{\tau}, \Pi_{\mathbb{V}}[\mathbf{v}]\right)}{\left\|\Pi_{\mathbb{V}}[\mathbf{v}]\right\|_{\mathbf{H}_{0}^{1}}}
$$

We next utilize (4.47d) and (3.40) to get:

$$
\begin{aligned}
\left\|\frac{\delta \mathbf{U}^{k}}{\tau}\right\|_{\mathcal{V}^{*}} & \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{U}^{k-1}\right\|_{\mathbf{L}^{3}}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}+\left\|\operatorname{div} \mathbf{U}^{k-1}\right\|_{L^{2}}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{3}} \\
& +\left\|\nabla \mathbf{H}^{k}\right\|_{\mathbf{L}^{\infty}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\mathbf{H}^{k}\right\|_{\mathbf{L}^{\infty}}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\Theta^{k-1}\right\|_{L^{3}}\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}} .
\end{aligned}
$$

We employ the estimate 4.50 and inequality

$$
\begin{equation*}
\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{3}} \leq\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{1 / 2}\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{1 / 2} \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{6}}^{1 / 2} \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{1 / 2} \tag{4.57}
\end{equation*}
$$

to deduce that

$$
\begin{align*}
\left\|\frac{\delta \mathbf{U}^{k}}{\tau}\right\|_{\mathcal{V}^{*}} & \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{3 / 2}+\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{3 / 2}+\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}  \tag{4.58}\\
& \lesssim\left(\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}+\left\|\nabla \mathbf{U}^{k-1}\right\|_{\mathbf{L}^{2}}^{2}+\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}\left\|\mathbf{M}^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}+\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}}^{4 / 3}\right)^{\frac{3}{4}} .
\end{align*}
$$

Raise (4.58) to the power $4 / 3$, multiply by $\tau$, and add in time to get the desired estimate on $\tau^{-1} \delta \mathbf{U}^{k}$. For the term $\left\|\frac{\delta \nabla \Theta^{k}}{\tau}\right\|_{\ell^{2}\left(\mathbf{H}^{-1}(\Omega)\right)}$ we proceed analogously using (4.47a) and 4.49:

$$
\left\|\frac{\delta \nabla \Theta^{k}}{\tau}\right\|_{\mathbf{H}^{-1}(\Omega)}=\sup _{\Lambda \in H^{1}(\Omega)} \frac{\left(\frac{\delta \Theta^{k}}{\tau}, \Lambda\right)}{\|\Lambda\|_{H^{1}}} \lesssim \sup _{\Lambda \in H^{1}(\Omega)} \frac{\left(\frac{\delta \Theta^{k}}{\tau}, \Pi_{\mathbb{G}}[\Lambda]\right)}{\left\|\Pi_{\mathbb{G}}[\Lambda]\right\|_{H^{1}}},
$$

whence

$$
\begin{equation*}
\left\|\frac{\delta \nabla \Theta^{k}}{\tau}\right\|_{\mathbf{H}^{-1}(\Omega)} \lesssim\left\|\mathbf{U}^{k}\right\|_{\mathbf{L}^{4}}\left\|\Theta^{k}\right\|_{\mathbf{L}^{4}}+\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}} \lesssim\left\|\nabla \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}+\left\|\nabla \Psi^{k}\right\|_{\mathbf{L}^{2}} \tag{4.59}
\end{equation*}
$$

where we have used the Sobolev embedding inequality in three dimensions, the equivalence between $\left\|\Theta^{k}\right\|_{H^{1}}$ and $\left\|\nabla \Theta^{k}\right\|_{\mathbf{L}^{2}}$ given by the Poincaré inequality (4.54), and the fact that $\left\|\nabla \Theta^{\tau}\right\|_{\ell \infty\left(\mathbf{L}^{2}(\Omega)\right)} \leq c<\infty$ given by estimate 4.50). Square 4.59) and add over $k$ to get the desired estimate on $\tau^{-1} \delta \nabla \Theta^{k}$.

### 4.5.2 Convergence

The outline of this subsection is similar to that one of $\$ 3.5 .4$. We want to show that solutions generated by the scheme (4.47) converge to the weak solutions of 4.46). The proof relies on classical compactness arguments. We first need the basic energy estimates, and then the estimates on the time derivatives in dual norms. Applying Aubin's lemma we can establish existence of strongly convergent subsequences in $L^{2}\left(L^{2}\right)$ norms, which is enough to pass to the limit in each term. Finally, we show that weak limits are solutions of 4.46. The construction combines some elements from both [102] and the "discrete transport" theory developed in [104].

The scheme 4.47) generates a sequence of functions $\left\{\Theta^{\tau}, \Psi^{\tau}, \mathbf{M}^{\tau}, \mathbf{U}^{\tau}, \mathbf{P}^{\tau}\right\}$ corresponding to the nodes $\left\{t^{k}\right\}_{k=0}^{K}$, rather than space-time functions. In addition, the scheme (4.47) does not have a variational structure in time. As in $\$ 3.5 .4$, in order to reconcile these differences, we will rewrite scheme (4.47) as a space-time variational formulation. For this purpose, we start by defining the functions $\Theta_{h \tau}$,
$\Psi_{h \tau}, \mathbf{M}_{h \tau}, \mathbf{U}_{h \tau}, P_{h \tau}$ such that

$$
\begin{align*}
& \Theta_{h \tau}=\Theta^{k}, \Psi_{h \tau}=\Psi^{k}, \mathbf{M}_{h \tau}=\mathbf{M}^{k}  \tag{4.60}\\
& \quad \mathbf{U}_{h \tau}=\mathbf{U}^{k}, P_{h \tau}=P^{k} \quad \forall t \in\left(t_{k-1}, t_{k}\right], k=1, \ldots, K,
\end{align*}
$$

which are piecewise constant in time.
From scheme (4.47) and using (1.12) we have that $\left\{\Theta_{h \tau}, \Psi_{h \tau}, \mathbf{M}_{h \tau}, \mathbf{U}_{h \tau}, P_{h \tau}\right\}$ satisfies

$$
\begin{align*}
& \left(\Theta_{h \tau}\left(t_{F}\right), \Lambda_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau}\left(\Theta_{h \tau}, \frac{\Lambda_{h \tau}(\cdot+\tau)-\Lambda_{h \tau}}{\tau}\right)  \tag{4.61a}\\
& -\int_{0}^{t_{F}}\left(\mathbf{U}_{h \tau} \Theta_{h \tau}(\cdot-\tau), \nabla \Lambda_{h \tau}\right)+\gamma\left(\nabla \Psi_{h \tau}, \nabla \Lambda_{h \tau}\right)=\left(\Theta_{h \tau}(0), \Lambda_{h \tau}(0)\right), \\
& \int_{0}^{t_{F}}\left(\Psi_{h \tau}, \Upsilon_{h \tau}\right)+\frac{1}{\eta}\left(\Theta_{h \tau}-\Theta_{h \tau}(\cdot-\tau), \Upsilon_{h \tau}\right)  \tag{4.61b}\\
& +\varepsilon\left(\nabla \Theta_{h \tau}, \nabla \Upsilon_{h \tau}\right)+\frac{1}{\varepsilon}\left(f\left(\Theta_{h \tau}(\cdot-\tau)\right), \Upsilon_{h \tau}\right)=0, \\
& \left(\mathbf{M}_{h \tau}\left(t_{F}\right), \mathbf{Z}_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right) \\
& -\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{U}_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{M}_{h \tau}\right)+\frac{1}{\mathscr{T}}\left(\mathbf{M}_{h \tau}, \mathbf{Z}_{h \tau}\right)  \tag{4.61c}\\
& =\left(\mathbf{M}_{h \tau}(0), \mathbf{Z}_{h \tau}(0)\right)+\frac{1}{\mathscr{I}} \int_{0}^{t_{F}}\left(\varkappa_{\Theta} \mathbf{H}_{h \tau}, \mathbf{Z}_{h \tau}\right), \\
& \left(\mathbf{U}_{h \tau}\left(t_{F}\right), \mathbf{V}_{h \tau}\left(t_{F}\right)\right)-\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right) \\
& +\int_{0}^{t_{F}}\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}_{h \tau}\right), \mathbf{T}\left(\mathbf{V}_{h \tau}\right)\right)+b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{U}_{h \tau}, \mathbf{V}_{h \tau}\right)-\left(P_{h \tau}, \operatorname{div} \mathbf{V}_{h \tau}\right)  \tag{4.61d}\\
& =\left(\mathbf{U}_{h \tau}(0), \mathbf{V}_{h \tau}(0)\right)+\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{V}_{h \tau}, \mathbf{H}_{h \tau}, \mathbf{M}_{h \tau}\right) \\
& +\frac{\lambda}{\varepsilon}\left(\Theta_{h \tau}(\cdot-\tau) \nabla \Psi_{h \tau}, \mathbf{V}_{h \tau}\right), \\
& \int_{0}^{t_{F}}\left(\mathrm{Q}_{h \tau}, \operatorname{div} \mathbf{U}_{h \tau}\right)=0, \tag{4.61e}
\end{align*}
$$

for every $\left\{\Upsilon_{h \tau}, \Lambda_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{V}_{h \tau}, \mathrm{Q}_{h \tau}\right\} \in \mathbb{G}_{h \tau} \times \mathbb{Y}_{h \tau} \times \mathbb{M}_{h \tau} \times \mathbb{U}_{h \tau} \times \mathbb{P}_{h \tau}$, where

$$
\begin{align*}
& \mathbb{G}_{h \tau}=\left\{\Lambda_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{G}\right)\left|\Lambda_{h \tau}\right|_{\left(t_{k-1}, t_{k}\right]} \in \mathbb{G} \otimes \mathbb{P}_{0}\left(\left(t_{k-1}, t_{k}\right]\right), 1 \leq k \leq K\right\}, \\
& \mathbb{Y}_{h \tau}=\left\{\Upsilon_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{Y}\right)\left|\Upsilon_{h \tau}\right|_{\left(t_{k-1}, t_{k}\right]} \in \mathbb{Y} \otimes \mathbb{P}_{0}\left(\left(t_{k-1}, t_{k}\right]\right), 1 \leq k \leq K\right\}, \\
& \mathbb{M}_{h \tau}=\left\{\mathbf{Z}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{M}\right)\left|\mathbf{Z}_{h \tau}\right|_{\left(t_{k-1}, t_{k}\right]} \in \mathbb{M} \otimes \mathbb{P}_{0}\left(\left(t_{k-1}, t_{k}\right]\right), 1 \leq k \leq K\right\},  \tag{4.62}\\
& \mathbb{U}_{h \tau}=\left\{\mathbf{V}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{U}\right)\left|\mathbf{V}_{h \tau}\right|_{\left(t_{k-1}, t_{k}\right]} \in \mathbb{U} \otimes \mathbb{P}_{0}\left(\left(t_{k-1}, t_{k}\right]\right), 1 \leq k \leq K\right\}, \\
& \mathbb{P}_{h \tau}=\left\{\mathrm{Q}_{h \tau} \in L^{2}\left(0, t_{F} ; \mathbb{P}\right)\left|\mathrm{Q}_{h \tau}\right|_{\left(t_{k-1}, t_{k}\right]} \in \mathbb{P} \otimes \mathbb{P}_{0}\left(\left(t_{k-1}, t_{k}\right]\right), 1 \leq k \leq K\right\},
\end{align*}
$$

where $\cdot+\tau$ and $\cdot-\tau$ denote positive and negative shifts in time of size $\tau$.
Expressions (4.60)-(4.62) are the reinterpretation of the Backward-Euler method as a zero-order Discontinuous Galerkin scheme (see for instance [53, 104, 105, 49]).

The difference between (4.47) and (4.61) is merely cosmetic, since they are equivalent formulations of the same scheme, but clearly (4.61) has the right structure if we want to compare it with (4.46).

Lemma 4.5.2 (Weak convergence). The family of functions $\left\{\Theta_{h \tau}, \Psi_{h \tau}, \mathbf{M}_{h \tau}, \mathbf{U}_{h \tau}\right\}_{h, \tau>0}$, defined in 4.60 have the following convergence properties:

$$
\begin{aligned}
& \Theta_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \theta^{*} \text { in } L^{\infty}\left(0, t_{F} ; H^{1}(\Omega)\right), \\
& \Psi_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \psi^{*} \text { in } L^{2}\left(0, t_{F} ; H^{1}(\Omega)\right), \\
& \mathbf{M}_{h \tau} \xrightarrow{h, \tau \rightarrow 0}{ }_{*} \mathbf{m}^{*} \text { in } L^{\infty}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right), \\
& \mathbf{U}_{h \tau} \stackrel{h, \tau \rightarrow 0}{*} \mathbf{u}^{*} \text { in } L^{\infty}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right), \\
& \mathbf{U}_{h \tau} \stackrel{h, \tau \rightarrow 0}{ } \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{H}^{1}(\Omega)\right),
\end{aligned}
$$

for some functions $\theta^{*}, \psi^{*}, \mathbf{m}^{*}$ and $\mathbf{u}^{*}$. Here $\rightharpoonup_{*}$ denotes weak-star convergence.

Proof. It is a direct consequence of Proposition 4.5.1 and definition 4.60).

Note that these modes of convergence are not strong enough to pass to the limit in every term of 4.61), so that the weak limits $\theta^{*}, \psi^{*}, \mathbf{m}^{*}$ and $\mathbf{u}^{*}$ of the previous lemma might not necessarily be solutions of (4.46). In order to improve these estimates we will use the classical Aubin-Lions Lemma 1.2.1.

Lemma 4.5.3 (Strong $L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right)$ convergence). The family of functions
$\left\{\Theta_{h \tau}, \mathbf{U}_{h \tau}\right\}_{h, \tau>0}$ defined in 4.60 has the following additional convergence properties:

$$
\begin{aligned}
& \Theta_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \theta^{*} \text { in } L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right), \\
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right),
\end{aligned}
$$

for some functions $\theta^{*}$ and $\mathbf{u}^{*}$.

Proof. We would like to apply the estimates from Proposition 4.5.1 and Lemmas 4.5.1 and 1.2 .1 directly to the family of functions $\left\{\Theta_{h \tau}, \mathbf{U}_{h \tau}\right\}_{h, \tau>0}$. However, that is not possible since they are functions which are discontinuous in time. Therefore, we define the following auxiliary functions $\widehat{\Theta}_{h \tau}$ and $\widehat{\mathbf{U}}_{h \tau}$ by:

$$
\begin{gathered}
\widehat{\Theta}_{h \tau}=\ell_{k-1}(t) \Theta^{k-1}+\ell_{k}(t) \Theta^{k} \quad \forall t \in\left(t_{k-1}, t_{k}\right] \\
\widehat{\mathbf{U}}_{h \tau}=\ell_{k-1}(t) \mathbf{U}^{k-1}+\ell_{k}(t) \mathbf{U}^{k} \quad \forall t \in\left(t_{k-1}, t_{k}\right]
\end{gathered}
$$

where $\ell_{k-1}(t)=\left(t_{k}-t\right) / \tau$ and $\ell_{k}(t)=\left(t-t_{k-1}\right) / \tau$. We have that $\widehat{\Theta}_{h \tau}$ and $\widehat{\mathbf{U}}_{h \tau}$ are continuous functions in time, so that:
$\diamond \widehat{\mathbf{U}}_{h \tau}$ and $\widehat{\Theta}_{h \tau}$ converge strongly to some $\mathbf{u}^{*}$ and $\theta^{*}$ in the $L^{2}\left(L^{2}\right)$ norm, i.e.

$$
\begin{equation*}
\left\|\widehat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}+\left\|\widehat{\Theta}_{h \tau}-\theta^{*}\right\|_{L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right)} \xrightarrow{h, \tau \rightarrow 0} 0, \tag{4.63}
\end{equation*}
$$

which is a direct consequence Proposition 4.5.1, the dual norm estimates for the time derivatives of Lemma 4.5.1, and an application of Lemma 1.2.1.
$\diamond$ The previous bullet implies that $\mathbf{U}_{h \tau}$ and $\Theta_{h \tau}$ also converge strongly to the same limits $\mathbf{u}^{*}$ and $\theta^{*}$ in the $L^{2}\left(L^{2}\right)$ norm. For the velocity $\mathbf{U}_{h \tau}$ this is easy to show using the triangle inequality

$$
\left\|\mathbf{U}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)} \leq\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}+\left\|\widehat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}
$$

where clearly the term $\left\|\widehat{\mathbf{U}}_{h \tau}-\mathbf{u}^{*}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}$ goes to zero because of (4.63), and the term $\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}$ goes to zero because of the following identity

$$
\left\|\mathbf{U}_{h \tau}-\widehat{\mathbf{U}}_{h \tau}\right\|_{L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right)}^{2}=\frac{\tau}{3} \sum_{k=1}^{K}\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}
$$

and estimate (4.50) for $\sum_{k=1}^{K}\left\|\delta \mathbf{U}^{k}\right\|_{\mathbf{L}^{2}}^{2}$. For the phase-field we can show that $\left\|\Theta_{h \tau}-\theta^{*}\right\|_{L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right)} \xrightarrow{h, \tau \rightarrow 0} 0$ using the same argument.

This concludes the proof.

At this point we are in the position to show the main convergence result.

Theorem 4.5.1 (Convergence). The family of functions $\left\{\Theta_{h \tau}, \Psi_{h \tau}, \mathbf{M}_{h \tau}, \mathbf{U}_{h \tau}\right\}_{h, \tau>0}$,
defined in 4.60 has the following convergence properties

$$
\begin{align*}
& \Theta_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \theta^{*} \text { in } L^{2}\left(0, t_{F} ; L^{2}(\Omega)\right) \\
& \Theta_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \theta^{*} \text { in } L^{2}\left(0, t_{F} ; H^{1}(\Omega)\right) \\
& \Psi_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \psi^{*} \text { in } L^{2}\left(0, t_{F} ; H^{1}(\Omega)\right)  \tag{4.64}\\
& \mathbf{M}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{m}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right) \\
& \mathbf{U}_{h \tau} \xrightarrow{h, \tau \rightarrow 0} \mathbf{u}^{*} \text { in } L^{2}\left(0, t_{F} ; \mathbf{H}^{1}(\Omega)\right)
\end{align*}
$$

where $\left\{\theta^{*}, \psi^{*}, \mathbf{m}^{*}, \mathbf{u}^{*}\right\} \in L^{2}\left(0, t_{F} ; H^{1}(\Omega)\right) \times L^{2}\left(0, t_{F} ; H^{1}(\Omega)\right) \times L^{2}\left(0, t_{F} ; \mathbf{L}^{2}(\Omega)\right) \times$ $L^{2}\left(0, t_{F} ; \mathbf{H}^{1}(\Omega)\right)$ is a weak solution of (4.46).

Proof. The modes of convergence (weak or strong and their norm) in (4.64) are a consequence of Lemmas 4.5.2 and 4.5.3. It only remains to show that weak limits $\theta^{*}$, $\psi^{*}, \mathbf{m}^{*}$ and $\mathbf{u}^{*}$ are solutions of the variational problem 4.46). For this purpose we set $\left\{\Lambda_{h \tau}, \Upsilon_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{V}_{h \tau}\right\}$ to be the space-time interpolants/projections of the smooth test functions $\{\lambda, v, \mathbf{z}, \mathbf{v}\}$ of the variational formulation 4.46):

$$
\begin{equation*}
\Lambda_{h \tau}:=\mathrm{I}_{\mathbb{G}} \lambda^{k}, \Upsilon_{h \tau}:=\mathrm{I}_{\mathbb{Y}} v^{k}, \mathbf{Z}_{h \tau}:=\mathrm{I}_{\mathbb{M}} \mathbf{z}^{k}, \mathbf{V}_{h \tau}:=\Pi_{s} \mathbf{v}^{k}, \forall t \in\left(t_{k-1}, t_{k}\right] \tag{4.65}
\end{equation*}
$$

Note that we are using the Stokes projector $\Pi_{s} \mathbf{v}^{k}$ (see 1.17 ) for the definition of the Stokes projector) of the test function $\mathbf{v}^{k}$ as a discrete test function $\mathbf{V}_{h \tau}$, which means that we are only going to test with discretely divergence-free functions. With
this definition of discrete test functions we get in (4.61):

$$
\begin{align*}
& -\int_{0}^{t_{F}-\tau}\left(\Theta_{h \tau}, \frac{\Lambda_{h \tau}(\cdot+\tau)-\Lambda_{h \tau}}{\tau}\right)-\int_{0}^{t_{F}}\left(\mathbf{U}_{h \tau} \Theta_{h \tau}(\cdot-\tau), \nabla \Lambda_{h \tau}\right)  \tag{4.66a}\\
& \quad+\gamma\left(\nabla \Psi_{h \tau}, \nabla \Lambda_{h \tau}\right)=\left(\Theta_{h \tau}(0), \Lambda_{h \tau}(0)\right), \\
& \int_{0}^{t_{F}}\left(\Psi_{h \tau}, \Upsilon_{h \tau}\right)+\frac{1}{\eta}\left(\Theta_{h \tau}-\Theta_{h \tau}(\cdot-\tau), \Upsilon_{h \tau}\right)  \tag{4.66b}\\
& \quad+\varepsilon\left(\nabla \Theta_{h \tau}, \nabla \Upsilon_{h \tau}\right)+\frac{1}{\varepsilon}\left(f\left(\Theta_{h \tau}(\cdot-\tau)\right), \Upsilon_{h \tau}\right)=0, \\
& -\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right)-\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{U}_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{M}_{h \tau},\right)  \tag{4.66c}\\
& \quad+\frac{1}{\mathscr{T}}\left(\mathbf{M}_{h \tau}, \mathbf{Z}_{h \tau}\right)=\left(\mathbf{M}_{h \tau}(0), \mathbf{Z}_{h \tau}(0)\right)+\frac{1}{\mathscr{T}} \int_{0}^{t_{F}}\left(\varkappa_{\Theta} \mathbf{H}_{h \tau}, \mathbf{Z}_{h \tau}\right), \\
& -\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right)+\int_{0}^{t_{F}}\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}_{h \tau}\right), \mathbf{T}\left(\mathbf{V}_{h \tau}\right)\right) \\
& \quad+b_{h}\left(\mathbf{U}_{h \tau}, \mathbf{U}_{h \tau}, \mathbf{V}_{h \tau}\right)-\left(P_{h \tau}, d i v \mathbf{V}_{h \tau}\right)=\left(\mathbf{U}_{h \tau}(0), \mathbf{V}_{h \tau}(0)\right) \\
& \quad+\int_{0}^{t_{F}} b_{h}^{m}\left(\mathbf{V}_{h \tau}, \mathbf{H}_{h \tau}, \mathbf{M}_{h \tau}\right)+\frac{\lambda}{\varepsilon}\left(\Theta_{h \tau}(\cdot-\tau) \nabla \Psi_{h \tau}, \mathbf{V}_{h \tau}\right),  \tag{4.66d}\\
& \int_{0}^{t_{F}}\left(\mathrm{Q}_{h \tau}, \operatorname{div} \mathbf{U}_{h \tau}\right)=0,
\end{align*}
$$

where the terms evaluated at time $t=t_{F}$ have disappeared because of the compact support of the test functions $\{\lambda, v, \mathbf{z}, \mathbf{v}\}$ and their discrete counterparts $\left\{\Lambda_{h \tau}\right.$, $\left.\Upsilon_{h \tau}, \mathbf{Z}_{h \tau}, \mathbf{V}_{h \tau}\right\}$. Now we will pass to the limit term by term in 4.66):
$\diamond$ We start with the terms with the time derivatives, which are straightforward:

$$
\begin{array}{lll}
-\int_{0}^{t_{F}-\tau}\left(\Theta_{h \tau}, \frac{\Lambda_{h \tau}(\cdot+\tau)-\Lambda_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\theta^{*}, \lambda_{t}\right), \\
-\int_{0}^{t_{F}-\tau}\left(\mathbf{M}_{h \tau}, \frac{\mathbf{z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\mathbf{m}^{*}, \mathbf{z}_{t}\right), \\
-\int_{0}^{t_{F}-\tau}\left(\mathbf{U}_{h \tau}, \frac{\mathbf{v}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}\right) & \xrightarrow{h, \tau \rightarrow 0} & -\int_{0}^{t_{F}}\left(\mathbf{u}^{*}, \mathbf{v}_{t}\right),
\end{array}
$$

because of the weak $L^{2}\left(L^{2}\right)$ convergence of $\Theta_{h \tau}, \mathbf{M}_{h \tau}$ and $\mathbf{U}_{h \tau}$, and the strong convergence of the finite differences $\frac{\Lambda_{h \tau}(\cdot+\tau)-\Lambda_{h \tau}}{\tau}, \frac{\mathbf{Z}_{h \tau}(\cdot+\tau)-\mathbf{Z}_{h \tau}}{\tau}$ and $\frac{\mathbf{V}_{h \tau}(\cdot+\tau)-\mathbf{V}_{h \tau}}{\tau}$
guaranteed by the regularity of the test functions.
$\diamond$ We continue with the convective terms. We start with the convective term of (4.66a)

$$
-\int_{0}^{t_{F}}\left(\mathbf{U}_{h \tau} \Theta_{h \tau}(\cdot-\tau), \nabla \Lambda_{h \tau}\right) \quad \xrightarrow{h, \tau \rightarrow 0} \quad-\int_{0}^{t_{F}}\left(\mathbf{u}^{*} \theta^{*}, \nabla \lambda\right)
$$

for which the convergence modes in (4.64) are more than we need: for $\mathbf{U}_{h \tau}$ and $\Theta_{h \tau}$ we just need them to converge one weak and one strong in $L^{2}\left(L^{2}\right)$, and the strong convergence of $\nabla \Lambda_{h \tau}$ guaranteed by 1.13) and the regularity of the test function $\lambda$.
$\diamond$ For the convective term of 4.66c , we proceed as in (3.84)-3.85). For the Kelvin force in 4.66c we proceed as in (3.86). Here is where the use of a discontinuous pressure space, and the choice $\mathbb{M}=[\mathbb{P}]^{d}$, play a critical role.
$\diamond$ We have to show that the stabilization term in 4.66 b vanishes in the limit:

$$
\begin{aligned}
& \int_{0}^{t_{F}} \frac{1}{\eta}\left(\Theta_{h \tau}-\Theta_{h \tau}(\cdot-\tau), \Upsilon_{h \tau}\right)=\frac{1}{\eta} \sum_{k=1}^{K} \tau\left(\delta \Theta^{k}, \Upsilon^{k}\right) \leq \\
& \leq \frac{1}{\eta}\left(\sum_{k=1}^{K} \tau\left\|\delta \Theta^{k}\right\|_{L^{2}}^{2}\right)^{1 / 2}\left(\sum_{k=1}^{K} \tau\left\|\Upsilon^{k}\right\|_{L^{2}}^{2}\right)^{1 / 2} \lesssim \tau^{1 / 2}
\end{aligned}
$$

which follows by the stability estimate (4.50).
$\diamond$ Finally, the only critical term is $\int_{0}^{t_{F}}\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}_{h \tau}\right), \mathbf{T}\left(\mathbf{V}_{h \tau}\right)\right)$ in 4.66d), passage to the limit

$$
\begin{equation*}
\int_{0}^{t_{F}}\left(\nu_{\Theta} \mathbf{T}\left(\mathbf{U}_{h \tau}\right), \mathbf{T}\left(\mathbf{V}_{h \tau}\right)\right) \xrightarrow{h, \tau \rightarrow 0} \int_{0}^{t_{F}}\left(\nu_{\theta^{*}} \mathbf{T}\left(\mathbf{u}^{*}\right), \mathbf{T}(\mathbf{v})\right) \tag{4.67}
\end{equation*}
$$

uses strong $L^{2}\left(L^{2}\right)$ convergence of $\theta^{*}$, the Lipschitz continuity property of $\nu_{\theta}$, the weak $L^{2}\left(L^{2}\right)$ convergence of $\nabla \mathbf{U}_{h \tau}$, and strong convergence of $\nabla \mathbf{V}_{h \tau}$ from estimate 1.20 (see assumption 3 at the beginning of $\$ 4.5 .1$.

The remaining terms require little or no explanation, or the passage to the limit can be found in other works such as [102, 105, 103].

Remark 4.5.2 (Choice of finite element spaces). For the two dimensional case, the choice of finite element spaces for scheme (4.47) can be the following one: $\mathbb{M}$ will be the same as that one defined in (3.53), the spaces $\mathbb{G}$ and $\mathbb{Y}$ will be the same as in (4.44), while the Stokes pair $\{\mathbb{U}, \mathbb{P}\}$ will be the Crouzeix-Raviart pair defined in (3.87), which uses $\mathcal{P}_{1}$ discontinuous pressures. These choices of finite element spaces are far from arbitrary, part of the motivations (constraints) in this construction where explained in $\$ 3.4 .2$ and are also motivated by consistency analysis carried out in $\S 3.5 .4$.

Remark 4.5.3 (Stabilization). For the sake of simplicity, we have presented the numerical scheme (4.47) without any form of stabilization (upwinding). Unlike Continuous Galerkin methods, DG schemes do not need any form of additional numerical stabilization in order to work. However, without some form of linear stabilization they will deliver sub-optimal convergence rates to smooth solutions (see for instance [125, 87]). Numerical stabilization can be incorporated by adding the term

$$
\begin{equation*}
s_{h}^{\mathrm{up}}\left(\mathbf{U}^{k}, \mathbf{M}^{k}, \mathbf{Z}\right)=\frac{1}{2} \sum_{F \in \mathcal{F}^{i}} \int_{F}\left|\mathbf{U}^{k} \cdot n_{F}\right| \llbracket \mathbf{M}^{k} \rrbracket \cdot \llbracket \mathbf{Z} \rrbracket d S \tag{4.68}
\end{equation*}
$$

to the left-hand side of 4.47 c ). With such a modification all the results presented above remain unchanged.

### 4.6 Numerical Experiments

### 4.6.1 General considerations

Let us now explore model (4.13) and scheme 4.30 with a series of examples. The main goal of these experiments is to assess the robustness of scheme 4.30 and to show the reader the ability of the model to capture some well-known phenomena observed in real ferrofluids. In all these experiments we will use the magnetic field due to 2 d point dipoles already discussed in $\$ 3.7$ (see (3.90) and (3.91)).

On the other hand, in order to carry out meaningful computations of phasefield models it is crucial to resolve the transition layer, otherwise artificial spurious oscillations will arise (cf.[126, 127, 128]). Even in the context of two dimensional simulations, using for instance $\varepsilon=0.01$, and resolving the transition layer by means of uniform meshes can turn out to be prohibitively expensive and slow. If we want to obtain results in a timely fashion, computations of phase-field models claiming to have any practical value will invariably need some form of adaptivity. Our work is no exception, and for that reason we will use adaptivity in space, which entails using numerical schemes which are not covered by the theory developed in this paper.

The implementation has been carried out with the help of the deal. II library, see [70, 71]. In particular the parallel-adaptive framework discussed in [129, 130] was extensively used in this work. Regarding error indicators we have used the simplest
indicator, basically

$$
\begin{equation*}
\eta_{T}^{2}=h_{T} \int_{\partial T}\left|\llbracket \frac{\partial \Theta}{\partial n} \rrbracket\right|^{2} d S \tag{4.69}
\end{equation*}
$$

widely attributed to [131]. Computationally, it is well-known that 4.69) performs reasonably well for second order elliptic and parabolic problems. This error indicator is already implemented in the library deal.II, being that the main reason for its selection. From a mathematical point of view, using 4.69 is questionable, since residual a posteriori error indicators for phase-field models (Allen-Cahn and Cahn-Hilliard) have been an area of major research; the interested reader can check [132, 133] and references therein. The marking strategy follows the Dörfler (or bulk chasing) approach, requiring in this time dependent context, marking for refinement, and in addition, marking for coarsening (a judiciously small fraction). The mesh will be refined-coarsened once every 5 time steps.

### 4.6.2 Parametric study of the Rosensweig instability

The purpose of this section is to run a series of parametric studies with respect to $h$ and $\tau$ in order to assess the robustness of scheme 4.30) with respect to these two parameters. In order to run such studies, we have chosen to use the Rosensweig instability (also called normal-field instability) as an example. We will start by explaining the setup of the parameters of the model. Then we will explain what the Rosensweig instability is, provide some well-known analytic results, and point to some background references for the interested reader. Finally, we will use these analytic results to tweak the numerical experiment, and run the parametric study.

Regarding inertial scalings, we will work in a rectangular domain of 1 unit of width and 0.6 units of height, with vertices at $(0,0),(0,0.6),(1,0.6)$ and $(1,0)$. So that $\operatorname{diam} \Omega \approx 1$, together with the following parameters

$$
\nu_{w}=1.0 \text { and } \nu_{f}=2.0
$$

and the density $\rho$ implicitly taken (from the very beginning of the paper) to be unitary, we have that $\operatorname{Re}=\mathcal{O}\left(\|\mathbf{u}\|_{\mathbf{L}^{\infty}\left(\Omega \times\left(0, t_{F}\right)\right)}\right)$. On the other hand, we will use $\mu_{0}=1, \varkappa_{0}=0.5, \gamma=0.0002, \lambda=0.05$, and we will set the coefficient $r$ of 4.18) equal to 0.1 . The main goal of such an arbitrary choice of parameters $\left(\nu_{w}, \nu_{f}, \rho, \mu_{0}\right.$, $\varkappa_{0}, \gamma$ and $\lambda$ ) is to have a very stable PDE system. Note that in 4.19) and 4.31) all the natural estimates for the phase-field and chemical potential depend on $\lambda$, thus for small values of $\lambda$, we should expect the stability of the interfaces (and the whole PDE system (4.13) in general) to deteriorate severely. With such a deliberate choice of parameters we will have a very stable system of equations, paradoxically, now we will try to come up with a smart scaling of the forces in order to get an interesting (unstable) behavior as it will be detailed in the following paragraphs.

The Rosensweig instability (also called normal field instability) is perhaps the simplest nontrivial phenomena observed in ferrofluids. Basically, if we have a pool of ferrofluid lying horizontally, subject to the force of gravity, and also subject to a uniform magnetic field $\mathbf{h}_{a}$ pointing upwards, it is well known that a flat profile will not be stable for all values of the magnetic field and a regular pattern of peaks and valleys will form. The formation of these patterns is the result of competing forces: both gravity and surface tension favor a flat surface, but above a critical
magnetic field strength, the flat profile will not be the most stable configuration. A sufficiently strong magnetic field will trigger the instability and the pattern will form. We give some references in the following paragraph.

There are analytical expressions for the distance between the peaks and for the critical magnetic field strength that triggers the instability. There is a vast literature on this topic and it is impossible to do justice to all possible references, here we will just comment on a few of them as background for the interested reader. The work of Cowley and Rosensweig [134] is most probably the first one to provide analytical results based on linear stability analysis (dependence of the most unstable modes on the constitutive parameters) valid only in the asymptotic limit of vanishing magnetic susceptibility $\varkappa_{0}$ :

$$
\begin{equation*}
\ell_{c}=2 \pi\left(\frac{\sigma}{g \Delta \rho}\right)^{1 / 2}, \quad m_{c}^{2}=\frac{2}{\mu_{0}}\left(\frac{2+\varkappa_{0}}{1+\varkappa_{0}}\right)(g \Delta \rho \sigma)^{1 / 2} \tag{4.70}
\end{equation*}
$$

where $\ell_{c}$ is the critical spacing between the peaks, $m_{c}$ is the critical magnetization, $\sigma$ is the surface tension coefficient in the sharp interface limit, $g=|\mathbf{g}|$ is the magnitude of the gravity, and $\Delta \rho$ is the jump of the density across the interface. The work of Gailitis [135] using an energetic approach (minimization of a functional), considered to be the first attempt to include nonlinear effects, was able describe the shape of the patterns (hexagons, squares, etc), but still suffers from the same limitations of the work of Cowley and Rosensweig (small susceptibilities, finite depth, etc). The work [136] overcomes, to some degree, the deficiencies of the work of Gailitis. Validation of all these analytical results is far from complete, requiring carefully crafted experiments which mimic ideal conditions, some efforts in this direction can
be found in [137, 113].
Most of these results are useful for their qualitative value, but they are far from accurate for any realistic context which could include finite magnetic susceptibilities, finite depth of the ferrofluid pool, nonlinear effects (large displacements of the interface between both phases), and diffusive effects (partial mixture). In particular, to the best of the author's knowledge, there are not analytical results for highly paramagnetic ferrofluids ( $\varkappa_{0}>1$ ), and the treatment (or inclusion) of effects related to the demagnetizing field is quite poor.

For instance, we cannot expect the linear stability result 4.70 to accurately predict the behavior of system (4.13) in the context of bounded domains (with nonperiodic boundary conditions), finite depth, finite magnetic susceptibility ( $\varkappa_{0}=$ $\mathcal{O}(1)$ ), highly deformed transition layer (not a straight line), and finite interaction length (layer thickness $\varepsilon$ ) involving additional diffusive effects. We also have that our phase-field model is not a genuine variable density model, so that the term $\Delta \rho$ has very little meaning in the context of the model (4.13), and gravitational effects are only included approximately via 4.18. Finally, the relationship between the capillary coefficient $\lambda$ and the surface tension $\sigma$ (see for instance [122, 138]) is only known approximately

$$
\begin{equation*}
\lambda \sim \sigma \varepsilon \tag{4.71}
\end{equation*}
$$

where the constant involved in this relationship is unknown but of $\mathcal{O}(1)$. Yet, it can be proved that the linear relationship (4.71) is particularly accurate for small mobilities $\gamma$ (see [139]), being that the reason why we chose $\gamma=0.0002$.

Taking a giant leap of faith, we can only expect (4.70) to be able to deliver the right order of magnitude for the relationship between the gravity $g$ and the surface tension coefficient $\sigma$ which could yield a predetermined number of peaks. Let's consider that we want four peaks inside our unit length box, that is $\ell_{c}=0.25$, combining 4.70 and 4.71, and inserting our choice of parameters $(\varepsilon=0.01$, $\left.\lambda=0.05, \Delta \rho \approx 0.1, \ell_{c}=0.25\right)$ we get:

$$
\begin{equation*}
g=\frac{4 \pi^{2} \sigma}{\ell_{c}^{2} \Delta \rho} \sim \frac{4 \pi^{2} \lambda}{\ell_{c}^{2} \Delta \rho \varepsilon} \approx 3 \cdot 10^{4} \tag{4.72}
\end{equation*}
$$

This number is just telling us that, if we want to obtain four peaks inside our unitsize box, the appropriate order of magnitude for the gravity is $10^{4}$. We will use 4.72) as an educated guess and load $\mathbf{g}=(0,-30000)^{T}$ in the computer code.

In order to generate a pseudo-uniform magnetic field, we will place 5 dipoles pointing upwards, that is $\mathbf{d}=(0,1)^{T}$ (see formula (3.90), sufficiently far away from our rectangular box, so that for most practical purposes the magnetic field is uniform, having only a slight gradient (decay) in the $y$ direction. The coordinates $\mathbf{x}_{s}$ of the dipoles will be $(-0.5,-15),(0,-15),(0.5,-15),(1,-15)$ and $(1.5,-15)$. The intensity $\alpha_{s}$ (see expression (3.91)) will be the same for each dipole but will evolve in time. More precisely, $\alpha_{s}$ will be ramp-loaded starting from $\alpha_{s}=0$ at time $t=0$ to its maximum value $\alpha_{s}=6000$ at time $t=1.6$, and from time $t=1.6$ to $t=2.0$ the intensity of the dipoles will be kept constant in order to let the system rest and develop a stable configuration.

Regarding the space discretization, the initial mesh will have 10 elements in the $x$ direction and 6 units in the $y$ direction, and allow for a maximum refinement
of $4,5,6$ and 7 levels. On the other hand, regarding time discretization we will use 1000, 2000, 4000, and 8000 time steps for a total of 2 units of simulation time.

With this non-trivial setup, involving a choice of coefficients, a specific configuration of the external magnetic field $\mathbf{h}_{a}$, and space adaptivity, the reader can visualize some numerical results in Figure 4.1. The simulation starts with a ferrofluid pool of 0.2 units of depth at rest at time $t=0$, and at time $t=2.0$ we have not obtained exactly four peaks inside the box as we desired, but clearly (4.72) was able to deliver a very reasonable initial guess. In Figure 4.2 we show a sample finite element mesh corresponding to the simulation of Figure 4.1. In Figure 4.1 we can see that most of the interesting dynamics happens from times $t=0.7$ to $t=1.4$. Therefore, we will focus on the interval of time $[0.7,1.4]$ for a parametric study in order to show the robustness of this simulation with respect to the discretization parameters $h$ and $\tau$. Figures 4.3 and 4.4 show the results of the parametric study with respect to the space and time discretization respectively. The results from Figure 4.1 correspond to the third column of Figures 4.3 and 4.4 which, as it can be appreciated, is a meaningful (well-resolved) solution.

The Rosensweig instability considered in this section, in practice, can only be reproduced under carefully controlled laboratory conditions. That is, this instability is not the most common form of ferrofluid instability we can find in everyday experiments (such as commercial ferrofluid toys) since in practice most magnetic fields are by no means uniform nor have magnetic field lines very aligned. This is the reason why in 4.6 .3 we will consider a much more mundane (common) form of the Rosensweig instability, involving non-uniform magnetic fields with relatively
poor alignment of the magnetic field lines.


Figure 4.1: Rosensweig instability: evolution screenshots. Sequence of screen shots from time $t=0.1$ to $t=2.0$ in regular intervals of 0.1 showing the evolution of the phase-field variable $\Theta$ (read from left-to-right and top-to-bottom). As it can be appreciated, we obtained in the order of 4 peaks inside the box, showing us that the crude estimate (4.72) was a very good initial guess for the scaling between the capillary coefficient $\lambda$ and the gravity $g$. Note that diffusive effects are quite noticeable as we are using $\varepsilon=0.01$. Most of the interesting transient behavior happens from time $t=0.7$ to $t=1.3$ (reading from left-to-right and top-to-bottom: boxes 7 to 13), so we will focus on this interval for a parametric study. This simulation was obtained using 6 levels of refinement in space, and 4000 times steps for a total of 2 seconds of simulation.


Figure 4.2: Rosensweig instability: sample mesh. Finite element mesh with 6 levels of refinement at time $t=0.92$, corresponding with the simulation of Figure 4.1. In order to have meaningful (well-resolved) simulation we need approx. 20 elements of the finest level resolving the transition layer.


Figure 4.4: Parametric study: time discretization. This figure shows the results obtained from time $t=0.7$ (uppermost row) to time $t=1.3$ (lowermost row) using 6 levels of refinement is space and four different time discretizations: the coarsest time discretization uses 1000 times steps (first column), 2000 time steps (second column), 4000 time steps (third column), and the finest discretization 8000 time steps (fourth column). The reader can appreciate that even the coarsest time discretization does not generate artificial or spurious features in the numerical solution.


Figure 4.3: Parametric study: space discretization. This figure shows the results obtained from time $t=0.7$ (uppermost row) to time $t=1.3$ (lowermost row) using 4000 time steps and four different levels of refinement in space: the coarsest mesh uses 4 levels of refinement (first column), 5 levels (second column), 6 levels (third column), and the finest mesh uses 7 levels (fourth column). The reader can appreciate that with the coarsest mesh (leftmost column) the numerical solution exhibits artificial features which do not survive additional refinement. In particular, we have an additional spike in the middle for the case of the coarsest mesh (first column) which is not present in the second, third and fourth columns. This simple examples illustrates the importance of parametric studies in the context of phase-field methods.

### 4.6.3 The ferrofluid hedgehog

In this section we will carry out two numerical experiments in order to explore the effects of a different kind of magnetic field (not uniform), depth of the ferrofluid pool, and the effects of the demagnetizing field. For these experiments we will use the same constitutive constants that we used for Experiment 4.6.2, with exception of the magnetic susceptibility which we will set to be $\varkappa_{0}=0.9$, the layer thickness $\varepsilon$ will be set to $\varepsilon=0.005$ to reduce diffusive effects and get sharper interfaces, and $\lambda=0.025$ to get slightly more unstable interfaces (easier to perturb). The depth of the ferrofluid pool will be now of 0.11 units. We will still use 6 levels of refinement, but the initial mesh will have 15 elements in the $x$ direction and 9 elements in the $y$ direction. Regarding temporal discretization we will use a total of 24000 times steps for 6 units of simulation time.

It is clear that we are changing many parameters at the same time (magnetic susceptibility, pool depth, capillarity coefficient, and layer thickness), in such a way that we will not be able to understand the separate influence of each of them on the behavior of the system. Doing a parametric/sensitivity study of all these variables (modifying only one variable at a time) would be highly desirable, but that would involve an ambitious separate analysis. By now, the purpose of this section is just to showcase other interesting phenomena (another instance of the Rosensweig instability) that we can obtain with this simple PDE model. We will call the instability obtained in these experiments the "ferrofluid hedgehog", because of its natural resemblance with the spiny mammal.

The main reason to use a higher magnetic susceptibility $\varkappa_{0}$ is making the effects of the demagnetizing field $\mathbf{h}_{d}$ much more pronounced than those of Experiment 4.6.3. As it will be shown later, the demagnetizing field $\mathbf{h}_{d}$ plays a fundamental role in the instability.

The experiments will be carried out in the same rectangular domain used for Experiment 4.6.2 (with vertices at $(0,0),(0,0.6),(1,0.6)$ and $(1,0))$. The magnetic field $\mathbf{h}_{a}=\sum_{s} \alpha_{s} \nabla \phi_{s}$ will be generated by a set of 42 dipoles. More precisely, we want to create a crude "discrete" approximation of what would be the magnetic field due to a bar magnet of 0.4 units of width and 0.5 units of height pointing upwards (i.e. $\mathbf{d}=(0,1)^{T}$ again). The dipoles will be located in three rows (each row will have 14 dipoles): one at $y=-0.5, y=-0.75$ and $y=-1.0$, and the 14 dipoles will be equi-distributed in the $x$ direction as shown in Figure 4.5. The main idea of this setup is to create a non-uniform magnetic field, with an open pattern of magnetic field lines (as sketched in Figure 4.5) rather than aligned magnetic field lines (as it was the case of Experiment 4.6.2.

The intensity $\alpha_{s}$ will be the same for each dipole, but it will evolve in time. More precisely, $\alpha_{s}$ will be ramp-loaded starting from $\alpha_{s}=0$ at time $t=0$, to its maximum value $\alpha_{s}=4.3$ at time $t=4.2$, and from time $t=4.2$ to $t=6.0$ the intensity of the dipoles will be kept constant in order to let the system rest and develop a stable configuration. The motivation behind a longer simulation time (6 units) and the maximum intensity $\alpha_{s}=4.3$, it to push the system to a barely stable configuration at the brink of a second transition, so that allowing more simulation time, the system could evolve and capture more non-trivial evolution.

Numerical results using the complete (effective) magnetizing field defined in (4.11) and (4.12) (same as (3.2) and (3.18) respectively) are displayed in Figure 4.6. Numerical results using the definition $\mathbf{h}:=\mathbf{h}_{a}$ can be found in Figure 4.7. Simulations 4.6 and 4.7 are strikingly different, highlighting the importance of using a physically reasonable definition for effective magnetizing field $\mathbf{h}$, and the influence of the demagnetizing field $\mathbf{h}_{d}$ (see (3.9)-(3.10) for the exact definition of the demagnetizing field $\mathbf{h}_{d}$, and (3.15) for the crude approximation used in these simulations) in the overall behavior of the system.

Even though (4.12), used in Figures (4.1)-(4.6), is a questionable approach to compute an approximation of $\mathbf{h}=\mathbf{h}_{a}+\mathbf{h}_{d}$, it keeps the influence of $\mathbf{h}_{d}$ alive, and is able to deliver the classical Rosensweig instability (even able to respect the scaling (4.72) reasonably well) in the context of uniform magnetic fields (see Figure 4.1) and the more common version of the Rosensweig instability in the context of non-uniform magnetic fields, as shown for instance in Figure 4.6.

Many attempts to model and explain the Rosensweig instability (and ferrofluid behavior in general) found in the literature (cf.[137, 136, 116, 117, 115, 23]), pay special attention to the modeling of non-linear susceptibilities and saturation effects (usually carried out with the Langevin function). However, they rarely ever elaborate on the effective magnetizing field, the demagnetizing field (also called stray field), and their approximation/computation. They are sometimes not even mentioned in the entire text.

Saturation is indeed an important component in the physical behavior of magnetic materials, specially if we are working past the saturation limit, however it is
the opinion of the author that current emphasis on the modeling of saturation effects is somehow not commensurate with its actual impact in the physical behavior of ferrofluids. Preliminary computational experiments carried out by the author (not reported) seem to indicate that the modeling of saturation effects add almost imperceptible nuances in the overall behavior of the system, while proper computation of the effective field (using (4.12) or a better approximation if possible) has much more striking consequences in the global behavior of the system (particularly relevant for the study of the Rosensweig instability). Those consequences can be as noticeable as the difference between Figures 4.6 and 4.7 .


Figure 4.5: The ferrofluid hedgehog: setup of the dipoles. Setup of the dipoles for the Experiment 4.6.3, showing our rectangular domain $\Omega$ with the ferrofluid (dark region) in the bottom of the box, and the arrangement of the dipoles below $\Omega$. The 42 dipoles are located in three rows in the lower part of the picture, here represented like small bar magnets, delivering a coarse approximation of what would be the magnetic field due to a bar magnet. The idea of such a configuration is to obtain an open pattern of magnetic field lines and steeper gradients than those of Experiment 4.6.2.


Figure 4.6: The ferrofluid hedgehog: using the complete magnetizing field. This figure shows another instance of the Rosensweig instability, this time with a non-uniform magnetic field (see Figure 4.5 for details regarding the source of magnetic field). This computation was carried out using the definition (4.11)-4.12) (same as (3.2) and (3.18) respectively in Chapter 3) for the effective magnetizing field. The instability manifests, but not in the same way it did in Experiment 4.6.2, see Figure 4.1. Now the ferrofluid spikes exhibit an open pattern, just like the magnetic field $\mathbf{h}_{a}$ driving the system. In addition, note that the interface starts flat, it develops four spikes in the middle region (where there is a narrow band of quasi-uniform magnetic field pointing upwards), the configuration with four spikes remains quite stable throughout most of the simulation time, but finally it has a second (much faster) transition from four to six spikes which can be appreciated in the last two frames. This numerical experiment clearly exhibits a resemblance with physical experiments shown in Figures 4.8 and 4.9.


Figure 4.7: The ferrofluid hedgehog (attempt): using only $\mathbf{h}_{a}$. This figure shows a computation carried out using the same setup of Figure 4.6, but this time, with the definition $\mathbf{h}:=\mathbf{h}_{a}$ for the effective magnetizing field (at discrete level we use (4.48), which ignores completely the effects of the demagnetizing field $\mathbf{h}_{d}$. Clearly the evolution of the phase variable is totally different to that one of Figure 4.6, and there is no manifestation of the Rosensweig instability (there is no Hedgehog). The final configuration adopted by the system does not even resemble what would hapen in a real life experiment (see for instance Figures 4.8 and 4.9.


Figure 4.8: Real experiment of a ferrofluid subject to a nonuniform magnetic field. Courtesy (reproduced with permission, see Appendix) of [140].


Figure 4.9: Another real experiment of a ferrofluid subject to a non-uniform magnetic field. Courtesy of [140].

### 4.7 Conclusions

In this chapter we proposed a simple PDE model describing the behavior of twophase ferrofluid flows. The model was assembled by choosing components from the one-phase Shliomis model of ferrofluids, simplified magnetostatics, and well-known assumptions and simplifications from phase-field techniques. The model satisfies a formal energy law and we were able to devise a numerical scheme that mimics it. The use of a discontinuous finite element space for the magnetization $\mathbf{M}^{k}$ seems to be mandatory if we want to have a discrete energy law, hence, numerical stability. We were also able to prove that the scheme always has a solution.

We also presented a simplified version of this model, which has a somewhat more restrictive scope of physical validity, its use would be primarily oriented to ferrofluids with small magnetic susceptibilities, such as those found in biomedical applications. For this simplified model we were able to develop a convergent numerical scheme. Convergence of the scheme relies on classical compactness arguments. The fact that the limits for $h, \tau \longrightarrow 0$ are weak solutions of (4.46) (consistency in the limit) required a special choice of finite element spaces, requiring in particular the use of discontinuous pressures.

We showed a series of numerical experiments which illustrate the robustness of the numerical schemes, the potential of these models, and their ability to capture basic phenomenological features of ferrofluids. In particular, we showed the ability of the model in the context of the classical Rosensweig instability (uniform magnetic fields), and the more common case of the Rosensweig instability (using non-uniform
magnetic field) when the ferrofluid forms and open pattern of spikes (hedgehoglike). We also carried out a simulation using the definition $\mathbf{h}:=\mathbf{h}_{a}$ for the effective magnetizing field which ignores completely the effects of the demagnetizing field $\mathbf{h}_{d}$. This simulation highlights the importance of using a physically reasonable (sensible) approximation to the exact demagnetizing field.

Finally, we must comment that many important issues were not discussed. Among them we have to mention how to regularize the model (4.13) (laying the path to a successful global existence theory) is very much an open problem, how to actually solve the system posed by the numerical schemes proposed in this work, modeling of saturation effects (which is an important physical feature of ferrofluids), and the derivation of energy-variational ferrofluid models.
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