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Cantilever resonator sensor enhancement through the development of an adaptive 

feedback circuit and the use of electrospray deposition is presented. The feedback 

system adapts to a wide range of resonators by implementing a hill climbing 

algorithm, locking onto the cantilever’s resonance condition. Eight different 

cantilever-based sensors (Length=40-75µm), resonating at 201.0kHz to 592.1kHz, 

with a minimum standard deviation of 11.8Hz, corresponding to a mass resolution 

limit of 123fg for the device, have been dynamically detected using a single circuit. 

Electrospray deposition of thin-films on multiple substrate materials and released 

microstructures has been performed. An average deposition rate of 9.5±5nm/min was 

achieved with an average surface roughness of 4.5nm on a 197nm thick film. This 

technology will enable a post-processing method for depositing absorbing layers for 

sensing applications. With the development of these two technologies, the practical 

functionality of a chip-scale sensor microsystem will be more readily realized. 
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Chapter 1. Background and Motivation 

1.1. Introduction 

1.1.1.    Overview 

The compatibility of size and fabrication processes between Micro 

Electromechanical Systems (MEMS) and microelectronic circuits has enabled the 

efficient system integration these technologies. While low-power MEMS components 

allow for simple, high function transducers with smaller footprints, circuit elements 

provide control and electrical readout [1]. Taking advantage of both technologies 

simultaneously can enable a variety of promising hybrid systems. A large portion of 

today’s MEMS devices consist of resonators due to their wide range of applications, 

including oscillators [2], RF MEMS [3], and chemical and biological sensors [4]. 

While the field of MEMS resonators is rapidly advancing, circuit designers have been 

developing CMOS circuitry to complement these microresonators to ease system 

integration.  Most often, circuits are designed to achieve an on-chip system without 

the reliance on external instrumentation, enabling the entire system to be 

miniaturized, portable, and autonomous [5]. CMOS circuits have been shown to 

optimize the system by increasing resonator displacement read-out resolution [6], 

enhancing the quality factor of resonators [7, 8], and compensating for parasitic 

capacitive effects [5] which may arise due to the use of discrete components.  

Detecting the natural frequency of a resonator is an integral part of their 

operation in order to perform timing, generate oscillation, and sense analytes [9]. In 

addition, circuit integration more readily provides real-time output which enables the 
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the small droplet size, electrospray deposition can be developed as a post-processing 

procedure for deposition of receptor layers on released microstructures to circumvent 

compatibility issues with other fabrication processes.  

1.1.1.    Thesis Accomplishments 

The primary goal of this thesis was to develop of an adaptive feedback circuit 

that will detect the resonant frequency of resonators. The circuit design, simulation, 

and testing of such a system have been completed. The first implementation and 

utilization of the hill climbing algorithm, an optimization algorithm, for 

electromechanical-systems (MEMS) was also realized. These implementations have 

enabled a feedback system that will autonomously detect the resonant frequency of a 

wide range of resonators. Validation of the circuit’s adaptability, by detecting a wide 

range of resonant frequencies of cantilever waveguides, is the first benchmark of 

integration with a resonator cantilever sensor system.  

The secondary goal of this thesis was the development and characterization of 

an electrospray deposition (ESD) system used for the deposition of thin-films. An 

ESD setup was established, followed by characterization of the deposited film 

thickness, uniformity, and quality. The success of this ESD process has established a 

new post-fabrication process for released MEMS devices, eliminating some of the 

fabrication challenges when depositing an absorption layer on suspended resonator 

sensors.  
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1.2. MEMS 

1.2.1.    History 

Microelectromechanical systems (MEMS) are traditionally defined as the 

technology of the integration between mechanical microdevices and electronics. 

These devices take advantage of batch-fabrication techniques and the economy of 

scale exploited by the mature integrated circuit (IC) industry. However, this field has 

expanded and diversified since the early 1980’s, when the first microsensors were 

first developed, into more than just integration of mechanical microdevices and 

electronics, but also biological, chemical, and optical microdevices as well [1]. There 

are a number of forces behind the advancement of MEMS technology. One of its 

primary reasons is cost reduction.  

Small size and batch fabrication in combination with simpler assembly allows 

for MEMS devices to cost orders of magnitude less than their macro counterparts. 

Batch fabrication allows for parallel processing, enabling high density fabrication on 

a single wafer using developed microfabrication processes [18]. 

The elimination of macro external equipment and their assembly is another 

reduction of cost. Traditionally, semiconductor chips can only read, process, and 

output electrical signals. Many functions require physical interaction, forcing 

electronics to be connected with bulky and expensive external transducers or 

actuators. While these separate systems are each proven, MEMS technology allows 

for their integration on the chip scale, which can provide simpler and cheaper 

interconnection and packaging [19].  
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The rapid pace of MEMS advancement is not solely driven by business. There 

is, in general, an advantage to size reduction as the scaling of the transduction 

mechanism, device design, and material properties produce favorable results. Due to 

the magnitude of the scaling, macroscale phenomena and intuitions may often not 

apply to these devices. Some potential advantages of scaling are: (1) Scaling MEMS 

to densities approaching the defect density of the material will increase the reliability 

of devices, the mechanical strength of an object is reduced only by its dimension 

compared to the inertial force that it can generate which is decreased by its  

dimension cubed. (2) Reynold’s number scales with dimension causing fluid flow to 

become more laminar. (3) Finally, increased surface area-to-volume ratio will 

increase thermal transfer [1].  

Finally, due their small size and low power, MEMS devices are deployable. 

They can be used in multi function systems such as smart dust and can be used to 

remotely monitor environmental conditions for military and industrial purposes. 

Some notable commercial successes of MEMS devices include accelerometers, 

gyroscopes, optical projection systems, and pressure sensors. These examples all 

benefit from cost and scaling advantages as described above.  

1.2.2.    MEMS Fabrication 

One of the reasons for the rapid growth of MEMS development is due to the 

maturity of the IC fabrication process. Traditional MEMS devices have utilized the 

same materials as semiconductor computer chips not only due to compatible systems 

integration but also taking advantage of the research and funding that has been 

invested to establish the microelectronic industry. The same tools used to perform 
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lithography, thin-film deposition, and etching for CMOS devices are used to fabricate 

the mechanical elements of MEMS devices as well.  

The MEMS industry has since developed some specialized fabrication 

processes that are tailored to MEMS devices, enabling the fabrication of 3D 

mechanical devices surpassing the limitations of 2D CMOS processes. These MEMS 

fabrication processes can be categorized into bulk micromachining and surface 

micromachining.  

Bulk micromachining techniques refer to fabrication techniques that involve 

the “bulk” substrate material. Bulk micromachining can be used to form holes or 

trenches in the substrate. Often time, it can be used remove the substrate beneath a 

MEMS device, known as undercutting, in order to obtain a released free standing 

structure enabling physical movements. The substrate material is removed by either 

wet etch processes with liquid etchants or dry etch processes with vapor or plasma 

reactants. Specific silicon substrate removal chemistries have been developed to be 

compatible with CMOS processes. An example of a device fabricated using the bulk 

micromachining technique is the pressure sensor that utilizes a pressure sensitive 

membrane after the substrate beneath has been etched out.  

Surface micromachining techniques refer to fabrication techniques that are 

done on the surface of the substrate. In order to fabricate released devices, a 

sacrificial layer needs to be deposited onto the substrate beneath the device and then 

undercut for release. In general, surface micromachining is more compatible with 

traditional CMOS process due to their common fabrication processes and materials 
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used. This method is often used for capacitive and electrostatic devices that require 

high resolution and control, such as the comb-drive actuator [20]. 

1.2.3.    Optical MEMS 

A subset of MEMS is optical MEMS, often known as micro-opto-

electromechanical systems (MOEMS), which deals with light generation, 

manipulation, and detection using microstructures. As the name states, MOEMS are 

systems that integrate optical, electrical and mechanical functions. Optics provide 

great potential in the areas of data transmission, display, and sensor technologies [21]. 

 Traditionally, the main drawback to optical communication system is the 

requirement for optical signal to be translated to electrical domains for switching or 

routing functions before they are translated back to the optical domain. These 

intermediate optical-electrical-optical translation stages will limit the speed of the 

overall system. In order to take full advantage of the speed of optical communication, 

optical-optical insertions are desired, eliminating any electrical conversion or 

processing and replaced by all-optical processing. 

 Most optoelectronics devices are wavelength and/or polarization dependent 

complicated optical-electrical processing. However, MOEMS devices offer an 

additional method of optical manipulation by physically altering its path. Since 

MOEMS device dimensions and displacement are on the same order of magnitude as 

the optical wavelength, they can provide great precision and accuracy. MOEMS can 

be divided into two main categories: free-space and guided optics. 

 In free-space optics, light is generally guided and steered by means of mirrors 

and lenses. Free-space optics is used when physical connection is impossible or 
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impractical, such as in the case of communication between spacecrafts or connection 

between very large networks.  Free-space optics is required to be compatible with 

industry standard single mode fibers for communication applications. In order to meet 

standard insertion loss for telecommunication standards, free space optics 

components, such as microlenses, are required to prevent excessive losses from 

divergent propagation.  

 Another drawback of free space optics is the difficulty of packaging. Although 

free space MOEMS can increase complexity and functionality of the device, it also 

requires tight alignment specifications in all three dimensions. Tight specifications 

lead to high cost and strict fabrication tolerances [22].  

An example of a free-space MOEMS is the Texas Instruments Digital 

Micromirror Device
TM

 (DMD
TM

) used in the Digital Light Processing (DLP) 

projection technology. The DMD chip is composed of tens of thousands of 

micromirrors, where each micromirror on the chip represents one display pixel. The 

micromirror actuator is driven between binary state, reflecting light towards and away 

from the pupil of the projection lens. The gray scale in between is achieved by binary 

pulsewidth modulation of the incident light [23].  

 

Figure 1.2 Diagram and SEM of Texas Instruments DMD
TM

 [24] 
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Figure 1.3 Picture of Lucent WaveStar lambdaRounter
TM

 [25] 

 

Lucent’s WaveStar
TM

 LambdaRouter, a 256 channel all-optical router capable 

of handling over 10 Tb/s of network traffic, is another MOEMS device that is based 

upon the principle of tilting micromirror arrays. Its analog two-axis micromirror 

performs non-blocking transmission through free space onto another array of 

positionable mirrors which then direct the beams to the output port. A Fourier lens is 

placed between the micromirrors to reduce the required tilt of the mirror and beam 

size [25]. 

Guided optics utilizes mechanical waveguides to determine the direction of 

propagation of the signal. Due to the required in-plane confinement of light, the 

communication channel density per chip decreases but it presents a simpler and 

straightforward integration and packaging scheme. Optical components can all be 

integrated in-plane using MEMS fabrication. An edge-emitting laser, active amplifier, 

mechanical switches, and a tunable filter can be monolithic integrated using MEMS 

technologies [26].  
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A drawback of guided optics is the increase in optical loss. The loss associated 

with guided optics is dominated by waveguide sidewall and facet roughness which 

causes scattering loss. In general, the loss associated with free-space mirrors is much 

less than the scattering loss since the surface roughness is orders of magnitude 

smoother than the sidewall roughness.  

Popular designs of 1x2 switch are shown in Figure 1.4 and Figure 1.5, where 

an input waveguide is actuated to couple light into two output waveguides by aligning 

the output and input facets. The input waveguide is actuated electrostatically. By 

cascading similar 1x2 switches, Ollier et al. [27] have demonstrated a 1x8 optical 

switch with an insertion loss of 1.5 dB.  

The 1x2 switches shown in Figure 1.4 and Figure 1.5 are fabricated in gallium 

arsenide (GaAs) and indium phosphide (InP), respectively [28, 29]. MOEMS are 

made of various materials depending on their application or level of integration. 

Materials can be wide ranged, including silicon, polymers, dielectrics, and III-V 

materials. There is a particular interest in III-V MOEMS because of the ability to 

monolithically integrate active and passive optical devices. 
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Figure 1.4 SEM imaging of GaAs MOEMS 1x2 switch [28] 

 

 

Figure 1.5 SEM image of an in-plane 2x1 optical switch [29] 

 

1.2.4.    III-V Monolithic Integration 

III-V semiconductors are unconventional MEMS materials that are used 

because of their direct-bandgap properties [22]. Monolithic integration is a key 
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advantage to MEMS system integration and packaging. However, monolithic 

integration of active optical components is close to impossible in traditional silicon 

substrate due to its indirect bandgap properties. As a result, compound 

semiconductors from group III and group V of the periodic table, called III-V 

semiconductors, are used to monolithically integrate both active optical elements with 

passive optical elements, such as optical sources and waveguides. III-V 

semiconductors include InP, GaAs, InAs, InGaAsP, InSb, and GaN [30-33]. 

As a result the direct bandgap transition, electrons recombine with holes and 

efficiently emit photons, generating light. In indirect bandgap semiconductors, like 

silicon, direct recombination requires a change in momentum, generating phonons 

rather than photons [34].  

In addition to having direct bandgap properties, III-V materials have positive 

attributes for device fabrication. The customization and the tuning ability of the 

material properties, such as stress, bandgap, and lattice constant, in compound 

semiconductors is a great advantage when using these materials. Two common 

growth techniques, molecular beam epitaxy (MBE) and metalorganic vapor phase 

epitaxy (MOVPE) [35], have been developed to control the growth and composition 

of these semiconductors. Below is a list of advantages due to the controlled growth 

and composition of III-V materials: 

(i) Tuned Etch Selectivity 

The composition of the grown III-V semiconductor layer can tune the etching 

selectivity between the layers, allowing the developments of sacrificial layers and 

etch stops. For example, close to 100% etch selectivity can be realized between InP 
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and InGaAs layers using HF:H2O2:H2O (1:1:8) or H2SO4:H2O2:H2O (1:1:20) wet 

etch, achieving atomic-level surface roughness and undercutting to release movable 

devices [36]. Taking advantage of the high selectivity, mirror like surface, and 

accurate thickness of epitaxial growth technique, optical filters and distributed Bragg 

reflectors (DBR) have been developed and demonstrated [37], see Figure 1.6.  

 

Figure 1.6 Picture showing selective etching between InP and GaAs [37] 

 

(ii)  Tuned Bandgap 

 MBE and MOVPE have been used to grow materials with varying bandgaps 

and lattice constants, as shown in Figure 1.7. Since most III-V materials are direct 

bandgap semiconductor compounds, they are ideal for generation, manipulation, and 

detection of light over a wide range of wavelength.  
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Figure 1.7 Diagram showing the relationship between material composition, lattice constant, 

and bandgap for some common III-V compound semiconductors [38] 

 

(iii) Single Crystalline Growth 

 III-V semiconductor layers can be grown lattice matched, resulting in single-

crystal device layers. The uninterrupted crystal lattice in the solid with no grain 

boundaries provides significant advantages on the physical and electrical properties. 

Increase in electron mobility, decrease in optical loss, and atomically smooth cleaved 

surfaces are just a few of these advantages [39]. The lattice matched growth allows 

multilayered lattice matched devices and lattice matched sacrificial layers, enabling 

single crystal released waveguides. While Bakke et al. [40] utilized GaAs/AlGaAs as 

the top waveguide layer and sacrificial layer, respectively, Pruessner et al. [29] and 

Siwak et al. [14] demonstrated it using InP and GaAs layers. 

1.2.5.    MEMS Resonator Sensors  

MEMS resonator sensors are promising and developing sensor technology 

that combines the advantages of small size, scalability, tunability, low-powered, and 
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portability. The ability for the MEMS device to be mass produced and tailored to 

specific applications is an advantage over other sensors. Its competitors consist of 

using macro capacitive, resistive, bulk resonance, and optical methods to transduct 

the presence of the analyte into a readable signal. Some of these techniques are 

proven technologies that offer great sensitivity; however, they lack the ability to be 

easily integrated with its support equipment, limiting their use for large-scale 

integration and portable and deployable systems [4].  

 

Figure 1.8 Schematic showing the principle of operation of a transducer [4] 

 

MEMS resonator sensors were first developed in the 1960’s by Nathanson 

[41] and Howe [42], who demonstrated vapor sensing using resonant gate transistors. 

The advantage of these microresonators is their ability to detect label-free analytes 

and be fabricated in large high density arrays for simultaneous sensing operations. 

Since then, variants of the doubly clamped beams have been developed [43], 

including singly clamped beams [44], known as cantilevers, and membrane resonators 

[45].  

MEMS resonators can sense the presence of analyte using static and dynamic 

testing methods. For most sensing applications, the analyte is required to attach to the 
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receptor layer that is deposited on the surface of the cantilever. Depending on the 

sensing application, the receptor layer can be tailored or functionalized. Sensing by 

static testing method monitors the cantilever bending due to the change in surface 

stress caused by the analyte attaching to the receptor layer. This method can be very 

sensitive. However this method requires large external equipment for high resolution 

and sensitivity detection [4]. The dynamic testing method monitors the change in 

resonant frequency caused by the change in mass of the resonator. The detection of 

resonant frequency shift can be extremely sensitive under ideal conditions, such as 

vacuum or ultra high vacuum, where the air dampening is minimal and the quality 

factor is at its maximum. Although the resonators can achieve sensitivity as high as 

attograms (10
-15

 g) [46], most sensing devices are expected to function in ambient air, 

where dampening and reduction of the Q factor occurs. A more practically achieved 

sensitivity is on the order of picograms (10
-12

 g) [47]. 

 

Figure 1.9 Cantilever sensor detection of (left) single E. Coli cell (600fg) and (right) 

chemisorptions of thiols on gold (0.39ag) [4] 

 

While resonators in ambient air face dampening which decreases the 

sensitivity of the sensor, liquids incur larger damping, which decreases the sensitivity 

further. As a result, there have only been a few demonstration of dynamic resonator 

sensing in liquid [7]. Recently, there have been demonstrations of resonator sensors 
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taking advantage of this dependence on the surrounding fluid to sense the viscosity by 

monitoring the change in resonant frequency and quality factor [49].  

Some applications of resonator sensors include pressure [48], pH [49], 

temperature [50], and chemical and biological molecules [51] sensors. Typical 

resonator biosensors detect DNA [52], bacterial viruses [46], enzymes [53], cells 

[54], and pathogenic proteins [55], for diagnostic, prevention, and investigation 

applications. Limitations of this technology lie in the selectivity of the receptor layer 

and the sensitivity and resolution of the resonator’s readout mechanism. 

1.3. Device Readout 

1.3.1.    Overview 

Resonator sensors require a displacement readout mechanism for both testing 

methods, as detailed in section 1.2.5 to determine the displacement of the resonator. 

The readout mechanism is often the limiting factor that determines the sensitivity of a 

sensor, which is based on its accuracy and the precision. There are many different 

readout mechanisms, including piezoresistive, piezoelectric, capacitive, and optical, 

each with their respective interfacing circuits [4].  

1.3.2.    Piezoresistive Readout 

Piezoresistive readout mechanisms utilize the change in piezoresistive 

material resistance based on the applied mechanical stress. The change in resistance 

caused by resonator actuation can be straightforwardly monitored by resistor 

measurement circuits. A typical measurement circuit is the Wheatstone bridge [56], 

which utilizes three known resistances to measure the unknown resistance. A simple 
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form of piezoresistive material is doped silicon, with typical square resistance on the 

order of several hundred ohms. However, parasitic and electric noise and interference 

limits piezoresistive measurement sensitivity. 

 

Figure 1.10 Schematic of a piezoresistive readout method and an interfacing Wheatstone 

Bridge circuit and micrograph  showing a piezoresitive cantilever [4]  

 

1.3.3.    Piezoelectric Readout 

Piezoelectric readout mechanisms utilize the change in electric potential 

across the piezoelectric material due to applied mechanical stress. This potential is 

seen across the stressed material due to the separation of charge across the crystal 

lattice [57]. The potential is read across an open-circuit and often amplified. 

Piezoelectric sensors are used in pressure sensors, typically microphones. This 

measurement technique suffers from the same drawbacks as piezoresitive readout.  

 

Figure 1.11 Schematic of a piezoelectric readout method and an interfacing differential 

amplifier circuit and micrograph showing a piezoelectric beam resonator [58] 
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1.3.4.    Capacitive Readout 

Capacitive readout is often used for resonators due to the simplicity of its 

implementation. This measurement scheme requires two conductive plates that are 

integrated into the device design. The resonator displacement causes a change in 

capacitance due to the change in distance between the parallel plate capacitors. The 

change in capacitance can be measured by very sensitive capacitance measurement 

circuits. Typical devices use current conveyors to collect the induced current due to 

changes in capacitance with respect to time. Capacitive readout has shown to be an 

effective technique, but still suffers from electric noise and parasitic capacitance 

effects. The gain of the current conveyor is also highly dependent on the parasitic 

layout of the circuit, influencing the spectral resolution of capacitance measurement 

[59]. 

 

Figure 1.12 Schematic of a capacitive readout method and a possible interfacing circuit 

 

1.3.5.    Optical Readout 

There are numerous optical readouts used in resonator sensing. One of the 

most sensitive readout method is shinning a laser onto the surface of a cantilever and 

collecting the light reflected onto a position sensitive detector (PSD) [60]. This 

measurement method is employed in atomic force microscopy (AFM), possessing 
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high displacement measurement resolution. The measurement’s main drawback is its 

requirement of large bulky external equipment that limits its application: (1) outside 

of a laboratory environment and (2) large resonator array integration. In addition, the 

stringent laser alignment accuracy onto the surface of the resonator limits the 

minimum resonator size, and potentially the sensitivity of a sensor. 

 

Figure 1.13 Schematic of an optical readout method and an interfacing transimpedance 

amplifier circuit 

 

A second optical readout measurement is by interferometry [52], which 

utilizes the interference pattern of coherent light to measure displacement. By 

monitoring the interference patterns, ultra-sensitive displacement resolution can be 

achieved. Optical interferometry possesses similar limitations as AFM technique, 

requiring large and bulky external equipment found in a laboratory setting.  

In plane optical coupling possesses the typical high resolution associated with 

optical readout method but eliminates the need for extensive free-space optical 

equipment. In plane optical coupling consists of a cantilever that doubles as an optical 

waveguide and a fixed output collector waveguide. By monitoring the coupling 

change across the air gap, the misalignment can be inferred and calculated. This 

measurement technique has been chosen for the experiments in this work and will be 

further described in Chapter 2 [14]. 
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The interfacing circuit used by optical readout methods is a transimpedance 

amplifier that receives the current signal from the photodetector and produces a 

voltage output. Transimpedance amplifiers can be implemented using an operational 

amplifier and a resistor.  

1.3.6.    Feedback Circuit 

The development of an interfacing circuit provides real-time displacement 

output which enables the development of feedback systems [10, 11]. Feedback 

systems are used to enhance the functionality of the system and at the same time 

eliminate the use of external equipment, allowing future system on-a-chip integration. 

Sensitivity enhancements [12] and autonomous resonant frequency tracking [13] are 

examples of enhancements demonstrated by the use of feedback systems. 

There are many types of feedback circuits employed for the detection and 

tracking of the resonant frequencies. A universal feedback circuit design cannot be 

established due to the variation in resonator properties, designs, and functionalities. 

There are two popular designs implemented: (1) direct resonance oscillator (DRO) 

and (2) phase locked oscillator (PLO) [61].  

The DRO design executes a self-excitation algorithm that utilizes the resonant 

displacement signal caused by ambient energy to drive the resonator at its resonant 

frequency by adjusting the actuation signal’s gain and phase [8]. The DRO can be 

implemented multiple ways. A common design consists of connecting an amplifier to 

the interfacing circuit, then serially connecting a phase shifter before feeding the 

signal back to the resonator device as the actuation signal. One or multiple differential 
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operational amplifier(s) are used in the amplifier stage. A loaded-line phase shifter or 

an all-pass filter can be used as the phase shifter stage [11, 13, 62, 63].  

 

Figure 1.14 A block diagram showing the components of a DRO feedback system [62] 

 

The PLO consists of a phase locked loop (PLL) and a phase shifter connected 

in series. PLL is a control system that generates a signal that has fixed phase 

relationship as a reference signal. The PLL circuit locks onto the frequency and phase 

of the reference signal, the resonator displacement signal in this case, and 

automatically changes the frequency of a controlled oscillator until the generated 

signal matches the reference signal. A PLL generally consists of a phase detector, low 

pass filter, and voltage controlled oscillator (VCO). The VCO generates a periodic 

signal based on a controlled voltage input obtained from the low pass filter. If the 

oscillatory signal falls behind the reference signal, the low pass filter receives an 

increase voltage from the phase detector, thus increasing the VCO’s output 

frequency. Likewise, if the oscillator signal creeps ahead of the reference signal, the 

low pass filter obtains a signal from the phase detector to decrease the VCO’s output 

frequency. The matched oscillatory signal is then phase shifted, similar to that of the 

DRO, and fed back to the resonator as the actuation signal.  
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Figure 1.15 A block diagram showing the components of a PLO feedback system [61] 

 

The main difference between DRO and PLO is that DRO utilizes the signal 

generated by the resonator itself to drive the resonator. Whereas, the PLO matches the 

signal generated by the resonator via a PLL and drives the resonator by the output 

signal of the PLL. The PLO provides an output signal, which feeds into the VCO to 

detect and track the resonant frequency of the resonator. A PLO system requires an 

additional component such as an external spectrum analyzer or on-chip frequency 

counter to determine resonant frequency.  

Tailored amplitude and phase compensation stages are required for both 

feedback circuit designs since correct amplitude and phase relationship need to exist 

to sustain actuation at the resonant frequency. Since each device requires a unique 

circuit to be design, these feedback systems cannot be used universally for readout 

and control [8]. An adaptive feedback circuit that can accommodate a wide range of 

resonator designs and resonant frequencies would circumvent these constraints and 

establish a single feedback circuit for a large number of resonators. 
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1.3.7.    Integration 

MEMS devices and microelectronics can be integrated by monolithic 

integration or hybrid integration, with system in package (SIP) and system on chip 

(SOC) technologies, respectively. Monolithic integration combines MEMS devices 

with control electronics in the same fabrication and packaging process. Hybrid 

integration combines the two technologies, post-fabrication, in the same packaging 

process. Monolithic integration offers reduced parasitic capacitance, high reliability, 

high density, small device footprint, and increased performance, such as increased 

speed and reduced noise. Hybrid integration is used to integrate different substrate 

materials and incorporate incompatible fabrication processing steps. Cost can 

influence the method of integration used, as the cost of manufacturing can vary 

according to the method and approach used during fabrication and packaging.  

(i) Monolithic Integration 

There are three basic approaches to monolithic integration: “microelectronics 

first”, interleaved, and “microelectronics last”. “Microelectronics first” entails 

completing the fabrication of the microelectronics using standard CMOS technology 

first before the fabrication of the MEMS device. A passivation layer is deposited onto 

the microelectronic region to protect it during the MEMS fabrication procedure. To 

make electric connections to the circuit windows can be etched through the 

passivation layer or it can be stripped off completely. When using this approach, the 

high temperature processes used during MEMS fabrication need to be minimized to 

prevent damage to the CMOS components. Annealing for stress relief in thin films is 
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an example of a high temperature process which is above the melting point of 

aluminum interconnects. In addition, high temperature can also strongly affect the 

performance of CMOS devices due to further drive-in of dopings. Researchers have 

developed novel methods to overcome some of these challenges. Tungsten has been 

used to replace aluminum metallization in CMOS, withstanding subsequent high 

temperature processes [64]. Low temperature depositions, below 450
o
C, of thin films 

have also been recently developed in order to be compatible with conventional 

aluminum layers in CMOS technology [65]. 

 

Figure 1.16 Schematic of a monolithically integrated system [66] 

 

The interleaved approach tries to accommodate the fabrication processes of 

MEMS and microelectronics simultaneously. Interleaved approach is not suited for 

all designs, since the fabrication specification and process order is very stringent. The 

interleaved approach often requires many iterations of passivation deposition and 

removal to protect and expose different regions of the chip as the process interleaves 

between the two subsystems.  
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Sandia National Laboratories (SNL) introduced a third approach, 

“microelectronics last”, to prevent the negative effects on microelectronics due to 

MEMS fabrication steps [65]. All MEMS fabrication is completed first, followed by 

the microelectronics, eliminating all problems associated with high temperature 

annealing. This approach can be limited due to the non-planar structures caused by 

extrusions of the structures out of the wafer surface causes step coverage, stringers, 

the pooling of photoresist problems. To overcome this issue, SNL etched a shallow 

trench below the surface of the wafer. After the fabrication of microstructures in the 

trenches, sacrificial oxide was deposited in the trenches and then planarized using 

chemical-mechanical polishing (CMP). The wafer, with embedded microstructure, is 

now planar and ready for CMOS processing [64, 65]. 

(ii) Hybrid Integration 

Even with the recent development of monolithic integration, there are still a 

number of situations that require the use of hybrid integration. For example, it is not 

feasible to integrate optoelectronics with microelectronics on the same substrate. In 

this case, multi-chip bonding is required during packaging. MEMS fabrication often 

requires CMOS incompatible materials that can contaminate critical processes. As a 

result, devices are required to be fabricated separately and assemble together post-

processed. There are two methods of making interconnections between chips, wire 

bonding and flip chip bonding. 

1.4. Thesis Organization 

 This thesis will be organized as follow. Chapter 1 gives a background for this 

research and establishes the motivation behind this project. The second chapter will 
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describe the design and functionality of a resonator. More specifically, an optical 

chemical sensor resonator, which will be used as the main platform to test and 

ultimately integrate with the feedback circuit, will be described in detail. The third 

chapter will present the design of the feedback circuit, starting from the optimization 

algorithm used and followed by its circuit implementation. PSPICE simulation of the 

circuit will be shown. Based on the simulation results, challenges and critical 

parameters will be presented. The fourth chapter will describe the testing of the 

feedback circuit. The experimental setup and two testing procedures are presented, 

followed by the results of the testing and its analysis. The fifth chapter will introduce 

and discuss electrospray deposition (ESD) processes and their characterization for use 

with MEMS fabrication. The final chapter, chapter six, will give a summary of the 

research presented in this thesis. Future work will be presented, followed by a brief 

analysis of the potential impact of this work and the final conclusion. 
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Chapter 2. Resonator 

2.1. Introduction 

A III-V resonator microsystem was chosen as a platform to test and characterize 

the development of the enhancements outlined in this thesis. The microsystem 

consists of a MEMS cantilever waveguide resonator sensing platform utilizing III-V 

Indium Phosphide (InP) as a substrate material. This cantilever waveguide resonator 

was chosen for its high sensitivity and ability to be integrated into a sensor 

microsystem.  The cantilever sensor, actuated electrostatically, was first presented in 

[36]. 

2.2. Electrostatic Force 

The electrostatic force produced by an applied voltage is analyzed here using a 

first-order model. The voltage is assumed to be applied to a capacitor formed by a 

capacitor plate and a parallel fixed structure. The two planes of the capacitor are 

assumed to be ideal plates with air dielectric in between. In this analysis, uniform and 

constant electric fields are assumed and fringing fields at the edges are ignored. The 

force is calculated for a static cantilever where the distance between the parallel 

plates is kept constant. The change in distance caused by the electrostatic force is 

ignored. The table below lists the variables involved in the analysis. 
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Table 2-1. Table of Variables I 

Symbol Definition 

V applied voltage 

C capacitance 

Q charge of capacitor 

W electrostatic potential energy stored in a capacitor 

F force between plates 

y distance between plates 

A area of plates 

εo dielectric permittivity of the capacitor 

 

Equation 2-1 gives the accepted electrostatic potential energy stored in a 

capacitor given the capacitance and an applied voltage. The force between the 

capacitor plates can be derived from the spatial dependence of the potential energy 

given in Equation 2-2. dC/dy can be calculated from Equation 2-3, the capacitance of 

an ideal parallel plate capacitor with two parallel plains of area A, separated by a 

distance y. By using Equation 2-2 and Equation 2-1, the force between the capacitor 

plates can be estimated by Equation 2-4. 
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2.3. Cantilever Beam Theory 

The first order analysis of cantilever beam theory is presented here. The 

assumptions made in this analysis include: the length of the cantilever is much longer 

than its width and thickness, the bending of the cantilever in negligible compared to 

its dimension, and the clamped end of the cantilever is fixed. These assumptions 

simplify the calculation and enable a closed form solution. This first order analysis is 

only used to estimate the cantilever displacement and its resonant frequency to give 

an approximate range of cantilevers that the feedback circuit can operate with. Below 

is a list of variables used in the analysis with their definition. 

Table 2-2 Table of Variables II 

Symbol Definition 

L cantilever length 

H cantilever thickness 

W cantilever width 

I Moment of Inertia 

E Young’s Modulus 

Ρ volume mass density 

v Poisson’s ratio 

x distance in the x-axis 

w displacement from the neutral axis 

z distance in the y-axis 

P force per unit area 

ε strain 

keff effective spring constant 

 

 
Figure 2.1 Diagram showing (left) beam position at no load condition and (right) beam 

bending in the z-direction at distributed load condition 
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According to Senturia [67], the bending of a cantilever beam can expressed as 

Equation 2-5, assuming distributed load across the beam. Based on the previously 

stated assumptions, the boundary conditions of the beam are ��0� � 0 and 
���	�
�
 � 0. 

Applying these conditions to Equation 2-5, the displacement along the x-direction can 

be given by Equation 2-6 for a given load P. I is the cantilever’s moment of inertia 

about its neutral axis expressed as, 

Equation 2-5 

� � �
�
12  

 

The cantilever max displacement, at its tip (x=L), can be derived by 

substituting in L for x, and I (Equation 2-4) and P (Equation 2-4) into Equation 2-6. 

Using this expression, the maximum cantilever displacement of various geometries 

can be calculated, which will help determine the range of cantilevers suited for the 

feedback circuit.  
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Figure 2.2 shows the dependence of displacement with respect to the 

cantilever length. Displacement on the order of device dimension is not properly 

estimated since the model only assumes small displacements. Figure 2.1 also shows 



 32 

 

the dependence of applied voltage, varying from 5V to 15V, voltage typically 

available in electronics.  

 
Figure 2.2 Graph showing relationship between cantilever length and tip displacement for an 

applied voltage of 26V.  

 

If a single point on the beam was observed, the cantilever behaves like a linear 

spring, with a spring constant keff, expressed in Equation 2-7. If the displacement at 

the tip of the cantilever is considered (x = L), plug in Equation 2-6 into Equation 2-7 

and solve for keff, we arrive at Equation 2-8, which will be useful to derive the 

resonant frequency of the cantilever 

Equation 2-9 
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The resonant frequency of a standard lumped mass-spring system is

mko /=ω , assuming there is no dampening. Lumped mass-spring system model 
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cannot be applied to a cantilever because the cantilever mass is distributed across the 

entire cantilever where each point along the cantilever is oscillating. To calculate the 

resonant frequency of a cantilever, the Rayleigh-Ritz method is used. The method is 

based on the fact that in oscillating system, energy is transferred periodically from 

elastic and kinetic energy. Thus, by setting the maximum kinetic energy to maximum 

elastic energy, the resonant frequency of the device can be found.  

Kinetic energy of the cantilever can be calculated by integrating point kinetic 

energy over the entire volume, given in Equation 2-11. w(x,t), the displacement of the 

cantilever from equilibrium at point x along the cantilever is given by 

w(x,t)=w(t)cos(ωt) for harmonic oscillation. Using w(x,t) in Equation 2-11 gives 

Equation 2-12. Similarly, elastic energy can be obtained from Equation 2-13, 

integrating point elastic energy over the entire cantilever volume, where 

2
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By setting Wk,max = We,max and utilizing Equation 2-7, cantilever’s resonant frequency, 

ωo, can be derived. The solution, given in Equation 2-13, can be solved analytically.  
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2.4. Optical Modeling 

The resonator sensor platform that the feedback circuit is controlling utilizes 

an in-plane optical readout that is discussed in Chapter 1. A schematic of the 

operation of optical coupling between the cantilever waveguide and the collector 

waveguide is shown below.  

 

Figure 2.3 Schematic showing the optical coupling and waveguide misalignment between the 

cantilever waveguide and the collecting waveguide 

 

The coupling across the gap is dependent on the gap distance and the 

misalignment of the cantilever waveguide. The misalignment can be due to residual 

stress caused by fabrication processes or by electrostatic actuation. The analysis 

below will estimate the percentage of coupling loss due to waveguide misalignment. 

This optical model will be calculated with the displacement analysis, derived in the 

previous section, to obtain a relationship between the coupling losses with applied 

voltage for a specific cantilever. The result will estimate the required applied voltage 

based on the sensitivity of the photodetector. 
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The optical coupling loss is obtained by calculating the optical overlap 

integrals, based on the assumption of free space Gaussian beam propagation in the 

axial (z) waveguide direction [68]. Although the optical waveguide were not 

specifically designed for single mode propagation, Gaussian beam is still assumed. 

The field of the input and output wave is given by the Gaussian beam equations 

(Equation 2-14 and 2-15) as a function of x, y, z.  
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Where H(z) and W(z) are the beam width in the x and y direction respectively as a 

function of propagation in the z-direction.  

Equation 2-16 
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Equation 2-17 
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Equation 2-18 
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Where h and w are the thickness and width of the cantilever, respectively, z is 

the air gap distance, and n and k are the refractive index of the cladding and the 

propagation constant, respectively. While the Gaussian beam of the output wave will 

be shifted by the misalignment in the x-direction, xo, caused by electrostatic force, the 

Gaussian beam of the input wave will not have any shift because it is fixed. The z-

dependent phase front curvature is given by Equation 2-18. The mode overlap formed 

between the cantilever waveguide and the collecting waveguide can be given by 

Equation 2-19 [68]. 

Equation 2-19 
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Equation 2-19 is calculated in MATLAB and its misalignment versus coupling loss is 

shown in Figure 2.4 
 

Maximum tip displacement due to electrostatic actuation, w(L), as define by 

Equation 2-8, can be plugged into Equation 2-19 as xo, to determine the relationship 

between applied voltage and coupling loss, Figure 2.5.  
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Figure 2.4 Graph showing the relationship between cantilever misalignment and coupling loss 

(L=50um, H=1.4um, W=1.2um, and Gap=0.6um) 

 

 
Figure 2.5 Graph showing the relationship between applied voltage and the coupling loss 

across the gap due to electrostatic displacement (L=50um, H=1.4um, W=1.2um, and Gap=0.6um) 

 

2.5. Discussion 

The result of the derivation and simulation shows the relationship between 

device dimensions and its resonant frequency. The calculated resonant frequency 

presented above does not accurately calculate the peak frequency of the cantilever 
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(the actual measureable resonant frequency), because the calculated resonant 

frequency does not take into account damping force such as air friction and energy 

dissipation in the cantilever material. The damping forces are difficult to solve 

analytically and are typically estimated empirically. The peak force, sometimes called 

the damped resonant frequency, is very similar to the calculated resonant frequency in 

practice. As a result, the calculated resonant frequency is taken as the theoretical 

resonant frequency in this work. 

The analysis also revealed that there are physical limitations to the 

functionality of the resonators. Shorter cantilevers exhibit higher resonant frequencies 

and require higher forces displace them. This places a limitation on the range of 

devices capable of integrating with any circuitry due to limited frequency response of 

components and available maximum voltage. The frequency response of the circuitry 

will limit the driving frequency, while the applied voltage will be limited by the 

circuit rails.  Maximum actuation voltage will determine the maximum cantilever 

displacement. Minimum required displacement is dictated by the photodetector 

sensitivity. As a result, short cantilevers may be incompatible with the feedback 

circuit. The exact size limitation will be empirically determined since the sensitivity 

of the photodetector and noise of the system is too difficult to predict analytically. 
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Chapter 3. Feedback Circuit Design 

3.1.Introduction 

Circuit designers have developed CMOS circuitry for integration with 

microresonators, most often to achieve an on-chip system without the reliance on 

external instrumentation, enabling the entire system to be miniaturized, portable, and 

autonomous [5]. CMOS circuits have been shown to optimize the system by 

increasing resonator displacement read-out resolution [6], enhancing the quality (Q) 

factor of resonators [7, 8], and compensating for parasitic capacitive effects [5]. 

Detecting the natural frequency of a resonator is an integral part of their realization in 

cases such as to perform timing, to generate oscillation, and to sense analytes [9]. In 

addition, circuit integration can provide real-time outputs which enables the 

development of feedback systems [10, 11], enhancing the functionality of the system. 

This includes device sensitivity enhancements [12] and autonomous resonant 

frequency tracking [13]. 

3.2.Hill Climbing Algorithm 

3.2.1. Concept 

A hill climbing algorithm is a simple optimization technique that is used to 

locate the local extrema of a system. This algorithm is mostly used in computation 

and search algorithms [87, 88], targeting applications such as cost minimization [89], 

real-world modeling [90], and artificial intelligence [91].  

The optimization technique is implemented in our design to locate the local 

maximum amplitude of the resonator system, through which the resonant frequency 
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Figure 3.1 Diagram describing the hill climbing optimization algorithm used to locate the 

maximum amplitude at the resonant frequency.
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of the resonator can be determined. Hill climbing maximizes (or minimizes) a 

function by locally sweeping the value of the function, comparing the present state to 

the past state until an extrema is located. If the present state is preferred over the past 

state, the direction of the local sweep remains the same. However, if the past state is 

preferred, the direction of sweep reverses (see Figure 3.1). More advanced 

optimization algorithms are available which perform similar function. H

to the simplicity of the resonator frequency response and the non-critical response 

time requirement, this simple algorithm is well suited for this application.
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However due 
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time requirement, this simple algorithm is well suited for this application. 

 

describing the hill climbing optimization algorithm used to locate the 

The hill climbing algorithm sweeps a range of actuation frequency starting at 

a random point in a random direction. The algorithm will continue to sweep the 

frequency in the more favorable direction until maximum response is achieved at the 

is reached, a small steady state oscillation will occur 

as the algorithm sweeps around the optimal point, changing directions as it passes the 

apex. The small steady state oscillation around the resonant frequency is averaged 

(running average) to determine an estimate for the resonant frequency based on the 
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assumption that the averaged time period is much smaller than the time required to 

shift the resonant frequency.  

3.2.2. Applications in MEMS 

Optimization algorithms are seldom used in the field of MEMS for device 

operation, with most examples in design parameter optimization [92] and device 

calibration [93]. 

3.3.Circuit Implementation 

3.3.1. Overview 

The hill climbing algorithm is implemented using a four-stage feedback 

mixed-signal circuit, consisting of an amplitude detector, a differentiator, logic 

control, and a voltage controlled oscillator (VCO) stage, each of which will be further 

detailed in subsequent subsections. The resonator displacement signal is fed into the 

amplitude detector stage as the input of the feedback circuit. Completing the feedback 

is the VCO output that drives the resonator at a controlled actuation frequency (see 

Figure 3.2). The output signal to the system is taken at the VCO input bias voltage, 

which is correlated to the resonator driving frequency. At steady state, the drive 

frequency will be oscillating around the resonant frequency.  The voltages in between 

each stage are labeled as they will be referred as V1 through V5 in the later sections. 



 

 

Figure 3.2 Feedback circuit diagram showing four

resonator sensor 

 

3.3.2. Amplitude Detector

The amplitude detector stage is composed of a high

precision full-wave rectifier, and a low

of the resonator systems of interest ranges from 100 kHz to 1 MHz in frequency and 

exhibits millivolt amplitude, with a constant DC offset. To obtain the amplitude of the 

oscillating signal, V1 is first passed through a high

V/V). The signal is rectified using a precision full

summing two precision half

doubled, see Figure 3.3.  
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Feedback circuit diagram showing four-stage circuit integrated with chemical 
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millivolt amplitude, with a constant DC offset. To obtain the amplitude of the 

is first passed through a high-pass filter and amplified (G=100 

V/V). The signal is rectified using a precision full-wave rectifier, which consists of 

ming two precision half-wave rectifiers, one of which is inverted and amplitude 
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Figure 3.3. Circuit schematic of a precision full-wave rectifier built using two Op-Amps. 

 

The precision rectifier is designed using generic components consisting of two 

high speed, low noise op-amps and diodes. The amplitude of V1 is obtained by 

capturing the envelope of the rectified signal using a simple RC low-pass filter.  The 

RC value was determined using the estimate: 

Equation 3-1 

&' ~ )*/,-,. 

where ωr, ωe are the frequency of the resonator and envelope, respectively. As ωr 

varies by one order of magnitude and ωe remains constant, the RC value remains 

within the same magnitude, still satisfying the used estimate. V2 will have an 

inevitable ripple on the order of 50 mV using this method. 

 

3.3.3. Differentiator 

The differentiator stage, which is composed of low-pass filters and a 

differentiator, determines the change in resonator signal with respect to time. A 

favorable and unfavorable change in response is defined as a positive and negative 

differentiation signal, respectively. The differentiation stage will cause an intrinsic 

gain in the frequency signal. Any high frequency ripple, resulting from the previous 
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envelop-detecting stage, will be amplified by orders of magnitude, drowning out any 

useful differentiated signal. Therefore, low-pass filters are applied to V2 to maintain 

an acceptable signal to noise (S/N) ratio.  

3.3.4. Logic Stage 

 

Figure 3.4. Circuit schematic of the logic stage comprising of a Schmitt Trigger, a T-FF wired 

from a J-K FF, and an RC integrator. 

 

The logic stage determines the direction of sweep based on the change in 

response with respect to time, V3. This stage will trigger a change in direction when 

the differentiation signal changes from positive to negative, but maintain its direction 

for all other circumstances. This stage is comprised of a Schmitt Trigger, a Toggle 

Flip Flop (T-FF), and an integrator (see Figure 3.4). A Schmitt Trigger is a 

comparator with positive feedback which has a tunable threshold (VT = ±(R1/R2)VS) 

that V3 must achieve before the output is triggered. Utilizing the Schmitt Trigger 

provides greater noise immunity compared to that of a regular comparator which 

would cause rapid switching between high and low states due to signal noise.  

The direction of the frequency sweep is based on the direction of signal change as 

determined by a T-FF, which changes state when the T input is held high and the 

clocked input is strobed, described by the characteristic equation 
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Equation 3-2 

/0.12 � 34 / 

If T is held high and the T-FF toggles on positive edge clock, the output 

toggles when the clock goes from low to high. When the Schmitt Trigger output is 

connected to the T-FF clock and low and high states correspond to negative and 

positive differential signal, the T-FF output will toggle when the signal response 

switches from positive to negative. Conversely, a negative change to a positive signal 

results in the output state remain unchanged. The output state of the T-FF determines 

the direction of the driving frequency sweep (high and low correspond to increase and 

decrease in driving frequency, respectively). An integrator is attached in series with 

the T-FF to integrate the digital signal, generating an input voltage bias, V4, serving 

as the VCO input and an output of the resonator feedback system. 

3.3.5. Integrator 

The integrator stage converts the digital signal from the logic stage into an 

analog signal that is fed into the VCO. The digital signal, withholding the information 

of direction of sweep, is integrated causing a decrease or increase in the VCO input 

bias dependent on whether the digital signal is high or low. The integrator used in 

simulation is an active integrator, with a linear integration coefficient of -1/RC. 
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Figure 3.5 Circuit schematic of integrator 

 

However, in actual implementation, a simple RC integrator was used instead. 

This is due to a larger signal noise level on the output of the active integrator 

compared to that of the passive integrator. Because the output frequency of the VCO 

will vary directly with the output of the integrator, the noise level should be kept at a 

minimum to decrease the frequency swing of the VCO. As a result, decreasing the 

noise level has the priority over the linearity of the integration. The linearity of the 

integration will ensure that the rate of increase towards the peak is the same as the 

rate of decrease away from the peak. Although linearity is preferred, the equal rate of 

increase or decrease is not a requisite for the hill climbing algorithm.  

3.3.6. Voltage Controlled Oscillator 

The VCO stage is the driving stage of the resonator feedback system. VCO 

output V5, is an oscillating signal whose frequency is dependent on an input voltage 

bias, V4. The output waveform is a square wave from 0 to 5 V, whose output 

frequency range can be tuned by biasing resistors and capacitors. Further signal 

processing can be performed on V5 following the VCO output if required for driving 

the resonator, such as signal amplification. 
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By sweeping the V4, the frequency response of any resonator in the tuned 

range can be obtained. If the VCO is oscillating around the resonator’s maximum 

response, fo, the resonant frequency can be inferred by monitoring the VCO’s mean 

input bias.  

3.4.PSPICE Simulation 

Initial simulation results showed high noise levels, signal distortion, and high 

current draw. Active low-pass filters were added to eliminate the main source of noise 

due to the differentiation of ripple noise.  The VT of the Schmitt Trigger was raised to 

reduce the impact of signal noise but as a result, caused a delay in signal propagation 

due to the extended time required to achieve the threshold level.   

Signal distortion was also caused by interference between stages caused by 

loading effects. Op amp buffer stages were added between each stage to eliminate this 

distortion. High current draw was observed in the digital stage due to slow rise and 

fall time, Tr = 8.8 µs and Tf =7.6 µs, of the Schmitt Trigger output that was connected 

to the T-FF. The addition of two inverters to pull the signal to rail faster caused a 

decrease of Tr and Tf to 26.8 ns and 21.2 ns, decreasing the total current draw. 

 

Figure 3.6. Hierarchical schematic of the open-loop circuit simulated in PSPICE where the 
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input signal was simulated using amplitude modulated signal 

 

 

Figure 3.7. PSPICE simulation result showing output at every stage of the feedback circuit 

 

The final simulation results, shown in Figure 3.7, demonstrate the successful 

implementation of the open-loop circuit, showing the output at each stage. The 

expected operation of each stage was investigated. The simulation output, at V4, 

switched sweeping direction when the amplitude changed from increasing to 

decreasing, but retained the direction of sweep when the amplitude changed from 

decreasing to increasing. A delay time of 10 µsec was calculated between V4 and V1. 

µsec delay times are acceptable for the designed application, but should be minimized 

as much as possible to decrease oscillation amplitude around the fo. This issue will be 

further discussed in the following sections. 
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3.5.Discussion 

The feedback circuit was designed to autonomously operate a resonator 

sensor, detecting and tracking its resonant frequency. The difference between the hill 

climbing algorithm and existing algorithms is the independence of its driving signal 

from the frequency or phase of the displacement signal. Because only amplitude of 

the displacement signal is taken into account and no correlation in phase is needed 

between the input displacement signal and output actuation signal, a tailored phase 

compensation stage is not required. This eliminates the need of a separate design for 

each resonator and enables a universal feedback circuit for all resonators. The 

frequency sweep allows the feedback circuit to adapt to any peak within the sweep 

range. 

  The limitation of the hill climbing algorithm is solely due to the circuit 

implementation of the algorithm. Due to the non-ideal electrical components, they 

induce time delay, frequency cut off, distortion and loss of signal. As a result, a 

reduced device range can be operated, and they will exhibit decreased sensitivity. 

Under noiseless condition, a comparator (VT  = 0V) can be used to replace the Schmitt 

Trigger, which is needed for this practical case for greater stability under noisy 

conditions. Using a comparator will further reduce the propagation time delay and 

provide smaller amplitude of oscillation around the peak. 

 The PSPICE simulation of the open-loop circuit confirmed the 

implementation of the hill climbing algorithm by locating the maximum amplitude of 

the input signal. The direction of the frequency sweep changes when the maximum 

signal amplitude is detected.  
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As a general optimization algorithm, the input signal to this feedback circuit is 

not restricted to be the displacement signal of a resonator, nor is the algorithm limited 

to the detection and tracking of a resonant frequency. This hill climbing algorithm 

feedback circuit implementation can be applied to be used in any application that 

requires similar optimization. 
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Chapter 4. Detection of Cantilever Resonant Frequency 

4.1.Overview 

The circuit implementation of the hill climbing algorithm was constructed on 

a circuit board and utilized on a III-V optical resonator (optical resonator, see chapter 

2) to detect its resonant frequency. The optical resonator was designed for chemical 

vapor sensing, but it was solely used as a resonator platform to perform and verify the 

detection of cantilever resonant frequency by implementing a hill climbing algorithm. 

To verify PSPICE simulations and the implementation of the algorithm, an 

open loop circuit was first tested. The open-loop setup consisted of a function 

generator signal, Vfg, sweeping the input bias of the VCO at V4. By sweeping the 

input bias, the VCO output provided a square wave actuation, with a signal frequency 

spanning a range determined by the amplitude of Vfg. The VCO output signal drove 

the resonator, which provided a time variant optical coupling. The photodetector then 

provided the displacement response of the resonator, V1, at the input of the amplitude 

detector, where the signal was then propagated through the algorithm. The open-loop 

output signal was readout at the output of the logic stage, which was disconnected 

from the input bias of the VCO. By sweeping a range of actuation frequency, the 

resonant frequency could be detected by monitoring the bias point that produced the 

peak cantilever amplitude response. To autonomously detect and lock onto its 

resonant frequency, a close-loop circuit implementation was required. 
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Figure 4.1 Block diagram of open-loop testing with the microresonator system 

 
Figure 4.2 Block diagram of closed-loop testing after eliminating the function generator and 

connecting Vout to V4 

 

To close the feedback loop, the function generator was disconnected and the 

output of the logic stage, Vout, was connected to the input of the VCO, V4. The closed-

loop setup consisted of only the feedback circuit and the resonator. The output of the 

system was still taken at the output of the logic stage, V4, which should have been 

oscillating with small amplitude around the VCO input bias value, corresponding to 

the cantilever’s resonant frequency.  
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4.2.Circuit Board Construction 

 The feedback circuit was built using discreet IC components on a circuit 

board, powered by ± 12 V analog and 5 V digital rails. A list of electrical components 

used to build the feedback circuit is listed in Table 4-1: 

Table 4-1. List of Electrical Components Used 

Component Value 

Op Amp LM318 

Diode D1N914 

T-FF CD74HCT109E 

Inverters SN74LS04N 

VCO CD74HC7046AE 

 

All electronic components were purchased from Digikey Corp. 

Ideally, the feedback circuit should be implemented on chip and hybrid 

integrated to decrease parasitic effects and noise interference. However, because this 

demonstration is solely for the purpose of proof of concept, the circuit has only been 

built on a circuit board. By designing this circuit on a PCB board or fabricating it on 

chip, it is expected that the noise level and delay time should decrease and thus 

increase the resolution of the feedback circuit.  



 54 

 

4.3.Experimental Setup 

 

Figure 4.3 Diagram of experimental setup 

 

Figure 4.3 is a diagram of the experimental setup. The optical resonator was 

operated by coupling light at 1550 nm wavelength from a tunable laser source (New 

Focus Venturi
TM

 Tunable Laser 1520-1620 nm) into the device using a lensed fiber to 

focus the beam onto the waveguide input facet. A second lensed fiber collected light 

from the output waveguide facet which is then measured with a high speed 

photoreceiver (New Focus Model 11811 IR DC-125 MHz Low noise photodetector). 

Both lensed fibers have a focus spot size of 3.5 µm and a focal length of about 20 µm. 

The analog photodetector output signal is connected to the input of amplitude detector 

of the feedback circuit, V1. The output of the VCO circuit, V5, is applied to the 

resonator as the actuation voltage. A LabVIEW program was designed to log the 

input bias of the VCO, V4, and the optical coupling with respect to time. The data 

were imported into Microsoft Excel where it was analyzed. 

During testing, 10-minute data sets were conducted. Acquisition of VCO input 

bias and photodetector coupling strength were recorded with a sampling frequency of 

2 kHz. Based on Equation 2-13, expected resonant frequencies should range from 2.8 
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MHz to 63.6 kHz for these device lengths, respectively. The biased VCO has a 

resolution of 4.4 mV/kHz from 198 kHz to 971.3 kHz with 1.1 to 4.5 V input and 

RBias and CBias of 152 kΩ and 50 pF, respectively. 

4.4.Open Loop Circuit 

Open-loop design was first tested to verify the PSPICE simulation results. By 

sweeping the input signal, V4, at 1 Hz, the amplitude detector stage observed the 

frequency response of the cantilever within the sweeping range. The open-loop 

frequency scan of DeviceA (W=1.4 µm, L=55 µm, T=1.8 µm) showed a maximum 

amplitude at V = 1.72 V, corresponding to a resonant frequency of 314 kHz. An 

asymmetric resonant frequency peak was observed. This effect was made more 

apparent by observing the amplified differential signal, V3. The divergence slope of 

the peak before fo has a maximum slope of 800 mV and a rise time of 75 ms and 

convergence slope has a maximum slope of -300 mV and a fall time of 100 ms.  

High noise level was an initial concern during testing, causing increased 

circuit instability. The S/N ratio of the differential signal could be reduced by low-

pass filtering, but the signal peaks would be then be distorted. By increasing the 

threshold level of the Schmitt Trigger instead, the logic stage properly determined the 

frequency sweep direction, matching the simulation results. However, a delay of 30 

ms was observed at the output. This open-loop integration of the feedback system 

with the resonator cantilever demonstrated that it was feasible to locate the resonant 

frequency by utilizing the hill climbing algorithm. To autonomously locate and track 

the resonant frequency of the resonator, closed-loop feedback was required.  
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4.5.Closed Loop Circuit 

The closed-loop system was completed by connecting the output signal of the 

logic stage to the input of the VCO, eliminating the simulated VCO input signal 

provided by the function generator. The initial VCO input bias was determined by the 

initial charge stored on the integrator capacitor in the previous stage, which was 

controlled by a potentiometer. After the initial turn-on, the small signal regulated the 

charge across the capacitor, insulating any DC voltage set by the potentiometer seen 

across the capacitor during the later transient and steady state stages. The transient 

and steady state stages are defined here as the operation period before and after 

feedback system has locked onto the resonant frequency of the device.  

The transient stage frequency sweep exhibited a typical RC time constant as 

the integrator capacitor charged and discharged. The direction of the sweep, charging 

or discharging of the capacitor, was random since the initial state of the T-FF was 

random. If the direction of the initial sweep failed to locate a peak in response, the 

integrator would hit a voltage rail until the T-FF was toggled to change the direction 

of the sweep. As the resonant frequency peak was approached, the amplitude detector 

signal increased, creating a positive differential signal. The change from a positive to 

negative differential signal marked the apex of the peak. Due to the high Q of the 

peak, the dramatic decrease in amplitude triggered the Schmitt Trigger as it surpassed 

VT, toggling the VCO to be swept back towards the apex, fo. Operating in steady state, 

the feedback circuit oscillated around fo, the apex of the resonant frequency peak. The 

direction of sweep continuously oscillated towards the direction of fo, and as a result 

the signal was locked onto the resonant frequency, Figure 4.4.  
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Figure 4.4. Output of individual stages of the feedback circuit while locked on to the resonant 

frequency. (a) Output of amplitude detector showing periodic peak amplitude, (b) differential 

signal of the amplitude detector, (c) Schmitt trigger output detecting the direction of the slope 

and (d) input of the VCO showing oscillation around a bias voltage 

 

DeviceA (W=1.4 µm, L=55 µm, T=1.8 µm) had a mean input VCO bias of 

1.721 V, which corresponded to a frequency of 314.0 kHz, a percent error of 1.54% 

compared to its theoretical resonant frequency of 309.3 kHz The oscillation frequency 

around fo was approximately 800 Hz with an amplitude of 21 mV. The standard 

deviation of the input VCO bias’ running average was 0.16 mV, corresponding to a 

frequency of 29.7 Hz.  
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Figure 4.5. Showing a steady state signal around the resonant frequency (314kHz) of a 

L=55µm W=1.4µm and T=1.8µm cantilever. The zoomed in graph shows the oscillatory signal 

around the resonant frequency, which could be calculated by applying a running average.  

 

Six devices ranging in length from 40 µm to 75 µm (W=1.4 µm, T=1.8 µm), 

were tested with the same feedback circuit, resulting in the lock on their respective 

resonant frequencies ranging from 592 kHz to 201 kHz, respectively. The minimum 

time averaged standard deviation of the set was 11.8 Hz for DeviceB (W=1.4 µm, 

L=75 µm, T=1.8 µm). Based on this minimum detectable frequency shift, the mass 

sensitivity of the system was 123 fg.  The maximum time averaged standard deviation 

of these devices was 362 Hz.  
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Figure 4.6. Resonant frequency detection of cantilevers ranging from L=40um to 75um 

together with their theoretical resonant frequency. Error bar for the theoretical values is based 

on 0.1um fabrication tolerance. 

 

Resonant frequency was repeatedly locked onto using the feedback circuit. 

The difference of the time-averaged resonant frequencies between trial runs was 

within the stated standard deviation. Up to 60-minute long data sets were obtained 

with no signs of failure or deviation from the 10-minute scans. During the scans, there 

were occasions when the circuit lost track of the resonant frequency, resetting the 

feedback circuit to the initial transient stage, where the circuit was required to find 

and lock onto the fo again. The time required to relocate the fo appeared to be based 

upon the time required to toggle the T-FF to reverse the sweep direction, normally 

less than a millisecond.  

Device lengths outside of the 40 µm to 75 µm range were tested. However, 

steady state operation was not consistently achieved. The VCO input bias was 

continuously swept, with no steady lock onto a constant voltage. The feedback circuit 

remained in the initial transient stage of the algorithm during the entire testing period. 
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4.6.Discussion 

Theoretically, with ideal resonators and circuit optimization, this 

implementation of a hill climbing algorithm is capable of detecting the resonant 

frequency of any resonator. However, due to limitations of this resonator design, 

noise interference in the system, and frequency response of the IC components, this 

feedback system was limited to a subset of devices. The upper bound of cantilever 

length was 75 µm due to the limited optical coupling through the device.  Longer 

cantilevers exhibited a greater out-of-plane curvature due to film stress, causing loss 

in optical coupling and resulting in a decreased S/N ratio below an acceptable 

threshold. As a result, the output frequency swept from rail to rail when testing 

devices above this length without ever establishing a consistent steady state.  

The lower bound of cantilever length was limited by the frequency response 

and the supply rail of the electronics. As the cantilever length decreased, the 

cantilever fo increased and the required actuation voltage increased due to increased 

device stiffness, see Chapter 2. The increase in actuation voltage to displace the 

cantilever required a large bandwidth amplifier following the VCO output. As the 

driving frequency approached MHz, the actuation signal became distorted. This 

distortion limited the operation of the feedback circuit to devices with lower resonant 

frequency. This effect is not inherent to the algorithm, but to the resonator and circuit 

implementation components. 

Resonant frequencies detected using the feedback circuit agreed with 

theoretical calculations within error and were independently verified using external 

equipment methods detailed in [14]. The measured and theoretical resonant frequency 
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discrepancies can be attributed to fabrication imperfections, which changes the fo of a 

cantilever by as much as ± 2.2 kHz for DeviceA (W=1.4 µm, L=55 µm, T=1.8 µm), 

assuming 0.1 µm fabrication error. The amplitude of the oscillating signal around fo 

was consistent during the 10 minute baseline measurement for the majority of the 

trials. However, some trials showed a change in amplitude of oscillation, which was 

attributed to a drift in optical coupling in the resonator setup. A mechanical drift in 

optical fiber alignment could have caused a decrease in optical coupling which led to 

a decrease in displacement signal strength. The weaker signal causes an increase in 

time required to surpass the VT of the Schmitt Trigger, which resulted in larger 

amplitude of oscillation around fo.  This effect was observed in the testing of DeviceC 

(W=1.4 µm, L=65 µm, T=1.8 µm), where an approximate 5 mV increase in amplitude 

corresponded to a drift in coupling of 9 %. If the resonator setup can eliminate this 

drift and increase the displacement signal S/N ratio, the standard deviation of the 

feedback system output could be minimized and thus increase the overall sensitivity. 

A solution would be to implement an integrated on chip optical source and detector to 

increase coupling efficiency and eliminate the drift in optical coupling caused by the 

external setup. 

Another limitation observed during testing was the failure of the feedback 

loop to lock onto the fo of a resonator that exhibited two resonant frequency peaks 

that were within 100 kHz of each other. DeviceD (W=1.4 µm, L=60 µm, T=1.8 µm) 

was used as test device that had two superimposed resonant frequencies, 224.2 kHz 

and 329.0 kHz. The two resonant frequency peaks originated from the out-of-plane 

bending that caused a lateral as well as an out-of-plane actuation. Due to the 
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rectangular cross-section, the cantilever’s in-plane resonant frequency was 81.9 kHz 

lower than its out of plane resonant frequency, which is a possible explanation for 

causing a superposition of two resonant frequency peaks. The feedback circuit 

experienced difficulty locking on to one peak because of the proximity to the second 

peak. The delay, caused by the elevated VT, enabled the circuit to reach the second 

peak before it had a chance to toggle and return to the first peak. As a result, the hill 

climbing algorithm failed when the circuit did not recognize the trough between the 

peaks due to their overlap. This problem could be solved by reducing the VT of the 

Schmitt Trigger, and thus the delay, enabling a faster toggle after the peak, before 

entering the trough. This limitation was not overcome in this work because the 

reduced VT required higher signal to noise ratio than what was obtainable with the 

setup used. 
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Chapter 5.  Electrospray Deposition 

5.1.Introduction 

The deposition of a polymer on the cantilever surface is the final step to 

creating viable sensors, providing the functionality needed for these devices to absorb 

desired analytes. Chemical sensors use a plethora of selective coatings from polymers 

to self assembled monolayers (SAMs) [4, 69, 70] to attract chemical species to the 

active areas of the devices.  The vast majority of these coatings are a passive 

component of the sensor as a whole: a mass absorption or surface stress change is 

only measured from these layers by the appropriate transducer, and from these effects 

the chemical is inferred.  To perform the sensing of multiple chemicals in parallel, 

multiple sensitive layers are usually required; complicating some of the common 

fabrication techniques.   

Self assembled monolayers (SAMs) are a very common coating to create a 

functional surface for chemical and biological sensors [4, 71, 72].  The high quality of 

these films and their flexibility to be used in a variety of situations has made them a 

popular choice for chemical coatings. Their sensing mechanisms of these films are 

limited to surface sorption effects, which can be tailored for very specific chemical or 

biological attachments, but are poor in volumetric absorption.  

 Polymers such as polyethereurethane (PEUT), polyimide, or polycarbosilane 

[63, 73, 74] are also used as chemical sensing layers.  These layers operate based 

upon absorption that increases mass, volume, or surface stresses depending on the 

transducer sensing function desired and the specific analyte/absorbing layer 

combination.  Many polymers can be modified in such a way to increase affinity for 
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various chemicals, but due to various chemical properties (hydrophilicity, polarity, 

porosity, etc.) they do not always maintain the same type of extremely specific 

chemical affinities that SAMs provide. SAM coatings also present a greater level of 

patternability compared to these polymer layers which must often be spin-cast from a 

solution, or deposited using ink-jet printing techniques [75]. 

 While a number of coatings are found in literature, the most robust of these 

layers are often found in the polymer coatings [76, 77].  Polymers are simple to work 

with, however a number of compatibility issues exist with the current fabrication 

process of the cantilever waveguides which requires the absorbing layers to be 

deposited after the complete fabrication of the sensor platform. This includes the 

completion of the wet release of the cantilever (H2SO4 and H2O2) and critical point 

drying (Alcohol) step. Due to the delicate cantilevers and waveguides and micron / 

sub-micron device dimensions, both solution immersion and ink-jet printing methods 

are not feasible; immersion because of stiction occurrence and inkjet printing for the 

large inkjet droplet size. One solution for the application of these layers is a 

deposition method called Electrospray Deposition (ESD) that is capable of thin film 

deposition for post process fabrication. ESD would circumvent problem of stiction for 

sub-micron release structures due to its ultra small aerosol droplet (diameter<50nm). 

 

5.2.Concept 

5.2.1. Overview 

Electrospraying is a liquid atomization method by electrical forces often used 

for mass spectrometry and colloid thruster applications. By charging up a droplet to a 
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fraction of the Rayleigh limit, the magnitude of the charge on a drop exceeds the 

surface tension force, leading to the fission of the droplet. Droplets obtained using 

this method is extremely small, in some special cases down to nanometers in 

diameter. An electrospraying system is very simple, consisting mainly for a metal 

capillary and a high voltage (HV) source. It is a very versatile deposition process that 

is capable of depositing materials soluble in polar solutions. The main shortcoming of 

electrospraying, limited use in industry, is its low throughput. However, some 

proposed solutions include multi-nozzle, slit-nozzle systems, or mechanical spraying 

by rotary atomizers [78].  

 

Figure 5.1 Diagram of electrospray deposition setup 

The electrospraying process can be divided into four sub-processes that will 

influence the deposited film properties: (1) the cone-jet system and the factors that 

control its stability, (2) jet break-up and the resulting droplet size, (3) droplet 

evolution, and (4) deposition and film formation. A list of contributing parameters for 

each sub-process is summarized in Table 5-1. Because each sub-process is 
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interdependent, many parameters overlap and affect multiple aspect of the deposition 

[79]. 

 
Table 5-1 Relevant parameters involved in the sub-processes of electrospray deposition [79] 

cone stability jet break-up droplet 

size 

flight evaporation deposition film 

type 

parameter 

origin 

flow rate flow rate  flow rate  

surface tension surface tension   solvent 

  vapor pressure vapor pressure solvent 

relative 

permittivity 

   solvent 

    solvent 

   concentration solvent/solute 

density Density density  solvent/solute 

viscosity Viscosity  viscosity solvent/solute 

conductivity Conductivity droplet charge  solvent/solute 

  droplet size droplet size  

   solubility  

  velocity velocity  

   surface energy all compounds 

   surface structure substrate 

electric field  electric field  setup 

spray geometry 

(nozzle) 

 spray geometry   setup 

coaxial gas flow  coaxial gas flow  setup 

  temperature temperature setup 

  properties 

medium 

  

 

Table 5-1 is not a complete table showing every parameter involved in the 

electrospray deposition, but a demonstration of how many different factors is 

involved and how they interact with each other. A brief electrospray model will be 

presented below summarized from the work of Rietveld et al. [79]. The results 

achieved for this thesis were purely empirical due to the limited control on multiple 

parameters listed in Table 5-1.  
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5.2.2. Current Generated in the Cone-Jet 

The current during deposition process can be easily measured. A crude model 

have been formulated, for a flat velocity profile in the jet, by Hartman et al. [80] to be 

used as a prediction for current expected for electrospray:  

Equation 5-1 

5 � 65�7/8�*/9 

where aI is a proportionality constant, K is the conductivity, Q is the flow rate, and σ 

is the surface tension [79].  

 

5.2.3. Predictions of Droplet Size 

According to Hartman et al. [80], there are two jet break-up regimes in the 

cone-jet mode determined by the ratio of the electric stress and the surface tension. If 

the electric stress is low enough, varicose jet break-up occurs and in such case the 

diameter of the droplet is determined by: 

Equation 5-2 

: � 6: ;<=>/
?

59 @
*/A

 

where ad, ρ, εo, are a proportionality constant, density of the solution, and dielectric 

constant of vacuum respectively. I, current, can be experimentally measured and 

plugged into the equation.  

However, if excessive electric stress exists, whipping jet break-up occurs, 

which is caused by excess electric surface stress on the jet with respect to the surface 

tension. If the ratio exceeds ~0.3, Equation 5-2 fails and d needs to be derived using 

the Rayleigh limit, which is calculated to be [79]: 
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Equation 5-3 

: � ;B. D9. DD=>8/9
59 @

*/E
 

5.2.4. Droplet Evaporation 

Liquid evaporation is dependent upon many conditions. The basic rate of 

evaporation of a droplet can be model by assuming that the partial pressure difference 

between the solvent in the droplet and its environment is the main driving force 

behind evaporation. The temperature drop of the droplet is also included because this 

effect is also large secondary contributor. Other effects such as Kelvin effect and the 

Fuchs effect can be ignored for droplet size on the order of 1µm. The rate of 

evaporation is described by the following equation [79]: 

Equation 5-4 

F:
F2 �

?GH
&<: IJ'3' �

J:3:K L 

where t is time, D is diffusion of a solvent molecule in air, M is the molar weight of a 

solvent molecule, R represents the gas constant, ρ is the density of the solution in the 

droplet, pc is the vapor pressure of the solvent, Tc is the temperature of the 

environment, pd is the vapor pressure of the droplet, and Td is the temperature of the 

droplet. For droplet sizes less than 1 µm, the Reynolds number is small enough for 

the correction coefficient to be set as f=1. 

 

5.2.5. Droplet Charge 

The charge of a droplet can be determined based on the current, the fluid flow, 

and the droplet size. The maximum charge a droplet cab hold is dictated by the 
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Rayleigh limit. The maximum charge for a droplet, qmax, is given by the following 

equation [79]: 

Equation 5-5 

MN61 � O�D=>8:E�*/9 

in which σ is the liquid surface tension, ε0 is the electric permittivity of free space, 

and d is the droplet radius. If the droplet achieves this limit, it must expel charges to 

achieve an unsaturated charge state; of approximately around 80% of the Rayleigh 

limit. By expelling charges (normally 15%), a portion of the droplet (normally 2%) is 

expelled with it, increasing the rate that the droplet shrinks.  

5.2.6. Droplet Location 

To determine the location of the droplet in the axial direction of the spray 

under an applied electric field, the position of the droplet with respect to time can be 

modeled by 

Equation 5-6 

O
A :E<

:P
:2 � �EO:QL:P � MRSST 

with v the velocity of the droplet, µ is the viscosity of the medium, fd a compensation 

coefficient, and E the electric field. Equation 5-6 can be simplified to  

Equation 5-7 

P � RM
EOQ: 

by holding that the droplets are small enough to assume low Reynold's number, 

therefore fd =1. In addition, due to the assumed small size, the initial momentum is 

quickly dominated by the balance of the electric force and the viscous drag force, 

resulting in the left side of Equation 5-6 to be taken as zero [79]. 
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5.3.Absorption Layer 

The sensitivity and the response of the sensor system are highly influenced by 

the absorption layer which binds chemicals and other analytes to the cantilever 

surface.  The ESD apparatus can be used to deposit various polymers on the surface 

of the cantilevers. Analyte mass is added to the cantilever due to volumetric 

absorption or surface binding on this polymer layer.  

Polymer coatings are a subset of materials that can be used as a layer of 

absorption layer on cantilevers. Battiston et al. [81] reported on the use of different 

polymers summarized in Table 5-2 as absorption layers on an array of cantilevers by 

depositing a 2-3 µm thick polymer layer.  

 

Table 5-2. List of proposed polymers used as absorption layer (adapted from [81]) 

 

 

Polymethylmethacrylate (PMMA) was the chosen absorbing layer due to its 

well characterized and proven absorbing properties. PMMA has been used as the 

absorbing layer in humidity, temperature, biological, and chemical sensors. It is easily 

accessible and is commercially sold in powder form.  This material, more commonly 

known as acrylic glass, is a thermoplastic and transparent plastic that is often used as 

an alternative to glass due to its light weight and high impact strength.  

 
Table 5-3 Material properties of PMMA 

poly(methyl methacrylate) (PMMA) 

Molecular Formula (C5O2H8)n 

Coating (5 mg/ml solvent) Solvent 

CMC Carboxymethylcellulose Water 

PVO Polyvinylpyridine Ethanol 

PVC Polyvinylchloride Acetone 

PU Polyurethane Dichloromethane 

PS Polystyrene Toluene 

PMMA Polymethylmethacrylate Toluene 



 

 

Density

Melting Point

Boiling Point

Dielectric Constant

Index of Refraction

 

PMMA has also been modified in order to change its sensitivity

functionality. For example, Su 

could be improved by doping PMMA with a mixture of KOH and K

Sarantopoulou et al. [83]

when thin-film PMMA was irradiated using 157 nm laser. A pH sensor was 

demonstrated by Egami et al.

PMMA polar solvents, required by ESD process, include 

chloroform (anestheic, carcinogenic 2A)

ethyl acetate, and amyl acetate. 

known carcinogens with serious health risks. Toluene is an attractive alternative due 

to its relative safety, and is commonly used and proven in literature 

is an aromatic hydrocarbon that is often used as a solvent and can be found in 

paint thinners, printing ink, glue, and other products. Gasoline also contains 5% to 

7% toluene by weight.  

 

Toluene

Molecular Formula

Molar Mass

Density

Melting Point
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Density 1.19g/cm
3
 

Melting Point 130-140
o
C 

Boiling Point 200.0
o
C 

Dielectric Constant 2.6 

Index of Refraction 1.492 

 
Figure 5.2 Molecular structure of PMMA 

PMMA has also been modified in order to change its sensitivity

functionality. For example, Su et al. [82] showed that their sensitivity and linearity 

could be improved by doping PMMA with a mixture of KOH and K

[83] showed an increase of 400% in volume sorption of alcohol 

film PMMA was irradiated using 157 nm laser. A pH sensor was 

et al. [84] by using a methyl-red-doped-PMMA sensor probe.

PMMA polar solvents, required by ESD process, include benzene

(anestheic, carcinogenic 2A), methylene chloride (carcinogenic)

acetate. Benzene, chloroform, and methylene chloride are all 

known carcinogens with serious health risks. Toluene is an attractive alternative due 

to its relative safety, and is commonly used and proven in literature [85, 86]

is an aromatic hydrocarbon that is often used as a solvent and can be found in 

paint thinners, printing ink, glue, and other products. Gasoline also contains 5% to 

Table 5-4 Material properties of toluene 

Toluene 

Molecular Formula C7H8 (C6H5CH3) 

Molar Mass 92.14 g/mol 

Density 0.8669 g/mL, liquid 

Melting Point −93 °C 

PMMA has also been modified in order to change its sensitivity and 

showed that their sensitivity and linearity 

could be improved by doping PMMA with a mixture of KOH and K2CO3. 

n increase of 400% in volume sorption of alcohol 

film PMMA was irradiated using 157 nm laser. A pH sensor was 

PMMA sensor probe. 

benzene, toluene, 

(carcinogenic), esters, 

Benzene, chloroform, and methylene chloride are all 

known carcinogens with serious health risks. Toluene is an attractive alternative due 

[85, 86]. Toluene 

is an aromatic hydrocarbon that is often used as a solvent and can be found in paints, 

paint thinners, printing ink, glue, and other products. Gasoline also contains 5% to 



 

 

Boiling Point

Viscosity

Vapor Pressure

Dielectric Constant

 

 

Proposed analytes of interest include polar molecules such as water and 

alcohol vapor, apolar molecules such as alkane, and more complex and interesting 

analytes such as explosive stimulants. 

that could be introduced to the chemical sensor.

 

 

5.4.Setup 

The ESD setup was assembled using equipment around the lab. It consisted 

for a high voltage source, a syringe pump, a microliter syringe, a customized metal 

chip holder, and a conductive collector plane. The metal needle of the syringe was 

connected to the HV source using an alligator clip. The chip holder was secured on 

the collector plane which was positioned 1 cm away from the tip of the needle. The 

collector plate was held at common ground.  The electrical fields can be tuned by the 

voltage source and the flow rate of the ejected solution is controlled by the syringe 

Water (Polar) Alcohol (Polar)

Deionized Water Methanol

 Ethanol

 Propanol

 Butanol
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Boiling Point 110.6 °C 

Viscosity 0.590 cP at 20°C 

Vapor Pressure 3.8kPa at 25
o
C 

Dielectric Constant 2.0-2.4 

 
Figure 5.3 Molecular structure of toluene 

Proposed analytes of interest include polar molecules such as water and 

alcohol vapor, apolar molecules such as alkane, and more complex and interesting 

analytes such as explosive stimulants. Table 5-5 categorizes a list of possible vapors 

that could be introduced to the chemical sensor. 

Table 5-5. List of proposed target analytes 

The ESD setup was assembled using equipment around the lab. It consisted 

for a high voltage source, a syringe pump, a microliter syringe, a customized metal 

chip holder, and a conductive collector plane. The metal needle of the syringe was 

HV source using an alligator clip. The chip holder was secured on 

the collector plane which was positioned 1 cm away from the tip of the needle. The 

collector plate was held at common ground.  The electrical fields can be tuned by the 

he flow rate of the ejected solution is controlled by the syringe 

Alcohol (Polar) Alkane (Apolar) Explosive Simulants*

Methanol Methane n/TNT 

Ethanol Ethane n/RDX 

Propanol Pentane n/PETN 

Butanol Octane n/KNO3/- n/

Proposed analytes of interest include polar molecules such as water and 

alcohol vapor, apolar molecules such as alkane, and more complex and interesting 

categorizes a list of possible vapors 

The ESD setup was assembled using equipment around the lab. It consisted 

for a high voltage source, a syringe pump, a microliter syringe, a customized metal 

chip holder, and a conductive collector plane. The metal needle of the syringe was 

HV source using an alligator clip. The chip holder was secured on 

the collector plane which was positioned 1 cm away from the tip of the needle. The 

collector plate was held at common ground.  The electrical fields can be tuned by the 

he flow rate of the ejected solution is controlled by the syringe 

Explosive Simulants* 

n/KClO3 
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pump. PMMA 950 A4 was purchased from MicroChem Corp and dissolved in 

toluene at a PMMA to toluene ratio of 1:200. Different substrate materials (Si and 

InP), and surface films (Au and Si3N4) were chosen to observe the deposition 

selectivity between surfaces. Various device structures (plain released waveguides, 

released cantilevers) were used to investigate the effects of deposition on surface 

geometries and boundaries. In order to selectively deposit PMMA on active regions 

of the device, shadow masking was used to allow deposition through a window in the 

mask. This allows for different deposition runs on different regions of the same chip.  

 

Figure 5.4 Diagram of the ESD setup with a shadow mask defining deposition patterns 

5.5.Results 

Due to the large numbers of parameters involved in ESD process, many trials 

were conducted. Parameters, including applied voltage, tip sample distance, 

deposition time, flow rate, and masking material, were all characterized in order to 
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achieve a controlled uniform thin-film deposition. The final optimized setup and its 

deposition results will be detailed below. 

A controlled deposition was first achieved on plain silicon chips using a flow 

rate of 10.8 µl/hr, a tip-sample distance of 1 cm apart, and an applied voltage of 7.5 

kV. An average surface roughness of 4.5 nm on a 197 nm thick film was measured 

across a 1 mm profilometer scan. There were thickness non-uniformities across the 2 

cm × 2 cm chip with thickness varying up to ±5µm. This could be visually observed 

by the interference patterns on the thin film deposition.  

To decrease the non-uniformity across the chip and restrict the deposition 

region, a shadow mask was applied.  A window of 1 mm × 10 mm was opened in the 

mask, leaving a deposition region approximately the size of an active region on an 

InP sensor chip. The average deposition rate of 9.5±5nm/min was calculated based on 

the thickness of deposited thin film, 47 nm, 94 nm and 143 nm, at three different 

deposition times 5, 10 , and 15 minutes, respectively. Roughness for each sample 

ranged from 2 nm to 10 nm.  The thickness uniformity across the length of the region 

was deemed acceptable for cantilever sensor. 



 75 

 

 

Figure 5.5 Deposition of PMMA at an average rate of 9.5 nm/min on masked chips (a) 5 min 

(b) 10 min (c) 15 min  

 

PMMA deposition could be extended to other substrates as well. Deposition 

has been achieved on silicon, silicon nitride, silicon dioxide, gold, and indium 

phosphide surfaces. No selectivity was observed across different surfaces. However, 

reduced material deposition was observed on electrically floating structures, such as 

insulated islands.  

Successful deposition had also been achieved on a wide range of surface 

geometries, including released cantilevers and waveguides. A noticeable increase in 

deposition film thickness was observed at the edges and corners of structures, which 

are believed to be caused by edge effects. Enhanced deposition was observed at the 

edge of conducting structures due to stronger localized electric fields. The film 

thickness at the edges and corners could increase up to approximately 300% for 

PMMA deposition. This percentage increase was not uniform, as it is dependent on 

the geometry. Released devices survived the deposition with no observable damage or 

stiction issues. This could be attributed to the nanometer sized droplets. These 

 

1 mm 

(a) 47 nm (b) 94 nm (c) 143 nm 
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depositions showed conformal deposition on sidewalls and are assumed to have no 

coverage on the underside of released structures. Two different suspension heights, 1 

µm and 20 µm, underneath the released cantilever were tested. Masking was observed 

underneath the released structures.  

 

Figure 5.6 SEM images showing conformal coverage of microstructures 

 

 

Figure 5.7 SEM image showing increased deposition at the edge of structures due to edge 

effects 
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Figure 5.8 Picture of PMMA deposition on various surface materials (Si, Au, and Si3N4) 

5.6.Discussion 

The ESD setup is very simple and inexpensive to construct and easily 

assembled in any lab that has access to a high voltage source. A microampere supply 

source should be sufficient for most processes. However the required current for the 

deposition can be calculated beforehand. 

Depositing thin-film receptor layers for cantilever sensor is not a critical 

process only requiring droplet sizes and film thicknesses are less than a micron. As a 

result, the ESD is empirically characterized by varying each parameter independently 

rather than theoretical determination. Ideal conditions were derived by analyzing the 

deposited film for its uniformity across the film and deposition consistency from run 

to run. The PMMA solution and deposition process time was kept constant to 

decrease the number of variables.  

The applied voltage and the distance from the tip of the needle to the sample 

surface were varied to change the magnitude of the electrical field. If the electrical 

field was too low, usually below 5×10
5
 V/m, negligible PMMA was deposited onto 
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the surface after a 15 min deposition period. The current supplied by the source was 

typically below 10µA. If the electrical field was too high, above 8.5×10
5
 V/m, arcing 

between the conducting tip and the chip surface occurred, resulting from the 

breakdown of air. The current supplied reached the maximum level (250µA) and 

resulted in the termination of the deposition process. The thin-film deposition 

occurred between 5×10
5
 V/m to 8.5×10

5
 V/m. The film thickness and uniformity 

could be controlled to a certain extent by changing the flow rate and the electric field. 

Increasing the flow rate caused the deposition rate to increase but thickness non-

uniformity increased as well. Thickness non-uniformity could be observed from the 

interference patterns.  

Although the empirical characterization of the ESD system was relatively 

simple, consistency was difficult to achieve. During the process of characterizing the 

system, it was discovered that the ESD system is very sensitive to environmental 

conditions. An example of this is a decreased break down voltage at a higher ambient 

humidity.  

Ideally, the ESD system should be setup in a cleanroom environment where 

the particle count is low. This is because any particle that enters the high electrical 

field will be swept towards the surface. The accumulation of particles can cause 

failure of devices, decreasing the yield.  
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Conclusion and Future Work 

6.1.Summary of Results 

This thesis research demonstrated the enhancement of an InP resonator sensor 

through the development of an adaptive feedback circuit and electrospray deposition. 

The feedback circuit developed can be integrated with a wide range of resonators to 

autonomously detect and track resonant frequency of resonators without tailoring to 

individual devices by implementing a hill climbing algorithm with discreet electronic 

components. The hill climbing algorithm does not require a phase relationship 

between the input and output signal, eliminating the need for phase or amplitude 

compensation stages. The feedback circuit was designed, built, and tested. Sensitivity 

and repeatability of the system were analyzed and the results were related to sensing 

applications. 

The electrospray deposition developed is a thin-film deposition method that is 

used as a post-processing on microstructures. Due to its generation of ultra-small 

droplets, it can deposit high-uniformity thin-films receptors on suspended structures, 

such as released resonators sensors. Deposition of a receptor layer on released 

structures is challenging due to stiction and material compatibility issues. Deposition 

of different receptor layers on a single chip is even more difficult due to further 

complications. The successful demonstration of this deposition method allows for the 

use of novel receptor layers for resonators sensors, increasing the versatility of the 

resonator sensor platform. 
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6.1.1. Resonator Feedback Circuit 

The feedback system presented here is a simple alternative design to existing 

feedback circuit design. The feedback circuit locates and tracks the resonant peak by 

implementing a hill climbing algorithm, an optimization technique. The algorithm is 

implemented using four-stage feedback circuit consisting of an amplitude detector, a 

differentiator, a digital logic circuit, and a voltage controlled oscillator (VCO). The 

feedback circuit receives the cantilever displacement output and supplies the 

actuation signal to the resonator from the VCO output, a constant amplitude periodic 

signal. The VCO’s output frequency is set by the input voltage of the VCO, 

established by the digital logic circuit which determines the cantilever’s maximum 

amplitude response. By monitoring the VCO input voltage, the resonant frequency 

with respect to time can be measured, and hence the change in mass of the cantilever.  

The hill climbing algorithm implementation has been modeled with PSPICE 

and confirmed by open-loop circuit board testing. A single feedback circuit was then 

used in closed-loop scheme to detect eight different cantilevers (width = 1.4 µm, 

length = 40-75 µm, and thickness = 1.6 µm), resonating at 201 kHz to 592 kHz in 

ambient conditions. This search algorithm has no inherent limitations in resonant 

frequency range and shift detection but the feedback circuit is limited due to 

electronics performance. A resonator measured with this system yields an 11.8 Hz 

minimum standard deviation of averaged resonant frequency. This corresponds to a 

mass resolution limit of 123 fg for this device.  

The adaptability and precision of the feedback circuit to detect the resonant 

frequency of resonators is ultimately limited by electronic components. The 
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sensitivity of the system is dependent on the noise level and time delay of the system. 

The integration of this universal feedback circuit with resonator devices allows for 

more flexible real-time readout and enables the development of smart chip-scale 

microsystems. This circuit can also be applied to other applications in the field of 

microsystems such as 3D MEMS fiber aligners [94], tunable lasers [95], and optical 

filters [96]. 

6.1.2. Electrospray Deposition 

PMMA thin-film, used as a receptor layer, was deposited on various MEMS 

devices and substrates by an electrospray deposition setup that was empirically 

characterized to achieve repeatability. Electrospraying utilizes electrohydrodynamic 

forces to create a shear stress on a liquid droplet’s surface. All deposition parameters 

were empirically determined. PMMA, dissolved in toluene, was deposited under high 

electrical field (7.1kV/cm) between the syringe and the collector. Different substrate 

materials (Si and InP), and surface films (Au and Si3N4) were chosen to observe the 

deposition selectivity between surfaces. At a flow rate of 10.8 µl/hr, the average 

deposition rate was 9.5±5 nm/min on masked samples, with no observable selectivity. 

An average surface roughness of 4.5 nm on a 197 nm thick film was measured across 

1 mm. PMMA deposition can be extended to other deposition materials with polar 

solvents [78]. Different devices (Si waveguides, released Si3N4 and InP cantilevers) 

were chosen to characterize the deposition properties on different structure sizes and 

geometries. Released devices survived the deposition with no observable damage and 

stiction issues, due to the nanometer sized droplets. Although uniformity was not 

achieved across a cantilever, electrospray deposition of PMMA receptor layers on 
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various cantilevers was sufficient for sensing applications. The simplicity of the setup 

and its potential for depositing different films can enable the deposition of a wide 

range of receptor layers often incompatible with standard fabrication processes and 

facilitate the fabrication and increase the versatility of many MEMS released devices, 

such as resonator sensors. 

6.2.Future Work 

The work developed in this thesis was a proof of concept that demonstrated 

the feasibility of an adaptive feedback circuit and electrospray deposition of thin-film 

on resonators. These components can be further optimized and will ultimately be 

implemented in a resonator sensor microsystem. Below are some key points that will 

be addressed in future works. 

 

1) The feedback circuit’s minimum standard deviation is 11.8 Hz, corresponding to a 

minimum mass detection of 123 fg. To improve the sensitivity of the resonator 

sensor system, the standard deviation needs to be reduced. The feedback circuit 

can be further optimized by decreasing the output signal’s delay time, thus 

decreasing amplitude of oscillation around the peak resonance, and the overall 

system noise. These issues can be dramatically reduced if the feedback circuit was 

implemented on a printed circuit board or on-chip. Shrinking the size of the 

devices will decrease parasitic affects, noise, and delays. The feedback circuit 

frequency response and the output signal to noise ratio are all expected to 

increase. A final step of 3-D chip-scale integration of the sensor systems could be 
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carried out using flip-chip bonding technology to decrease parasitic effects of 

interconnects.  

2) One of the limiting factors in the operation range of the feedback circuit is low 

optical signal received from the photodetctor. If the signal to noise ratio of the 

input signal drops below a threshold level, the feedback circuit cannot implement 

the hill climbing algorithm appropriately. To increase the operation range of the 

circuit, the optical signal intensity from the resonator device needs to be enhanced 

by reducing the optical loss in the resonator system. Optical loss can be reduced 

dramatically by using the III-V material to implement an on-chip optical source 

and detector [14] to eliminate coupling loss at the input and output. Optical loss 

due to misalignment and dispersion will be eliminated. Waveguide scattering 

losses can be reduced by improving waveguide sidewall roughnesses. This can be 

achieved through improved etching process such as using an inductively coupled 

plasma tool [97]. Lastly, residual stress needs to be balanced to ensure horizontal 

alignment between the cantilever waveguide and collector waveguide, to 

maximize coupling.   

3) The purpose of this research is to enhance the functionality of a microsensor 

system. Chemical vapor sensing will need to be conducted by: (1) using the thin-

film PMMA deposited by electrospray deposition and (2) tracking the resonant 

frequency with the feedback circuit. Organic vapors can be introduced to the 

system via nitrogen carrier gas. By monitoring the shift in resonant frequency, the 

change in mass can be deduced with respect to time. Organic vapors, such as 

isopropyl alcohol and methanol, are often used in literature [14] due to their 
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relatively safe and inert properties and high vapor pressure at room condition. 

Absorption and desorption properties of PMMA will be determined based on the 

rate of increase or decrease of the resonant frequency shift. Complete desorption 

and repeatability of sensing measurements will be evaluated. Additionally, 

detection of different concentrations of organic vapor will be investigated to 

determine if there is any absorption and desorption dependence with respect to 

vapor concentration.  
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