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Abstract— Dynamic voltage scaling (DVS) is a technique that A. Motivation
varies the supply voltage and clock frequency, based on them-
putation load, to provide desired performance with the minimal Power and energy efficient design has emerged as a very

amount of energy consumption. It has been demonstrated as active research area recently. In fact, it becomes one of the
one of the most effective low power system design techniques most important system design concerns. Low power dissipa-

particularly for real time embedded systems. Most existingvork fi d th ¢ K d heat-sink ds
are on two different system models that enable DVS: the ideal lon reéduces the cost on packages and heat-sinks, andseerea

DVS system that can change its operating voltage with no the circuit's reliability. For battery-operated systertty en-
physical constraints, and the multiple DVS system that hasmy ergy consumption extends battery’s lifetime, reduces thst c

a number of discrete voltages available. Although the ideaDVS for system maintenance, and increases the system'’s ldetim
system provides the theoretical lower bound on system's er®y  \yhen recharging or replacement is not allowed (e.g., sensor

consumption, it is the practicability of multiple DVS systems ; . .
and thepemergence of oFt)her DVS-e);labled sygtems, whi():/h do notnetworks). Studies on energy reduction techniques have bee

fit either model, that challenges system designers the folling ~conducted by researchers in the communities of circuitgtesi
questions: should DVS be implemented in the design or not? if ssystem-level design, real time operating systems, comspile
how should DVS be implemented? . . communication, networking, among others.

In this paper, we answer these questions by studying the 5 qiignally, systems have been designed to operate at a

DVS-enabled systems that can vary the operating voltage dy- .. . .
namically under various real-life physical constraints. Based [1X€d supply voltage with a fixed clock frequency. Recent ad-

on system’s different behavior during voltage transition, we Vances in power supply and circuit design technologiesiallo
define the optimistic feasible DVS system and the pessimisti the implementation of microprocessor system that can adjus

feasible DVS system. We build mathematical model for each DS~ the operating voltage (and thus the clock frequency) at run-
enabled system and analyze their potential in energy reduizn. time. Dynamic voltage scaling method takes advantage of the

Finally, we simulate a secure wireless communication netwio . -
with different DVS-enabled systems. The results show that s~ fact that lowering voltage can reduce power quadratically t

gives significant energy saving over system with fixed voltag reduce the energy consumption. Voltage is scaled down to an
Interestingly, we also observe that although multiple DVS gstem appropriate level whenever it is possible. Such variablage

may consume more energy than the theoretical lower bound, systems can achieve extremely low power/energy consumptio

the optimistic and pessimistic feasible DVS systems can aele : s
energy savings very close to the theoretical bound providedy comparing to the standard systems with fixed supply voltage.

the ideal DVS system. A voltage scheduler determines when and to which level
the system should scale the operating voltage. Its goal is to
assign each task an execution time as long as possible such
that the system can run at the lowest possible voltage. The
voltage scheduler is usually built in the system’s real time
|. INTRODUCTION operating system and makes its decision based on system leve
information (such as current computation load and predicte
T has been a decade since researchers and engineersfpi@re behavior). Normally, the voltage scheduler will be
neered the study of CMOS circuits power/energy reductiggevaluated on the arrival and completion of a task, and
by using different supply voltages. Nowadays, design witheriodically during task execution [14]. Scheduling pisi;
variable/multiple voltage has become one of the standafdém the simple but powerful earliest deadline first (EDF)
for low power system design and, as predicted in the latast some sophisticated adaptive policies based on recursive
International Technology Roadmap for Semiconductors, thgarning and empirical studies, play an important role iV
trend is to have multiple voltage on a single chip to allownabled systems. In various application domains, DVS tesul
different part of the system operating at different voltdge in energy savings (typically over a fixed voltage systemirfro
reduce power while maintaining performance. Our goal in.4% to as high as 90% [8], [10], [15], [16], [17].
this paper is to build formal models for different variable garly theoretical results indicate that DVS technique heac
voltage systems and use these models to analyze the ligitfy)| potential in energy reduction on the ideal DVS sys-
of energy saving provided by the dynamical voltage scalingm with certain unrealistic assumptions (e.g., the supply
(DVS) technique. voltages can be changed simultaneously with no physical

; ) ) i constraints)[7], [20]. However, it takes time for systemmeach
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operate. The impracticalness of such ideal variable veltathese one can easily estimate the system’s energy savimg ove
system motivates the study on multiple voltage systemsrevhéhe traditional fixed voltage system. The previously known
only several pre-designed operating voltages are phygicalesults on the ideal and multiple DVS systems can be directly
available on the chip and the system can select any one @& thdsrived using our framework. The solutions for the optimist
voltages and the corresponding clock frequency at run Bine[and pessimistic feasible DVS systems are new and nonitrivia
[10], [17]. Clearly, such multiple voltage systems canrezah Finally, we simulate these DVS-enabled systems in a secure
the full potential of energy reduction provided by the DVSvireless communication network. The results demonsthete t
technique because they are restricted to a limited numberlgfall DVS systems are effective in energy saving over thalfixe
voltage levels. voltage system; 2) multiple, pessimistic feasible, opsiii
Our work is motivated by the recent implementation dieasible, and ideal DVS systems, in that order, become more
low power ARM (IpARM) microprocessor that can adjustnergy efficient as we relax the physical constraints on how
its operating speed at run-time[1], [14]. Such processor vsltage may vary; 3) the optimistic and pessimistic feasibl
different from both the ideal and the multiple DVS system®VS systems only consume a little more energy than the ideal
There is no theoretical model and study on this systen®/S system, which suggests that the full potential of DVS in
energy saving. More importantly, we lack a formal analydis @nergy saving can (almost) be reached.
different types of DVS-enabled systems featuring a frantkwo
estimating their maximal energy savings. This paperis tisé fi The rest of the paper is organized as follows: In the next
step towards such analysis. It helps to answer questiohsasucsection, we define the four different types of DVS-enabled
whether DVS should be used and what type of DVS-enablggstems, describe the applications executing on suchrsgste
systems should be used to meet the design’'s power budgeid formulate the energy minimization problem. We survey
and therefore sheds light on early design space exploratig@ existing results on the ideal and multiple DVS systems
for low power system designs. in Section Ill. We present our main results in Section |V,
Our work is also motivated by the increasing importanaghere the proposed energy minimization problem is optiynall
of static power dissipation in deep submicron VLSI circuitsolved in a special case for all DVS models. We show that this
DVS technique has the system operating at lower voltage delution gives the upper bounds on the energy savings by DVS.
reduce dynamic energy dissipation. It consequently resalt We also discuss how to solve the more general case in this
reduced speed, longer execution time, and increased statiétion. We present the simulation setup and results inddect
current, which lead to increased static (or leakage) energyand conclude in Section VI. Detailed proof of most lemmas
dissipation. It is out of the scope of this paper, but to sttty and theorems are provided in the Appendix for brevity.
interesting problem of total (dynamic and static) energyrsa
by DVS, understanding the potential of DVS on (dynamic)

L . Il. DYNAMIC VOLTAGE SCALING SYSTEM MODELS
energy saving is crucial.

Reducing the supply voltage can result in substantial re-
duction on switching power (also known as dynamic power),
the dominant source of power dissipation in CMOS circuits,

Most of the existing work on voltage scaling assumes thatich is proportional toaCrv2, feock, Where aCy, is the
the system can change the operating voltage for the CPUafiective switched capacitancey, is the supply voltage,
the microprocessor either arbitrarily or only to one of tme-p and f.;..r is the system clock frequency. Roughly speaking,
designed discrete voltage levels. Naturally, we call thbm tsystem’s power dissipation is halved if we reddgg by 30%
ideal DVS system and thenultiple DVS system, respectively. without changing any other system parameters. Howevey, thi

Our first contribution is the formal modeling of two othersaving comes at the cost of reduced throughput, slowerrayste
types of DVS-enabled systemsptimistic feasible DVS sys- clock frequency, and longer gate delay. The gate delay is
tem andpessimistic feasibleDVS system. They are both proportional o445 wherev; is the threshold voltage and
implementable (unlike the ideal DVS system) and have mogee (1.0,2.0] is a technology dependent constant. Naturally,
flexibility on their operating voltages (unlike the mulgDVS we have the power and delay trade-off: on one hand, we want
system). This fills the gap between the ideal DVS system atalscale voltage as low as possible to reduce power/enengy; o
the multiple DVS system. the other hand, system operating at a low supply voltage may

The categorization of different type of DVS systems enablégil to complete the required computation within the given
us to study their potential of energy saving. We proposedeadline. Moreover, we have the dynamic power and static
systematical approach to do so based on the solution to ffmver trade-off: system operating at lower voltage consume
following problem:under different DVS models, what is thdess dynamic energy, but it may cause more static energy
most energy efficient way to scale voltage such that the DWiSsipation as both the static current and the executior tim
system can start from a given voltage, complete a given amouwiil increase.
of computation (a task or a job) and reach a designated We study the execution of a set of applications (tasks,
voltage, which can be different from the starting voltage, @r jobs) on different DVS-enabled systems, particularlg th
the end of a given period? system’s energy dissipation to complete the given apjptioat

We then give explicit expressions of the most energy effGoupled with system level task scheduling, DVS can achieve
cient voltage scaling scheme under each DVS model. Framergy saving over the traditional fixed voltage system. Our

B. Contributions and Paper Organization
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goal is to determine the upper bounds of such energy saving. A allows its CPU to continue processing at the instanta-
voltage scheduler of the DVS-enabled system determines the neous voltage; while thgessimistic feasibleDVS system

level of operating voltage and the application to executnat stops execution during the voltage transition until the
given time. A scheduler is valid if it schedules each appiica steady state is reached at the new voltage level.
after the application’s arrival and completes the applicat « Multiple: A multiple voltage system has only a number
before its deadline without violating any constraints otiage of discrete operating voltages available simultaneously
scaling. We seek for a valid scheduler that consumes the leas and the CPU can switch from one voltage to another
amount of energy to complete all the applications. instantaneously.

Formally speaking, for a given set of applications The speed functios in Equation (2) is a non-decreasing
{m1,72,-+, ™}, where eachr is characterized by: function of the operating voltage(t). It takes the form of

« a: the arrival time of applicatiornr a step function for themultiple DVS system because such

« d: the deadline for the system to complete application system has only discrete voltage levels. For plessimistic

« W: the application’s computation load or equivalently i i i ; _
« e: the application’s execution time at the reference vojfeasible system, which stops execution (that isf) = 0)

ageuvy .y

during voltage transition, the speed function remains ae@ s
function. However, the stable processing speed can assume
suppose that all the applications need to be processedgdutipy value between the physical minimu,, and maximum

the intervallt,, t2], letv(t), s(t), P(t), and A(t) be the oper- 5 = (The IpARM processor has a similar speed function.).
ating voltage, processing speed, (dynamic) power diseipat The optimistic feasible DVS system assumes that the system
and the application selected by the scheduler to execuitaat tprocesses at the instantaneous voltage betwgenandv,,q..

t € [t1,t2], we want to minimize the total energy consumptiofnerefore, the speed function is continuous. Finally,itfeal

to DVS system can have arbitrary speed function because there
E = / P(t)dt (1) is no physical constraints on voltage scaling.
b Clearly, as we move from the ideal model to the feasible

or equivalently, the average power consumpt{;eﬁt— under model and to the multiple model, more and more constraints
. . . 2— U1 . . . . . .

the constraint that all applications are completed undeir thare imposed on voltage scaling. These constraints limit the

respective timing constraints: power of DVS on energy reduction but make DVS practical.

W; = /:2 s(t) - 6(A(t),4)dt = /d s(t) - 0(A(t),9)dt (2) [1l. STATE-OF-THE-ART ONDVS

We now briefly survey previous work on DVS for energy
where 6(A(t),i) = 1 if application7; is being executed at efficient system design in three categories: (1) practic® an
instantt and §(A(t),7) = 0 otherwise. The second equalitychallenges in implementing DVS systems; (2) low power
in Equation (2) guarantees that all applications are sdeedustydy on multiple DVS system; and (3) high-level scheduling
after their arrival and finished before their individual dB@es. techniques for power reduction on ideal DVS system.

The goal of this paper is to analyze DVS technique’s pynamically adapting voltage (and the clock frequency) to
potential in energy saving. To reach this goal, we focus Qperate at the point of lowest power consumption for given
the execution of a single task (see the problem formulati@gﬂperature and process parameters was first suggested by
in Section V). Although our provably optimal results can backen et al. [12] in 1990. This idea has been implemented
extended to any set of scheduled tasks, it remains a chellefy numerous circuits and systems, particularly in the past
for the general case due to the NP-completeness nature of kg years (see, for example, [1], [2], [8], [14]). Transmeta

general scheduling problem. Crusoe, AMD’s K-6, Intel's XScale and Pentium Il and IV,
Based on how the operating voltage can be changed, wed some DSPs developed in Bell Labs are all examples
consider the following DVS models: of advanced high-performance microprocessors that stippor

« ldeal: Anideal variable voltage system can change its ofpVS for energy and power efficiency. Having the system
erating voltage of the CPU arbitrarily and instantaneauslgperating at lower voltage reduces dynamic energy dissipat
That is, the processing speed can go from 6davithout at the cost of increased static current and reduced speed,
any delay. both lead to increased static (or leakage) energy diseipati

« Feasible: A feasible variable voltage system can varfne of the most challenging and interesting problems is how
the voltage between a minimum voltage,;,, and a to implement DVS to minimize system’s total power/energy
maximum voltagev..... The maximum voltage changewhile improving circuit’s robustness and reliability [€]l1],
rate is K. That is, if the voltage at time is v, then [18].
at timet + 9, the voltage value must be in the interval Early research on voltage scaling is on the multiple DVS
of (vi,v2), where vy = min{v,m,v — K - 6} and system where multiple voltage levels are simultaneousiyl-av
v = max{vmaz,v + K - 6}. able on the chip. At behavioral level, this enables openatio
Because it requires non-zero time for the circuit to readdff the critical path to be executed at reduced voltagesye sa
the steady state at the new voltage level, different modglewer and energy. Desired performance can be maintained
can be adopted for the system’s processing during sua$ long as operations on the critical path operate at the high
voltage transition. Theptimistic feasible DVS system reference voltage [5], [17]. At high level, this makes it pibde
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to assign individual task different voltage to reduce ewergvailable supply voltage levels. Equation (5) gives thedstv

consumption. Most of such work focus on task schedulirand highest physical processing speeds and it does not apply

to achieve energy savings while providing real-time dewsgli to the ideal DVS system where there is no limitation on speed.

guarantees [9], [10], [16], [19]. Equation (6) is the maximum rate that speed (or voltage) can
Yao et al. [20] suggested a task-level scheduling modéle changed and applies only to feasible DVS system. We

where they assume that the CPU speed can be changde the assumption that inequalisy — so| < K - (t1 — to)

arbitrarily as a result of voltage scaling. In this modeérthis holds whenever Equation (6) applies to ensure that thest exi

no physical constraints for speed (or voltage) and the systsolutions (speed function) for Equations (3), (4), and Té)e

operates at instantaneous speed without any delay to rekdt equation guarantees that the required workload will be

the steady-state at a new voltage level. Such DVS systemmpleted during the given period.

is impractical and hence we call itleal DVS systemThe

study of ideal DVS system gives us an upper bound, whichAs Ideal and Multiple DVS Systems

unreachable and can be very loose, on how much energy cag, Equation (7), it is trivial to obtain the optimal

be saved by DVS. We do not elaborate these task schedulidhey functions for ideal and multiple DVS systems from the
approaches as our work is independent of task schedulipgexity of the power function. Here we give the analytic
That is, we seek for the most power/energy efficient voltagg ,ressions of these functions under our single task proble
(or speed) function to complete a given set of scheduledtask, myation. Study on ideal and multiple DVS systems for
There has been little discussion on the voltage (or spegfly general multiple task case can be found in [10] and [20],
scheduling policies and their potential in power/energsrea respectively.
for feasible DVS systems, largely due to the fact that Sugtheorem Iv.1. (Optimal speed function for the ideal DVS
systems are hard to implement. However, this has chan tem). The speed function for the ideal DVS system that

recently since the implementation of the low power ARMjyiisfies Equations (3)-(7) and minimizes energy is given by
(IPARM) microprocessor system [1], [14]. The IpARM pro-

cessor is based on the ARM8 core and designed to operate SOV’V !f b=t )

between 1.1v and 3.3y, resulting in speeds between 10MHz s(t) =4 5o ity <t <ty

and 100MHz. Clock frequency transition take approximately 51 if & =t5.

25us (about 1250 cycles) for a complete 10MHz to 100MHZ heorem 1V.2. (Optimal speed function for multiple DVS
transition. The system can continue operation while thé- vopystems). Let sp; < spy < --- < sp; be the processing
age/speed is changing. In another word, it belongs to feasi§Peeds supported by a multiple DVS system withistinct
systems according to our classification. Further desigmeiss Voltage levels. For any valid worklodd” € [sp;-(t2—t1), spi-

for DVS systems are discussed by the same authors [2]. Ghe— t1)], the most energy efficient speed function satisfying
objective of this paper is to provide formal model so one cdrauations (3)-(7) is given by:

analyze the power efficiency of such feasible DVS systems. S0, if t=1ty;
SPi, if t1 <t <t
IV. UPPERBOUNDS ONENERGY SAVING BY DVS s(t) = SPi+1, if t. <t <to
We now study the following fundamental probleffor a 51, if ¢ =t
given starting voltage (or speed), an ending voltage (OB wheret, = ¢, + Pitrla=t)=W gnq o)) and sp,,; are the

and a workload to be completed in a given period, determing ~onsecutive spséjgd1 Tesciels such thal(tz — t1) < W <
the most energy efficient way to scale voltage on a DVS syst%nﬂ(t2 ) -
i .

such that the workload is completed and the ending voltage
(or speed) is reached at the end of the period. B. Optimistic Feasible DVS System

Mathematically speaking, we want to determine the oper- S ] ) ]
ating voltagev(t), and hence the operating spee@), for The optimistic feasible DVS system contlnug_s operating at
(particularly feasible) DVS systems over the perigg, ¢.] the |r_1$tantaneou_s speed during voltage transition. Dubdo t

physical constraints on voltage (and thus speed) scalimg, t

such that the energy consumpti(fﬁ2 P(t)dt is minimized : ) g
and the following conditions are safisfied: workload accumulated by the feasible DVS system in a given
period is limited. More specific, we have

s(t1) = so (3) Lemma IV.1. If there exists a speed function satisfying
s(ta) = s1 (4) Equations (3)-(7) on an optimistic feasible DVS systerm the
Smin < 8(t) < $maz (t € [t1, t2]) ) the workloadW necessarily satisfie®/,,,;,, < W < Winae,
ds(t) where
|—=|< K (6) (so — 8c)? (51— 5¢)2
dt min — Sc o —t - -
/t2 Winin = seltz =t) + —5p—+ ¢
s(t)dt =W @) a2 a2
t1 Wmam = Sd(tQ - tl) - (SO 2;d) - (Sl 2;d)
Equations (3) and (4) specify the starting speed and ending (s0--a) (ta—te)
speed for the DVS system. For multiple DVS system, wand s. = maz(smin, —5— — K2572), sq4 =

necessarily assume that both ending speeds correspond tontfin (s,q., (30’;51) + K(“;“)).
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Time
t t Time t t, Time
(a) Restrictions on the speed function and illustration foé t (b) llustration of the maximum workload when

workload completed by a speed function. sp < 81.

Fig. 1. lllustration of Lemma IV.1

[Proof:] Note that the optimistic feasible DVS system cannathere Wy, Wy, z1, 22 are constants that are dependent on
change processing speed arbitrarily under the maximal réite boundary conditions, t5, sg, s1, and the maximum speed
constraint in Equation (6). Therefore, if we start with sppeechange ratek'.

so attimet; and reach speed atto, the speed functios(t) is [Proof:] See the Appendix.

restrained by the four linds, I5, I3, andl, as shown in Figure

1(a) (for the case < s1). The two horizontal lines reflect theC. Pessimistic Feasible DVS System

physical constraints on minimum speed and maximum speedThe pessimistic feasible DVS system differs from the opti-
The area under the speed functieft), which equals to the mjstic feasible system in that execution stops during gelta
integral in Equation (7), gives the workload completed bi¢ansition until the steady state at the new voltage level is
operating ats(t) from ¢ to £. reached. We summarize our results in the following lemma and
From these constraints on the speed function, we can easif$orem whose detailed proofs can be found in the Appendix.
see that to accumulate the maximum workldgg,., we need Lemma IV.2. The pessimistic feasible DVS system can
to increase the speed at the fastest rate and stay at higth spesieve any workload?V < W,,.. with speed functions
as long as possible. That s, the speed function will move@losatisfying Equations (3)-(7), wher#,,., = (to — t; +
line [; or the horizontal line corresponding to the maximunao;gﬁ)s _ % and s = min{smaz, K(ta=ta) sofey

speeds, ..., Whichever is lower, till it hits linel,, where it . . L -
has to decrease to reach the final spegds required. This Theorem 1V.4. (Optimal speed function for pessimistic feasi

is illustrated in Figure 1 (b) assuming that < s;. We can ble DVS s_ys;er_ns). Fo_r any valid workload) S.W < Wm‘”

. P on a pessimistic feasible DVS system, there is a unique speed
calculate the value oWy, in both cases and unify it 85 function (t) such that Equations (3)-(7) will hold and the
shown above in the lemma. The minimum worklo#d,,;,, 5 4

can be determined in the same way. ] energy consumption is minimized.
Theorem 1V.3. (Optimal speed function for optimistic feasible - ;
DVS systems). For any valid workloadV € [Win, Winaz ], D. Summary -and DISCUSSI_On .
there is a unique speed functieft) : [t1, 2] — [Smin, Smaz): In this sectlor_l, we consider the time and energy ove_rhead
defined as follows, that satisfies Equations (3)-(7) and -mirjP" Voltage scaling, how to extend our results from a single
mizes the energy consumption. task to multiple (scheduled) tasks, and the impact of static
. power to our approach and results.
if Winin <W < W, _ 1) Voltage Scaling Overheadn our model and analysis,
so — K(t —t), !f tist=m we assume that both time and energy overhead for voltage
s(t) = § so = K(z1 —t1), if o1 <t <o scaling are negligible. Recently, there have been appesach
s1— K(t2—t), if wg <t <t that take such overhead into consideration explicitly [131].

if Wi <W < W, The energy consumed by the DC-DC converter to switch
so+ K(t—t1), iftg<t<w; voltage from one leveb; to another level, is modeled as
s(t) =4 so+ K(z1 —t1), if 21 <t < EO = (1-n)-Cpp - |v? — v2|, wheren is the efficiency of
s1—K(ta—1t), if z2<t<ts the DC-DC converter and'p is the capacitor that stores the
and if Wo < W < Woas charge [2], [21]. We can easily integrate the time and energy
so+ K(t —t1), if t1 <t<uxq; overhead into our analysis using this model.
s(t) =% so+ K(z1 —t1), if v1 <t <o Consider the multiple DVS model for example. When we

s1+ K(te—1t), if zo <t <to. ignore the voltage transition overhead, Theorem 4.2 gives t
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optimal solution which operates at the lower spegdduring creased static current and reduced speed, both lead tagecte
period (t1, t.) before speeding up tep;; for period(¢.,t2). static (or leakage) energy dissipation. First, this inseemay

Let 7O and EO be the time and energy overhead to changven cancel the (dynamic) energy saving by DVS. Second,
processing speed fromp; to sp;+1, the most energy efficient high leakage current has negative impact on CMOS circulit's
speed function can be obtained as follows: robustness and increases system’s vulnerability to sofrer

(i) compute E,.q, the energy consumption of running af6]- Third, leakage power depends on the die temperature
high speedsp;1 only during time interval(t,, ) to which will increase when the system dissipates more power.
complete the task; So improper and aggressive voltage scaling may cause heat

(i) compute the best speed functiait) to complete the accumulation on the chip and thermal runaway [6], [11].
same task in time intervalt,, ¢, — T0). As given in The two key sources of Ieaka_ge_ are subt_hrefshold leakage
Theorem 4.2,5(t) = sp; for t € (t1,t)) and s(t) = and gate leakage. With the optimistic predication that gate

spigy for t € (1., ts — TO):; leakage can be controlled by high-k dielectric gate insutat
(i) co;nputeE Ct7he energ;/ consumption by the abov¥'€ focus on the impact of static power to our DVS [Jnodels and
speed function; results. The subthreshold leakage currgnf oc ke ™o (1 —

(iv) if Eoq > FEnew + FEO, report the following optimal ef%ed), wherek andn are constantsiy,, v¢, anduvy are supply
speed functions(t) = sp; for t € (t1,t.), voltage/speed voltage, threshold voltage, and thermal voltage (ardtindV’
transition during time intervalt’, t. + TO), ands(t) = at room temperature), respectively [4]. From this, we seg th
spiy1 fort € (t, + TO, t2); we can ignorel,,; when the system is shut down,f = 0).

(V) if Enqg < Enew + EO, report the following optimal However, when we scale downyg, v; also needs to be scaled
speed function: use only the high speed_, till the down to keep the performance and this cause the exponential

completion. increase off .

2) Multiple Scheduled TasksSeneral real time embedded We can then model the system’s total powerfs.a =
systems deal with multiple tasks, each with its own af-dunamic + Pstatic; Where Puaric = (Lsub + Tothers) - Vda.
rival time, deadline, and computation requirement (waoakip Unfortunately, Piorq; iS not a convex function of voItage (or
System level task scheduling and voltage scaling should %%geo![)_. Thberegi/rg, og:lr anfllryl/tlr:dresultstont;he dynalmu_:t pO\rve
combined to solve this problem. Yao et al. [20] solved thi%‘: uction by Wi not hoid. Due 1o the compiexity o
optimally for the ideal DVS system when preemption jstne static power function and t_he p_hysu;al constraint betv_ve
allowed. Ishihara and Yasuura [10] discovered some intiages V%4 .and Ut du_rlng voltage scaling, it is impossible to derive
features for themultiple DVS system and solved the problemg'm'.Iar analytical results. Instead,. one can use advanugd }
by translating it into an integer linear programming prable merical methods (such as curve fitting) to obtain approxémat

It is out of the scope of this paper to study the task scheguliﬁomnons' Finally, we mention that the recent studies ow ho
problem, which is NP-complete. However, for any set reduce leakage by controlling the threshold voltagesuch

scheduled tasks, the optimal speed function can be detedmifi> multiple and dynamic threshold voltage techniques, €an b
based on our re,sults for the single task case: easily integrated into our problem formulation and numadric

Theorem IV.5. (Optimal speed function for multiple sched—reSUItS can be obtained.
uled tasks).For a set of scheduled tasks, the most energy

solving a non-linear system. %’he goal of our experiment and simulation is to 1) show

[Proof:] We outline how to set up the non-linear systemt.he energy efficiency of DVS over the_fixed voltage system, _2)
Suppose that task; is scheduled for execution from tinte demonstrate that the proposed_feasmle DV_S models proylde
ot With t; < ) <ty < th < - < t, <t Let s(t) better bounds on energy reduction than the ideal ar_ld meltipl
be a speed function on a DVS-enabled system executing {¥S models; and 3), reveal hOW, close the feasible D_VS
set of tasks with the minimum energy. Consider the executighStems are from the ideal model in terms of energy saving.
of task 7;, it starts at timet; with speeds(t;) and finishes

att/ with speeds(t/) to complete the required worklodd;. A. Simulation Setup

For any DVS-enabled system, Theorems IV.1-1V.4 give the To achieve the above simulation goals, we consider the
explicit (and unique) expression of the most energy efficiefollowing five DVS-enabled systems and compare their energy
speed function, in terms of(¢;) and s(¢}), in the interval consumption on a given set of applications with the energy by
[ti,t}]. Assuming that the system shuts down[ify¢;11] to  a fixed 3.3v system:

conserve energy, we obtain a unique expression of the speeg) a 2-levelmultiple DVS system: 3.3v and 2.4v;

function on[t1,;]. Then the energy consumed according to 2) a 3-levelmultiple DVS system: 3.3v, 2.4v, and 1.2v;
such speed function can be determined either by analytic [8]3) a pessimistic feasibleDVS system withv,,;, = 1.1v

or empirical formulas [7]. This energ¥ will be a function andv,,.. = 3.3v and the transition time from minimum

of S(tl) ands(t;) and the non-linear SyStem can be set up by performance to maximum performance |S/J25

applying the first order conditiongZ = 35 = 0. 0 4) anoptimistic feasibleDVS system with the same setting
3) Impact of Static PowerWe have mentioned that DVS as the above pessimistic feasible DVS system;

reduces system’s dynamic energy dissipation at the cost-of i 5) anideal DVS system.



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATEDIRCUITS AND SYSTEMS, VOL. XX, NO. Y, MONTH 2005 7

The data {.in, Umaz, @and the maximum voltage change ratejnultiply will be used in each algorithm. (Interested reader
for the two feasible DVS systems are taken from [2]. Thean refer to [3] for details.) The other data are calculatesed
voltage levels for the two multiple DVS systems are selecteuh the power-voltage and delay-voltage relations in Sadtio
with no specific reason. Recently, Hua and Qu [9] discussed
how to select the _voIt,age levels to optimize the energy avin voltage (volt) t(ms)3-3E T (ms)2.4E = t(ms)l-zE -
when the application’s execution information is known. iFhe —peaypion 727 T 16.7 [ 1076 | 88 | 2004 22
approach does not work very well when the execution time i$ Encrypton | 3.5 | 081 | 52 | 043 | 141 | 0.11
unpredictable or follows the uniform distribution like iruo TABLE |
case. We have also conducted experiments on multiple DVS  1,e AND ENERGY CONSUMPTION FORRSA DECRYPTION AND
systems with up to five voltages (3.3v, 2.8v, 2.4v, 1.8v, and ENCRYPTION AT DIFFERENT VOLTAGES
1.2v). We will not elaborate all the results because systems
and 2 above are representative. B. Simulation Results and Analysis

The applications come from a secure wireless sensor netfor the traditional system with a fixed 3.3v supply voltage,
work where all the messages transmitted in the network are elecryption takess51.9s, data processing takes6s, encryp-
crypted using RSA. On the reception of an encrypted messatien takes13.8s, and the system is idle for the rest of the
the system first decrypts the message, then processes the fitae. The energy consumption 149.J when we assume that
if necessary, and finally encrypts the result and sends itfouthe system will shut down during the idle period and will not
necessary. Each message consists of 1 to 20 1024-bit paclaiasume any energy, dynamic or static.
A sensor node in the network may receive three differentkind The DVS-enabled systems take advantage of their flexibility
of messages and take actions accordingly: (I) messages tratchanging voltages to operate at the lowest level for each
are obsolete or have reached the wrong node that will pbase of the message processing. Table Il reports various
rejected by the receiving node (only message decryptionD¥S-enabled system’s total amount of non-idle time andrthei
performed); (II) messages that only needs to be forwardedergy consumption. We see that as we go from single voltage
to the next node (message decryption and encryption asestem, to the 2- and 3-level voltage systems, to the pest&imi
required); (lll) messages that need to be processed on #ml the optimistic feasible DVS systems, and eventually to
current node and the result needs to be sent to other nottesideal DVS system, the processor’s execution time goes up
as a new message (message decryption, data processing,flammd 652s to 3596s while the dynamic energy consumption
new message encryption are performed). drops down from149.J to 32J. More specifically, with the

In our problem formulation, we assume that each taskaldition of a low voltage 2.4v, the 2-level system saves
workload is known. This assumption is valid for the above seabout 36% energy over the fixed 3.3v system. The use of an
sor network. The decryption process starts on the recepfioneven lower voltage 1.2v saves 31% more. When we add two
the whole message and at that time, the length of the messagwe voltages 2.8v and 1.8v, there is another 5% dynamic
(in terms of number of packets) becomes known. So is tle@ergy saving over the fixed 3.3v system. This indicates
decryption time because the message is decrypted packethnt the gain of introducing new voltage levels diminishes
packet and the computation for decrypting each packet id fixguickly. The feasible DVS systems can save only less than
For the same reason, we also know the encryption time befd@% further because the lowest voltage in the 3-level system
the encryption starts. The data processing time can berratisevery close the physical minimum voltage,;, = 1.1v.
accurately estimated once the message is decrypted maifie ideal DVS system consumeég.17J, about 22% less
because of the simplicity of the sensor node’s functiopalitthan the dynamic energy required by the 3.3v system. This
These execution time information helps the system to selecinfirms our conclusion that the less constraint we have on
proper voltage for message decryption, data processird), anltage/speed, the more energy we can save by DVS. The
message encryption. optimistic and pessimistic feasible DVS-enable system ha

We simulate a sequence of messages received at one nagly similar behavior because the voltage transition tigf%e
with the following parameters: the inter-arrival rate of gne for the switch from the lowest performance to the highest
sages 0.125, 20% of the messages are of type (I), 50%pefrformance) is almost negligible compared to the exeoutio
the messages are of type (Il), and the rest 30% are tyjime for message decryption and data process.
(111 messages with data processing time uniformly distiéol The static power has little impact in our simulation. This is
betweerb00ms and4000ms. Both the receiving message andnainly because that the MIPS R4000 processor, like other
processing result are of si200 bits to 20000 bits (that is, 1 microprocessors used in sensor nodes, has extremely low
to 20 packets). We conduct a one-hour-long simulation whepewer dissipation when the system is not in the run mode. For
we generate a total of 461 messages: 85 messages of typeefiample, the Intel StrongARM SA-1110 in the sensor nodes
246 messages of type (ll), and the rest 130 are of type (lllfleveloped by the Rockwell Science Center has static power

The time and energy consumption to decrypt/encrypt obelow 1mW in sleep mode [22]. The fixed voltage system has
packet on MIPS R4000 processor at different voltages dtee shortest time in run mode, which &2s as shown in
given in Table I. The data for 3.3v are from [3], where theyable Il. Assuming it shuts down whenever the system is idle
measured the time and energy required to perform a multigty avoid static power dissipation, the most static energinga
function with 128-bit result, the basic building block forost over other DVS systems will be less thad. Therefore, we
public key algorithms, and estimated the number of sudwonsider only the dynamic power in our study. Static power
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volts_ages _(volt) ﬂ;.%d {32?|,eV2e|4} {3.3:? |2e.\f|1.3 p::; I\r;;ISJ: !n(EEtllm Igt; [(I)(,jiil)

non-|d|e time(s) 652 893 2005 2351 2376 3596

dynar_mc energy(J)|| 149.08 95.47 48.88 36.28 36.17 32.17

static energy(J) 0.65 0.89 2.01 2.35 2.38 3.60

total energy(J) 149.73 96.36 50.89 38.63 38.55 35.77
AR R EEIRE B I

Fig. 2. Break-down: time and energy consumption for dedoyptdata process, and encryptidirend: as we go from fixed voltage system to 2-level, 3-level,
feasible, and ideal DVS-enabled systems (left to righ@cetion time increases and energy consumption decreases.

4% (3.3v)

11% 4% (>2.4v)
(1.2v,2.4v)

2% (L1, A
1.2v)

83% (2.4v) 83% (< 1.1v)

3-voltage system

2-voltage system

ideal system

Fig. 3. Break-down: execution time at different voltagestalt execution time893s for 2-voltage,2005s for 3-voltage, and3596 for ideal systems).

may play a more important role for other applications. Irt théest DVS-enabled system is bounded by 32.17 from the ideal

case, one should focus the analysis on total power. model and 48.88 from the 3-level DVS system. We can scale
To see the importance of the proposed feasible DVS modédhsis interval [32.17, 48.88] to [1, 1.52], where 1.5“2%.

we observe that the energy consumption by the optimisiith the optimistic and pessimistic feasible DVS models, we
feasible model is 36.17 and that by the ideal model is 32.1%n improve this to [36.17, 36.28] or [1, 1.003]. This implie
Their difference is surprisingly small considering thetfdmat that the proposed feasible DVS models give a much more
arbitrarily fast/slow speed can be used in the ideal modgkecise prediction on the dynamic energy reduction by DVS
However, this small difference still represents more th@#1 and could provide valuable guidance for designers.

of the dynamic energy consumption by the optimistic feasibl In Figure 2, we break the total execution time and energy
model. This means that although the ideal model can providensumption into the time and energy spent on message
us a good estimation of DVS technique’s energy reductiaecryption, data process, and (new) message encryption. We
potential, it can be too optimistic at times. For exampleaa if see the clear trend that energy consumption drops as the
design has already achieved a dynamic energy consumptixecution time goes up for each phase. Take the message
of 37 in the same simulation, should the designer push furthdecryption phase for example, it accounts about 54% of the
for more energy reduction by DVS (as 37 is still 15% mortotal energy (and also time) of the fixed 3.3v system. However
than 32.17)? The answer probably is ‘NO’ should the designtiis percentage drops to 45%, 22%, and less than 16% for the
know that the optimistic feasible model gives the bound 36.12-level, 3-level multiple systems and the ideal DVS-endble
The same argument applies for the pessimistic feasible modgstem as they allocate more and more time on decryption at
vs. multiple DVS model. In sum, without the feasible DVSower voltages.

models, we can only tell that the energy consumption of theDVS-enabled systems operate the extended execution time
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Fig. 4. The construction of a new speed functir(¢).

Now we definesi(t) : [t1,t2] — [Smin, Smaz), @and claim that it
satisfies Equations (3)-(7) while consuming less energy #i&):

i), ift<t<t

5#), ifi<t<t+At
S1(t)=4¢ &(t), ift+At<t<ty;

8(t1), ifth <t <ty

5(t), ifth <t <to.

§1 (t1) = §(t1) = S0
§1(t2) = §(t2) =5
Smin < min{s(¢)} < 51(¢t) < max{5(t)} < Smax
$0 | < K because®D = M) for ¢ ¢ [t1,i—0]U[f+At+0, <
ty — 0] U [th 4 0,t2] and L = 0 for te[f40,i+At—
OJU[th +0,t5—0]
to ~ i t+At th t) tay ~
JlaWadt=(f, + [T+ [t ot t/:)S(t)dt
i t/ t t+At - = 2
= (ftl + fiiat t,22)s(t)dt+ J; T Edt + ft,f 3(ty)dt
St ;e
:Ltlzs(t)dtJrj‘;* t[s(t)—s(t)]dt++ﬁ,l2[s(t1)—s(t)]dt
= [ s(t)dt + A(AL) — Ay (t))
— 2 p—
= ftl s(t)dt =W

10

least==22 to slow down to the required ending speed. Therefore, the
system operates at constant speddr at mostts —t; — 252 — 2322,
which gives the maximal workload with speedn the amount of

S — 81
K

S — 82

%)

2]
Wmaw(s) = / S(t)dt =S- (tz —t; —
t1

Clearly, Wiaz(s) achieves its maximum only when =
Klazt) 4 s1%s2 FyrthermoreWymaz (s) is monotonically increas-
ing for speed less than this value. Hences i smqz, the physical
maximal speedW,,.. is achieved whers = s;q.. IN SUM, s =
min{smaau W“F%} andWmaw = (t2_tl+%)s_%
can be achieved by, for example, the following speed functio

s14+K(t—t1), iftn <t <t + 27
s(t)y =4 s, ift1+%<t§t2—5;;2;
s—K(t1—t), Iifta— 232 <t <t

Proof of Theorem V.4

Theorem [V.4 gives the existence and uniqueness of the most
energy efficient speed function for the pessimistic feasibVS
system to complete a given workload. The idea to prove thasndar
to the one we have used to prove Theorem IV.3. We give thenautli
here but omit the detailed formal proof for brevity.

The speed function for the pessimistic feasible DVS systdth w
boundary constraints (3) and (4) also falls into the quatkikl
region as shown in Figure 1(a). Note that although the speectibn
contributes to the workload only when it stays at a constpeed,
energy dissipation occurs both at such period and duringspleed
transition.

In the proof of Lemma IV.2, we have showed that the most
workload will be completed only if the system has one steady
speed. Similarly, one can prove that the most energy efficiay to
complete a give workload is also to have one steady speeer rididn
having multiple steady speeds (due to the convexity of ptamergy

Finally, 51(¢) consumes less energy thaft) because of the convex- function).

ity of the power/energy function. 0

Proof of Lemma V.2
Lemma IV.2 is on the maximal workloadV,.., achievable

Consider that we draw a horizontal line and move it up from,,
to the speed given in the proof of Lemma IV.2 and then 6,4.
The completed workload monotonically increase and reathigs..
as the line meet. (When the steady speed exceadshe completed
workload decreases monotonically.). When this workloadaésjto

on a pessimistic feasible DVS system. (The minimum worklodl® given workload, we can prove that the speed function es/sh

accumulated on such systemiis,.;, = 0. One can easily see this by

at the end of the proof of Lemma IV.2 is the most energy efficien

constantly changing the speed without reaching any steatly. sWe ~ nd it is unique from this construction.

want to prove the following argument for the calculationl®f,q.:

if s is the system’s highest steady speed during interval
[t1,t2], then the maximum workloaW .. is achieved
when the system hasas its only steady state and operates
at s for the maximal period allowed by the constraints of
Equations (3)-(6).
Suppose that a speed function assumes constant spefedm
time p; to p; and changes from; to s;;1 from time p; to p; 1 for
t1 =p1 <Pl <p2<ph<--<pp <pl, = ta. Since workload is

accumulated only during periods;, p;] when the system is stable,
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we have the following for the workload completed by this spee

function:

/ ’ s(ydt =

Zsi : (p; - pi)

i=1

n p;
Z/ s(t)dt =
i=1 Y Pi

max{s1, 82, ", 8n} - Z(p; —Pi)
i=1
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