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Chapter 1: Introduction

1.1 Motivation

An enterprise computer system is highly complexastting of multiple hosts
with different platforms and different applicatiorall networked and most likely
connected to the Internet. These components haes fithat make the system
vulnerable and allow attackers to exploit theseerdbilities.

Humans and machines form an even larger and monpleg system with many
different components and interactions. Controlangiand reactions on one side of
this system might have not only a local effect, bowld also affect the rest of the
system, often resulting in feedback loops. Thesecef manifest themselves over
time with different delays. The properties of tlystem (security being one of them)
will emerge from its structure and all these intéitns between its components.

Some of the events in such systems are non-defistinirirhis, and the fact that
we do not have complete and fully accurate knowdealgout these systems, leads to
a level of information uncertainty that must be ramkledged and handled
appropriately. Due to all of the above intricactdssuch a system, it is extremely
difficult to understand and analyze its emergingperties and the properties of the
services it provides.

It is a hard task to characterize and assess theitseof such a system, let alone to
predict malicious acts and to design a strategyefoninating or at least reducing

their effects. Nonetheless, such a strategy is fiatpye, especially for systems such



as national infrastructures, military or other gowveent systems, emergency systems,
or banks.

Protection against attacks can be achieved by ptiexg detecting, and tolerating
them. Tolerating attacks might require the systenfunction in a degraded mode
once under attack. If attacks defeat all lines eéfedse and eventually succeed, then
the system must be able to recover quickly to aaraipnal and secure state. Of
course, all actions needed for proper preventieteddion, and tolerance have costs
associated with them, including the price of buyargl maintaining tools, the effort
and time to install and run them, and personnehitrg. A strategy for security
achievement and risk reduction can comprise a camtibin of the aforementioned
actions. Given resource constraints, as well adetddfs that might be needed
between security on one hand and other operatfmoglerties (for example usability
or performance) on the other hand, designing sustrategy is a very challenging

task and requires extensive knowledge and experienc

1.2 Approach

To support this decision-making process of desmgrém appropriate security
strategy, we developed a quantitative executableleinof an organization’s
operational computer security. Like all models,stig an abstraction of the real
system, focused on representing the security-sogmif aspects of the system and
associated processes. The model targets and refzelse perspective of the person
who must make decisions regarding actions that imeigbken for security assurance

and security-related risk management. The usemeofiodel can set different values



for the model parameters, corresponding to differeyage, vulnerabilities, attacks,
and defense profiles. The simulator can be rundiffierent “what-if* scenarios can
be executed. Simulation will help a security mamagecurity engineer, or system
administrator answer questions such as: if my enwirent is characterized by these
values, then what methods and tools to select ppty dor managing security risks
and satisfy the users needs of my system? How tiwdl selected actions work
together? What is their effectiveness and costieficy? To what changes is my
environment most sensitive? If | make specific demnin my security strategy, what
will be their impact? What changes if my systemsgatacked more/less or if the
time to exploit changes? Should | hire more sysaeiministrators? Should | spend
more on training them?

The model aims first at understanding security reskuction in computer systems,
then at diagnosing such systems and identifyingr theeaknesses, as well as
prospectively examining the effectiveness of ddfeérsolutions. The description of

the behaviors this model can exhibit is foundednugh@ notion of system archetypes.

1.3  Archetypes

Archetypes are a concept related to systems thgnkieveloped in the mid 1980s,
in an attempt to describe complex behavior antdtwey ideas in an easier and more
efficient manner. Archetypes are frequently-obserpatterns of systems behavior
and are a “natural vehicle for clarifying and tegtimental models” about systems or
situations [For61]. The systems literature deseriten distinct archetypes, as listed

by [Bra02] and outlined in Appendix I. [Wol03] arggithat in fact, all of these can be



categorized into one of four “core generic” arcipetyclasses: “Underachivement”
includesLimits to Growth, Attractiveness Principle, Tragedfythe Commonsnd
Growth and Underinvestmendnd “Relative Archievement” includeSuccess to the
Successful.“Out-of-Control” includes Fixes that Fail, Shifting the Burdenand
Accidental Adversariesand lastly, “Relative Control” include&scalation and
Accidental AdversariegWol03] acknowledges that the more common desaoniptif
archetypes (i.e. that of [Bra02]) is more intuitimad easier to grasp and apply to
simulation, so it is used here. Archetypes havenbmainly applied in business or
industrial processes. There has recently been seor& performed at MIT in
applying systems thinking and archetypes to systeafety [Mar03], but in security
this is a new idea.

Beyond the common archetypes of [Bra02], we keepiimd that other archetypes
may be observed in security. This would not be rising, as [Mar03]'s application
of archetypes to safety engineering uncovered abwercurity-specific archetypes.
This thesis, however, restricts itself to the aggilon of common archetypes to
security. While Appendix | describes how each @ftttn archetypes might be applied
to security, this thesis gives a detailed undedstenof the following archetypes:
Symptomatic Fixeqalso known asShifting the Burden Escalation, Limits to
Growth,and a combination of the latter two.

We use archetypes for understanding and modelimgrisg aspects (needs,
problems, actions) in the context of an enterptis® uses computers/information
technology systems for running its business andisée ensure the security of its

information, services, and/or systems. We are sgmting and simulating security-



related organizational behavior and trends andgugiohetypes for documenting and
understanding the domain, the problems, and tlaénpial solutions. Mental models
might be able to handle archetypes in isolatiort, fou the entire system (which
contains combinations of such archetypes) mentaletscare not adequate due to the
complexity, non-determinism, and uncertainty of siygstem. Computer simulation is

in fact already recommended in [Sen94] for extegdine’s grasp of archetypes.

1.4 The Model

For our model, we employ the continuous modelingtuee of the Extend
simulation environment [Ima05]. This is a graphisahulation tool that focuses on
the levels of holding tanks and their inputs andpois, governed by constants,
equations, delays, and random values. (A screemdhatholding tank and its inputs
and outputs can be found in Appendix II.) The lesfebach holding tank changes at
each simulation step, and a typical simulation can consist of hundreds or even
thousands of such steps. The result is an easygaay to set up and numerically
solve systems represented by a series of diffedeatjuations. The feedback loops
stressed by system dynamics and archetypes cdy kasiepresented by a holding
tank whose output is connected to its input. Tlvositinuous modeling with Extend
is a good fit for the system dynamics modeling apph described above.

Out model consists of approximately 350 Extend ddsbcks”, such as constants
or holding tanks. We ouitline it here, with compldetails left for Appendices Il and



In the model, staff-hours (of the system administig) can be allocated to various
tasks related to the security of a typical syst®e model the following seven
countermeasures:

o “Firewall Efforts.” Overseeing and maintaining the system’s firewall.

e “Antivirus Efforts.” Maintaining the system’s antivirus software, kegpit

updated, resolving user issues related to theigurgiv

e ‘“Intrusion Detection System (IDS) Efforts.” Maintaining the IDS,
installing new signatures, resolving alarms.

e “Encryption Efforts.” Maintaining the system’s encryption software.

e “Enforcement Actions.” This includes tasks such as: scanning for and
fixing configuration vulnerabilities, which are eftively “doors” to the
system that were inadvertently left open; monitgrihe users to prevent
unsafe practices, such as downloading viruses img usveak” passwords
which are easily guessed; applying proper accesstratoto prevent
unauthorized use; and more generally, devising emdrcing a company
security policy. See [Dan04] for more on these sagil of these require no
additional hardware or softwaper se only a great deal of attention from the
support staff (or system administrators).

These appear as the five most prevalent “secugithrtologies” used in Gordon’s
survey ([Gor05a]) of 700 corporate, governmentatl academic institutions, where
we have subsumed Gordon’s “Access Control Listddeurour term “Enforcement

Actions.” To these five we add a task familiaatoy computer user:



e “Software Patches.” Downloading and installing patches to correct
vulnerabilities in the operating system(s) and magibns; resolving problems
caused by patches.

Lastly, we consider a somewhat different approdat tas only recently been
discussed by the security community:

e “Tolerance Measures.” This includes designs tinlerate an attack (rather
than prevent or detect it), even if it succeeds.ltigle layers, graceful
degradation of performance, and (in some instartz@sjups are all tolerance
measures.

In our current model, the effectiveness of eachnt@neasure is a factor only of
the countermeasure’s presence or absence (implethesta series of Y/N switches
in the model) and the number of staff-hours per himec allocated to the
corresponding task. Although the IDS and firewakmm independent of the system
size, additional machines will mean additional @sr which will require more
attention. Additionally, the system has an overallnerability measure, which is
reduced by the number of staff-hours per machiteeaed to enforcement actions
and software patches.

The attacks on the system are divided into twogtates:“Simple” (or “kiddy-
script”) attacks tend to rely on known vulnerabilities and requitie action from
the attacker other than downloading and runningatteeck.“Sophisticated attacks”
may involve finding new vulnerabilities, can oftdafeat many countermeasures, and
usually come from a single knowledgeable attackech as one who might actually

write the “kiddy-scripts” of the former category. Hile viruses, which are the



costliest type of attack according to the respotgleh[Gor05a], are written by some
very sophisticated attackers, an existing virusppgates in well-understood ways
and can be easily defeated by the proper countsumnest we thus include viruses in
the “simple attack” category.

For both categories (simple and sophisticatedpexied number of attacks are
considered to be attempted against the systemdzgcl{Alternatively, the simulation
can also be set to add some random variation tepkeified number of attempts.)
Given the effectiveness of each of the various tmumeasures, and the system’s
vulnerability (or lack thereof), a fraction of tleosttacks will succeed. The primary
outputs of our current model, then, are the numbérsuccessful simple attacks”
and “successful sophisticated attacks.” Note thaiesult of h successful simple
attacks” may not appear asseparate incidents. Several of these may expteit t
same vulnerability, turn out to be variants of g#aene virus, and so on. For now, the
number of successful attacks should be taken omlpus metric of the quality of

countermeasures versus attempted attacks.

1.5 Thesis Structure

The remainder of this thesis is structured as ¥edloChapter 2 introduces the
Symptomatic Fixegor “Shifting the Burdeh archetype; describes one instance of it
in computer security as we have modeled it; diszsisise results of several different
simulations based on it; and considers how thiseigpe might apply elsewhere in
security. Chapter 3 goes through a similar approeitih the Escalationarchetype.

Chapter 4 introduces theimits to Growth archetype, whereupon an instance is



described that describes a combinatiohiofits to GrowthandEscalation Chapter 5
outlines related work, and Chapter 6 gives conchsiand some future work. This is
followed by Appendices |, Il, and Ill, a bibliograp and finally a list of this author’s

publications and submissions.



Chapter 2Symptomatic Fixe&rchetype

2.1 Symptomatic Fixes Description

In this archetype, the symptoms of a problem asepfed. Rather than analyze the
root cause of the problem, the manager (or “degisiaker”, or “actor”) attempts to
fix the symptom. This “shifting of the burden” frothhe problem’s actual cause to its
symptom often distracts the manager from the forihean also mask the symptoms
of the original problem, making it more difficutt tiagnose.

Armed with an understanding of this archetype, anager will consider the
possibility that the most readily apparent solutivay not ultimately be the best one.
Instead, time must be taken to analyze, and orlly groperly treat, the root cause.

For a simple illustration in computer security, waint a scenario in which a
company's computer system (or just “system”) is tewally falling prey to
successful attacks known as “kiddy-scripts.” Thattacks are launched by novice
attackers, and generally only succeed if the systenmtains vulnerabilities such as
software that is not up-to-date. The successebadfet attacks should be seen as a
symptom of a deeper problem. Reducing the systewmiiserability to thwart these
attacks could be considered a fundamental solytisnsh a fundamental solution
would include the frequent installation of softwgratches. It is possible (in fact,
likely) that implementing such a solution propewil take time and thus not yield
dramatic gains very quickly; in the long run, howgwpositive effects of this solution

will be observed. We choose software patches asacotien that can be taken to
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reduce overall system vulnerability vis-a-vis kieslyipts, though it is certainly not
the only action.

Alternatively, it is all-too-possible for a compaty instead view the successful
attacks as the only issue here and therefore imstalntrusion Detection System
(IDS) to detect the occurrence of these attackssyngptomatic fix. The company’s
support staff (or “system administration staff’)tieen too distracted from installing
patches. In time, many new vulnerabilities will discovered in the software run by
the system; once published, these will be exploiigchew “kiddy-script” attacks.
Invariably, a certain percentage of attacks do eva IDS, and thus, as the known
vulnerabilities in the system increase, the numbfesuccessful attacks will also
increase, despite the company’'s continued effartsgtall, maintain, and improve
their IDS. These effects are displayed in Figurar ‘influence diagram” showing
the effects of given variable on one another owvee.t

In this diagram, we begin in the center with thebpem symptom of successful
simple attacks. In the loop beneath the symptomseethe fundamental solution:
increased successful simple (or “kiddy-script”Jaakis cause an increased need for
the fundamental solution of applying software peg;hand, in fact, applying this
solution will reduce the problem symptom. Such@ploan be described as “more of
A leads to less of B leads to less of A, and saitil equilibrium is reached”, and is
known as a “balancing loop.” Alternatively, the gytmmatic solution is found in the
loop above the problem symptom. If we focus on tbip itself, it appears to offer
the same advantages as the fundamental fix, soegtinore easily or more rapidly

in the short term (though this is not indicated time influence diagram).
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Unfortunately, though, we also see that an incetase of the IDS can increase a
side effect: the distraction of the support stafini other tasks, including patch
application. This, of course, reduces the chanca foindamental fix being applied.
Starting at the top of the diagram and proceedingrad its periphery clockwise, we
see: increased IDS efforts leads to an increasaipport staff distraction, therefore
less patches are applied; the problem symptom neiémerge, and more of the
symptomatic fix will be attempted. This loop candescribed as “more of A causes
more of B causes more of A, and so on”, and is kn@s a “reinforcing loop.”
[Wol03] includes this archetype under his more gienterm “Out-of-Control”, as a
balancing loop is desired to control the problemmgiom, but it is not obtained.

Symptomatic
olution: Increased
Intrusion Detection

'e? System (IDS) Efforts
@
2
)
J Problem Symptom: Side Effect: Support
m o, Successful Simple ™ Staff Distracted from
Attacks L) Applying Patches
(o) O
c 8 ¢
& 2 o
(4
Fundamental éb
Solution: Apply "=
Software Patches -

Fig. 1. Influence Diagram for a “Symptomatic Fixes’ Situation.

2.2 Simulation Setup

To see quantitative results, an Extend model wasd usimulating a system
containing on the order of 200 machines, sustaidi®@ simple attacks per day. A

certain percentage of these attacks will be deddlayean IDS (and depending on how

12



well the IDS has been maintained), and a certaicgme will be defeated if the
system’s software is well-patched. Note that evewd say h% of the attempted
attacks succeeded”, the system’s users may notvebfm 100 attempted attacks,
separate failures, as many of these attempts ngghget a small set of specific
vulnerabilities and exploit them in the same waynifarly, no single countermeasure
should be expected to reduce the attack succestoratby itself, as there are enough
different types of attack that any single countexsuee can be defeated. We use the
percentage of successful attacks only as a measuree system’s defenses and
vulnerabilities. It is assumed that the softwaretlo§ system is initially patched
partially; therefore there is room for improvemdénfurther patching is undertaken,
while a loss will be felt if patching is ignoreds(the discovery of new vulnerabilities
will bring the software’s status from “partially {ghed” to “mostly unpatched.”) The
model was executed for the equivalent of 6 montiesl (time) with different
scenarios. (Each execution of this type runs ineur8 seconds on a conventional
Pentium Il computer running Windows 2000 Profesalg

For examining the effect of different effort alldicem to the fundamental and
symptomatic solution, we executed the simulationfémr scenarios sl1, s2, s3, and
s4. In all four scenarios, the system is underquresfor the firsid; days while the
rate of successful attacks rises. This is due t® tiscovery of additional
vulnerabilities. On dayd;+1, however, the company embarks on some course of
action. Here we chosty = 9, to demonstrate the effects over several dayaking

no action at all.
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In our first scenario, “s1”, from dagh+1 onwards, the company has its support
staff dedicate a certain number of staff-hoursdssrto installing software patches to
all the system’s computers. This effort is held stant throughout the six-month
period. The “if-then” rule that describes the origation’s efforts in this scenario is
given by:

IF: (Day> d.)

THEN: Staff-Hours for Patches :=.x

For the hypothetical situation that we are modeling considered 3 staff-hours a
reasonable value for; given the description of our system. This is coad the
“fundamental fix” scenario, or the “solution” toeBymptomatic Fixearchetype.

In our second scenario, “s2”, the company deplaysls on dayd:+1. For the
next 170 days, efforts are gradually increased aintain and improve the IDS: as
new attacks are discovered, new plug-ins are adaed; consequence, more alerts
that are signaled by the IDS must be analyzed,inagumore effort (although some
of them might be just false alarms). In an attetopkeep the IDS functioning well,
the company increases its IDS efforts with theofelhg rule:

Begin with y staff-hours for the IDS.

FOR: every day

IF: (Successful Attacks today > Successful Attawksdays ago)

THEN: increase staff-hours for IDS by y.

We have assigned the values %y 1.5, y = 0.03. (This will lead to a gradual
increase from moderate IDS effort at day ten tereng IDS effort of approximately

seven staff-hours by the end of the simulation.pMehile, as IDS efforts increase,
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less efforts are available for patch&aff-hours for Patches := 4 — Staff-Hours for
IDS, to a minimum of zero. We consider this our caséirafreasing efforts to the
symptomatic fix while decreasing efforts for thendamental solution”, or a strong
instance of the “problem” archetype.

Our third scenario, s3, takes this a step furthsr:.of dayd:+1, the same IDS
efforts are made as in s2, but no patch effortsvzade at all. Here we interpret the
increasing side-effect loop in Figure 1 as thergftieening over time of the “mental
barrier” (as [Wol03] calls it) that prevents coresidtion of the fundamental solution.
Additionally, the side-effect loop is common foistarchetype but not required, see
[Sen90]. In any case, s3 is an even more extreme afithe problem archetype for
Symptomatic Fixes.

Lastly, our fourth scenario s4 considers an altereasolution, one which the
archetype literature concedes as sometimes vidfbtee company understands its
priorities, then it may be possible to useth the fundamental solutioand a small
dose of the quick fix. This would be codified b ttollowing rules:

Staff-hours for Patches := 4 — Staff-Hours for 12S,before.
The difference is the rule for IDS efforts:
Begin with y staff-hours for the IDS.
FOR: every day
IF: {
(Successful Attacks Today > Successful Attackslaye ago)
AND (staff-hours for IDS <= z) },

THEN: increase staff-hours for IDS by y.

15



The value of y is the same 0.03, bytisy now reduced to 0.2. As in s1, we assume
that a proper effort for patches can not be madie s than three staff-hours, so we
set z to 1. s4 can thus be described as “symptoniati supplementing the
fundamental fix.” (Note that no “burden” is beispifted per seif the company

understands what is fundamental and what is not.)

2.3 Results and Discussion

The primary outputs of these four scenarios,nuember of attacks successful per
day, are plotted for comparison in Figure 2. We &so integrate under the curves of
Figure 2, giving us the number of cumulative susfidsattacks for each of the four

scenarios; these will be displayed in Table | below
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Fig. 2. Successful Attacks per Day for the FouBymptomatic Fixes Scenarios

Several important features can be observed in EiguiFirstly, when comparing
the fundamental solution (s1) to the symptomatiedi(s2 and s3), we see that the
symptomatic fixes appear to do a much better jdiaily (e.g. looking at Day 30, s2
and s3 are approximately 10 successful attacksritves s1), but by the end of the

simulation period, the fundamental solution isfasre successful: at Day 180, sl is
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22 successful attacks lower than s2, and 32 lowan ts3. This demonstrates a
common pattern in the performance of symptomatiesfi- while the symptomatic fix
can cause temporary drops in the problem rategpybeall trend over time is for the
problem rate to increase. (Diagrams similar to FégR are seen in describing this
archetype in [Sen94] and [Bra02].) While the sagustaff is distracted by the rises
and falls in the performance of the IDS, the sy&esurrent software vulnerabilities,
as well as those newly discovered, are neglectadirig to a rise in the percentage of
attacks that are successful. The overall trendirgear increase; this is not surprising,
as we have modeled the vulnerabilities in unpatdodidvare as increasing linearly in
time. Comparing sl against s2 and s3 also strabsesmportance of behavioral
monitoring over time. Were we to stop the simulat&fter one month or so, our
conclusions would be very different as to what ress are most effective!

Focusing on s3, we see that it presents an evea extreme case of s2’s failures,
as the patch efforts have been eliminated entitedgtly, we turn our attention to s4.
Recall that s4 begins with less IDS efforts thams@ s3; it therefore appears initially
to allow more attacks to succeed, e.g. at Day4.& 8 successful attacks higher than
s3, and 3 higher than s2. However, by the end ektmulation period, s4 is clearly
the winner in reducing successful attacks. Noti&evall the height for the “waves” of
symptomatic fixes: they are greatest in s3, smaties2, and smaller still in s4; this
height represents the degree of the “crisis/fixttgra, which is lowest when the
proper application of fundamental fixes prevenisigraction (s4), and greatest when

no fundamental fix is present (s3). Lastly, whidleckearly prevents more attacks than
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s1, notice how they approach each other asympligtiedn the long run, adding the
symptomatic fix will cease to provide any good bayohe fundamental solution.

We now turn our attention to the effort requiredeiach of these scenarios. sl
consisted simply of a constant 3 staff-hours per fda patches, and nothing else.
Figure 3 shows the efforts of the support staffstizf-hours per day, invested in s2,

in which IDS efforts decreased patch efforts.
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Fig. 3. Efforts per Day for s2, the IDS-Decreasesafches Scenario

Notice how patch efforts decrease steadily ungdragimately Day 120, at which
point they stay at zero for the remainder of tmawusation. Until Day 120, any efforts
for IDS came out of efforts for patches, so tofédres were constant; after Day 120,
the total efforts are all IDS efforts. Figure 3thar highlights the attractiveness of the
symptomatic fix, as the initial IDS effort requiress staff-hours per day (less than 2)
than what would be required of a fundamental fist@ady 3 for s1). In the long run,
however, staff-hours are continuously added tdit& effort in an attempt to raise its
results; by the time six months have passed, th@aay realizes that it is investing
6 staff-hours per day into the IDS. We can alsedrate the curves in Figure 3 to
measure cumulative effort of the simulation peritmdye shown in Table I.

In s3, the only efforts present are those for IDi%ese are shown in Figure 4.
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Fig. 4. Efforts per Day for s3, the IDS-only Scenao
Observe that by Day 180, approximately 6.25 staffrh are being used for IDS
efforts. In s2 (see Figure 3), that number was aplgroximately 5.8. The same rule
produced both figures: “increase IDS efforts evday that successful attacks are
higher than they were two days ago.” Compared (e22&llowed for some patches as
well, so there were less days when this triggeuwed, therefore less IDS efforts
were demanded over the course of the simulation.

Lastly, Figure 5 displays the efforts of s4, whimimbined IDS and patch efforts

with an emphasis on the latter.
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Fig. 5. Efforts per Day for s4, the IDS-Supplement®atches Scenario

Notice how few increases are made to IDS effortgiA, this happens because the
trigger condition of successful attacks being toghhs very rarely met, due to the

appropriate patching strategy.

We now compare all four scenarios in terms of treimulative effort and

cumulative successful attacks, as displayed inerabl
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Considering cumulative values, we see indeed thatutative successful attacks
are lower for s1, the fundamental solution, thansfgmptomatic fix scenarios s2 and
s3.

Table |I: Cumulative Successful Attacks and Effortdor All Four Scenarios

Cumulative Successful| Cumulative Efforts
Attacks (Staff-Hrs.)
sl 3833 513
s2 4007 740
s3 5232 689
s4 2345 684

Noticing that s1 requires over 100 less staff-howmarth of effort than s2 or s3,
we see that in the long run, the fundamental swiuis not only more effective than
the symptomatic fix; it is less costly as well. Thely question remaining is in
comparing sl1, “fundamental solution alone”, with, sdundamental solution
combined with symptomatic fix.” A company will hate decide for itself whether
the additional 151 staff-hours of efforts are wadittle reduction in 1500 successful
attacks. How such calculations are made is toucipet in related work, below. In
any case, simulation allows the company to condidereffects of its actions, and
choose its optimal course with these effects indmin

By analogy with these results, when other variabfaaterest in the system have a
similar evolutionary trend, th&ymptomatic Fixesarchetype might be manifesting
itself. In that case, the situation must be diagdoand the real cause and the
corresponding solution must be examined; this swiutas to be applied, thus fixing

the real problem. Of course, the results of thiftisg must be monitored over time,
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to make sure that the diagnosis was correct and thiea solution was correctly
implemented.

Lastly, the above simulations show the applicabitif the model as a decision
tool, by allowing one to see the effects of difféirgoroposed solutions before
implementing them. In the example presented héeedecision was regarding the
allocation of effort to different security efforfDS and patches). The model might
also be useful in exploring and making securityigpe$, as well as for training

security staff.

2.4 Other Instances of Symptomatic Fixes in Security

We have presented only one possible instan&ywifptomatic Fixekere, and thus
we have opened the door to many related oppormsnitDur simulation model
includes many security-related tasks not descrihetk (such as user training,
enforcement of the security policy, and maintainiloferance measures such as
backups, to name a few), and in place of the P&tfbrts described here, this
simulation could be run with other tasks or somelmnation thereof, as well as
considering more-sophisticated attacks. Just derelift parties may see different
tasks as “the” fundamental solution ([Sen94]), cksaof different sophistication may
have different “fundamental solutions.”

Additionally, [Sen90] finds that the best way tcsdebe the history of a particular
company'’s strategies is by combining 8ymptomatic Fixearchetype with another
archetype, namellimits to Growth.Thus, the applicability of this combination and

other archetype combinations should be consideredmputer security as well.
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A variant onSymptomatic Fixedlescribed in [Sen90] and [Sen94] is known as
Shifting the Burden to the Interveneén which the fundamental fix involves the
internal actors repairing problems, and the symptanfix involves outsiders. This
brings to mind some sentiments in the security canity about security being
incorporated into system design at each step ofptbeess, rather than ignoring
security and relying on an expert to add secueituires shortly before release or
deployment.

Lastly, there has been much discussion in the ggaommunity (see [Hun06])
regarding whether better security behavior shogddaught to the users of a system,
or placed entirely on the shoulders of the systdmiaistrator. Similarly, in a system
where the roles of system administrator and secuwificer are divided, the
interactions between them may follow archetypaltggas. We had begun to
document anecdotal accounts of such interactiors oar model leaves room to add
detail to its human-factors portion of the modakliuding the interactions between
users, system administrators, and security offic&sifting the Burden to the
Intervenercould thus shed light on these human interactions.

For additional information ofymptomatic Fixeas it pertains to security, please

see [Ros06b], from which this chapter was excerpted
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Chapter 3EscalationArchetype

3.1 Escalation Description

In the Escalationarchetype, each of two parties makes efforts ahibaes results
towards reaching its own well-defined goals. Howewach party desires greater
results than its counterpart. Thus, each partyimoees to increase its efforts, with
neither party achieving dominance for an extendedod. This can theoretically
continuead infinitum

As an instance of this archetype in security, weestigate the action-reaction
effects of attacks on an organization’s computestesy and the organization’s
attempts to better defend its assets, all the vélulieertising its strengths in an attempt
to attract more business. We begin with a comp&ay spends little on security
measures, but sustains few attempted attacks bed&@isiot a very well-known or
worthwhile target. While some simple “kiddy-scrip#ittacks blindly go after any
available computer system and can be seen as éigmsent “attack noise”, other
simple attacks (such as a “Zombie DDo0S”, see [Gfp@ consciously directed at an
organization by an attacker. These are more likghe organization is better-known.
Furthermore, an organization will be targeted hyhssticated attacks if its assets are
valuable (e.g. credit card numbers stored on itvesg), or if its defenses are
considered formidable, in which case breaching theses a worthwhile challenge.

We suppose that the organization decides to atiraet customers by increasing

its security spending and advertising its new dgcustrength. As the prominence
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and/or asset desirability of the organization rike, motivation to attack its system is
increased, raising both the quantity and sophisticaof attempted attacks. To
counteract these, the company increases secustydspy again. Alas, this furthers
the motivation to attack, leading to another insgee@n attempts. This process can
continue for several more rounds.

These effects are displayed in Figure 6, an infteetiagram showing the effects
of given variable on one another over time. (Simitluence diagrams are drawn for

archetypes in [Bra02].)
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Fig. 6. Influence Diagram for Escalation

The upper loop in Figure 6 reads as follows: “lasiag the organization's
security efforts will decrease the number of susttésittacks against it. An increase
in successful attacks leads to a greater thredhdoorganization. The greater the
threat, the more security efforts will be addeddainter it.” Thus, if the attackers’

efforts are constant, we would observe the follgwbehavior: increased security
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efforts will decrease the number of successfulcktadecreasing the threat to the
organization, decreasing the need for additionaursty efforts. This forms a
“balancing” or “negative” loop, as after severalmnds of such behavior, no further
efforts will be required.

A similar pattern is found in the lower loop: “Ieased successful attacks cause
the organization to advertise less. (We assumadbeurces that would have been
funneled into advertising are now needed to recdvem all of the attacks.)
Advertising efforts increase the motivation to ekighe organization, leading to more
efforts on the part of the attackers, and therefiopee successful attacks.” Thus, the
attacker behavior in and of itself should also foanbalancing loop, as enough
successful attacks will prevent any advertisingyvlich point the organization is no
longer a very visible or worthwhile target, so ekt&fforts are not increased again.

However, in our scenario, both the organization #radattackers respond to one
another, violating the assumptions we had madédtancing loops. Traversing the
outermost loop of Figure 6 describes the overalhab®r: an increase in the
organization’s security efforts increase its adserg efforts (or otherwise raise its
prominence and asset desirability), increasingthévation and therefore the efforts
to attack the organization, leading to a rise incegsful attacks. The organization
feels threatened and therefore increases its $ga@iforts, and the spiral continues
from there. As both the organization’s and theckitas’ efforts continue to increase
in time, this forms a positive loop. The number saiccessful attacks, however,
reflects the ratio of attackers’ efforts to the amigation’s security efforts, and thus

should exhibit stable oscillations. [Wol03] desesbthis archetype as “Relative
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Control”, as each party’s balancing loop is usednrattempt to gain control over the

relative quantity “success of one party / succésbenother party.”

3.2 Simulation Setup

Clearly in our case, the number of successful kdtdcomes the barometer of
“success of attackers compared to success of dafeid Increased efforts by
attackers over time can be modeled by an increasimgber of attempted attacks,
both simple and sophisticated. The organizatiorferte can be fulfilled by:
introducing countermeasures that were not prewoustesent; changing the
allocation of support staff-hours to various tadkaining the support-staff (which, to
a point, increases their effectiveness); and irsingathe staff-hours available for
security tasks. The latter may require hiring i@ tbng run, but in the short term may
often be achieved simply by encouraging overtireassigning personnel within the
company, etc.

In the simulation scenarios presented here, we kawplified by limiting the
organization to one action, namely increasing gtatfrs, and did not include other
actions. We assume that all countermeasures asemirebut they all begin with
inadequate support staff. In time, increasing th&-Hours to each task will result in
a greater number of attacks not successful. We hatteer simplified by scripting
the actions of both the organization and the ageclas an automated series of “If-
Then” rules, so the simulation runs without extélingervention. The rules we use

are based on our assumptions of how a companycim @situation would behave,
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and they quantitatively capture the qualitative debr described in Figure 6. These
rules are as follows:
The organization decides to increase efforts:
FOR: every x days
IF: (Successful Simple Attacks 3 x
THEN: increase staff-hours allocated to Antivirggewall, IDS, Enforcement
Actions, and Software PatchesWy: {w1, W, W5, Wy, We}, respectively.

These tasks begin witl, staff-hours allocated at the start of the simuati

These countermeasures and vulnerability-reductaskst are very effective at
preventing or detecting simple attacks. Faced wiiphisticated attacks, however,
their effects are diminished: the antivirus doesauduress these attacks, which aren’t
viruses; the IDS and firewall can sometimes be idede and enforcement actions
and software patches can only reduce known vulilgiedy whereas the
sophisticated attacker may discover and exploit nawnerabilities. Thus, the
company responds to sophisticated attacks in ardiff way than to simple attacks:

FOR: every xdays

IF: (Successful Sophisticated Attackszy x

THEN: increase staff-hours allocated to Encryptiop v and Tolerance by,v

Tolerance and Encryption are allocatéy staff-hours at the beginning of the

simulation.
We assume that these countermeasures are no lessvefagainst sophisticated

attacks than against simple attacks. Today's comialeencryption is believed to be
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unbreakable by any private individual with a hamdfficomputers, no matter how
clever, and tolerance works despite the succesgeedttack.

As some tasks may require more staff-hours thaerstto be done well, different
numbers can be specified for each task. In any, des#sions to increase staff-hours
are implemented as followgny increase in staff-hours requires a dhy delay to
reassign personnel.,ddays after the increase occurs, the company aibesrtits
added security efforts.

This leads the attackers to launch additional k$taaccording to the following
assumed behavioBegin with ysimple attacks. Any day that advertising is present
increase the simple attacks by

Simple attacks can be increased rapidly, as thésely requires directing
automated “kiddy-scripts” against the system. Thenlmer of sophisticated attacks,
however, grows at a different (generally slowerer&8egin with y sophisticated
attacks. Any day that advertising is present, waidays as sophisticated attacks are
prepared; then increase the sophisticated attagkgd%.

In our execution, the number of simple attacksnatted is given by the above
rules. To allow for some randomness, we chose ttdhie humber of attempted
sophisticated attacks vary by a (Gaussian) standiewtion of 5%. Additionally, if
the number of successful sophisticated attacksusd to be between 0 and 1, then a
random number is drawn to determine if the attacseds.

We simulate a system of approximately 200 machicesosing a simulation
period of six months (180 days). Keeping these remilin mind, we have run the

simulation with the following valuesix 7, » = 4, % = 1, W, = {1.8, 2.2, 6.0, 2.4,
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24}, w={11,13,3.7,15,1.5}y, ={0.72,0.87}, v =1.8,4=22,y =20,y =
298,¥=0.6,4y=9,d=14,d =5, and d= 2. In our opinion, these values, used
with the above rules over a 180-day period, descablinear progression from

minimal attention to complete dedication vis-a-sfaff-hours for security tasks.

3.3 Results and Discussion

Successful attacks per day are used as our meaktmeganization’s efforts vs.

attackers’ efforts”; the results are shown in Fegur
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Fig. 7. Successful Attacks per Day, FirgEscalation Scenario

Certainly from Day 90 onwards, the system reachesora of equilibrium, as
successful attacks hover around 13. This is atrestihe matched opposing efforts of
the organization and the attackers. Yet while tleral metric (i.e. successful
attacks) does not change much, both efforts areinggFigure 8 shows the efforts of

the organization, in staff-hours per day dedicateskcurity tasks.
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Fig. 8. Staff-Hours per Day, FirstEscalation Scenario

According to the rules and the specific valueshefvariables described above, the
first decision to increase staff-hours occurs ay Daand is implemented fourteen
days later; thus, the first increase is seen atZlayAfter that, increases can occur as
often as every seven days: decisions to increasemade every seven days, and
previous weeks’ decisions will be implemented whilaiting the fourteen days for
this week’s implementation. Overall, the organiaa efforts grow, fairly linearly,
up to approximately 220 staff-hours per day. Assgmeight-hour days, this
translates into twenty-seven people, which is Highnot unreasonable for a system
of 200 machines. Of course, this growth is matchgdhe increase in both simple

and sophisticated attacks. Figure 9 shows the pteshsimple attacks.
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Fig. 9. Attempted Simple Attacks per Day, FirstEscalation Scenario
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The number of attempted simple attacks can rideeradirastically, as this only
requires that novice users unleash their autonatecksses against the system. This
reaches almost 9,000 attempted attacks on theeesytstem per day, or 45 attempts,
including viruses, per machine. While we stress libhavioral trendshere much
more than the specific numerical results, thesebmus can be ‘“reality-checked”
against some empirical findings involving honeyp§ac04] observed attacks from
6,285 IP addresses over four months, averagingtexenew attack sources per hour.
Similarly, [PouO4a] observed 28,722 new attack eesirover sixteen months.
[Pou05] found 924 attack sources per day in Germang [Pou04b] mines a year of
collected data and concludes with a very consematistimate of 753 attack tools
available to simple attackers. In light of thessutts, and considering that in our case,
the organization has “begged for attacks” by adsieg, our numbers seem fairly
realistic (or in agreement with the existing engalidata.)

Figure 10 shows the daily average of attemptedistpdited attacks.
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Fig. 10. Attempted Sophisticated Attacks per Day, iFst Escalation Scenario

The growth of attempted sophisticated attacks ishralower, as it requires higher
human effort and expertise.
We also observe that the linear increase in thea@zgtion’s Efforts (i.e. staff-

hours) can balance out the exponential increasidtackers’ Efforts (i.e. attempted
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attacks). This is the case because in our modihear growth in countermeasure
effectiveness leads to a lower percentage of ssftdeattacks — an exponential
decline.

Our simulation resulted in an overall relativelynstant average number of
successful attacks, an equilibrium of sorts betwdenresults of the two striving
parties (organization and attacker). Given theselt® an organization may attempt
to “beat” this escalation by increasing its effdosyond the values given here; or it
may consider cutting costs by reducing its effdftthe results will be the same. We
therefore ask how this equilibrium is affected i€ wnodify the values representing
the amount and frequency of increases in secufiyte.

Firstly, we ask how much can be gained by the drgdion if it increases its
efforts a bit more. In this scenario, when staftisoincrease, they increase notwy

but by 1.1w instead. Figure 11 shows the results.
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Fig. 11. Successful Attacks per Day: Results of 10%crease in Efforts

Compared to Figure 7, Figure 11 has a similar dvetzape, but the average
number of successful attacks hovers around 10usdte 13 of Figure 7. Thus, by
increasing efforts by 10%, the organization camucedts equilibrium by 3 successful

attacks.
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Secondly, we ask how much is lost if the organi@atioes not increase its efforts
as much. Now the increase in staff-hours ismobut 0.9% instead. Figure 12 shows

the results.
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Fig. 12. Successful Attacks per Day: Results of 10%ecrease in Efforts

Suddenly, the equilibrium has risen to approximag$ successful attacks. (It is
not even clear whether an equilibrium exists by éne of the period, given the
graph’s steep climb from Day 140 onwards.) Thus,d company considering
changing its efforts, simulation here has showh #&hsmall increase in efforts will not
do much good, but a small decrease in efforts gdglise much harm. This echoes
[Sen90]'s discussion of “leverage”, the large effecf small changes. A benefit of
simulation is thus demonstrated.

Lastly, we test the sensitivity of this equilibriubny modifying a different value.
Instead of the amount of the efforts’ increase. (v¢, we change the frequency of
increased efforts.;xthe delay between increases (if increases aréreet], had been
7. We now change it to 6, and run the simulatiotuitively, since the organization’s
reaction is more frequent, we expect the numbesustessful attacks to decrease.

The results are shown in Figure 13.
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Fig. 13. Successful Attacks per Day: Results of MerFrequent Efforts

Clearly, by Day 160, the equilibrium has been up3ée increase in attempted
attacks is outpacing the increased efforts of ttgamization, and successful attacks
begin to climb. This is due to the fact that thgamization’s more frequent efforts
consisted of security spending followed by advianjswhich attracted more frequent
efforts of the attackers that it could not matchisTexample illustrates not only the
utility of simulation for predicting the effects afmall changes, but also the benefits
of simulation in revealing unexpected behavior.sTekample also demonstrates a
systems concept: sometimes the best way to suariEscalationscenario is to not
react as often, even if a reaction appears negegS@n90] gives a case study of two
manufacturers of a new design of stroller, bothwbfch are making a respectable
profit margin on their sales. Then the manufacturenteredEscalation, lowering
their prices in an attempt to raise market shaiéleLtime passed before both
manufacturers no longer had a profit margin. T f reaction (reduced profit
margin) had not been weighed against the risk afeagtion (reduced market share),
and perhaps a slower reaction may have offeredjtbatest overall gain. Similarly,

we have demonstrated the possibility that an omgicin can be out-escalated by its
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opponent. Simulation thus grants the would-be ahirdo Escalationthe opportunity
to pause and consider such outcomes.

Returning to our security scenario, we had desdrihe increase in attacks as due
to the organization’s advertising. While some conips (e.g. search engines) cannot
exist without high visibility, our results behoows organization to consider the
effects of its advertising and whether they outweibe risk of additional attacks.
Additionally, the automated “if-then” rule for adtigeing used here was to advertise
anytime an increase in efforts is made. While thiguénce diagram of Figure 6
indicates that enough successful attacks will preverther advertising, our if-then
rules had assumed that point was not yet reachdoeirsystem, e.g. it only occurs
when successful attacks reach 60 or higher.

Alternatively, a rule can be constructed whichestatAdvertise only if successful
attacks are below a certain threshold.” Such a fisléncluded as part of the
Escalationbehavior in Chapter 4.

All of the above scenarios involved automated rtitegovern the choices of both
organization and attackers. As an alternative, rtfuglel also allows for a rule of
“pause the simulation whenever a certain conditioturs.” In our case, then, pauses
may be configured, for example, whenever the swfoksattacks (simple,
sophisticated, or sum of the two) exceed a threslalue. The simulation then
pauses, and the end-user of the simulation mayidemsaking changes such as
introducing a new countermeasure or increasing--Btafrs before resuming the
simulation. The behavior over time of the aggredaitackers can also be paused and

adjusted by hand; this feature may be useful tariigcresearchers, but for a
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company considering the impact of various choites it could make, the attacker
behavior is out of its hands and would thus presiynbe represented by automated

rules.

Lastly, here we assume that the organization s tioeincrease its efforts without
any additional constraints. Practically, such iases may carry risks other than those
of increased attacks; such risks are describedhbthar archetypd,imits to Growth

and are described in the next chapter.

3.4 Other Instances of Escalation in Security

On theEscalationarchetype, [Sen90] lists the international arme rax the most
obvious example oEscalation and [Hof05] specifies an “information technology
security arms race.” This arms race consists ehacks in attack technology, which
necessitate improvements in security technology. dxample, [Hof05] argues that
“with the advent of binary differs . . . patchirgyrio longer a viable defense strategy”,
and instead advocates recent advances in Intrudiemention Systems. But this
“race” develops over the course of a decade ordongee [Dwa05] for a timeline
from the 1980s to today. Given the vast unpredilitalof long-term innovation, this
is hardly something a single organization can siteuto aid its decision-making; we
have thus chosen not to model it here.

[Sen90] also suggests a generic solution to thibetype’s woes: often there can
be an agreement to reverse the cycle, as each ggmgs to simultaneously “ease

off.” While this may succeed in international pict (as it arguably did in détente),

36



the notion of “we’ll use less security technolofyaou agree to attack our computers
less” is obviously not applicable in this case, tipatarly when the anonymous
attacks, attackers, and motivations are myriads ©ption is therefore not considered
in our scenario.

For additional information onEscalation in computer security, please see

[Ros064a], from which this chapter was excerpted.
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Chapter 4Limits to GrowthandEscalationArchetypes,

Combined

4.1 Limits to Growth Description

In the Limits to Growtharchetype, a growing action is applied, which lesals
increased gains or results. These gains encouragherf growth, forming a
reinforcing loop. However, the gains soon reachesoatural limit, at which point the
limiting process places downward pressure on furth&ns. Despite continued
growth action, the gains will plateau and, in sarases, decline.

As an instance of this archetype in security, wasiter the effects of security
demands on an organization’s computer staff of xedfi size. Suppose that an
organization has a certain number of employeescdesll to various computer-
related tasks such as technical support, hardwaietemance and upgrades, and
security-related tasks such as monitoring a firevesl an IDS, or maintaining
antivirus software. Initially, the organization gaynodest attention to security, but
then decides to make some investment in it. Whether investment includes
purchasing equipment (IDS, encryption or antivisadtware, and the like), security
training, overtime, or higher salaries for emplay@éo focus on security, it always
involves reassigning personnel to security. Enageglaby the noticeable gains in
security, further investments lead to more reass@gis of personnel to security.
This continues to be a good strategy until insigfit personnel are available for non-

security tasks. At this point, numerous non-segustated technical problems arise
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in the computer system, forcing the security pengbito pause their efforts as these
problems are addressed. Reassigning more empltaysesurity (or demanding more
of the current security employees) will bring natfier gains; in fact, the additional
technical problems as well as the support stafésrelsed efficiency from facing
demands it can not meet may result in a declingains. An influence diagram for

this situation is shown in Figure 14.

S25PEIS
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Fig. 14. Influence Diagram forLimits to Growth

Traversing the left side clockwise reads: “secuiityestments increase the staff's
security efforts, decreasing the number of sucakssfacks. More successful attacks
would decrease the management’s perceived berfefiequrity investments. More
perceived benefits of investments leads to furitneestments.” Reversing the double
negative yields: “investments leading to effortadieg to gains in security (i.&ess
successful attacks), increasing the perceived hieokfinvestments and therefore
leading to further investments” — this is a reiefog loop. The right-hand loop,
however, describes how increasing the staff's sgcafforts can conflict with non-
security-related tasks, due to a personnel sharfsgyendicated by the upward arrow,

this effect is decreased if the staff size is sidfitly large. Lastly, an increase of such
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conflicts will cause problems that diminish thefsasecurity efforts. A balancing
loop is thus formed, as security efforts will (unsoiously) decrease as long as the
conflict of resources with non-security tasks iegent. Given a constant number of
attempted attacks, implementing this archetype Ishoesult in a continuous
reduction of successful attacks (i.e. increaseadfiggfor security investments) until
insufficient personnel are available for other tgskt that point, the number of
successful attacks will cease to fall further, amaly in fact begin to rise. [Wol03]
includes this archetype in the category “Underaaigent”, as a reinforcing loop is
desired for growth, but it is not successful.

The simulation model can incorporate this Limit@oowth with the following
property: Some valup is the highest percentage of staff efforts that atimally be
reallocated to security with no ill effect. If tbtdemand for security efforts exceed
(p/100)*SysAdminCapacity, then the “effective” hodms security are given by the
SysAdminCapacity, minus some constdattimes the excess demand. In the
simulation described below, we have uped 23 andk = 1.2, believing these values

to be a reasonable description of a typical system.

4.2 Combined Archetypes

While the use of an archetype can present a congpjstem in readily-grasped
terms, a given scenario or story may not neatlinfi a given archetype. The general
archetypes of [Sen90], [Sen94], and [Bra02] argumionly in that they have been
frequently observed in diverse settings, and ey provide useful “building blocks”

for other influence diagrams. For each given caselys [Sen94] recommends
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beginning with the influence diagram of one easihgerved archetype (or simply a
balancing or reinforcing loop), then “widening ashekpening” the diagram by adding
additional “loops” to describe the observed behavidbhus, a combination of

archetypes is often the simplest way to grasp g&sys behavior when two or more
different behavior patterns are exhibited simultarsty. (Such a combination, that of
Limits to Growthwith Shifting the Burdencan be found in [Sen90].)

Observe that botlEscalationandLimits to Growthhinge on the organization’s
security investments and successful attacks; we ¢banect their influence diagrams

through these values. The resulting combined dimgsashown in Figure 15.
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Fig. 15. Influence Diagram for CombinedLimits to Growth and Escalation

Observe that the two influence diagrams largelyeskldifferent issues, except for
the upper-left-hand corner of Figure 15, which dinkuccessful attacks to security

investments. Whil€&scalationhad assumed a “positive” effect (i.e. more sudoéss
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attacks increase the threat, increasing investyebigits to Growthassumes a
“negative” effect (successful attacks decrease epeed benefit, reducing
investments).

In combining the two archetypes it becomes cleat bfoth patterns may be true
for different organizations with different cultureor for different levels of
management. Additionally, recall that an the infloe diagram shows only
“‘increases” and “decreases”, but quantitatively sdinks may be stronger than
others. Thus, both patterns may be present witlsimgle organization; a visible shift
from increases to decreases in investment, orwacsa, will occur at times when the
weight of one pattern exceeds that of the other.ekample, when the organization’s
management first invests in security, its perceinmhefit is low, so further
investments hinge on a reduction in attacks; latecurity investments are believed
an appropriate cure if successful attacks risegllfin successful attacks may reach
some upper limit at which point the management fzedio lose its faith in
investments and reduce them.

The overall trend of this combined archetype, whienved in terms of successful
attacks, will look as follows: a stable oscillatiftue toEscalation) until security
efforts exceed their optimal value (for the givaaffssize), followed by a rise in
successful attacks (fromimits to Growth). At this point, several possibilities exist:
the organization may continue (for a short durgtimnadvertise, leading to further
attempted attacks; it may follow the “threat” patteand push for more security
investments; and/or it may follow the “perceivecéf” pattern and reduce security

investments. Depending on these three options,stakle oscillation and rise in
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successful attacks will be followed by either aelawg off or a rise in successful
attacks; the former would occur if the organizatibalts both advertising and
investments, keeping attempted attacks constarg. fiighest risk, leading to a
significant increase in successful attacks, ocdfirshe organization continues
advertising, raising the attempted attacks, asdtdginued investments cause more

woes for its computer staff, further diminishingitheffective efforts.

4.3  Simulation Setup

The behavior of the organization’s management (Whivests in security and
demands staff-hours for it) and the aggregatedlatta (who attempt the attacks) are
then given by a series of rules (similar to tho$eSection 3.2), following the
escalatory behavior described above. Here we ddratene possible outcome by
assuming that the perceived benefit or “faith” mvastments is held constant, and
thus the decision regarding further investmentieigrmined only by the threat to the
organization. This decision is modeled by the felltg rule: The simulation begins

with an initial demand ofy, staff-hours for security. Every ®ays, { IF (Successful

Simple Attacks >0;), THEN increase staff-hours demanded for “simpgsfcurity
tasks byw. Additionally, IF (Successful Sophisticated Attaekd,), THEN increase
staff-hours demanded for “sophisticated” securiisks by v.} A delay al, days is

incurred for personnel reallocation.
(The description of tasks as “simple” or “sophiated”, as well as the task-by-task

composition ofv andv, are unchanged from Section 3.2.)
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The organization’s advertising efforts are modddgahe following rule:Every %
days, IF (Successful Simple Attackg)sr, THEN decide to advertise. A delay of d
days is incurred before the advertising occurs.

Lastly, the aggregated attackers’ response is raddes followsThe initial value
of Simple Attacks Attempted / Day is Bach day, IF (Advertising occurs), THEN a
delay of d days occurs as the word spreads and new attadk tye accumulated
where upon Simple Attacks Attempted / Day is irm@ddy a%. The initial value of
Sophisticated Attacks Attempted / Day is Bach day, IF (Advertising occurs),
THEN a delay of g of days occurs as the word spreads and new attacks
engineered, whereupon Sophisticated Attacks AteindDay is increased by b%.

We simulate a system of approximately 200 machivéshave chosen a period of
six months (180 days) for our simulation. Succdsatiacks per day are used as our
measure of “attackers’ gains vs. organization'sigdi

With these values in mind, we first simulated as#me scenario” characterized
by the following values: x=7, % = 7; W =29.8,w=9.1,v=1.6;0; = 6,0, = 2,03=
18;d=14,d=1,¢=2,d =7; @ = 15, a = 26; b= 0.6, b = 7. These values
describe, in our opinion, an organization’s 180-dapgression from minimal
security efforts to full security efforts; a reaiéslly aggressive advertising campaign;
common delays for each action described; and ar@seipn in terms of attack
attempts from the minimal attack “noise” receivedam inconspicuous organization

to the high number that a prominent organizati@eires.
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4.4 Results and Discussion

The results of this simulation are shown in Figlée

Successful Attacks

80 Successful Attacks / Day

0 30 60 90 120 150 180
! Day
Simple Attacks = Total Attacks

Fig. 16. Successful Attacks per Daygscalation with Limits to Growth

The number of successful attacks seems to oscilfatdy stably until
approximately Day 145, at which point it rises dagicelly. Until Day 145, the
number of successful attacks hovers at about lichwé this system’s equilibrium of
escalation: security efforts, followed by advertgifollowed by new attack attempts,
followed by further security efforts. Around Day8.sowever, théimits to Growth
archetype emerges: the demand for staff-hours dgcéne optimal load the staff can
bear, the staff's performance deteriorates, ancessful attacks rise. Note that
successful attacks exceeld=18, the organization’s threshold for cessation of
advertising, at approximately Day 155.

Correspondingly, the number of attempted attackaple plus sophisticated) is

shown in Figure 17
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Fig. 17. Attempted Attacks per DayEscalation with Limitsto Growth

The number of attempted attacks escalates as afteavery seven days (the
organization’s wait time between advertisementd)l @pproximately Day 155. At
that point, the company halts its advertising, armbnstant 1925 attacks per day are
attempted for the remainder of the period. Yetunréhg to Figure 16successful
attacks are found to rise several times betwees D&% and 180. As the organization
continues to reallocate staff to security and iaseeits demands on them, the
personnel shortage for other tasks leads to matenieal problems, sidetracking the
increasingly overwhelmed security staff; attempagdcks thus become successful as
the state of the countermeasures deterioratesyasbens vulnerability rised.imits to
Growthleads here to a decline in gains, not to a plateau

By examining the behavior of the system, one calize the problem of the
increase in “successful attacks” around day 145teBponse to this problem, the
organization should take some action. Below we show the use of simulation can
support decisions regarding what action best fits goals and context of a given
organization.

Firstly, as our system was described, the increasdtempted attacks came not

directly as a result of increased security effoloist, as a result of the organization’s
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advertising. While this may not be the case for @tjanizations, certainly any
organization considering advertising must weigheptial benefits (such as increased
clientele) against the possibility of (and its pegainess foriescalation.

Secondly, even whef&scalationis called for, it may be wise to escalate less
strongly. The organization’s rule for increasingws#ty efforts was given as: “Every
x1 days, if successful (simple, sophisticated) attaale greater thaf( 0), increase
efforts by (w, v).” Increasing the period &.e. reducing the frequency of possible
escalation), raising the thresholds and 6, (reducing the frequency of when
escalation is called for), and/or reducing w ar(the quantities of escalation when it
is employed) are all possible solutions. When @éhiis perceived, the effect of
reaction must be weighed against the risk of nomactand sometimes the greatest
overall gain is achieved by a slower or weakertieac Similarly, when we turn to
Limits to Growth|t is noted that if the limits will not be (or caoinbe, as in [Mar03])
removed, then reducing the growth action will delag onset of the limiting factors,
as well as slowing the deterioration of growth ottoe limits manifest themselves. A
reduction solution thus heeds both archetypes.eEonhich of these three reductions
is most effective here, all three were simulatedtucing the frequency of increased
efforts, raising the threshold for increased effpaind reducing the quantity of efforts.
Experimenting with each solution individually aslwaes combined with others, we
found that our system responded most favorablyimply reducing the quantity of
escalatiorw by 30%: each time the organization decides to as®eits security
efforts, it does so by 6.4 staff-hours, as oppdeetthe 9.1 of the baseline case. The

results are shown in Figure 18.
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Simple Attacks — Total Attacks

Fig. 18. Results of Reduced Escalation (Successfiutacks per Day)

Note that the equilibrium number of successful ckdahas risen to about 15 (as
opposed to the 11 in Figure 16), but there is @moma@tic climb in successful attacks
by Day 180. The weaker reaction has not pushed ddsnan the staff beyond their
point of optimality in these six months. This apgeb can thus be thought of as
“partly losing Escalation but winning Limits to Growth: Note as well that the
number of successful attacks reachgsl8, the advertising threshold, several times,
leading to less advertising and thus less attempitiadks. Integrating Figures 16 and
18, we find that the number of cumulative succdsaftacks is less for reduced
escalation (~2650) than for full escalation (~28@Biven a particular organization’s
structure, goals, and priorities, the above trafde@quilibrium number of attacks,
rise in attacks, advertising opportunities, cunmuéaattacks) should be considered to
find whether reduced escalation is more in itsregethan full escalation.

Thirdly, a solution commonly found fdrimits to Growthis to cease the growth
action, and instead concentrate on removing thaitigncondition. In our case, this
would translate into hiring additional support 6t§6en90] stresses the concept of
“leverage”, i.e. an organization’s efforts will {de maximal gains if it carefully
chooses where and when to apply those efforts.a¥iiiing too early is prohibitively

expensive, if hiring is delayed too much, the limitl set in and deterioration of
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gains will begin. Additionally, the stronger thenit has become, the harder it is to
remove it; in our case, once the support staffviesnehelmed with demands, it will
not have time to introduce new hires to the intiea of the computer system. Thus,
the point of highest leverage for hiring when it will take effect just before the
demands on personnel exceed their optimal |34k requires great prediction skills
on the part of the manager, including a sense eédthack” regarding the support
staff's load. Otherwise, the best strategy is te &g soon as possible once a decline
in gains is visibleThis also requires the manager to realize thateddgains have
diminished since the optimal personnel load wastred. As opposed to the previous
strategies, which are executed before-the-facts ttrategy describes how an
organization might now respond to problems. Follayiull escalation, Figure 16
showed a rise in attacks around Day 145. Figuresh®ws the results if the

organization responds rapidly and additional pemsbare available as of Day 155.

Successful Attacks

30 Successful Attacks / Day

225

15]

|

0
0 30 60 90 120 150 180
Day

Simple Attacks — Total Attacks

Fig. 19. Full Escalation, with Hiring at Day 155

The oscillations and steep rise occur as in Fidéirefollowed by a steep drop in
attacks due to the hiring. Integrating, we find atat of approximately 1,880

successful attacks, far less than in full or reduescalation. (Of course, this benefit
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comes with the cost of hiring.) The sooner theniirithe less of the peak around Day
150; the longer the wait to hire, the greater thakp

Figures 16, 18, and 19 have shown the resultsedfhitee above scenarios in terms
of the number of successful attacks. An organipatimst also consider factors such
as labor costs, and thus Figure 20 displays theutaiive staff-hours employed for
each scenario: “baseline” (full escalation, withdring), “reduced escalation”, and
“escalation with hiring.” Note that the efforts ‘tfaseline” and “hiring” will coincide

until Day 155, at which point the curve for “hirfhgill grow more steeply.

Staff-Hours

Cumulative Efforts (Staff-Hours)
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Fig. 20. Cumulative Staff-Hours for Each Scenario

Thus, given the number of successful attacks amtbeu of staff-hours employed,
both per-day and cumulatively, an organization cansider its best options as it
encounters this combination of archetypes.

For additional information on the combinationkscalationandLimits to Growth

as it occurs in security, please see [Ros06c], fndrich this chapter was excerpted.

Chapter 5: Related Work
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5.1 System Dynamics and Archetypes

System dynamics thinking is introduced in [For64i. introduction to archetypes
can be found in [Sen90], with added details andmmenendations in [Sen94], while
[Bra02] extends this work to list ten different laetypes. [Wol03] argues that all
existing archetypes can be included in one of foare generic” archetype categories
such as “Underachievement” or “Out-of-Control”; hewer, [Wol03] acknowledges
that the more-specific, more-familiar ten archegyfsich asEscalatiori or “Limits
to GrowtH) are more rapidly applied to real systems, anchaxe thus used them
here. [Mar03] applies systems thinking and archesyip safety engineering. Some
archetypes found in safety are clearly those skwhere (such as “Eroding
Goals”), but others seem unique to safety. (Thikéscase partly because safety
measures can be a victim of their own success -Awheccidents occur, there can
be pressure to reduce safety measures.) For ndrawefocused on the more-
common archetypes of [Bra02] regarding security,fliwre work may find that new

archetypes apply to safety as well.

5.2 Sources of Data

Empirical data regarding computer security arel gélrly rare as of now.
Anecdotes detailing attacks and their responset, asi [Gib02], are very illustrative
of the attacker/defender interaction, but few saiccdotes have been published.

Some information regarding what is general pradticéhe security world today
can be found in [Gor05a], a survey of several haddsrganizations. For example,
our model includes IDSs but not biometrics becatlme former is found to be

significantly more prevalent in real life today.
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Most data on attacks are gathered from analyzirgnélipots” or “honeynets”,
systems designed to be attacked. Such studiedancur own laboratory’s [Pan05],
as well as [Dac04], [Pou04a], [Pou04b], and [Pou05]

Hypothesized attacker behavior is described in 9dgnbased on empirical
findings from controlled attack experiments. Thixudses on the behavior of the
individual attacker, while more data are neededhenaggregated effects of multiple
attackers.

To help meet the dearth of empirical data regardiegurity, nine teams are
collaborating on the projects DETER and EMIST [BjMETER involves building
a massive (currently approximately 200 machinggnited to reach 1000 machines)
“researcher- and vendor-neutral” network testbed dmulating various types of
attacks, countermeasures, and network topologiesanihile, the EMIST project
seeks to formalize methodologies for measuring etheffects. Combined, these
projects should provide a wealth of useful, unbdasend well-accepted emulated
attack data. Both studies will enrich our modelhvwgjuantifiable values, e.g. honeynet
findings might show that 20 buffer-overflow attacksa certain type are attempted
each day, and the DETER/EMIST findings would tallthat the attack will succeed
80% of the time if the network has Topology A builyo60% of the time with
Topology B.

Regarding user factors, [Lar03a] uses surveys tenstand Internet usage, and
[LarO3b] conducts studies with test websites tceesiigate users’ privacy behaviors

online. The authors of these papers have indidit&idtheir future work will analyze
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user behavior regarding network security, whichulthdoe applicable to our user

B { Comment [SNR1]: This better? j

5.3 Economics and Security

[CamO03] considers the effects of public disclogegarding security breaches on a
company'’s stock prices. [Gor02], [GorO5b], and [BBHall use economic analysis in
determining how much security investment is worttviior a company, given its
priorities; however, details are not provided asvttat should be done specifically
with the investments. This provides the connegioimt to our model.

Economic requirements are also used to lead tongdgns or specifications for
related computer security, e.g. determining thejestive cost and total welfare
regarding network routing [FeiO5] or requirements tousted platforms placed by

digital rights management [Ber04], [Ber05].

5.4  Other Modeling Approaches in Security

One approach in security has been to probabilisticquantify an attacker’s
behavior and its impact on a system’s ability toviae certain security-related
properties. Attempts have been made to build mathelistake into account both the
attacker and the system being validated. A germa@adel of an intrusion-tolerant
system is proposed in [Gon01] to describe secwiyloits by considering attack
impacts; the system state is represented in tefnfailare-causing events. [Jha01]

proposes a combination of state-level modelingnédriogic, and Bayesian analysis
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guantify system survivability. Finally, Ortalo €t §0rt99] propose modeling known
vulnerabilities in a system using a “privilege dnapBy combining a privilege graph
with simple assumptions concerning an attacketabier, the authors then obtain an
“attack state graph.” Parameter values for suchraplg have been obtained
experimentally; once obtained, an attack statetgigm be analyzed using standard
Markov techniques to obtain several probabiliste&asures of security. [Ste04] uses a
probabilistic model for validating an intrusion#chnt system that combined
intrusion tolerance and security, allowing the desers to make choices that
maximize the intrusion tolerance before they immamthe system. Compared to
these models, the model presented here is moreigédneits inclusion of other
human elements such as users and system admimisirétdditonally, other than
[Ort99] which uses data collected empirically tesess some of the parameters values
in the model, the other ones are not developedsibyebe linked to empirical data.
Cyberciege ([Nav06], [Irv05]), developed by the dhiPostgraduate School, is a
computer game with a very engaging user interfawe \artual world, intended for
training students to understand security engingei@yberciege focuses on detailed
access control, user-by-user, for a small numbersefs. Each piece of hardware is
hand-selected from a list of fictional brands (éRjtFlipper router”), and physical
security measures are implemented on a user-byhmsss. The determination of
whether an attack succeeds is by comparing asseab#ity and how well standard
procedures have been followed. Cyberciege’s levaletail models the role of an

individual security officer who might oversee a dozomputers at most, while our
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model abstracts one level higher, to the managey wNersees several hundred
machines.

In a similar vein, Fred Cohen & Associates offesegurity simulator [Coh06] on
their website (http://all.net/games/index.html). llfFudescribed in [Coh99], this
simulator gives examples of how a single attackvafying sophistication might
succeed against different computers with differemtintermeasures. The defender
strength, i.e. to what degree the defender doesrigfine thing, is specified as a
percentage by the user before running the simul#tan attack succeeds, the dollar
loss due to the attack is estimated based on thekat profile, e.g. how much will a
successful attack by a private investigator cosiPapproach attempts to add in more
empirical data, as described in Section 5.2. Adddlly, our work extends the
“defender strength” idea by allowing for strengtiiseach countermeasure: a system
may have a 90% effective firewall but only a 70%eetive IDS. Furthermore, rather
than specify a value for defender strength, the o§®ur model inputs managerial
decisions such as how much effort is allocated hickv security tasks and how
skilled the staff is — the model then uses thegmitd to determine the resulting

defense strength for each countermeasure.
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Chapter 6: Conclusions and Future Work

6.1 Conclusions

The archetype and results of simulation executiesgnted here show the value of
systems dynamics modeling for enterprise secufitye evolution over time of two
slightly different “what-if’ scenarios may resuit very different pictures, reinforcing
the value of simulation. Systems thinking, combimégth simulation, can assist an
organization in placing its efforts in the plackattwill give the most “leverage” to
their goals, and in diagnosing and solving problefigs approach thus leads to a
more enlightened weighing of costs vs. benefitstif@ proposed decisions that an
organization might make.

System dynamics simulation is also an intuitive apdwerful tool for
understanding computer security, as well as fdnitrg professionals. In time, our
model will mesh with much other research curreb#ing done by others, leading to

gains in a wide variety of directions.

6.2 Future Work

A great deal of future work remains as well, indhed

e “Deepening” the simulation model with more deta&ilg. where linear rates
had been assumed, perhaps logarithmic or expohentald be more
accurate. The documentation of the simulation mattelady reveals several

ways it can be deepened.

56



e “Broadening” the model to include such factors as:

0 User details describing their interaction with fezurity policy.

0 Asset properties. Currently we only show succesaftdcks; future
work can link this to system availability, confididity, and integrity.

o Internal attacks. Currently it is assumed that finewall is X%
effective against all simple attacks, for examplbjch assumes that
all simple attacks come from outside the firewall.

e Obtaining additional empirical data for use as pei@rs in the simulation
model. Sources for such data, including work fromm own research group,
are described in Section 5.2.

e Modeling other instances of the above archetypesleting other archetypes,
other combinations of archetypes, and looking fawarchetypes. Appendix |
gives a few ideas for modeling other archetypes.

e Documenting real-world case studies in securityngugirchetypes to explain
the situations, and using simulation to suggestrawpments. (For example,
[Sen94] first describes the story of an airlineggdure, applies archetypes to
describe it, and then builds a simulator throughicvhit is shown, for
example, that had the airline not cut its ticketes quite so steeply, it would
not have gone bankrupt.) We have already begumvietging one system
administrator and documenting his case study, Ibtaioing the necessary
details, applying archetypes, and simulating theecstudy are all left for

future work.
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Appendix I: Archetypes

Here we briefly describe each of the ten archetygd8ra02], giving one possible

example from security.

Shifting the Burden, or Symptomatic Fixes We witness a problem symptom,
and rather than think about the root cause, wedrfix the symptom. Doing so
distracts us from the actual cause of the problemmasks the symptoms so it's
harder to diagnose the problem. Suppose a systesonignually falling victim to
successful “script-kiddy” attacks (symptom). Thanpany may install an 1.D.S. to
catch the attacks (symptomatic fix), when in rgalite attacks wouldn't make it into
the system if the company had a good firewall, adidn’t succeed if they kept
their vulnerabilities down. (Fundamental fixes.)

Fixes that Fail. Here, the attempted fix actually worsens the ugitey problem
in time. The newly-installed 1.D.S may have a higlse-alarm rate and require a
great deal of the sysadmin’s attention. The sysadminow too busy to attend to
other duties (such as addressing vulnerabilit®s)the number of successful attacks
actually increases.

Success to the Successfulhere is a tendency to believe that if puttingneo
money into Approach A yields good results, thertipgtmore money into Approach
A (and ignoring Approach B) will further improve sndts. For example: for an
investment of $100, a Host-Vulnerability-Scannelt wield more improvements than
an IDS. But continued investment into the Host-V8leanner (diverting funds from

the IDS) will not help much if at all.
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Limits to Growth . Increased efforts and investments produce ineckassults,
until the system reaches its natural limit. At tpaint, results will either plateau or
decline. For example, given an inexperienced sygadiaff of a fixed size, training
them will result in significant gains to the netw@r security. But eventually, their
size (rather than skill) becomes the limiting factmo further training will accomplish
nothing.

Attractiveness Principle. Increased efforts are no longer producing resulith
two different limits fighting growth. The manageust decide which limit to address
first/more. Suppose we have a simultaneous invegtineboth more/better sysadmin
staff, and some technology (maybe a firewall). Amge point, the Return on
Investment will drop; at that point, we must decidgich factor is more of a limiting
one.

Growth and Underinvestment A successful approach may initially seem to fail
if it wasn't given proper investment/support/capyackor example, a company may
double its system size; if the SysAdmin size (whgthe capacity in our case) is kept
constant, overall performance will drop. If, indeahe SysAdmin size is properly
increased, the company will see a gain.

Eroding Goals. If a goal is not immediately met, it can be teimgptto reduce the
initial goal. A manager may try for an Availabilifpr confidentiality, etc.) Level of
3, find that the expenses next month are too réghs/he drops the goal to Level 2.
The next month, the company is hit with a masstteck, causing more loss than had

it held the course at Level 3. (Another example lddae, “We want an IDS that
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catches 100% of all attacks. What, that gives temyrfalse alarms? Okay, maybe
90%. Still too many alarms? Okay, maybe set 80&.")

Escalation Party A puts in more efforts, yielding more résuthis threatens Party
B, who does likewise, and so on. (The U.S./ U.S.@rRis race during the Cold War
is a good example.) If a company increases itsrggoefforts and publicizes how
secure it is, or otherwise makes itself more o&tiractive target, it will receive more
sophisticated attacks, which will require more sigginvestments, and so on.

Accidental Adversaries Two parties initially agree towards cooperatibat then
Party A perceives an offense (often unintentiofrain Party B; it then retaliates, and
the situation escalates from there. An example Wwexdd be the SysAdmin and User,
who agree they want the company to succeed, bnttlieeuser accidentally breaches
the security policy, leading the SysAdmin to impa@séarsher security policy and
other enforcement measures. The user (or anotlee) os®y become annoyed and
retaliate.

Tragedy of the Commons If two efforts independently consume a common
resource without respecting one another, both s&# reduced gains as the resource
runs out. In our case, if a company decides tosihweore in IDS as well as Host-
Checking-Tool, but maintains the size of its SysAdrfwhich is the “common”

resource consumed), both will not yield full result
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Appendix Il: Model Screenshots

The basic building blocks for continuous modeling the Extend simulation
environment include holding tanks, constants, apdgons, to name a few.

As one example, we show a simplified version of hitve antivirus software
effectiveness is modeled. Suppose that this syaesds its virus definitions updated
on a daily basis; if so, an antivirus that has bietally neglected for too long of a
period will become close to useless, as it failscédch the majority of viruses
circulating the Internet today. Thus, antiviruseeffveness is reduced each day by
some average “daily loss rate” which describesabairrence of new viruses, and
increased each day by the number of staff-hoursitiglits definitions (or otherwise
maintaining it) that day. The effectiveness is tmeeasured on a 0-to-1 scale and

output. This is modeled in Figure 21.

Eqn AntivirusLevelOut

AntivirysLevel

AntivirusHoursIn ~—
[=

AntivirLossRate

Fig. 21. Sample Screenshot of Holding Tank, Equatip and Constant Blocks

Notice the number of staff-hours in, subject to edomction, the holding tank for

the daily antivirus effectiveness, and the dailssloate. Each day, the contents of the

61



tank are given, limited to the range between 0 Brahd output as today’'s “antivirus
level.”

To allow for greater abstraction, all of the abdatecks can be inserted into a
custom-built “hierarchical blocks”, such as the @hewn in Figure 22.

Staff-Hrs per Machine ‘\Antivirus
per Day for Antivirus Factor

AntiVirus

Fig. 22. Sample Hierarchical Block, Antivirus
Here we see only the input and the output; the id@nholding tank, equation
block, etc. are all hidden inside the hierarchiatk.
In our model, a certain number of attacks of a&gisophistication level are
attempted each day. Depending on the effectiveofethe various countermeasures
and the system’s vulnerabilities, a certain nungueceed. Another hierarchical

block, which performs this evaluation, is showrFigure 23.

Antivirus
Factar

IDSFactor

Firewall
Factar

Encrypt

Factor Tglerance
Factar
SimpleAttacksAttempted
{Per Day)

Successful
Simple Attacks
(Per Day)

Simple$uccass

Fig. 23. Sample Hierarchical Block, Simple Attack 8ccess
The block on the far-right of Figure 23 is an outplotter, used to generate many of
the figures presented in this thesis.
The model has a great deal of constant paramdébersxample, the antivirus daily
loss rate of Figure 21. These are listed in a sistezet such as the one displayed in

Figure 24.
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ConfigVulnLevel, loss if ignored |.05, linear

", staff-hrs needed to maintain (1.5 / machine
NetVulns, loss if ignored .04, linear

", staff-hrs needed to maintain 0.6 / machine
AppVulns, loss if ignored .004, linear

", staff-hrs needed to maintain

0.13 / machine

AppVuln, loss from new S/W

0.8

[Tolerancelevel, loss if ignored |1, linear

", staff-hrs needed to maintain  |0.67 / machine
EncryptionLevel, loss if ignored |.001, linear

", staff-hrs needed to maintain  |0.067 / machine
Antiviruslevel, loss if ignored .02, linear

", staff-hrs needed to maintain 0.4 / machine
FirewallLevel, loss if ignored .033, linear

", staff-hrs needed to maintain |0.66 / machine
IDSLevel, loss if ignored .05, linear

", staff-hrs needed to maintain |2 / machine

Fig. 24. Sample from Spreadsheet with Parameter Vaés
Lastly, while certain parameter values (such asviamé loss rate) reflect the
reality of the system, others (such as machine sitdf size and the presence of
countermeasures) reflect decisions that a managgt make. To allow for easy
“what-if” simulation, these parameters were extedcto a user-friendly Graphical

User Interface, such as the one seen in Figure 25.

oo | =

Fig. 25. Graphical User Interface Screenshot
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Appendix Ill: Model Documentation

OVERVIEW:

describe thesystem, countermeasures, allocation of sysadmiatmus tasksand

The end-user of the model sets several slidets savitches to

attacks.The end-user can then see thstsof this configuration. A certain number of

attacks are then attempted on the system eaclgidayr the details of the system and

its countermeasures, the end-user can see how ofidingse attacks succeed, or how

many were blocked by a given countermeasure. Tlieusar can also track the

effectiveness of a given countermeasure over time.

SYSTEM INPUTS: These sliders describe the system and staff, amdisted in

Table Il.

Table II: Slider Inputs for the Model Graphical User Interface

Name in Model Type Meaning

SystemSize Slider, 0-80 (# of machines)

SysAdminSize Slider, 0-80| Personnel-hours (or “man-hours”) oty

(Personnel-Hours per Administration and Security Officer staff

Day) employed per day. A SysAdminSize of 40
describes 5 people working 8 hrs/day each
day, or 10 people working 4 hrs/day, etc.

SysAdminSkill Slider, 1-5 | Average overall skill ofthe System
Administration and Security Officers Staff.
The 1-5 scale is ours.

SysAdmin Motivation| Slider, 1-5 | How motivated the SysAdmin staff is |to
protect the system; we impose a 1-5 scale.

New Software ig Slider, 1-|Interval (in days) between installation of new

Installed Every X 1000 software (which contains new vulnerabilities).

Days

Patches are not included here.
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Further descriptions of the system, e.g. WindowsLusux, would be a critical
step in adding detail to the model; it will hopdjube considered in a future

implementation.

COUNTERMEASURE INPUTS: We include several common
countermeasures. In the 2004 CSI/FBI Computer Can Security Survey of 494
U.S. corporations, universities, government bodéts,, the most common security
technologies used (Fig. 16), by percentage of mdguats, were: Antivirus software
(99%); Firewalls (98%); Server-based access cofittal (71%); Intrusion detection
(68%); Encryption for data in transit (64%). Wewiéhe access control lists as part
of the “SysAdmin’s Enforcement Actions” and noteparate technologyer se as it
is built into most operating systems today. Forpdiaity’s sake, we chose to include
both data-in-transit encryption and file-encryptas“encryption software.”

A significant countermeasure not described directlyhe CSI/FBI survey is the
emerging field of attactolerance(as opposed to prevention or detection). This could
include designs for graceful degradation underckfteedundancy and diversity (in
some cases); and other technologies allowing tlstesy to succeed despite the
attack. We thus include a countermeasure entitidldrance mechanisms.”

Additionally, as 70% of the survey respondents .(Fig in the FBI survey)
identified some type of network security trainireg their users as important, we have

included “user training for better security praesc
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Lastly, we have included vulnerability-scanninglsowhich can assist the system
administrator in finding vulnerabilities to fix. €se include host-configuration
vulnerability scanning tools, such as FERRET; aertivork-vulnerability scanning
tools, such as NESSUS.

For all of the above countermeasures, we presastyme that they are either
present in full strength, or not at all. (They'rentrolled by binary switches.) Future
implementations of the model may modify this. Tloeirtermeasures are given in
Table III.

COST/EXPENSE EQUATIONS & OUTPUTS: Given the above descriptions,
we can now compute the system’s expenses. (Forwewjmply tally the number of
successful attacks, rather than describing the taop#ss they cause the company;
this too will hopefully be improved in a future meig

Table Ill: Countermeasures Included in the Model

Name in Model Type Meaning

A Firewall? Y/N Switch| “1” if the system has a fivall; “0” if it
doesn't.

Antivirus? Y/N Switch | “1” if every system has aritivs software
installed.

An Intrusion| Y/N Switch | “1” if an Intrusion Detection System |is

Detection System? present.

Encryption Software? Y/N Switch “1” if encryptiom#ware is installed.

Tolerance Y/N Switch | “1” if tolerance mechanisms are present.

Mechanisms?

A Host-Vulnerability| Y/N Switch | “1” if the sysadmin uses a tool such |as

Scanning Tool? FERRET to check host-configuration
vulnerabilities.

A Network- | Y/N Switch | “1” if the sysadmin uses a tool such |as

Vulnerability NESSUS to check for network vulnerabilities.

Scanning Tool?

User Training for] Y/N Switch | “1” if the users are trained regardingtwiork
Better Security security.
Practices?
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Expensegeflect all the money spent on the system over dbetion of the
simulation (usually ~100 daysptaffCostis the cost per day of employing the
sysadmin staffPurchaseCosts the cost to purchase the various countermegsures
which we assume is a one-time payment. We then have

Expenses = (StaffCostFime) + PurchaseCost.

($) = ($/day) * (days) + (%)
In Extend termsExpenseds an accumulating tankStaffCostis the input, and

PurchaseCosis the initial level.

StaffCost =STAFFCOSTPERHOUR * SysAdminSize.
($) = ($/hr) * (personnel-hours)

The cost of employing the sysadmin staff per dag. &sume an average cost of
$35 per personnel-hour.

For PurchaseCostwe assume thafolerance Measures, Encryption Softwaaad
an Antivirusmust be purchased for every machine in the systeie teffective. (The
effects of installing an antivirus on only half,3l/etc. of the machines would be
another interesting question for future work.)

Per-system purchase costSystemSizé

{ (Tolerance Measures?)tLCoST + (Encryption Software?)*CRYPTCOST

+ (Antivirus?)* ANTIVIRUSCOST }.

($) = (# machines) £ {(1/0)*($/machine)}
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We simply assume for now that tolerance measures 8800/system. For
encryption software, PGP is very commonly used (@gogle searches for
“encryption software” and the like); the most basiersion of PGP Desktop
Professional 9 costs $200; we have used the v#2@é $o allow for a few more
features. For the antivirus, Norton Antivirus, afehe most popular products on the
market, costs $40 /machine in the 5-user pg@turces: manufacturer’'s websites.)

We do not include the host-configuration or netwauknerability scanning tools
in costs or expenses, as the most popular prodsets (i.e. FERRET and NESSUS)
are available for free. The remaining tWaoirchaseCosttems are the firewall and
IDS, whose cost is independent of the size of yiséesn behind them.

PurchaseCost per-system purchase costsA+Kirewall?)* FIREWALLCOST + (An
IDS?)* (IDSCost).

%) = (%) +(1/0)*$ + (1/0)* $.

We assume that a high-quality firewall costs $10,0@iven Dr. Cukier's

experience with proprietary firewalls. For the 1D&st, we take the price of the Cisco

4250, which is $30,000.

SYSADMIN ALLOCATION: We describe the SysAdmin staff's “capacity” to
maintain and protect the system as a functiorsddiite, skill, and motivation:

TotalSysAdminCapacity = SysAdminSize * SysAdmimskidn * In(
SysAdminSkilk 1).

(Note that TotalSysAdminCapacity is measured inugegpersonnel hours, as it

can be increased by motivation and skill.) (Thgakithm is used to reflect the
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phenomenon that beyond a certain point, additiclaéling accomplishes very little.
We use (skill+1) so that a skill level of 1, thevlest, doesn’t result in an In(1) = 0
term.)

The end-user then decides what percentage of dkedSysAdminCapacitshould
be dedicated to what task, using the sliders ingtieen box. The sysadmin needs to
spend time and attention to deal with any givembeumeasure (or its side effects!).
We refer to these as “countermeasure efforts.” iQIsly, more efforts are needed
during deployment than afterwards, but for now, simply describe “efforts-per-
day.” (One approach would be to consider an aeewrffprt over the product’s
lifetime, including its deployment, but this againfor future work.)  The order of
the various efforts is consistent with that of tmedel, but it has no particular
significance.

“Antivirus Efforts” consist primarily of keeping all of the antiviruefuhitions up-
to-date. The percentage ©btalSyadminCapacitgedicated to Antivirus Efforts is
calledAntivir%.

“Firewall Efforts” consist of tasks needed to maint the firewall, primarily
through applying new patches as firewall vulneiitibd are discovered@Firewall%).

“IDS Efforts” consist of maintaining the intrusiasfetection system, mostly by
downloading new signature8DS%).

“Encryption Efforts” consist of updating and maiimiag the encryption software
(quite possibly including helping users who ruridifficulty using it).(Encrypt%).

“Enforcement Actions” include setting proper accesmtrol; monitoring the

system for noticeable oddities; and developing emidrcing a security policy for the
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users. For example, if a user tried using a “wdak’ easily guessed) password such
as “joe”, a vigilant sysadmin would prevent himrfraloing so. Enforce%).

“Software Patches” reflects the time spent per dayfinding and installing
patches for newly-discovered vulnerabilities in afiyhe system’s netware, operating
systems, or application@Patch%).

“Tolerance Efforts” depend on the particular tolex@ measure; some measures
are relatively low-maintenance (e.g. if gracefulyidalation has been built-in, then no
further action is needed), but some are high-maariee (e.g. if the system has a
backup web server that runs a different operatistesn, the backup server has to be

maintained as well)Tol%).

| suggest dropping the word “false” wh

Comment [i2]: Page: 1
n
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, we talk about alarms

sometimes these were in fact attacks, but oftey Were legitimate actions. A good
sysadmin should sort through the§&larm%). In the new versions, we've gotten rid
of “addressing alarms” as its own task; it's nowlirded in either “IDS Efforts” or
“Firewall Efforts.”

The various desired percentages, as well asTialSysAdminCapacitynd
SystemSizeare input into theHoursForTasksblock. The outputs of this block
describe how many SysAdmin pseudo-personnel-hoarsmpre precisely, skill-
motivation-personnel-hours each day) are actudlibgated to each task.

If the various desired percentages (inputs) addoupOO or less, then all of the
desired demands can be met, and the process ikesimp

Hours allocated to Firewalk (Firewall% / 100) * TotalSysAdminCapacity.

Hours allocated to IDS (IDS%/ 100) * TotalSysAdminCapacity.
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The firewall and IDS are independent of the sizeystem behind them. (Or are
they? Once we include analyzing alarms in Firewkdurs & IDS Hours, well, the
bigger the system, the more alarms likely. In tee/ paper, | assumed staff-hours per
machine for these as well.) For the other effontsywever, we must factor in the
system size; after all, to spend a total of tworkgper day on updating antivirus
definitions for a single computer is certainly sciint; for a thousand computers, it
probably won't be. We thus talk of “hours allocapest system [per day].” Note that
for now, we assume that doubling the system siZlesivhply halve the personnel-
hours available for a given task; in reality, larggstem sizes tend to come with
mechanisms for better management, so we mighteiriuture consider a factor such
as log(systemsize). For the moment, though, we'ept Khe divisor linear. The
following hours are per-machine:

Hours allocated to Antiviruss (Antivirde / 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Encryptior (Encrypt% / 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Enforcement Actionss (Enforce% / 100) *
TotalSysAdminCapacity / SystemSize.

Hours allocated to Software Patches(Patch%/ 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Tolerance= (Tol% / 100) * TotalSysAdminCapacity /

SystemSize.
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Hours allocated to (False) Alarnmrs (Alarm% / 100) * TotalSysAdminCapacity /
SystemSize.

(A larger system will generate more alarms, and theeds more attention.)

IF, however, the end-user specifies a series agmages with the sliders that sum
to >100%, not all of the desired hours will actydle allocated that way. A prompt
can inform the end-user that the values have ext@@#o, and that s/he may wish to
modify values before running the simulation. (Tpiompt was built into several
earlier models; it was omitted from the Aug. 17suen for simpler presentation, but
can be reincorporated if desired.) If the end-ué@oses to continue, priority will be
assigned from left-to-right, i.e. firsAntivir%o of the TotalSysAdminCapacityif
available, will be allocated to antivirus; thentogFirewall%, if available, to firewall,
and so on.

(Extend description: looking inside the HoursFolkkablock, we see a series of
equations, converting the percentages iHtaursDemandedBelow that, we see a
series of holding tanks. All of the tanks are résdheir starting values at the end of
each day by a periodic pulse. The first tank hasartisg value
TotalSysAdminCapacityhe other tanks have starting value zero. Atitbginning of
each day, TotalSysAdminCapacityflows into the first tank; AntivirusHours
Demandedis “wanted” from that tank; the quantity “gotteis the hours actually
allocated to antivirus. The remaining contentshaf first tank flow into the second
tank, where again a demanded quantity is “wantagd’fo that quantity is “gotten”,
and the remainder flows into the third tank; aneeoHours “gotten” are either used

directly (firewall & IDS) or divided by the systeius.)
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For the version in the archetypes paper: a neveatilon block was built, in which
all demands are met if they sum to less than 1008tey exceed 100%, then they are
doled out in proportion to their demand, i.e. i€ tlemands are: {30, antivirus; 40,
tolerance; 50, IDS}; but the SysAdmin capacity islyo60; then it will allocate
15/20/25, respectively.

Additionally, the archetypes version adds in thetdaof sysadmin inefficiency if
pushed beyond optimal capacity. Hours allocated given task are decreased by a
linear multiple of the total demand’s exceeding dptimal capacity. (Note that we
haven't yet included a factor to describe the icgfhcy of X net demanded hours for
ten different tasks, which has greater inefficietign X net demanded hours for one

task.)

| actually didn't use the allocation system in thew Escalation) paper, | just

“fed” each task directly as many hours as wererddsi

The newest paper (DSN) once again made use oflldwtion system — pushing
the Sysadmin too far resulted in the “limit to gtbw In this paper, the limit set in
much more quickly, as we rephrased things: “sysadmours” were for all tasks; as
soon as security demands take too many of thoseshother things go wrong
because of ignored tasks. The rule used was tlu$oltowing (the numbers used
here: 23%, 1.25, etc., were a combination of gessemy part, and what made the
graphs come out okay, i.e. GIVEN our guesses fov tm describe a 200-machine

system going from nominal attention to full attentito security over 180 days, we
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wanted the limit to kick in towards the end of thisriod, and that the limiting effect

be fairly strong.)

Maximum optimal security load =PERCENT* TotalSysadminCapacity.
IF (total hours demanded for security > maximuniropk load), EfficiencyStretch

= STRETCHCONSTANT * (total hours demanded for security — maximuniropt load).

AvailableCapacity = TotalSysadminCapacity — EffiagStretch.

VULNERABILITIES: Many attempted attacks will onlyusceed if the system has
(known) vulnerabilities. These are grouped intor foategories:

“Mistakes” includes all user mistakes, such as not logging ddfvnloading a
virus, and using weak passwor(distakesblock outputdMistakeFactor.)

“Host-Configuration Vulnerabilities” include setfa that the sysadmin didn’t set
properly, such as leaving ports open, allowing ywee access to sensitive files, etc.
(ConfigVulnsblock outputdHostConfigVulnsFactor.)

“Network Vulnerabilities” include those flaws thaave been discovered in the
network software, which could be exploited by aiaek; these can be corrected with
patches(NetVulnshblock outputdNetVulnsFactor.)

“ Application Vulnerabilities” include those flawsliscovered in application
software, which could be exploited by an attacly.(@ flaw in Apache could be

exploited for a denial-of-service attack; a flanQutlook Express might be exploited
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to cause remote execution of code). These arecalsected with patche§AppVulns

block outputsAppVulnsFactor.)

We measure each of these subclasses as a “faetwé&én 0 and 1, where 0 is best
(no known vulnerabilities of this type exist ongtgystem) and 1 is worst (i.e. the
system is permeated with vulnerabilities of thipdy An overall “vulnerability
factor” (VulnFactor),also between 0 and 1, is computed from these:

VulnFactor = Min{1, [ MISTAKECOEFF* MistakeFactor)

+HOSTCONFIGCOEFF* HostConfigVulnsFactor)
+ NETVULNSCOEFF* NetVulnsFactor) +
+ APPVULNCOEFF* AppVulnFactor)] }

The “Min” function keeps the overalfulnFactorto a maximum of 1. Note that it
is possible to reduce one or two vulnerability sdbdrs, and yet still have an overall
factor of 1 if the other subfactors have been igdoiWe believe that this reflects the
reality of system vulnerabilities. We have weightext-configuration vulnerabilities
most heavily, followed by mistakes and applicatiahnerabilities, and then finally
network vulnerabilities. This was Rosenfeld’s inmggien of the most-frequently
exploited vulnerabilities. (The host-configurationulnerability is particularly
pernicious, as an attacker often need not “breacly’ part of the system to perform
an attack; therefore, such an attack is often eteaied by an 1.D.S.) [How did you
obtain such a ranking? Is it more based on the eumbvulnerabilities of each type
present or on the impact that each of these vubilgyatypes has?] | was thinking

impact, e.g. a single config error could be moreg#aous than a single app
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vulnerability. Thus my comment about “more pernisioas it doesn’'t require a

breach.” Again, this is all my judgment here.

Archetypes Version: To show the difference betwib@se vulnerabilities fixed by
enforcement (i.e. host config and mistakes), andéHixed by patches (i.e. netvulns
and appvulns), two more derived values were creatadstrength” of 1 is best.)

| ConfigStrength = 1 -  (CGONFIGHOSTCOEFF  Configvul)  —
(CoNFIGMISTAKECOEFF MistakeFactor)

SWStrength =1 — (SWAPPCOEFF* AppVulnFactor ) - $WNETCOEFF *

_ Comment [i3]: Page: 1
| don’t understand this

NetVulnFactor);

SWStrength is a straight average of how well thpsapnd the netware/OS has
been patched. (Again, with the “1 minus thing” witsh a 1->0 scale (vuln of O is
best) to a 0-> 1 scale (strength of 1 is best)or GonfigStrength, |1 weighted the
average 60/40 between ConfigVulns and Mistakespagsst my judgment as to how

dangerous ConfigVulns are.

Newest versionEscalationpaper): | left the “SWStrength/ ConfigStrength’hea
as the previous paper, as it worked perfectly veelmy purposes here.

We now describe the workings of the individual \arability subfactors.

Mistakes.User mistakes are given as a factor of three camgdit The users’
Awarenesof security issues, as a value 0-to-1, where Qoiswwareness, 1 is very

high awareness; the useSbncernfor security issues, 0-to-1, (we assume at this
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point that the lowest level of concern is 0, i.e.aoncern; the issue of deliberate
sabotage, where the user is “negatively concerneithi actively damaging the
system, has not yet been incorporated into thisefpdnd the sysadmin’slours
Allocated to Enforcement Actions pseudo-personnel-hours per machine per day.
With proper sysadmin enforcement actions in plabe, users’ ability to make
dangerous mistakes can be sharply minimized orimgdited altogether. We then
compute an overalMistake Factor,as a value between 0 (no dangerous user
mistakes) and 1 (dangerous user mistakes happtredime).
MistakeFactor =1 — [ {(AWARENESS+ CONCERN) / USERMISTAKEDIVISOR}
+ Hours Allocated to Enforcement Actions /

ENFORCEMENTMISTAKEDIVISOR} |

Archetype version: the 0.7 was changed to 1.5. j&/ee these nhumbers coming
from?]

The MistakeFactoris then limited by a max of 1 and a min of 0. Thenbers
were designed as follows: even given perfect avem®mand concern, i.Awareness
+ Concern = 2,if there are no enforcement actions, the mistakeofawill still be
.091 (not 0) to account for human error; (for exdnghis author recalls once
downloading a virus simply because he accidenteligked the wrong button.)
Conversely, given sufficient enforcement actione @ssume .7 pseudo-hours per
system per day would suffice), the mistake factdl go to zero, regardless of user
awareness or concern. Note that the mistake féstonemoryless” and employs no

holding tanks; we assume that if awareness, conaarnenforcement were to

_ Comment [i4]: Page: 1
- is this realistic?

suddenly decrease today, the effects would bénfiettediately] L
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While we would like to makéwarenessaind Concernvariables that the end-user
could adjust, for now we simply set botwvarenessand Concernto 0.2. TheUser
Training for Better Security Practiceswitch adds RAININGEFFECT to Awareness,
raising it to 1. [Where are these numbers comimgnft] (Future implementations
may describe the effects of training over time, aegradual rise in awareness.)
These numbers are all just guesses on my part dbeuvaverage” user's awareness
and concern, and how much training can help. (I tecinto demonstrate the
effectiveness of full training, so | let it raisavAreness all the way to 1.)

ConfigVulnshas two inputsHours Allocated to Enforcement Actio(is pseudo-
hours per system per day), ahdHost-Vulnerability Scanning Tool® if not present,

1 if present). AHostConfigVulnsFactoof O is best. The scanning tool assists the
sysadmin by finding the vulnerabilities presentwkwer, the sysadmin must still
spend time fixing these vulnerabilities! We thusdael the scanning tools as an
increase in the “effective hours” (or “virtual enfement hours”) available for fixing
vulnerabilities. If the scanning tool is not presénirtual enforcement hours” =
hours allocated to enforcement actions. If the sicen tool is present, “virtual
enforcement hours” = @NFIGTOOLMULTIPLIER * hours allocated to enforcement
actions.

Yes, it was my assumption for the present thattdbecan double the sysadmin’s

effective hours here; just picked a number to try.

Comment [i5]: Page: 1

For future versions we might want to
7777777777777777777777777777777777 elaborate on this, make it more similar o
the attcks model, i.e., deal with number|of
wlnerabilities rather than with
wulnerability level

-

the holding tank is “full” when all vulnerabilitieeave been patched, and “empty”
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when no vulnerabilities have been patched. (Alth& holding tanks in this model
have the default setting of “want” connector noingeable to reduce the tank value
below zero.) The holding tank has a “loss ratels tlescribes the fact that over time,
new vulnerabilities are discovered; additionallgwnuser accounts are created, etc.,
all requiring attention from the sysadmin to prevadditional vulnerabilities. We set
the loss rate here to .05, i.e. if the sysadmirfigared the system perfectly, but then
ignored it for twenty days, it would now look verylnerable. (For now we assume a
linear loss rate. Further detail may modify thighe future.) (Yes, all assumptions of
mine which could use validation.) The next questiee ask is, how many pseudo-
personnel hours are required to maintain the tanksa“full” level of 1? For
configuration vulnerabilities, we assume it to b® fisseudo-hours per system per day.
(Or with the scanning tool, .75 pseudo-hours per)daVe then have a “divisor” of
(1.5 /.05) = 30, i.e.: input to the tank4rtual Enforcement Hours30.

The tank is designed that if the current levelhef tank is already 1 (full), additional
input (i.e. additional hours) will not raise thekdevel further. Lastly, the initial level
of the tank is also decided by the number of virardorcement hours. If 1.5 or more
pseudo-hours are available, the initial level Wwal 1. Otherwise, the initial level will
be (pseudo-hours allocated / 1.5). Expressed imstaf the “divisor” and “loss rate”
constants, this is:

StartLevel = Min{l, [Hours / (Divisor * LossRatd) }.[| don’'t understand this

discussion on the tank. What is the main message?]
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What happens, as given, is that if the model staut with enough staff-hours to
keep the configvulns “happy”, it will start at “fuland stay that way. Otherwise, it
will inevitably decline to zero.

This raises the question: if you go through a yeaonly spending half the time
you should on patches (or tolerance, etc.), byetie of the year, how vulnerable is
your software? Totally? 50% Not sure.

In the old models, anything that required sysadhdors was designed that if it
didn’t get enough of them, it would ultimately de€l to zero no matter what in the
long term. In theEscalationpaper, this was changed for IDS, Firewall, Net\sumd
ConfigVulns: for all of them, the effectiveness TAD of a given countermeasure is
given by a maximum of two values: the tank levehigh reflects what it had been
given in the past), AND the number of hours givédDRY divided by the number of
hours required to be fully happy. Thus, if | pategbll for a long time, then ignore
patches for a few days, the patch level will be @.%0. On the other hand, | could
have totally ignored patches for years, but if Ersph some time on them today,
patches will be somewhat effective today. Pleasmé&eknow what you think of this.

For the archetype version, to get better-lookirglts we often changed the start
level to something specified, e.g. 0 or 1 or somestant in between that worked
nicely. This describes a scenario of “new sysadwatks in on a system that had
been totally ignored for a long time”, or “incompet sysadmin ruins a system that
had been fine.”

The above scheme of holding tanks, loss ratessafiyj and starting levels, will be

found repeated throughout other parts of this model
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NetVulnsare designed very much like configuration vulneiaés, except here the
inputs areHours Allocated to Software Patchesmd the presence @&t Network
Vulnerability Scanning Tool? Once again, the scanning tool increasesthe virtual
hours available for patching network vulnerabistes follows:

Effective Netvuln-fixing Staff-Hrs. NETTOOLMULTIPLIER *Hours Allocated to
Software PatchesThe NetVulnsFactoris similarly given as (1 — tank level). (The

output from the tank is limited to the range 0 tdHbwever, the feature “if tank level

what does this mean in terms of the re

_ Comment [i6]: Page: 1
|
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block in this model yet) due to time constraintyjg, as is, the theoretical tank level
can exceed 1, but the most it will read out is LpssRate = 0.04 (i.e. totally
vulnerable if ignored for 25 days), divisor = 1%(ifully patched if given .6 pseudo-
hours per system per day), initial level = virthalurs / 0.6, limited between 0 and 1.
Archetype Version: Divisor was changed to 32. [Véhierall that coming from?]
AppVulns has inputdours allocated to Software Patchesd New Software is
Installed Every X Day#As before, a tank 0-1 describes the “strength’hefdoftware;
it is replenished by “hours allocated to patchesth a divisor of 33.33. The loss rate
is .02. ADDITIONALLY, anytime new software is addeithis causes an additional
loss of 0.8. The addition of new software is modede an event that occurs every Y
days, where Y is Gaussian, maédew Software Installed Every X Dag$]. deviation

30%. Archetype Version: LossRate is 0.004. [Explaity you selected these values.]

COUNTERMEASURES: Countermeasures behave much lilkeevabilities, only a

factor of 1 is best (countermeasure is fully effeg) 0 is worst. Each countermeasure
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outputs its factor, 0-to 1; and has inputs for bioeirs allocated to it, as well as a
binary value indicating whether it is present.tfié switch, e.gAntivirus Software?,

is off, the factor output will always be 0.) Alf the countermeasures are represented
by holding tanks. A “limit” block applied to therl’'s contents level ensures that the

output will be between 0 and However ,the feature “tank itself can not exceed 1",

Comment [i7]: Page: 1
| don’t understand

countermeasures as it was into the vulnerabiliti@his can be easily changed.)
Thus, for now, if the sysadmin were to put “supefforts into a countermeasure for a
while, the tank level would exceed 1; the factotpoti will still be 1; however, the
sysadmin could ignore the countermeasure for at shmoe and it will still have a

factor of “1”, as the loss rate drains the tanknfra value greater than 1 to 1.

_ - Comment [i8]: Page: 1
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(Eventually, though, the tank will drain beIow[;) 7777777777777777777777777

Starting level of the tank, if not manually adjustavill follow the same equation
as the vulnerability tanks: (hours allocated) /tgtohours needed for the
countermeasure to be “happy’, = divisor * lossraf€his is then limited between 0
and 1.)

Tolerance Mechanisms. These can be high-maintepasdais includes diversity.
Loss rate 0.1, divisor 6.67. [Why?] It was jusswased that tolerance measures are
high-maintenance, especially if we include divetsso | picked values these values:
if tolerance measures are ignored for ten days; bieeome useless (loss rate 0.1);

and that 2/3 pseudo-staff-hours per machine arairest)to keep these tolerance

measures fully maintained.
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Encryption Software. Once in place, this is faitbw-maintenance. Loss rate
0.001, divisor 66.6667. [Why?] Again, | just pickaumbers that would imply low-
maintenance, i.e. an encryption system, once ighdages > 2 years (i.e. 1000 days)
to become useless (there still may be bug fixedaigs, and the like); and it doesn’t
take much work to keep the encryption up (or deih wsers having problems with
it), so | just figured an average of .067 pseuddfstours per machine per day.

Antivirus Software. We assume that new definitiansst be installed by the
sysadmin. Loss rate 0.02 (i.e. useless after fiftys, given that ~2.5 new viruses
come out each day, looking at a list from McAfedhw like.) Divisor 20. How much
time per day per machine is needed to keep theiastiup-to-date? | assumed 0.4

pseudo-staff-hours / machine / day.

B { Comment [i9]: Page: 1
Firewall and IDS [Indeed, they should be separatd/ described “firewall -~ (Whyarethese notseparate?

efforts” and “IDS efforts” each as separate frarouts for analyzing (false) alarms”,

_ Comment [i10]: Page: 1
why? Shouldn't they be separate?

with inputs: Hours Allocated to Firewall, Hours Allocated to (Ba) Alarms, Hours
Allocated to IDSand the binary switche& Firewall? and An Intrusion Detection
System?.Outputs areFirewallFactor and IDSFactor, both within [0,1]; and
FalseAlarms,measuring how many staff-hours-per-machine’s walfttalarms are
generated on a given day.

Firewall effectiveness and IDS effectiveness edah sff as independent holding
tanks similar to those of the other countermeasufdsis, FirewallFactor and

IDSFactor are simply the contents value of their respectiaeks. Firewall has
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LossRate 0.0333 and Divisor 20; IDS has LossR#&®830and divisor 8. [Why these
numbers?]

However, both the IDS and firewall generate moegeras as they become more
effective.

AlarmRate = (0.3 * FirewallFactor)+ (0.6 * IDSFactd.[No, they should not be
mixed.]

If these alarms are not addressed, they bedgnmed Alarms.

IgnoredAlarms = AlarmRate — AlarmHounsjth a minimum of 0. All of these are
measured in staff-hours per machine per day.

IgnoredAlarmdeads to a steep decline in the effectivenesseof@$ and firewall,
with several days’ delay.

The “want” (i.e. drain) on firewall effectivenessthe “natural” loss rate due to the
need for routine maintenance, patches and thewké&h was given as 0.0333; plus
0.25 *IgnoredAlarmswith a five-day delay on the latter.

Similarly, drain on IDS effectiveness is 0.0333t¢mal loss rate), plus 0.33 *
IgnoredAlarmswith a three-day delay on the latter.

Based on this, running the model with a high nundfdrours dedicated to the IDS
or firewall, but few hours to analyzing alarms, lwiesult in IDS and firewall
effectivenesses that show decaying nonnegativdlaignis, i.e. high, then low, then
medium, then low, and so on, until they reach alle¥ zero.

Archetype Version: Here, we wanted to show gainseffert for a single variable, so
we included alarm analysis into the IDS effortsd&ours). (The firewall model was

unchanged, as our archetypes did not include adit§ We now have a holding
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tank with a starting level of zero, and an inpwisbr of 40. Loss rate is now entirely
a factor of the IDS effectiveness: LossRate = 0[B8level [i.e. the contents of the
holding tank], with a 15-day delay. This causes dkeillations seen in the attack
success rate of tighifting the BurdetDS scenario.

We then argue that even an ignored IDS will stdtch some attacks; this
assumption also keeps the oscillations in the #&ypks paper from being too
extreme. This is accomplished by simply lettil@SFactor = (contents of holding
tank) + 0.6,with a maximum of 1. This means that a totally iggbIDS will still
have 60% the effectiveness of a well-maintained ¢flee author claims no sources

in the literature to support this, other than “tae the graph look nice.”)

Newest version: we've kept everything separateressing IDS alarms goes into
IDS Efforts; addressing Firewall alarms goes inb@\Wall Efforts. Firewall has loss
rate .033 (i.e. useless if ignored for 30 dayst fog assumption) and divisor 20 (i.e.
for full effectiveness, firewall should have 0.6&f&hours / day; in this paper, |
assumed .66 staff-hours per day per machine. @had' high, isn't it? Again, that's
skill-motivation-staff-hours, which is easily doebthe number of actual staff-hours.)
For the IDS, loss rate 0.05 (i.e. useless if igdoadter 20 days, again my
assumption), and a divisor of 40, i.e. best to jgi®vhe IDS 2 staff-hours per day

(per system).

ATTACKS: We divide the attacks into three categories byrthephistication.
(This three-way division is found in some DARPA gegtations that have not yet

been published.)Simple Attacks(or “kiddy-scripts”), almost always rely on known
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vulnerabilities and require little action from ta#acker other than downloading and
running the attack. A “sitting-duck” server may babject to 50 or more simple
attacks per day. Dr. Cukier's empirical findingsppart roughly this number.
(Though his ~50 did not include viruses.)

“Sophisticated Attacks’may involve finding new vulnerabilities, can oftdafeat
many countermeasures, and usually come from aeskmgiwledgeable attacker (such
as one who might actually write the “kiddy scriptsSed in the first category). The
average company will sustain only a handful, attmos sophisticated attacks per
day. (Yup, just an assumption; Dr. Cukier is trytngget sophisticated attackers to hit
his systems, but not much luck yet. Wasn't theqgiate from Dr. Cukier about 95%
simple / 5% sophisticated or something like that@ertainly we must include
computer viruses, the most costly computer-secbriéach as
reported in the CSI/FBI survey, in our discussidvhile a computer virus does
require a sophisticated author if it will spreadspreads in fairly simple, predictable
ways, and is easily defeated by simple countermmeas(antivirus) and patching
vulnerabilities; we therefore include viruses ie 8imple, “script-kiddy” category.

Lastly, we haveNationwidelevel Attacks which may be part of a war effort,
global terrorism, possibly a multinational corpavatattacking a competitor, and so
on. Most companies will only see one of these ef®mymonths or so, if at all. (That
seemed like common sense.) Attacks of this sdpaigin do not rely on
vulnerabilities as they can “brute force” througbgansoftware; they can also defeat

most countermeasures.
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For the time being, we do not differentiate attaolser than their categories of
Simple, Sophisticatedynd Nationwide.The model's end-user inputsrerageSimple,
AverageSophisticatedand AverageNationwidevia sliders. The outputs of the
respective “attack generator blocks” a&émple/Sophisticated/Nationwide Attacks
AttemptedTo add realism to our model, some randomness otairgeen the input
Average and the outpuittempted:

All of the above behave the same way\kerage>= 1, then a number Y is output,
where Y represents the number of attacks of thaed gitempted per day. Y is given
by a Gaussian distribution, with me#@&wverageand a standard deviation of 0.2 *
Average (i.e. “a standard deviation of 20%.")

If Average< 1, then exactly one attack is attempted evergysdwhere Z follows
a Gaussian distribution with a mean of (1/Averagyg) a std. dev. of 30%.

Archetype Version: for simplicity, and to prevergcilations in the graph due to
randomness, we simply I&verageSimple = SimpleAttacksAttemptedl@G0. (We
circumvent the “attack generator block.”) All otregtacks are set to O.

In the new Escalatior) paper, | had no randomness in Simple Attacks,ab&686
standard deviation in Sophisticated Attacks. Jushbers | picked to demonstrate

some randomness; | don’t know how much the numbeeng day-to-day in real-life.

ATTEMPTED VS. SUCCESSFUL ATTACKS, or ATTACK DEFENSEEven if
perfectly effective, a given countermeasure is osly successful at thwarting
attempted attacks. For example, if we say 100 lttace attempted per day, we

include a certain number (call it X) of viruses.eThest antivirus in the world will
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thwart all X of those viruses, i.e. X% of the totatacks, but it can not defeat more
than X% of the attacks because (100-X) attacks rave viruses. As for what
percentage of attacks are not successful due tivemn gountermeasure, the only
numbers available are those of experts’ opiniontardCSI/FBI survey. The CSI/FBI
survey is of limited use, however, as it recordsatypercentage of correspondents
reported observing a given type of attack on tegstem. Thus, we know that 78% of
the businesses surveyed detected a virus lastamai37% detected a DoS; that does
not mean that 78% of the attacks out there arese#rwr that 37% of them are DoSs!
(Otherwise, the numbers exceed 100% quite rapidNonetheless, the numbers can
be used as a very rough approximation for the peeca of a given attack.
Otherwise, the numbers given here represent th®asitnumerical interpretations of
M. Cukier's descriptions of “fully effective”, “péially effective”, or “not effective”
for each countermeasure against each categoryagkat

Similarly, certain countermeasures may be verycéffe against simple attacks,
but not against sophisticated ones. We therefove Haree different blocks labeled
SimpleSuccess, SophistSuccessl NatnwideSuccessespectively. (Extend’s limits
on the number of characters in a hierarchical Bfookme necessitated some creative
spellings here.) Each of these takes as infaititsmpted XYZ Attackahere XYZ is
simple/sophisticated/nationwide. They also haveltisigor the factors of all relevant
countermeasures and vulnerabilities. The primatpuwius the number of successful
attacks of a given category. The other outputs app® the bottom of the

AttackSuccess block, directly beneath the inputste various countermeasures and

vulnerabilities. These outputs show the numberttaicis per day not successful due
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to the corresponding countermeasure or lack oferalility. Additionally, it appears
that a “thinner” block has been attached to thédootof each Attack Success block.
This functions as an accumulator, showing how mattgecks have been attempted,
successful, or not-successful-due-to-a-given-facteer the entire simulation period.

Each AttackSucces®lock is designed in the same way, as a linkedeseoif

holding tanks: at the beginning of each day, alk$aare reset to zero. Then, a certain

number of attacks (attempts) are input to the ficdtding tank; some are removed by
the first countermeasure (in proportion to how @ffeely it is functioning, e.g. is the
AntivirusFactor 1, i.e. it has been well-maintained, or somethiogver?); the
remaining tank contents (i.e. remaining attacke) teansferred to the second tank,
where some are removed by the second countermeasurso on; those that remain
after all the tanks are done are deerBadcessful Attacks.

For simple attacks, we have the following processids an attempted attack
enters the system, it first encounters the firewwh#n an IDS; if it passes those, it will
be scanned by an antivirus. If it still passesugtg it may be designed to exploit a
given vulnerability in the system; if that vulneiigly is not present, it will be
thwarted here. If it still succeeds, encryption nsaynetimes help as follows: even if
the system is breached and data is illegally aecksan attacker will find the
encrypted data meaningless; confidentiality is tmaintained. Finally, if all else
fails, tolerance measures will mitigate the damiageany cases. Thus, starting with

the antivirus focuses mainly on email attachme@tberwise, the antivirus can detect

89

_ Comment [i11]: Page: 1
Michel, what do you think?




the corruption of the computer. We can work this @uring our next meeting, OK?]
We're still working on this, but the models haveettanged it yet.

Remove FirewallFactor * 90%) of the attempted attacks. l.e. if the Firewall is
fully effective, it will catch 90% of the attemptesimple attacks; if it's only 50%
effective (supposing it hasn’t been well-maintaineten it will catch only 45% of
attempted attacks. Of those remaining, remol@SFactor * 60%); of those
remaining, remove AntivirusFactor * 78%); of those remaining, remove ((1 —
VulnFacton * 90%); this represents those attacks that wersigthed to exploit a
given vulnerability; if that vulnerability is nobtind, the attack will not succeed.

Archetypes Version: in order to differentiate betwedhe results of enforcement
actions (which influence config vulns and mistakesyl patches (which influence
NetVulns and AppVulns), we have each defeat attaefgmrately, rather than taking
90% * (1 — VulnFactor). Instead, remov@&W/Strengtht 60%), then ConfigStrength
* 80%). In displaying those attacks defeated ©wnfigStrength,we adjust the
equations to show total attacks defeatec€bygfigStrengthnot those attacks defeated
by ConfigStrengththat were not previously defeated 8WStrength.

Then remove EncryptFactor* 40%). (Encryption is only useful in preventing
theft of data; it does very little, for exampleaagst a DDoS attack.) Lastly, remove
(ToleranceFactor 75%). Take this result and apply the “floor” fuimm, i.e. largest
integer that is less than or equal to it. (Thugfiér all the countermeasures, we have
2.2 attacks succeeding, count that as 2. If we Ba@@attacks succeeding, count that
as 0.) Archetype version: to make the lines smative leave out the floor, and

instead interpret the results simply as “percentafgattacks succeeding.” We now
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have the number GuccessfulSimpleAttack$he various summed-over-time outputs
are found simply by inserting accumulation tankstre appropriate point in the

chain.)

All of these percentages were either my assumptisosie comment from Dr.
Cukier about “very effective/somewhat effective/effiective”, and occasionally, the
survey (see above about 78% saw viruses.)

For Sophisticated and Nationwide attacks, many lesantermeasures are
effective. Furthermore, even a single attack stangeod chance of succeeding. This
is represented as follows: after reducing the gmjate percentages due to
countermeasures and vulnerabilities, we are leth wihat should be X successful
attacks. If X >=1, round X to the nearest integjeat is how many attacks of this type
are successful today. If 0 < X <1, one attack siicceed an average of X% of the
time. This is accomplished by selecting a randothuesa uniformly distributed on
[0,1]; if r < X, the attack succeeds; otherwisajdes not.

For sophisticated attacks, the antivirus is ingffecbecause all viruses are treated
as simple attacks. An IDS can be defeated by aeclattacker, so it is not included.
Encryption (which we assume can not be defeateldowita supercomputer of some
type (Dr. Cukier agreed with this; I've heard irethews that every now and then a
team of experts with 100 computers has crackedrendiile encrypted with RSA,
after working on it for a few months.) which isybed the reach of a single
sophisticated attacker) is still as effective athveimple attacks; the same goes for

tolerance. A firewall is effective, but less so &ese it can sometimes be defeated.
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Lastly, some sophisticated attacks are designexkptnit known vulnerabilities, but
often a sophisticated attacker can find his/her aem vulnerabilities in the software.
We thus are left with the following:

Remove FirewallFactor * 30%) of attempts; of the remaining, remove ( (1 —
VulnFacton * 50%); of the remaining, remov&iicryptFactor* 40%); lastly, of the
remaining, removeTleranceFactor *75%). The remaining value is rounded to the
nearest integer if it is >= 1, or used as a prdhghi it is < 1, as described above.
The result is the number &uccessfulSophisticatedAttack¥nly source other than
Dr. Cukier's comments or my guesses | can add isdtés: Encryption is helpful for
whatever percentage of attacks sought to steaitseendata. What is that percentage?
Survey talks dollar costs of various attacks (&hgft of data vs. DoS), but not the
percentage breakdown of the number of attacks thler®s

In the case of Nationwide attacks, we assume tle#tivark and application
vulnerabilities are irrelevant as the code is subje “strong smart force”, the
nationwide-scale attackers may have access todte being used; similarly, the
nationwide attacker possesses a supercomputeriuguacomputer, or some other
method of defeating commercially available cryptqdry. The only countermeasures
that are effective (and partially at that) are firewall (if it is a hardware firewall of
proprietary design, as M. Cukier described in apegence of his) and tolerance
measures.

Remove Firewall Factor * 20%), then of the remaining, remove
(ToleranceFactor *50%). Apply the rounding or probability as descdlabove; the

result is the number BuccessfulNationwideAttacksr. Cukier had said something
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about Tolerance being fully effective against sienflsophisticated attacks; halfway
effective against nationwide attacks.

Lastly, the three categories of successful attacke be summed; each
AttackSuccess block is connected to an additiogkbl®he result isAll Successful
Attacks (Per Day)Similarly, if one wishes to see all successfulasaover the entire
simulation period, the variouSuccessful ABC Attacks (Sum Totdty, ABC =

{Simple, Sophisticated, Nationwide3um toAll Successful Attacks (Sum Total).
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Chapter 1: Introduction

1.1 Motivation

An enterprise computer system is highly complexastting of multiple hosts
with different platforms and different applicatiorall networked and most likely
connected to the Internet. These components haes fithat make the system
vulnerable and allow attackers to exploit theseerdbilities.

Humans and machines form an even larger and monpleg system with many
different components and interactions. Controlangiand reactions on one side of
this system might have not only a local effect, bowld also affect the rest of the
system, often resulting in feedback loops. Thesecef manifest themselves over
time with different delays. The properties of tlystem (security being one of them)
will emerge from its structure and all these intéitns between its components.

Some of the events in such systems are non-defistinirirhis, and the fact that
we do not have complete and fully accurate knowdealgout these systems, leads to
a level of information uncertainty that must be ramkledged and handled
appropriately. Due to all of the above intricactdssuch a system, it is extremely
difficult to understand and analyze its emergingperties and the properties of the
services it provides.

It is a hard task to characterize and assess theitseof such a system, let alone to
predict malicious acts and to design a strategyefoninating or at least reducing

their effects. Nonetheless, such a strategy is fiatpye, especially for systems such



as national infrastructures, military or other gowveent systems, emergency systems,
or banks.

Protection against attacks can be achieved by ptiexg detecting, and tolerating
them. Tolerating attacks might require the systenfunction in a degraded mode
once under attack. If attacks defeat all lines eéfedse and eventually succeed, then
the system must be able to recover quickly to aaraipnal and secure state. Of
course, all actions needed for proper preventieteddion, and tolerance have costs
associated with them, including the price of buyargl maintaining tools, the effort
and time to install and run them, and personnehitrg. A strategy for security
achievement and risk reduction can comprise a camtibin of the aforementioned
actions. Given resource constraints, as well adetddfs that might be needed
between security on one hand and other operatfmoglerties (for example usability
or performance) on the other hand, designing sustrategy is a very challenging

task and requires extensive knowledge and experienc

1.2 Approach

To support this decision-making process of desmgrém appropriate security
strategy, we developed a quantitative executableleinof an organization’s
operational computer security. Like all models,stig an abstraction of the real
system, focused on representing the security-sogmif aspects of the system and
associated processes. The model targets and refzelse perspective of the person
who must make decisions regarding actions that imeigbken for security assurance

and security-related risk management. The usemeofiodel can set different values



for the model parameters, corresponding to differeyage, vulnerabilities, attacks,
and defense profiles. The simulator can be rundiffierent “what-if* scenarios can
be executed. Simulation will help a security mamagecurity engineer, or system
administrator answer questions such as: if my enwirent is characterized by these
values, then what methods and tools to select ppty dor managing security risks
and satisfy the users needs of my system? How tiwdl selected actions work
together? What is their effectiveness and costieficy? To what changes is my
environment most sensitive? If | make specific demnin my security strategy, what
will be their impact? What changes if my systemsgatacked more/less or if the
time to exploit changes? Should | hire more sysaeiministrators? Should | spend
more on training them?

The model aims first at understanding security reskuction in computer systems,
then at diagnosing such systems and identifyingr theeaknesses, as well as
prospectively examining the effectiveness of ddfeérsolutions. The description of

the behaviors this model can exhibit is foundednugh@ notion of system archetypes.

1.3  Archetypes

Archetypes are a concept related to systems thgnkieveloped in the mid 1980s,
in an attempt to describe complex behavior antdtwey ideas in an easier and more
efficient manner. Archetypes are frequently-obserpatterns of systems behavior
and are a “natural vehicle for clarifying and tegtimental models” about systems or
situations [For61]. The systems literature deseriten distinct archetypes, as listed

by [Bra02] and outlined in Appendix I. [Wol03] arggithat in fact, all of these can be



categorized into one of four “core generic” arcipetyclasses: “Underachivement”
includesLimits to Growth, Attractiveness Principle, Tragedfythe Commonsnd
Growth and Underinvestmendnd “Relative Archievement” includeSuccess to the
Successful.“Out-of-Control” includes Fixes that Fail, Shifting the Burdenand
Accidental Adversariesand lastly, “Relative Control” include&scalation and
Accidental AdversariegWol03] acknowledges that the more common desaoniptif
archetypes (i.e. that of [Bra02]) is more intuitimad easier to grasp and apply to
simulation, so it is used here. Archetypes havenbmainly applied in business or
industrial processes. There has recently been seor& performed at MIT in
applying systems thinking and archetypes to systeafety [Mar03], but in security
this is a new idea.

Beyond the common archetypes of [Bra02], we keepiimd that other archetypes
may be observed in security. This would not be rising, as [Mar03]'s application
of archetypes to safety engineering uncovered abwercurity-specific archetypes.
This thesis, however, restricts itself to the aggilon of common archetypes to
security. While Appendix | describes how each @ftttn archetypes might be applied
to security, this thesis gives a detailed undedstenof the following archetypes:
Symptomatic Fixeqalso known asShifting the Burden Escalation, Limits to
Growth,and a combination of the latter two.

We use archetypes for understanding and modelimgrisg aspects (needs,
problems, actions) in the context of an enterptis® uses computers/information
technology systems for running its business andisée ensure the security of its

information, services, and/or systems. We are sgmting and simulating security-



related organizational behavior and trends andgugiohetypes for documenting and
understanding the domain, the problems, and tlaénpial solutions. Mental models
might be able to handle archetypes in isolatiort, fou the entire system (which
contains combinations of such archetypes) mentaletscare not adequate due to the
complexity, non-determinism, and uncertainty of siygstem. Computer simulation is

in fact already recommended in [Sen94] for extegdine’s grasp of archetypes.

1.4 The Model

For our model, we employ the continuous modelingtuee of the Extend
simulation environment [Ima05]. This is a graphisahulation tool that focuses on
the levels of holding tanks and their inputs andpois, governed by constants,
equations, delays, and random values. (A screemdhatholding tank and its inputs
and outputs can be found in Appendix II.) The lesfebach holding tank changes at
each simulation step, and a typical simulation can consist of hundreds or even
thousands of such steps. The result is an easygaay to set up and numerically
solve systems represented by a series of diffedeatjuations. The feedback loops
stressed by system dynamics and archetypes cdy kasiepresented by a holding
tank whose output is connected to its input. Tlvositinuous modeling with Extend
is a good fit for the system dynamics modeling apph described above.

Out model consists of approximately 350 Extend ddsbcks”, such as constants
or holding tanks. We ouitline it here, with compldetails left for Appendices Il and



In the model, staff-hours (of the system administig) can be allocated to various
tasks related to the security of a typical syst®e model the following seven
countermeasures:

o “Firewall Efforts.” Overseeing and maintaining the system’s firewall.

e “Antivirus Efforts.” Maintaining the system’s antivirus software, kegpit

updated, resolving user issues related to theigurgiv

e ‘“Intrusion Detection System (IDS) Efforts.” Maintaining the IDS,
installing new signatures, resolving alarms.

e “Encryption Efforts.” Maintaining the system’s encryption software.

e “Enforcement Actions.” This includes tasks such as: scanning for and
fixing configuration vulnerabilities, which are eftively “doors” to the
system that were inadvertently left open; monitgrihe users to prevent
unsafe practices, such as downloading viruses img usveak” passwords
which are easily guessed; applying proper accesstratoto prevent
unauthorized use; and more generally, devising emdrcing a company
security policy. See [Dan04] for more on these sagil of these require no
additional hardware or softwaper se only a great deal of attention from the
support staff (or system administrators).

These appear as the five most prevalent “secugithrtologies” used in Gordon’s
survey ([Gor05a]) of 700 corporate, governmentatl academic institutions, where
we have subsumed Gordon’s “Access Control Listddeurour term “Enforcement

Actions.” To these five we add a task familiaatoy computer user:



e “Software Patches.” Downloading and installing patches to correct
vulnerabilities in the operating system(s) and magibns; resolving problems
caused by patches.

Lastly, we consider a somewhat different approdat tas only recently been
discussed by the security community:

e “Tolerance Measures.” This includes designs tinlerate an attack (rather
than prevent or detect it), even if it succeeds.ltigle layers, graceful
degradation of performance, and (in some instartz@sjups are all tolerance
measures.

In our current model, the effectiveness of eachnt@neasure is a factor only of
the countermeasure’s presence or absence (implethesta series of Y/N switches
in the model) and the number of staff-hours per himec allocated to the
corresponding task. Although the IDS and firewakmm independent of the system
size, additional machines will mean additional @sr which will require more
attention. Additionally, the system has an overallnerability measure, which is
reduced by the number of staff-hours per machiteeaed to enforcement actions
and software patches.

The attacks on the system are divided into twogtates:“Simple” (or “kiddy-
script”) attacks tend to rely on known vulnerabilities and requitie action from
the attacker other than downloading and runningatteeck.“Sophisticated attacks”
may involve finding new vulnerabilities, can oftdafeat many countermeasures, and
usually come from a single knowledgeable attackech as one who might actually

write the “kiddy-scripts” of the former category. Hile viruses, which are the



costliest type of attack according to the respotgleh[Gor05a], are written by some
very sophisticated attackers, an existing virusppgates in well-understood ways
and can be easily defeated by the proper countsumnest we thus include viruses in
the “simple attack” category.

For both categories (simple and sophisticatedpexied number of attacks are
considered to be attempted against the systemdzgcl{Alternatively, the simulation
can also be set to add some random variation tepkeified number of attempts.)
Given the effectiveness of each of the various tmumeasures, and the system’s
vulnerability (or lack thereof), a fraction of tleosttacks will succeed. The primary
outputs of our current model, then, are the numbérsuccessful simple attacks”
and “successful sophisticated attacks.” Note thaiesult of h successful simple
attacks” may not appear asseparate incidents. Several of these may expteit t
same vulnerability, turn out to be variants of g#aene virus, and so on. For now, the
number of successful attacks should be taken omlpus metric of the quality of

countermeasures versus attempted attacks.

1.5 Thesis Structure

The remainder of this thesis is structured as ¥edloChapter 2 introduces the
Symptomatic Fixegor “Shifting the Burdeh archetype; describes one instance of it
in computer security as we have modeled it; diszsisise results of several different
simulations based on it; and considers how thiseigpe might apply elsewhere in
security. Chapter 3 goes through a similar approeitih the Escalationarchetype.

Chapter 4 introduces theimits to Growth archetype, whereupon an instance is



described that describes a combinatiohiofits to GrowthandEscalation Chapter 5
outlines related work, and Chapter 6 gives conchsiand some future work. This is
followed by Appendices |, Il, and Ill, a bibliograp and finally a list of this author’s

publications and submissions.



Chapter 2Symptomatic Fixe&rchetype

2.1 Symptomatic Fixes Description

In this archetype, the symptoms of a problem asepfed. Rather than analyze the
root cause of the problem, the manager (or “degisiaker”, or “actor”) attempts to
fix the symptom. This “shifting of the burden” frothhe problem’s actual cause to its
symptom often distracts the manager from the forihean also mask the symptoms
of the original problem, making it more difficutt tiagnose.

Armed with an understanding of this archetype, anager will consider the
possibility that the most readily apparent solutivay not ultimately be the best one.
Instead, time must be taken to analyze, and orlly groperly treat, the root cause.

For a simple illustration in computer security, waint a scenario in which a
company's computer system (or just “system”) is tewally falling prey to
successful attacks known as “kiddy-scripts.” Thattacks are launched by novice
attackers, and generally only succeed if the systenmtains vulnerabilities such as
software that is not up-to-date. The successebadfet attacks should be seen as a
symptom of a deeper problem. Reducing the systewmiiserability to thwart these
attacks could be considered a fundamental solytisnsh a fundamental solution
would include the frequent installation of softwgratches. It is possible (in fact,
likely) that implementing such a solution propewil take time and thus not yield
dramatic gains very quickly; in the long run, howgwpositive effects of this solution

will be observed. We choose software patches asacotien that can be taken to
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reduce overall system vulnerability vis-a-vis kieslyipts, though it is certainly not
the only action.

Alternatively, it is all-too-possible for a compaty instead view the successful
attacks as the only issue here and therefore imstalntrusion Detection System
(IDS) to detect the occurrence of these attackssyngptomatic fix. The company’s
support staff (or “system administration staff’)tieen too distracted from installing
patches. In time, many new vulnerabilities will discovered in the software run by
the system; once published, these will be exploiigchew “kiddy-script” attacks.
Invariably, a certain percentage of attacks do eva IDS, and thus, as the known
vulnerabilities in the system increase, the numbfesuccessful attacks will also
increase, despite the company’'s continued effartsgtall, maintain, and improve
their IDS. These effects are displayed in Figurar ‘influence diagram” showing
the effects of given variable on one another owvee.t

In this diagram, we begin in the center with thebpem symptom of successful
simple attacks. In the loop beneath the symptomseethe fundamental solution:
increased successful simple (or “kiddy-script”Jaakis cause an increased need for
the fundamental solution of applying software peg;hand, in fact, applying this
solution will reduce the problem symptom. Such@ploan be described as “more of
A leads to less of B leads to less of A, and saitil equilibrium is reached”, and is
known as a “balancing loop.” Alternatively, the gytmmatic solution is found in the
loop above the problem symptom. If we focus on tbip itself, it appears to offer
the same advantages as the fundamental fix, soegtinore easily or more rapidly

in the short term (though this is not indicated time influence diagram).
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Unfortunately, though, we also see that an incetase of the IDS can increase a
side effect: the distraction of the support stafini other tasks, including patch
application. This, of course, reduces the chanca foindamental fix being applied.
Starting at the top of the diagram and proceedingrad its periphery clockwise, we
see: increased IDS efforts leads to an increasaipport staff distraction, therefore
less patches are applied; the problem symptom neiémerge, and more of the
symptomatic fix will be attempted. This loop candescribed as “more of A causes
more of B causes more of A, and so on”, and is kn@s a “reinforcing loop.”
[Wol03] includes this archetype under his more gienterm “Out-of-Control”, as a
balancing loop is desired to control the problemmgiom, but it is not obtained.

Symptomatic
olution: Increased
Intrusion Detection

'e? System (IDS) Efforts
@
2
)
J Problem Symptom: Side Effect: Support
m o, Successful Simple ™ Staff Distracted from
Attacks L) Applying Patches
(o) O
c 8 ¢
& 2 o
(4
Fundamental éb
Solution: Apply "=
Software Patches -

Fig. 1. Influence Diagram for a “Symptomatic Fixes’ Situation.

2.2 Simulation Setup

To see quantitative results, an Extend model wasd usimulating a system
containing on the order of 200 machines, sustaidi®@ simple attacks per day. A

certain percentage of these attacks will be deddlayean IDS (and depending on how

12



well the IDS has been maintained), and a certaicgme will be defeated if the
system’s software is well-patched. Note that evewd say h% of the attempted
attacks succeeded”, the system’s users may notvebfm 100 attempted attacks,
separate failures, as many of these attempts ngghget a small set of specific
vulnerabilities and exploit them in the same waynifarly, no single countermeasure
should be expected to reduce the attack succestoratby itself, as there are enough
different types of attack that any single countexsuee can be defeated. We use the
percentage of successful attacks only as a measuree system’s defenses and
vulnerabilities. It is assumed that the softwaretlo§ system is initially patched
partially; therefore there is room for improvemdénfurther patching is undertaken,
while a loss will be felt if patching is ignoreds(the discovery of new vulnerabilities
will bring the software’s status from “partially {ghed” to “mostly unpatched.”) The
model was executed for the equivalent of 6 montiesl (time) with different
scenarios. (Each execution of this type runs ineur8 seconds on a conventional
Pentium Il computer running Windows 2000 Profesalg

For examining the effect of different effort alldicem to the fundamental and
symptomatic solution, we executed the simulationfémr scenarios sl1, s2, s3, and
s4. In all four scenarios, the system is underquresfor the firsid; days while the
rate of successful attacks rises. This is due t® tiscovery of additional
vulnerabilities. On dayd;+1, however, the company embarks on some course of
action. Here we chosty = 9, to demonstrate the effects over several dayaking

no action at all.
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In our first scenario, “s1”, from dagh+1 onwards, the company has its support
staff dedicate a certain number of staff-hoursdssrto installing software patches to
all the system’s computers. This effort is held stant throughout the six-month
period. The “if-then” rule that describes the origation’s efforts in this scenario is
given by:

IF: (Day> d.)

THEN: Staff-Hours for Patches :=.x

For the hypothetical situation that we are modeling considered 3 staff-hours a
reasonable value for; given the description of our system. This is coad the
“fundamental fix” scenario, or the “solution” toeBymptomatic Fixearchetype.

In our second scenario, “s2”, the company deplaysls on dayd:+1. For the
next 170 days, efforts are gradually increased aintain and improve the IDS: as
new attacks are discovered, new plug-ins are adaed; consequence, more alerts
that are signaled by the IDS must be analyzed,inagumore effort (although some
of them might be just false alarms). In an attetopkeep the IDS functioning well,
the company increases its IDS efforts with theofelhg rule:

Begin with y staff-hours for the IDS.

FOR: every day

IF: (Successful Attacks today > Successful Attawksdays ago)

THEN: increase staff-hours for IDS by y.

We have assigned the values %y 1.5, y = 0.03. (This will lead to a gradual
increase from moderate IDS effort at day ten tereng IDS effort of approximately

seven staff-hours by the end of the simulation.pMehile, as IDS efforts increase,
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less efforts are available for patch&aff-hours for Patches := 4 — Staff-Hours for
IDS, to a minimum of zero. We consider this our caséirafreasing efforts to the
symptomatic fix while decreasing efforts for thendamental solution”, or a strong
instance of the “problem” archetype.

Our third scenario, s3, takes this a step furthsr:.of dayd:+1, the same IDS
efforts are made as in s2, but no patch effortsvzade at all. Here we interpret the
increasing side-effect loop in Figure 1 as thergftieening over time of the “mental
barrier” (as [Wol03] calls it) that prevents coresidtion of the fundamental solution.
Additionally, the side-effect loop is common foistarchetype but not required, see
[Sen90]. In any case, s3 is an even more extreme afithe problem archetype for
Symptomatic Fixes.

Lastly, our fourth scenario s4 considers an altereasolution, one which the
archetype literature concedes as sometimes vidfbtee company understands its
priorities, then it may be possible to useth the fundamental solutioand a small
dose of the quick fix. This would be codified b ttollowing rules:

Staff-hours for Patches := 4 — Staff-Hours for 12S,before.
The difference is the rule for IDS efforts:
Begin with y staff-hours for the IDS.
FOR: every day
IF: {
(Successful Attacks Today > Successful Attackslaye ago)
AND (staff-hours for IDS <= z) },

THEN: increase staff-hours for IDS by y.
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The value of y is the same 0.03, bytisy now reduced to 0.2. As in s1, we assume
that a proper effort for patches can not be madie s than three staff-hours, so we
set z to 1. s4 can thus be described as “symptoniati supplementing the
fundamental fix.” (Note that no “burden” is beispifted per seif the company

understands what is fundamental and what is not.)

2.3 Results and Discussion

The primary outputs of these four scenarios,nuember of attacks successful per
day, are plotted for comparison in Figure 2. We &so integrate under the curves of
Figure 2, giving us the number of cumulative susfidsattacks for each of the four

scenarios; these will be displayed in Table | below
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Fig. 2. Successful Attacks per Day for the FouBymptomatic Fixes Scenarios

Several important features can be observed in EiguiFirstly, when comparing
the fundamental solution (s1) to the symptomatiedi(s2 and s3), we see that the
symptomatic fixes appear to do a much better jdiaily (e.g. looking at Day 30, s2
and s3 are approximately 10 successful attacksritves s1), but by the end of the

simulation period, the fundamental solution isfasre successful: at Day 180, sl is
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22 successful attacks lower than s2, and 32 lowan ts3. This demonstrates a
common pattern in the performance of symptomatiesfi- while the symptomatic fix
can cause temporary drops in the problem rategpybeall trend over time is for the
problem rate to increase. (Diagrams similar to FégR are seen in describing this
archetype in [Sen94] and [Bra02].) While the sagustaff is distracted by the rises
and falls in the performance of the IDS, the sy&esurrent software vulnerabilities,
as well as those newly discovered, are neglectadirig to a rise in the percentage of
attacks that are successful. The overall trendirgear increase; this is not surprising,
as we have modeled the vulnerabilities in unpatdodidvare as increasing linearly in
time. Comparing sl against s2 and s3 also strabsesmportance of behavioral
monitoring over time. Were we to stop the simulat&fter one month or so, our
conclusions would be very different as to what ress are most effective!

Focusing on s3, we see that it presents an evea extreme case of s2’s failures,
as the patch efforts have been eliminated entitedgtly, we turn our attention to s4.
Recall that s4 begins with less IDS efforts thams@ s3; it therefore appears initially
to allow more attacks to succeed, e.g. at Day4.& 8 successful attacks higher than
s3, and 3 higher than s2. However, by the end ektmulation period, s4 is clearly
the winner in reducing successful attacks. Noti&evall the height for the “waves” of
symptomatic fixes: they are greatest in s3, smaties2, and smaller still in s4; this
height represents the degree of the “crisis/fixttgra, which is lowest when the
proper application of fundamental fixes prevenisigraction (s4), and greatest when

no fundamental fix is present (s3). Lastly, whidleckearly prevents more attacks than
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s1, notice how they approach each other asympligtiedn the long run, adding the
symptomatic fix will cease to provide any good bayohe fundamental solution.

We now turn our attention to the effort requiredeiach of these scenarios. sl
consisted simply of a constant 3 staff-hours per fda patches, and nothing else.
Figure 3 shows the efforts of the support staffstizf-hours per day, invested in s2,

in which IDS efforts decreased patch efforts.
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Fig. 3. Efforts per Day for s2, the IDS-Decreasesafches Scenario

Notice how patch efforts decrease steadily ungdragimately Day 120, at which
point they stay at zero for the remainder of tmawusation. Until Day 120, any efforts
for IDS came out of efforts for patches, so tofédres were constant; after Day 120,
the total efforts are all IDS efforts. Figure 3thar highlights the attractiveness of the
symptomatic fix, as the initial IDS effort requiress staff-hours per day (less than 2)
than what would be required of a fundamental fist@ady 3 for s1). In the long run,
however, staff-hours are continuously added tdit& effort in an attempt to raise its
results; by the time six months have passed, th@aay realizes that it is investing
6 staff-hours per day into the IDS. We can alsedrate the curves in Figure 3 to
measure cumulative effort of the simulation peritmdye shown in Table I.

In s3, the only efforts present are those for IDi%ese are shown in Figure 4.
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Fig. 4. Efforts per Day for s3, the IDS-only Scenao
Observe that by Day 180, approximately 6.25 staffrh are being used for IDS
efforts. In s2 (see Figure 3), that number was aplgroximately 5.8. The same rule
produced both figures: “increase IDS efforts evday that successful attacks are
higher than they were two days ago.” Compared (e22&llowed for some patches as
well, so there were less days when this triggeuwed, therefore less IDS efforts
were demanded over the course of the simulation.

Lastly, Figure 5 displays the efforts of s4, whimimbined IDS and patch efforts

with an emphasis on the latter.
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Fig. 5. Efforts per Day for s4, the IDS-Supplement®atches Scenario

Notice how few increases are made to IDS effortgiA, this happens because the
trigger condition of successful attacks being toghhs very rarely met, due to the

appropriate patching strategy.

We now compare all four scenarios in terms of treimulative effort and

cumulative successful attacks, as displayed inerabl
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Considering cumulative values, we see indeed thatutative successful attacks
are lower for s1, the fundamental solution, thansfgmptomatic fix scenarios s2 and
s3.

Table |I: Cumulative Successful Attacks and Effortdor All Four Scenarios

Cumulative Successful| Cumulative Efforts
Attacks (Staff-Hrs.)
sl 3833 513
s2 4007 740
s3 5232 689
s4 2345 684

Noticing that s1 requires over 100 less staff-howmarth of effort than s2 or s3,
we see that in the long run, the fundamental swiuis not only more effective than
the symptomatic fix; it is less costly as well. Thely question remaining is in
comparing sl1, “fundamental solution alone”, with, sdundamental solution
combined with symptomatic fix.” A company will hate decide for itself whether
the additional 151 staff-hours of efforts are wadittle reduction in 1500 successful
attacks. How such calculations are made is toucipet in related work, below. In
any case, simulation allows the company to condidereffects of its actions, and
choose its optimal course with these effects indmin

By analogy with these results, when other variabfaaterest in the system have a
similar evolutionary trend, th&ymptomatic Fixesarchetype might be manifesting
itself. In that case, the situation must be diagdoand the real cause and the
corresponding solution must be examined; this swiutas to be applied, thus fixing

the real problem. Of course, the results of thiftisg must be monitored over time,
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to make sure that the diagnosis was correct and thiea solution was correctly
implemented.

Lastly, the above simulations show the applicabitif the model as a decision
tool, by allowing one to see the effects of difféirgoroposed solutions before
implementing them. In the example presented héeedecision was regarding the
allocation of effort to different security efforfDS and patches). The model might
also be useful in exploring and making securityigpe$, as well as for training

security staff.

2.4 Other Instances of Symptomatic Fixes in Security

We have presented only one possible instan&ywifptomatic Fixekere, and thus
we have opened the door to many related oppormsnitDur simulation model
includes many security-related tasks not descrihetk (such as user training,
enforcement of the security policy, and maintainiloferance measures such as
backups, to name a few), and in place of the P&tfbrts described here, this
simulation could be run with other tasks or somelmnation thereof, as well as
considering more-sophisticated attacks. Just derelift parties may see different
tasks as “the” fundamental solution ([Sen94]), cksaof different sophistication may
have different “fundamental solutions.”

Additionally, [Sen90] finds that the best way tcsdebe the history of a particular
company'’s strategies is by combining 8ymptomatic Fixearchetype with another
archetype, namellimits to Growth.Thus, the applicability of this combination and

other archetype combinations should be consideredmputer security as well.
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A variant onSymptomatic Fixedlescribed in [Sen90] and [Sen94] is known as
Shifting the Burden to the Interveneén which the fundamental fix involves the
internal actors repairing problems, and the symptanfix involves outsiders. This
brings to mind some sentiments in the security canity about security being
incorporated into system design at each step ofptbeess, rather than ignoring
security and relying on an expert to add secueituires shortly before release or
deployment.

Lastly, there has been much discussion in the ggaommunity (see [Hun06])
regarding whether better security behavior shogddaught to the users of a system,
or placed entirely on the shoulders of the systdmiaistrator. Similarly, in a system
where the roles of system administrator and secuwificer are divided, the
interactions between them may follow archetypaltggas. We had begun to
document anecdotal accounts of such interactiors oar model leaves room to add
detail to its human-factors portion of the modakliuding the interactions between
users, system administrators, and security offic&sifting the Burden to the
Intervenercould thus shed light on these human interactions.

For additional information ofymptomatic Fixeas it pertains to security, please

see [Ros06b], from which this chapter was excerpted
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Chapter 3EscalationArchetype

3.1 Escalation Description

In the Escalationarchetype, each of two parties makes efforts ahibaes results
towards reaching its own well-defined goals. Howewach party desires greater
results than its counterpart. Thus, each partyimoees to increase its efforts, with
neither party achieving dominance for an extendedod. This can theoretically
continuead infinitum

As an instance of this archetype in security, weestigate the action-reaction
effects of attacks on an organization’s computestesy and the organization’s
attempts to better defend its assets, all the vélulieertising its strengths in an attempt
to attract more business. We begin with a comp&ay spends little on security
measures, but sustains few attempted attacks bed&@isiot a very well-known or
worthwhile target. While some simple “kiddy-scrip#ittacks blindly go after any
available computer system and can be seen as éigmsent “attack noise”, other
simple attacks (such as a “Zombie DDo0S”, see [Gfp@ consciously directed at an
organization by an attacker. These are more likghe organization is better-known.
Furthermore, an organization will be targeted hyhssticated attacks if its assets are
valuable (e.g. credit card numbers stored on itvesg), or if its defenses are
considered formidable, in which case breaching theses a worthwhile challenge.

We suppose that the organization decides to atiraet customers by increasing

its security spending and advertising its new dgcustrength. As the prominence
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and/or asset desirability of the organization rike, motivation to attack its system is
increased, raising both the quantity and sophisticaof attempted attacks. To
counteract these, the company increases secustydspy again. Alas, this furthers
the motivation to attack, leading to another insgee@n attempts. This process can
continue for several more rounds.

These effects are displayed in Figure 6, an infteetiagram showing the effects
of given variable on one another over time. (Simitluence diagrams are drawn for

archetypes in [Bra02].)
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Fig. 6. Influence Diagram for Escalation

The upper loop in Figure 6 reads as follows: “lasiag the organization's
security efforts will decrease the number of susttésittacks against it. An increase
in successful attacks leads to a greater thredhdoorganization. The greater the
threat, the more security efforts will be addeddainter it.” Thus, if the attackers’

efforts are constant, we would observe the follgwbehavior: increased security
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efforts will decrease the number of successfulcktadecreasing the threat to the
organization, decreasing the need for additionaursty efforts. This forms a
“balancing” or “negative” loop, as after severalmnds of such behavior, no further
efforts will be required.

A similar pattern is found in the lower loop: “Ieased successful attacks cause
the organization to advertise less. (We assumadbeurces that would have been
funneled into advertising are now needed to recdvem all of the attacks.)
Advertising efforts increase the motivation to ekighe organization, leading to more
efforts on the part of the attackers, and therefiopee successful attacks.” Thus, the
attacker behavior in and of itself should also foanbalancing loop, as enough
successful attacks will prevent any advertisingyvlich point the organization is no
longer a very visible or worthwhile target, so ekt&fforts are not increased again.

However, in our scenario, both the organization #radattackers respond to one
another, violating the assumptions we had madédtancing loops. Traversing the
outermost loop of Figure 6 describes the overalhab®r: an increase in the
organization’s security efforts increase its adserg efforts (or otherwise raise its
prominence and asset desirability), increasingthévation and therefore the efforts
to attack the organization, leading to a rise incegsful attacks. The organization
feels threatened and therefore increases its $ga@iforts, and the spiral continues
from there. As both the organization’s and theckitas’ efforts continue to increase
in time, this forms a positive loop. The number saiccessful attacks, however,
reflects the ratio of attackers’ efforts to the amigation’s security efforts, and thus

should exhibit stable oscillations. [Wol03] desesbthis archetype as “Relative
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Control”, as each party’s balancing loop is usednrattempt to gain control over the

relative quantity “success of one party / succésbenother party.”

3.2 Simulation Setup

Clearly in our case, the number of successful kdtdcomes the barometer of
“success of attackers compared to success of dafeid Increased efforts by
attackers over time can be modeled by an increasimgber of attempted attacks,
both simple and sophisticated. The organizatiorferte can be fulfilled by:
introducing countermeasures that were not prewoustesent; changing the
allocation of support staff-hours to various tadkaining the support-staff (which, to
a point, increases their effectiveness); and irsingathe staff-hours available for
security tasks. The latter may require hiring i@ tbng run, but in the short term may
often be achieved simply by encouraging overtireassigning personnel within the
company, etc.

In the simulation scenarios presented here, we kawplified by limiting the
organization to one action, namely increasing gtatfrs, and did not include other
actions. We assume that all countermeasures asemirebut they all begin with
inadequate support staff. In time, increasing th&-Hours to each task will result in
a greater number of attacks not successful. We hatteer simplified by scripting
the actions of both the organization and the ageclas an automated series of “If-
Then” rules, so the simulation runs without extélingervention. The rules we use

are based on our assumptions of how a companycim @situation would behave,
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and they quantitatively capture the qualitative debr described in Figure 6. These
rules are as follows:
The organization decides to increase efforts:
FOR: every x days
IF: (Successful Simple Attacks 3 x
THEN: increase staff-hours allocated to Antivirggewall, IDS, Enforcement
Actions, and Software PatchesWy: {w1, W, W5, Wy, We}, respectively.

These tasks begin witl, staff-hours allocated at the start of the simuati

These countermeasures and vulnerability-reductaskst are very effective at
preventing or detecting simple attacks. Faced wiiphisticated attacks, however,
their effects are diminished: the antivirus doesauduress these attacks, which aren’t
viruses; the IDS and firewall can sometimes be idede and enforcement actions
and software patches can only reduce known vulilgiedy whereas the
sophisticated attacker may discover and exploit nawnerabilities. Thus, the
company responds to sophisticated attacks in ardiff way than to simple attacks:

FOR: every xdays

IF: (Successful Sophisticated Attackszy x

THEN: increase staff-hours allocated to Encryptiop v and Tolerance by,v

Tolerance and Encryption are allocatéy staff-hours at the beginning of the

simulation.
We assume that these countermeasures are no lessvefagainst sophisticated

attacks than against simple attacks. Today's comialeencryption is believed to be
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unbreakable by any private individual with a hamdfficomputers, no matter how
clever, and tolerance works despite the succesgeedttack.

As some tasks may require more staff-hours thaerstto be done well, different
numbers can be specified for each task. In any, des#sions to increase staff-hours
are implemented as followgny increase in staff-hours requires a dhy delay to
reassign personnel.,ddays after the increase occurs, the company aibesrtits
added security efforts.

This leads the attackers to launch additional k$taaccording to the following
assumed behavioBegin with ysimple attacks. Any day that advertising is present
increase the simple attacks by

Simple attacks can be increased rapidly, as thésely requires directing
automated “kiddy-scripts” against the system. Thenlmer of sophisticated attacks,
however, grows at a different (generally slowerer&8egin with y sophisticated
attacks. Any day that advertising is present, waidays as sophisticated attacks are
prepared; then increase the sophisticated attagkgd%.

In our execution, the number of simple attacksnatted is given by the above
rules. To allow for some randomness, we chose ttdhie humber of attempted
sophisticated attacks vary by a (Gaussian) standiewtion of 5%. Additionally, if
the number of successful sophisticated attacksusd to be between 0 and 1, then a
random number is drawn to determine if the attacseds.

We simulate a system of approximately 200 machicesosing a simulation
period of six months (180 days). Keeping these remilin mind, we have run the

simulation with the following valuesix 7, » = 4, % = 1, W, = {1.8, 2.2, 6.0, 2.4,

28



24}, w={11,13,3.7,15,1.5}y, ={0.72,0.87}, v =1.8,4=22,y =20,y =
298,¥=0.6,4y=9,d=14,d =5, and d= 2. In our opinion, these values, used
with the above rules over a 180-day period, descablinear progression from

minimal attention to complete dedication vis-a-sfaff-hours for security tasks.

3.3 Results and Discussion

Successful attacks per day are used as our meaktmeganization’s efforts vs.

attackers’ efforts”; the results are shown in Fegur
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Fig. 7. Successful Attacks per Day, FirgEscalation Scenario

Certainly from Day 90 onwards, the system reachesora of equilibrium, as
successful attacks hover around 13. This is atrestihe matched opposing efforts of
the organization and the attackers. Yet while tleral metric (i.e. successful
attacks) does not change much, both efforts areinggFigure 8 shows the efforts of

the organization, in staff-hours per day dedicateskcurity tasks.

29



Efforts {Staff-Hours Per Day}

il

229

150

75

1}
1} 45 a0 138 180
Day

Fig. 8. Staff-Hours per Day, FirstEscalation Scenario

According to the rules and the specific valueshefvariables described above, the
first decision to increase staff-hours occurs ay Daand is implemented fourteen
days later; thus, the first increase is seen atZlayAfter that, increases can occur as
often as every seven days: decisions to increasemade every seven days, and
previous weeks’ decisions will be implemented whilaiting the fourteen days for
this week’s implementation. Overall, the organiaa efforts grow, fairly linearly,
up to approximately 220 staff-hours per day. Assgmeight-hour days, this
translates into twenty-seven people, which is Highnot unreasonable for a system
of 200 machines. Of course, this growth is matchgdhe increase in both simple

and sophisticated attacks. Figure 9 shows the pteshsimple attacks.
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Fig. 9. Attempted Simple Attacks per Day, FirstEscalation Scenario
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The number of attempted simple attacks can rideeradirastically, as this only
requires that novice users unleash their autonatecksses against the system. This
reaches almost 9,000 attempted attacks on theeesytstem per day, or 45 attempts,
including viruses, per machine. While we stress libhavioral trendshere much
more than the specific numerical results, thesebmus can be ‘“reality-checked”
against some empirical findings involving honeyp§ac04] observed attacks from
6,285 IP addresses over four months, averagingtexenew attack sources per hour.
Similarly, [PouO4a] observed 28,722 new attack eesirover sixteen months.
[Pou05] found 924 attack sources per day in Germang [Pou04b] mines a year of
collected data and concludes with a very consematistimate of 753 attack tools
available to simple attackers. In light of thessutts, and considering that in our case,
the organization has “begged for attacks” by adsieg, our numbers seem fairly
realistic (or in agreement with the existing engalidata.)

Figure 10 shows the daily average of attemptedistpdited attacks.
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Fig. 10. Attempted Sophisticated Attacks per Day, iFst Escalation Scenario

The growth of attempted sophisticated attacks ishralower, as it requires higher
human effort and expertise.
We also observe that the linear increase in thea@zgtion’s Efforts (i.e. staff-

hours) can balance out the exponential increasidtackers’ Efforts (i.e. attempted
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attacks). This is the case because in our modihear growth in countermeasure
effectiveness leads to a lower percentage of ssftdeattacks — an exponential
decline.

Our simulation resulted in an overall relativelynstant average number of
successful attacks, an equilibrium of sorts betwdenresults of the two striving
parties (organization and attacker). Given theselt® an organization may attempt
to “beat” this escalation by increasing its effdosyond the values given here; or it
may consider cutting costs by reducing its effdftthe results will be the same. We
therefore ask how this equilibrium is affected i€ wnodify the values representing
the amount and frequency of increases in secufiyte.

Firstly, we ask how much can be gained by the drgdion if it increases its
efforts a bit more. In this scenario, when staftisoincrease, they increase notwy

but by 1.1w instead. Figure 11 shows the results.
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Fig. 11. Successful Attacks per Day: Results of 10%crease in Efforts

Compared to Figure 7, Figure 11 has a similar dvetzape, but the average
number of successful attacks hovers around 10usdte 13 of Figure 7. Thus, by
increasing efforts by 10%, the organization camucedts equilibrium by 3 successful

attacks.
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Secondly, we ask how much is lost if the organi@atioes not increase its efforts
as much. Now the increase in staff-hours ismobut 0.9% instead. Figure 12 shows

the results.
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Fig. 12. Successful Attacks per Day: Results of 10%ecrease in Efforts

Suddenly, the equilibrium has risen to approximag$ successful attacks. (It is
not even clear whether an equilibrium exists by éne of the period, given the
graph’s steep climb from Day 140 onwards.) Thus,d company considering
changing its efforts, simulation here has showh #&hsmall increase in efforts will not
do much good, but a small decrease in efforts gdglise much harm. This echoes
[Sen90]'s discussion of “leverage”, the large effecf small changes. A benefit of
simulation is thus demonstrated.

Lastly, we test the sensitivity of this equilibriubny modifying a different value.
Instead of the amount of the efforts’ increase. (v¢, we change the frequency of
increased efforts.;xthe delay between increases (if increases aréreet], had been
7. We now change it to 6, and run the simulatiotuitively, since the organization’s
reaction is more frequent, we expect the numbesustessful attacks to decrease.

The results are shown in Figure 13.
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Fig. 13. Successful Attacks per Day: Results of MerFrequent Efforts

Clearly, by Day 160, the equilibrium has been up3ée increase in attempted
attacks is outpacing the increased efforts of ttgamization, and successful attacks
begin to climb. This is due to the fact that thgamization’s more frequent efforts
consisted of security spending followed by advianjswhich attracted more frequent
efforts of the attackers that it could not matchisTexample illustrates not only the
utility of simulation for predicting the effects afmall changes, but also the benefits
of simulation in revealing unexpected behavior.sTekample also demonstrates a
systems concept: sometimes the best way to suariEscalationscenario is to not
react as often, even if a reaction appears negegS@n90] gives a case study of two
manufacturers of a new design of stroller, bothwbfch are making a respectable
profit margin on their sales. Then the manufacturenteredEscalation, lowering
their prices in an attempt to raise market shaiéleLtime passed before both
manufacturers no longer had a profit margin. T f reaction (reduced profit
margin) had not been weighed against the risk afeagtion (reduced market share),
and perhaps a slower reaction may have offeredjtbatest overall gain. Similarly,

we have demonstrated the possibility that an omgicin can be out-escalated by its
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opponent. Simulation thus grants the would-be ahirdo Escalationthe opportunity
to pause and consider such outcomes.

Returning to our security scenario, we had desdrihe increase in attacks as due
to the organization’s advertising. While some conips (e.g. search engines) cannot
exist without high visibility, our results behoows organization to consider the
effects of its advertising and whether they outweibe risk of additional attacks.
Additionally, the automated “if-then” rule for adtigeing used here was to advertise
anytime an increase in efforts is made. While thiguénce diagram of Figure 6
indicates that enough successful attacks will preverther advertising, our if-then
rules had assumed that point was not yet reachdoeirsystem, e.g. it only occurs
when successful attacks reach 60 or higher.

Alternatively, a rule can be constructed whichestatAdvertise only if successful
attacks are below a certain threshold.” Such a fisléncluded as part of the
Escalationbehavior in Chapter 4.

All of the above scenarios involved automated rtitegovern the choices of both
organization and attackers. As an alternative, rtfuglel also allows for a rule of
“pause the simulation whenever a certain conditioturs.” In our case, then, pauses
may be configured, for example, whenever the swfoksattacks (simple,
sophisticated, or sum of the two) exceed a threslalue. The simulation then
pauses, and the end-user of the simulation mayidemsaking changes such as
introducing a new countermeasure or increasing--Btafrs before resuming the
simulation. The behavior over time of the aggredaitackers can also be paused and

adjusted by hand; this feature may be useful tariigcresearchers, but for a
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company considering the impact of various choites it could make, the attacker
behavior is out of its hands and would thus presiynbe represented by automated

rules.

Lastly, here we assume that the organization s tioeincrease its efforts without
any additional constraints. Practically, such iases may carry risks other than those
of increased attacks; such risks are describedhbthar archetypd,imits to Growth

and are described in the next chapter.

3.4 Other Instances of Escalation in Security

On theEscalationarchetype, [Sen90] lists the international arme rax the most
obvious example oEscalation and [Hof05] specifies an “information technology
security arms race.” This arms race consists ehacks in attack technology, which
necessitate improvements in security technology. dxample, [Hof05] argues that
“with the advent of binary differs . . . patchirgyrio longer a viable defense strategy”,
and instead advocates recent advances in Intrudiemention Systems. But this
“race” develops over the course of a decade ordongee [Dwa05] for a timeline
from the 1980s to today. Given the vast unpredilitalof long-term innovation, this
is hardly something a single organization can siteuto aid its decision-making; we
have thus chosen not to model it here.

[Sen90] also suggests a generic solution to thibetype’s woes: often there can
be an agreement to reverse the cycle, as each ggmgs to simultaneously “ease

off.” While this may succeed in international pict (as it arguably did in détente),
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the notion of “we’ll use less security technolofyaou agree to attack our computers
less” is obviously not applicable in this case, tipatarly when the anonymous
attacks, attackers, and motivations are myriads ©ption is therefore not considered
in our scenario.

For additional information onEscalation in computer security, please see

[Ros064a], from which this chapter was excerpted.
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Chapter 4Limits to GrowthandEscalationArchetypes,

Combined

4.1 Limits to Growth Description

In the Limits to Growtharchetype, a growing action is applied, which lesals
increased gains or results. These gains encouragherf growth, forming a
reinforcing loop. However, the gains soon reachesoatural limit, at which point the
limiting process places downward pressure on furth&ns. Despite continued
growth action, the gains will plateau and, in sarases, decline.

As an instance of this archetype in security, wasiter the effects of security
demands on an organization’s computer staff of xedfi size. Suppose that an
organization has a certain number of employeescdesll to various computer-
related tasks such as technical support, hardwaietemance and upgrades, and
security-related tasks such as monitoring a firevesl an IDS, or maintaining
antivirus software. Initially, the organization gaynodest attention to security, but
then decides to make some investment in it. Whether investment includes
purchasing equipment (IDS, encryption or antivisadtware, and the like), security
training, overtime, or higher salaries for emplay@éo focus on security, it always
involves reassigning personnel to security. Enageglaby the noticeable gains in
security, further investments lead to more reass@gis of personnel to security.
This continues to be a good strategy until insigfit personnel are available for non-

security tasks. At this point, numerous non-segustated technical problems arise
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in the computer system, forcing the security pengbito pause their efforts as these
problems are addressed. Reassigning more empltaysesurity (or demanding more
of the current security employees) will bring natfier gains; in fact, the additional
technical problems as well as the support stafésrelsed efficiency from facing
demands it can not meet may result in a declingains. An influence diagram for

this situation is shown in Figure 14.

S25PEIS

Sfall ey

Fig. 14. Influence Diagram forLimits to Growth

Traversing the left side clockwise reads: “secuiityestments increase the staff's
security efforts, decreasing the number of sucakssfacks. More successful attacks
would decrease the management’s perceived berfefiequrity investments. More
perceived benefits of investments leads to furitneestments.” Reversing the double
negative yields: “investments leading to effortadieg to gains in security (i.&ess
successful attacks), increasing the perceived hieokfinvestments and therefore
leading to further investments” — this is a reiefog loop. The right-hand loop,
however, describes how increasing the staff's sgcafforts can conflict with non-
security-related tasks, due to a personnel sharfsgyendicated by the upward arrow,

this effect is decreased if the staff size is sidfitly large. Lastly, an increase of such
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conflicts will cause problems that diminish thefsasecurity efforts. A balancing
loop is thus formed, as security efforts will (unsoiously) decrease as long as the
conflict of resources with non-security tasks iegent. Given a constant number of
attempted attacks, implementing this archetype Ishoesult in a continuous
reduction of successful attacks (i.e. increaseadfiggfor security investments) until
insufficient personnel are available for other tgskt that point, the number of
successful attacks will cease to fall further, amaly in fact begin to rise. [Wol03]
includes this archetype in the category “Underaaigent”, as a reinforcing loop is
desired for growth, but it is not successful.

The simulation model can incorporate this Limit@oowth with the following
property: Some valup is the highest percentage of staff efforts that atimally be
reallocated to security with no ill effect. If tbtdemand for security efforts exceed
(p/100)*SysAdminCapacity, then the “effective” hodms security are given by the
SysAdminCapacity, minus some constdattimes the excess demand. In the
simulation described below, we have uped 23 andk = 1.2, believing these values

to be a reasonable description of a typical system.

4.2 Combined Archetypes

While the use of an archetype can present a congpjstem in readily-grasped
terms, a given scenario or story may not neatlinfi a given archetype. The general
archetypes of [Sen90], [Sen94], and [Bra02] argumionly in that they have been
frequently observed in diverse settings, and ey provide useful “building blocks”

for other influence diagrams. For each given caselys [Sen94] recommends
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beginning with the influence diagram of one easihgerved archetype (or simply a
balancing or reinforcing loop), then “widening ashekpening” the diagram by adding
additional “loops” to describe the observed behavidbhus, a combination of

archetypes is often the simplest way to grasp g&sys behavior when two or more
different behavior patterns are exhibited simultarsty. (Such a combination, that of
Limits to Growthwith Shifting the Burdencan be found in [Sen90].)

Observe that botlEscalationandLimits to Growthhinge on the organization’s
security investments and successful attacks; we ¢banect their influence diagrams

through these values. The resulting combined dimgsashown in Figure 15.
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Fig. 15. Influence Diagram for CombinedLimits to Growth and Escalation

Observe that the two influence diagrams largelyeskldifferent issues, except for
the upper-left-hand corner of Figure 15, which dinkuccessful attacks to security

investments. Whil€&scalationhad assumed a “positive” effect (i.e. more sudoéss
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attacks increase the threat, increasing investyebigits to Growthassumes a
“negative” effect (successful attacks decrease epeed benefit, reducing
investments).

In combining the two archetypes it becomes cleat bfoth patterns may be true
for different organizations with different cultureor for different levels of
management. Additionally, recall that an the infloe diagram shows only
“‘increases” and “decreases”, but quantitatively sdinks may be stronger than
others. Thus, both patterns may be present witlsimgle organization; a visible shift
from increases to decreases in investment, orwacsa, will occur at times when the
weight of one pattern exceeds that of the other.ekample, when the organization’s
management first invests in security, its perceinmhefit is low, so further
investments hinge on a reduction in attacks; latecurity investments are believed
an appropriate cure if successful attacks risegllfin successful attacks may reach
some upper limit at which point the management fzedio lose its faith in
investments and reduce them.

The overall trend of this combined archetype, whienved in terms of successful
attacks, will look as follows: a stable oscillatiftue toEscalation) until security
efforts exceed their optimal value (for the givaaffssize), followed by a rise in
successful attacks (fromimits to Growth). At this point, several possibilities exist:
the organization may continue (for a short durgtimnadvertise, leading to further
attempted attacks; it may follow the “threat” patteand push for more security
investments; and/or it may follow the “perceivecéf” pattern and reduce security

investments. Depending on these three options,stakle oscillation and rise in
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successful attacks will be followed by either aelawg off or a rise in successful
attacks; the former would occur if the organizatibalts both advertising and
investments, keeping attempted attacks constarg. fiighest risk, leading to a
significant increase in successful attacks, ocdfirshe organization continues
advertising, raising the attempted attacks, asdtdginued investments cause more

woes for its computer staff, further diminishingitheffective efforts.

4.3  Simulation Setup

The behavior of the organization’s management (Whivests in security and
demands staff-hours for it) and the aggregatedlatta (who attempt the attacks) are
then given by a series of rules (similar to tho$eSection 3.2), following the
escalatory behavior described above. Here we ddratene possible outcome by
assuming that the perceived benefit or “faith” mvastments is held constant, and
thus the decision regarding further investmentieigrmined only by the threat to the
organization. This decision is modeled by the felltg rule: The simulation begins

with an initial demand ofy, staff-hours for security. Every ®ays, { IF (Successful

Simple Attacks >0;), THEN increase staff-hours demanded for “simpgsfcurity
tasks byw. Additionally, IF (Successful Sophisticated Attaekd,), THEN increase
staff-hours demanded for “sophisticated” securiisks by v.} A delay al, days is

incurred for personnel reallocation.
(The description of tasks as “simple” or “sophiated”, as well as the task-by-task

composition ofv andv, are unchanged from Section 3.2.)
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The organization’s advertising efforts are modddgahe following rule:Every %
days, IF (Successful Simple Attackg)sr, THEN decide to advertise. A delay of d
days is incurred before the advertising occurs.

Lastly, the aggregated attackers’ response is raddes followsThe initial value
of Simple Attacks Attempted / Day is Bach day, IF (Advertising occurs), THEN a
delay of d days occurs as the word spreads and new attadk tye accumulated
where upon Simple Attacks Attempted / Day is irm@ddy a%. The initial value of
Sophisticated Attacks Attempted / Day is Bach day, IF (Advertising occurs),
THEN a delay of g of days occurs as the word spreads and new attacks
engineered, whereupon Sophisticated Attacks AteindDay is increased by b%.

We simulate a system of approximately 200 machivéshave chosen a period of
six months (180 days) for our simulation. Succdsatiacks per day are used as our
measure of “attackers’ gains vs. organization'sigdi

With these values in mind, we first simulated as#me scenario” characterized
by the following values: x=7, % = 7; W =29.8,w=9.1,v=1.6;0; = 6,0, = 2,03=
18;d=14,d=1,¢=2,d =7; @ = 15, a = 26; b= 0.6, b = 7. These values
describe, in our opinion, an organization’s 180-dapgression from minimal
security efforts to full security efforts; a reaiéslly aggressive advertising campaign;
common delays for each action described; and ar@seipn in terms of attack
attempts from the minimal attack “noise” receivedam inconspicuous organization

to the high number that a prominent organizati@eires.
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4.4 Results and Discussion

The results of this simulation are shown in Figlée

Successful Attacks

80 Successful Attacks / Day

0 30 60 90 120 150 180
! Day
Simple Attacks = Total Attacks

Fig. 16. Successful Attacks per Daygscalation with Limits to Growth

The number of successful attacks seems to oscilfatdy stably until
approximately Day 145, at which point it rises dagicelly. Until Day 145, the
number of successful attacks hovers at about lichwé this system’s equilibrium of
escalation: security efforts, followed by advertgifollowed by new attack attempts,
followed by further security efforts. Around Day8.sowever, théimits to Growth
archetype emerges: the demand for staff-hours dgcéne optimal load the staff can
bear, the staff's performance deteriorates, ancessful attacks rise. Note that
successful attacks exceeld=18, the organization’s threshold for cessation of
advertising, at approximately Day 155.

Correspondingly, the number of attempted attackaple plus sophisticated) is

shown in Figure 17

45



Attempts

200 Attempted Attacks / Day

1501

1001

500

Day

Fig. 17. Attempted Attacks per DayEscalation with Limitsto Growth

The number of attempted attacks escalates as afteavery seven days (the
organization’s wait time between advertisementd)l @pproximately Day 155. At
that point, the company halts its advertising, armbnstant 1925 attacks per day are
attempted for the remainder of the period. Yetunréhg to Figure 16successful
attacks are found to rise several times betwees D&% and 180. As the organization
continues to reallocate staff to security and iaseeits demands on them, the
personnel shortage for other tasks leads to matenieal problems, sidetracking the
increasingly overwhelmed security staff; attempagdcks thus become successful as
the state of the countermeasures deterioratesyasbens vulnerability rised.imits to
Growthleads here to a decline in gains, not to a plateau

By examining the behavior of the system, one calize the problem of the
increase in “successful attacks” around day 145teBponse to this problem, the
organization should take some action. Below we show the use of simulation can
support decisions regarding what action best fits goals and context of a given
organization.

Firstly, as our system was described, the increasdtempted attacks came not

directly as a result of increased security effoloist, as a result of the organization’s
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advertising. While this may not be the case for @tjanizations, certainly any
organization considering advertising must weigheptial benefits (such as increased
clientele) against the possibility of (and its pegainess foriescalation.

Secondly, even whef&scalationis called for, it may be wise to escalate less
strongly. The organization’s rule for increasingws#ty efforts was given as: “Every
x1 days, if successful (simple, sophisticated) attaale greater thaf( 0), increase
efforts by (w, v).” Increasing the period &.e. reducing the frequency of possible
escalation), raising the thresholds and 6, (reducing the frequency of when
escalation is called for), and/or reducing w ar(the quantities of escalation when it
is employed) are all possible solutions. When @éhiis perceived, the effect of
reaction must be weighed against the risk of nomactand sometimes the greatest
overall gain is achieved by a slower or weakertieac Similarly, when we turn to
Limits to Growth|t is noted that if the limits will not be (or caoinbe, as in [Mar03])
removed, then reducing the growth action will delag onset of the limiting factors,
as well as slowing the deterioration of growth ottoe limits manifest themselves. A
reduction solution thus heeds both archetypes.eEonhich of these three reductions
is most effective here, all three were simulatedtucing the frequency of increased
efforts, raising the threshold for increased effpaind reducing the quantity of efforts.
Experimenting with each solution individually aslwaes combined with others, we
found that our system responded most favorablyimply reducing the quantity of
escalatiorw by 30%: each time the organization decides to as®eits security
efforts, it does so by 6.4 staff-hours, as oppdeetthe 9.1 of the baseline case. The

results are shown in Figure 18.
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Fig. 18. Results of Reduced Escalation (Successfiutacks per Day)

Note that the equilibrium number of successful ckdahas risen to about 15 (as
opposed to the 11 in Figure 16), but there is @moma@tic climb in successful attacks
by Day 180. The weaker reaction has not pushed ddsnan the staff beyond their
point of optimality in these six months. This apgeb can thus be thought of as
“partly losing Escalation but winning Limits to Growth: Note as well that the
number of successful attacks reachgsl8, the advertising threshold, several times,
leading to less advertising and thus less attempitiadks. Integrating Figures 16 and
18, we find that the number of cumulative succdsaftacks is less for reduced
escalation (~2650) than for full escalation (~28@Biven a particular organization’s
structure, goals, and priorities, the above trafde@quilibrium number of attacks,
rise in attacks, advertising opportunities, cunmuéaattacks) should be considered to
find whether reduced escalation is more in itsregethan full escalation.

Thirdly, a solution commonly found fdrimits to Growthis to cease the growth
action, and instead concentrate on removing thaitigncondition. In our case, this
would translate into hiring additional support 6t§6en90] stresses the concept of
“leverage”, i.e. an organization’s efforts will {de maximal gains if it carefully
chooses where and when to apply those efforts.a¥iiiing too early is prohibitively

expensive, if hiring is delayed too much, the limitl set in and deterioration of
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gains will begin. Additionally, the stronger thenit has become, the harder it is to
remove it; in our case, once the support staffviesnehelmed with demands, it will
not have time to introduce new hires to the intiea of the computer system. Thus,
the point of highest leverage for hiring when it will take effect just before the
demands on personnel exceed their optimal |34k requires great prediction skills
on the part of the manager, including a sense eédthack” regarding the support
staff's load. Otherwise, the best strategy is te &g soon as possible once a decline
in gains is visibleThis also requires the manager to realize thateddgains have
diminished since the optimal personnel load wastred. As opposed to the previous
strategies, which are executed before-the-facts ttrategy describes how an
organization might now respond to problems. Follayiull escalation, Figure 16
showed a rise in attacks around Day 145. Figuresh®ws the results if the

organization responds rapidly and additional pemsbare available as of Day 155.

Successful Attacks
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Fig. 19. Full Escalation, with Hiring at Day 155

The oscillations and steep rise occur as in Fidéirefollowed by a steep drop in
attacks due to the hiring. Integrating, we find atat of approximately 1,880

successful attacks, far less than in full or reduescalation. (Of course, this benefit
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comes with the cost of hiring.) The sooner theniirithe less of the peak around Day
150; the longer the wait to hire, the greater thakp

Figures 16, 18, and 19 have shown the resultsedfhitee above scenarios in terms
of the number of successful attacks. An organipatimst also consider factors such
as labor costs, and thus Figure 20 displays theutaiive staff-hours employed for
each scenario: “baseline” (full escalation, withdring), “reduced escalation”, and
“escalation with hiring.” Note that the efforts ‘tfaseline” and “hiring” will coincide

until Day 155, at which point the curve for “hirfhgill grow more steeply.

Staff-Hours
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Fig. 20. Cumulative Staff-Hours for Each Scenario

Thus, given the number of successful attacks amtbeu of staff-hours employed,
both per-day and cumulatively, an organization cansider its best options as it
encounters this combination of archetypes.

For additional information on the combinationkscalationandLimits to Growth

as it occurs in security, please see [Ros06c], fndrich this chapter was excerpted.

Chapter 5: Related Work
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5.1 System Dynamics and Archetypes

System dynamics thinking is introduced in [For64i. introduction to archetypes
can be found in [Sen90], with added details andmmenendations in [Sen94], while
[Bra02] extends this work to list ten different laetypes. [Wol03] argues that all
existing archetypes can be included in one of foare generic” archetype categories
such as “Underachievement” or “Out-of-Control”; hewer, [Wol03] acknowledges
that the more-specific, more-familiar ten archegyfsich asEscalatiori or “Limits
to GrowtH) are more rapidly applied to real systems, anchaxe thus used them
here. [Mar03] applies systems thinking and archesyip safety engineering. Some
archetypes found in safety are clearly those skwhere (such as “Eroding
Goals”), but others seem unique to safety. (Thikéscase partly because safety
measures can be a victim of their own success -Awheccidents occur, there can
be pressure to reduce safety measures.) For ndrawefocused on the more-
common archetypes of [Bra02] regarding security,fliwre work may find that new

archetypes apply to safety as well.

5.2 Sources of Data

Empirical data regarding computer security arel gélrly rare as of now.
Anecdotes detailing attacks and their responset, asi [Gib02], are very illustrative
of the attacker/defender interaction, but few saiccdotes have been published.

Some information regarding what is general pradticéhe security world today
can be found in [Gor05a], a survey of several haddsrganizations. For example,
our model includes IDSs but not biometrics becatlme former is found to be

significantly more prevalent in real life today.
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Most data on attacks are gathered from analyzirgnélipots” or “honeynets”,
systems designed to be attacked. Such studiedancur own laboratory’s [Pan05],
as well as [Dac04], [Pou04a], [Pou04b], and [Pou05]

Hypothesized attacker behavior is described in 9dgnbased on empirical
findings from controlled attack experiments. Thixudses on the behavior of the
individual attacker, while more data are neededhenaggregated effects of multiple
attackers.

To help meet the dearth of empirical data regardiegurity, nine teams are
collaborating on the projects DETER and EMIST [BjMETER involves building
a massive (currently approximately 200 machinggnited to reach 1000 machines)
“researcher- and vendor-neutral” network testbed dmulating various types of
attacks, countermeasures, and network topologiesanihile, the EMIST project
seeks to formalize methodologies for measuring etheffects. Combined, these
projects should provide a wealth of useful, unbdasend well-accepted emulated
attack data. Both studies will enrich our modelhvwgjuantifiable values, e.g. honeynet
findings might show that 20 buffer-overflow attacksa certain type are attempted
each day, and the DETER/EMIST findings would tallthat the attack will succeed
80% of the time if the network has Topology A builyo60% of the time with
Topology B.

Regarding user factors, [Lar03a] uses surveys tenstand Internet usage, and
[LarO3b] conducts studies with test websites tceesiigate users’ privacy behaviors

online. The authors of these papers have indidit&idtheir future work will analyze
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user behavior regarding network security, whichulthdoe applicable to our user

B { Comment [SNR1]: This better? j

5.3 Economics and Security

[CamO03] considers the effects of public disclogegarding security breaches on a
company'’s stock prices. [Gor02], [GorO5b], and [BBHall use economic analysis in
determining how much security investment is worttviior a company, given its
priorities; however, details are not provided asvttat should be done specifically
with the investments. This provides the connegioimt to our model.

Economic requirements are also used to lead tongdgns or specifications for
related computer security, e.g. determining thejestive cost and total welfare
regarding network routing [FeiO5] or requirements tousted platforms placed by

digital rights management [Ber04], [Ber05].

5.4  Other Modeling Approaches in Security

One approach in security has been to probabilisticquantify an attacker’s
behavior and its impact on a system’s ability toviae certain security-related
properties. Attempts have been made to build mathelistake into account both the
attacker and the system being validated. A germa@adel of an intrusion-tolerant
system is proposed in [Gon01] to describe secwiyloits by considering attack
impacts; the system state is represented in tefnfailare-causing events. [Jha01]

proposes a combination of state-level modelingnédriogic, and Bayesian analysis
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guantify system survivability. Finally, Ortalo €t §0rt99] propose modeling known
vulnerabilities in a system using a “privilege dnapBy combining a privilege graph
with simple assumptions concerning an attacketabier, the authors then obtain an
“attack state graph.” Parameter values for suchraplg have been obtained
experimentally; once obtained, an attack statetgigm be analyzed using standard
Markov techniques to obtain several probabiliste&asures of security. [Ste04] uses a
probabilistic model for validating an intrusion#chnt system that combined
intrusion tolerance and security, allowing the desers to make choices that
maximize the intrusion tolerance before they immamthe system. Compared to
these models, the model presented here is moreigédneits inclusion of other
human elements such as users and system admimisirétdditonally, other than
[Ort99] which uses data collected empirically tesess some of the parameters values
in the model, the other ones are not developedsibyebe linked to empirical data.
Cyberciege ([Nav06], [Irv05]), developed by the dhiPostgraduate School, is a
computer game with a very engaging user interfawe \artual world, intended for
training students to understand security engingei@yberciege focuses on detailed
access control, user-by-user, for a small numbersefs. Each piece of hardware is
hand-selected from a list of fictional brands (éRjtFlipper router”), and physical
security measures are implemented on a user-byhmsss. The determination of
whether an attack succeeds is by comparing asseab#ity and how well standard
procedures have been followed. Cyberciege’s levaletail models the role of an

individual security officer who might oversee a dozomputers at most, while our
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model abstracts one level higher, to the managey wNersees several hundred
machines.

In a similar vein, Fred Cohen & Associates offesegurity simulator [Coh06] on
their website (http://all.net/games/index.html). llfFudescribed in [Coh99], this
simulator gives examples of how a single attackvafying sophistication might
succeed against different computers with differemtintermeasures. The defender
strength, i.e. to what degree the defender doesrigfine thing, is specified as a
percentage by the user before running the simul#tan attack succeeds, the dollar
loss due to the attack is estimated based on thekat profile, e.g. how much will a
successful attack by a private investigator cosiPapproach attempts to add in more
empirical data, as described in Section 5.2. Adddlly, our work extends the
“defender strength” idea by allowing for strengtiiseach countermeasure: a system
may have a 90% effective firewall but only a 70%eetive IDS. Furthermore, rather
than specify a value for defender strength, the o§®ur model inputs managerial
decisions such as how much effort is allocated hickv security tasks and how
skilled the staff is — the model then uses thegmitd to determine the resulting

defense strength for each countermeasure.
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Chapter 6: Conclusions and Future Work

6.1 Conclusions

The archetype and results of simulation executiesgnted here show the value of
systems dynamics modeling for enterprise secufitye evolution over time of two
slightly different “what-if’ scenarios may resuit very different pictures, reinforcing
the value of simulation. Systems thinking, combimégth simulation, can assist an
organization in placing its efforts in the plackattwill give the most “leverage” to
their goals, and in diagnosing and solving problefigs approach thus leads to a
more enlightened weighing of costs vs. benefitstif@ proposed decisions that an
organization might make.

System dynamics simulation is also an intuitive apdwerful tool for
understanding computer security, as well as fdnitrg professionals. In time, our
model will mesh with much other research curreb#ing done by others, leading to

gains in a wide variety of directions.

6.2 Future Work

A great deal of future work remains as well, indhed

e “Deepening” the simulation model with more deta&ilg. where linear rates
had been assumed, perhaps logarithmic or expohentald be more
accurate. The documentation of the simulation mattelady reveals several

ways it can be deepened.
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e “Broadening” the model to include such factors as:

0 User details describing their interaction with fezurity policy.

0 Asset properties. Currently we only show succesaftdcks; future
work can link this to system availability, confididity, and integrity.

o Internal attacks. Currently it is assumed that finewall is X%
effective against all simple attacks, for examplbjch assumes that
all simple attacks come from outside the firewall.

e Obtaining additional empirical data for use as pei@rs in the simulation
model. Sources for such data, including work fromm own research group,
are described in Section 5.2.

e Modeling other instances of the above archetypesleting other archetypes,
other combinations of archetypes, and looking fawarchetypes. Appendix |
gives a few ideas for modeling other archetypes.

e Documenting real-world case studies in securityngugirchetypes to explain
the situations, and using simulation to suggestrawpments. (For example,
[Sen94] first describes the story of an airlineggdure, applies archetypes to
describe it, and then builds a simulator throughicvhit is shown, for
example, that had the airline not cut its ticketes quite so steeply, it would
not have gone bankrupt.) We have already begumvietging one system
administrator and documenting his case study, Ibtaioing the necessary
details, applying archetypes, and simulating theecstudy are all left for

future work.
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Appendix I: Archetypes

Here we briefly describe each of the ten archetygd8ra02], giving one possible

example from security.

Shifting the Burden, or Symptomatic Fixes We witness a problem symptom,
and rather than think about the root cause, wedrfix the symptom. Doing so
distracts us from the actual cause of the problemmasks the symptoms so it's
harder to diagnose the problem. Suppose a systesonignually falling victim to
successful “script-kiddy” attacks (symptom). Thanpany may install an 1.D.S. to
catch the attacks (symptomatic fix), when in rgalite attacks wouldn't make it into
the system if the company had a good firewall, adidn’t succeed if they kept
their vulnerabilities down. (Fundamental fixes.)

Fixes that Fail. Here, the attempted fix actually worsens the ugitey problem
in time. The newly-installed 1.D.S may have a higlse-alarm rate and require a
great deal of the sysadmin’s attention. The sysadminow too busy to attend to
other duties (such as addressing vulnerabilit®s)the number of successful attacks
actually increases.

Success to the Successfulhere is a tendency to believe that if puttingneo
money into Approach A yields good results, thertipgtmore money into Approach
A (and ignoring Approach B) will further improve sndts. For example: for an
investment of $100, a Host-Vulnerability-Scannelt wield more improvements than
an IDS. But continued investment into the Host-V8leanner (diverting funds from

the IDS) will not help much if at all.

58



Limits to Growth . Increased efforts and investments produce ineckassults,
until the system reaches its natural limit. At tpaint, results will either plateau or
decline. For example, given an inexperienced sygadiaff of a fixed size, training
them will result in significant gains to the netw@r security. But eventually, their
size (rather than skill) becomes the limiting factmo further training will accomplish
nothing.

Attractiveness Principle. Increased efforts are no longer producing resulith
two different limits fighting growth. The manageust decide which limit to address
first/more. Suppose we have a simultaneous invegtineboth more/better sysadmin
staff, and some technology (maybe a firewall). Amge point, the Return on
Investment will drop; at that point, we must decidgich factor is more of a limiting
one.

Growth and Underinvestment A successful approach may initially seem to fail
if it wasn't given proper investment/support/capyackor example, a company may
double its system size; if the SysAdmin size (whgthe capacity in our case) is kept
constant, overall performance will drop. If, indeahe SysAdmin size is properly
increased, the company will see a gain.

Eroding Goals. If a goal is not immediately met, it can be teimgptto reduce the
initial goal. A manager may try for an Availabilifpr confidentiality, etc.) Level of
3, find that the expenses next month are too réghs/he drops the goal to Level 2.
The next month, the company is hit with a masstteck, causing more loss than had

it held the course at Level 3. (Another example lddae, “We want an IDS that
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catches 100% of all attacks. What, that gives temyrfalse alarms? Okay, maybe
90%. Still too many alarms? Okay, maybe set 80&.")

Escalation Party A puts in more efforts, yielding more résuthis threatens Party
B, who does likewise, and so on. (The U.S./ U.S.@rRis race during the Cold War
is a good example.) If a company increases itsrggoefforts and publicizes how
secure it is, or otherwise makes itself more o&tiractive target, it will receive more
sophisticated attacks, which will require more sigginvestments, and so on.

Accidental Adversaries Two parties initially agree towards cooperatibat then
Party A perceives an offense (often unintentiofrain Party B; it then retaliates, and
the situation escalates from there. An example Wwexdd be the SysAdmin and User,
who agree they want the company to succeed, bnttlieeuser accidentally breaches
the security policy, leading the SysAdmin to impa@séarsher security policy and
other enforcement measures. The user (or anotlee) os®y become annoyed and
retaliate.

Tragedy of the Commons If two efforts independently consume a common
resource without respecting one another, both s&# reduced gains as the resource
runs out. In our case, if a company decides tosihweore in IDS as well as Host-
Checking-Tool, but maintains the size of its SysAdrfwhich is the “common”

resource consumed), both will not yield full result
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Appendix Il: Model Screenshots

The basic building blocks for continuous modeling the Extend simulation
environment include holding tanks, constants, apdgons, to name a few.

As one example, we show a simplified version of hitve antivirus software
effectiveness is modeled. Suppose that this syaesds its virus definitions updated
on a daily basis; if so, an antivirus that has bietally neglected for too long of a
period will become close to useless, as it failscédch the majority of viruses
circulating the Internet today. Thus, antiviruseeffveness is reduced each day by
some average “daily loss rate” which describesabairrence of new viruses, and
increased each day by the number of staff-hoursitiglits definitions (or otherwise
maintaining it) that day. The effectiveness is tmeeasured on a 0-to-1 scale and

output. This is modeled in Figure 21.

Eqn AntivirusLevelOut

AntivirysLevel

AntivirusHoursIn ~—
[=

AntivirLossRate

Fig. 21. Sample Screenshot of Holding Tank, Equatip and Constant Blocks

Notice the number of staff-hours in, subject to edomction, the holding tank for

the daily antivirus effectiveness, and the dailssloate. Each day, the contents of the
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tank are given, limited to the range between 0 Brahd output as today’'s “antivirus
level.”

To allow for greater abstraction, all of the abdatecks can be inserted into a
custom-built “hierarchical blocks”, such as the @hewn in Figure 22.

Staff-Hrs per Machine ‘\Antivirus
per Day for Antivirus Factor

AntiVirus

Fig. 22. Sample Hierarchical Block, Antivirus
Here we see only the input and the output; the id@nholding tank, equation
block, etc. are all hidden inside the hierarchiatk.
In our model, a certain number of attacks of a&gisophistication level are
attempted each day. Depending on the effectiveofethe various countermeasures
and the system’s vulnerabilities, a certain nungueceed. Another hierarchical

block, which performs this evaluation, is showrFigure 23.

Antivirus
Factar

IDSFactor

Firewall
Factar

Encrypt

Factor Tglerance
Factar
SimpleAttacksAttempted
{Per Day)

Successful
Simple Attacks
(Per Day)

Simple$uccass

Fig. 23. Sample Hierarchical Block, Simple Attack 8ccess
The block on the far-right of Figure 23 is an outplotter, used to generate many of
the figures presented in this thesis.
The model has a great deal of constant paramdébersxample, the antivirus daily
loss rate of Figure 21. These are listed in a sistezet such as the one displayed in

Figure 24.
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ConfigVulnLevel, loss if ignored |.05, linear

", staff-hrs needed to maintain (1.5 / machine
NetVulns, loss if ignored .04, linear

", staff-hrs needed to maintain 0.6 / machine
AppVulns, loss if ignored .004, linear

", staff-hrs needed to maintain

0.13 / machine

AppVuln, loss from new S/W

0.8

[Tolerancelevel, loss if ignored |1, linear

", staff-hrs needed to maintain  |0.67 / machine
EncryptionLevel, loss if ignored |.001, linear

", staff-hrs needed to maintain  |0.067 / machine
Antiviruslevel, loss if ignored .02, linear

", staff-hrs needed to maintain 0.4 / machine
FirewallLevel, loss if ignored .033, linear

", staff-hrs needed to maintain |0.66 / machine
IDSLevel, loss if ignored .05, linear

", staff-hrs needed to maintain |2 / machine

Fig. 24. Sample from Spreadsheet with Parameter Vaés
Lastly, while certain parameter values (such asviamé loss rate) reflect the
reality of the system, others (such as machine sitdf size and the presence of
countermeasures) reflect decisions that a managgt make. To allow for easy
“what-if” simulation, these parameters were extedcto a user-friendly Graphical

User Interface, such as the one seen in Figure 25.

oo | =

Fig. 25. Graphical User Interface Screenshot
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Appendix Ill: Model Documentation

OVERVIEW:

describe thesystem, countermeasures, allocation of sysadmiatmus tasksand

The end-user of the model sets several slidets savitches to

attacks.The end-user can then see thstsof this configuration. A certain number of

attacks are then attempted on the system eaclgidayr the details of the system and

its countermeasures, the end-user can see how ofidingse attacks succeed, or how

many were blocked by a given countermeasure. Tlieusar can also track the

effectiveness of a given countermeasure over time.

SYSTEM INPUTS: These sliders describe the system and staff, amdisted in

Table Il.

Table II: Slider Inputs for the Model Graphical User Interface

Name in Model Type Meaning

SystemSize Slider, 0-80 (# of machines)

SysAdminSize Slider, 0-80| Personnel-hours (or “man-hours”) oty

(Personnel-Hours per Administration and Security Officer staff

Day) employed per day. A SysAdminSize of 40
describes 5 people working 8 hrs/day each
day, or 10 people working 4 hrs/day, etc.

SysAdminSkill Slider, 1-5 | Average overall skill ofthe System
Administration and Security Officers Staff.
The 1-5 scale is ours.

SysAdmin Motivation| Slider, 1-5 | How motivated the SysAdmin staff is |to
protect the system; we impose a 1-5 scale.

New Software ig Slider, 1-|Interval (in days) between installation of new

Installed Every X 1000 software (which contains new vulnerabilities).

Days

Patches are not included here.
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Further descriptions of the system, e.g. WindowsLusux, would be a critical
step in adding detail to the model; it will hopdjube considered in a future

implementation.

COUNTERMEASURE INPUTS: We include several common
countermeasures. In the 2004 CSI/FBI Computer Can Security Survey of 494
U.S. corporations, universities, government bodéts,, the most common security
technologies used (Fig. 16), by percentage of mdguats, were: Antivirus software
(99%); Firewalls (98%); Server-based access cofittal (71%); Intrusion detection
(68%); Encryption for data in transit (64%). Wewiéhe access control lists as part
of the “SysAdmin’s Enforcement Actions” and noteparate technologyer se as it
is built into most operating systems today. Forpdiaity’s sake, we chose to include
both data-in-transit encryption and file-encryptas“encryption software.”

A significant countermeasure not described directlyhe CSI/FBI survey is the
emerging field of attactolerance(as opposed to prevention or detection). This could
include designs for graceful degradation underckfteedundancy and diversity (in
some cases); and other technologies allowing tlstesy to succeed despite the
attack. We thus include a countermeasure entitidldrance mechanisms.”

Additionally, as 70% of the survey respondents .(Fig in the FBI survey)
identified some type of network security trainireg their users as important, we have

included “user training for better security praesc
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Lastly, we have included vulnerability-scanninglsowhich can assist the system
administrator in finding vulnerabilities to fix. €se include host-configuration
vulnerability scanning tools, such as FERRET; aertivork-vulnerability scanning
tools, such as NESSUS.

For all of the above countermeasures, we presastyme that they are either
present in full strength, or not at all. (They'rentrolled by binary switches.) Future
implementations of the model may modify this. Tloeirtermeasures are given in
Table III.

COST/EXPENSE EQUATIONS & OUTPUTS: Given the above descriptions,
we can now compute the system’s expenses. (Forwewjmply tally the number of
successful attacks, rather than describing the taop#ss they cause the company;
this too will hopefully be improved in a future meig

Table Ill: Countermeasures Included in the Model

Name in Model Type Meaning

A Firewall? Y/N Switch| “1” if the system has a fivall; “0” if it
doesn't.

Antivirus? Y/N Switch | “1” if every system has aritivs software
installed.

An Intrusion| Y/N Switch | “1” if an Intrusion Detection System |is

Detection System? present.

Encryption Software? Y/N Switch “1” if encryptiom#ware is installed.

Tolerance Y/N Switch | “1” if tolerance mechanisms are present.

Mechanisms?

A Host-Vulnerability| Y/N Switch | “1” if the sysadmin uses a tool such |as

Scanning Tool? FERRET to check host-configuration
vulnerabilities.

A Network- | Y/N Switch | “1” if the sysadmin uses a tool such |as

Vulnerability NESSUS to check for network vulnerabilities.

Scanning Tool?

User Training for] Y/N Switch | “1” if the users are trained regardingtwiork
Better Security security.
Practices?
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Expensegeflect all the money spent on the system over dbetion of the
simulation (usually ~100 daysptaffCostis the cost per day of employing the
sysadmin staffPurchaseCosts the cost to purchase the various countermegsures
which we assume is a one-time payment. We then have

Expenses = (StaffCostFime) + PurchaseCost.

($) = ($/day) * (days) + (%)
In Extend termsExpenseds an accumulating tankStaffCostis the input, and

PurchaseCosis the initial level.

StaffCost =STAFFCOSTPERHOUR * SysAdminSize.
($) = ($/hr) * (personnel-hours)

The cost of employing the sysadmin staff per dag. &sume an average cost of
$35 per personnel-hour.

For PurchaseCostwe assume thafolerance Measures, Encryption Softwaaad
an Antivirusmust be purchased for every machine in the systeie teffective. (The
effects of installing an antivirus on only half,3l/etc. of the machines would be
another interesting question for future work.)

Per-system purchase costSystemSizé

{ (Tolerance Measures?)tLCoST + (Encryption Software?)*CRYPTCOST

+ (Antivirus?)* ANTIVIRUSCOST }.

($) = (# machines) £ {(1/0)*($/machine)}
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We simply assume for now that tolerance measures 8800/system. For
encryption software, PGP is very commonly used (@gogle searches for
“encryption software” and the like); the most basiersion of PGP Desktop
Professional 9 costs $200; we have used the v#2@é $o allow for a few more
features. For the antivirus, Norton Antivirus, afehe most popular products on the
market, costs $40 /machine in the 5-user pg@turces: manufacturer’'s websites.)

We do not include the host-configuration or netwauknerability scanning tools
in costs or expenses, as the most popular prodsets (i.e. FERRET and NESSUS)
are available for free. The remaining tWaoirchaseCosttems are the firewall and
IDS, whose cost is independent of the size of yiséesn behind them.

PurchaseCost per-system purchase costsA+Kirewall?)* FIREWALLCOST + (An
IDS?)* (IDSCost).

%) = (%) +(1/0)*$ + (1/0)* $.

We assume that a high-quality firewall costs $10,0@iven Dr. Cukier's

experience with proprietary firewalls. For the 1D&st, we take the price of the Cisco

4250, which is $30,000.

SYSADMIN ALLOCATION: We describe the SysAdmin staff's “capacity” to
maintain and protect the system as a functiorsddiite, skill, and motivation:

TotalSysAdminCapacity = SysAdminSize * SysAdmimskidn * In(
SysAdminSkilk 1).

(Note that TotalSysAdminCapacity is measured inugegpersonnel hours, as it

can be increased by motivation and skill.) (Thgakithm is used to reflect the
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phenomenon that beyond a certain point, additiclaéling accomplishes very little.
We use (skill+1) so that a skill level of 1, thevlest, doesn’t result in an In(1) = 0
term.)

The end-user then decides what percentage of dkedSysAdminCapacitshould
be dedicated to what task, using the sliders ingtieen box. The sysadmin needs to
spend time and attention to deal with any givembeumeasure (or its side effects!).
We refer to these as “countermeasure efforts.” iQIsly, more efforts are needed
during deployment than afterwards, but for now, simply describe “efforts-per-
day.” (One approach would be to consider an aeewrffprt over the product’s
lifetime, including its deployment, but this againfor future work.)  The order of
the various efforts is consistent with that of tmedel, but it has no particular
significance.

“Antivirus Efforts” consist primarily of keeping all of the antiviruefuhitions up-
to-date. The percentage ©btalSyadminCapacitgedicated to Antivirus Efforts is
calledAntivir%.

“Firewall Efforts” consist of tasks needed to maint the firewall, primarily
through applying new patches as firewall vulneiitibd are discovered@Firewall%).

“IDS Efforts” consist of maintaining the intrusiasfetection system, mostly by
downloading new signature8DS%).

“Encryption Efforts” consist of updating and maiimiag the encryption software
(quite possibly including helping users who ruridifficulty using it).(Encrypt%).

“Enforcement Actions” include setting proper accesmtrol; monitoring the

system for noticeable oddities; and developing emidrcing a security policy for the
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users. For example, if a user tried using a “wdak’ easily guessed) password such
as “joe”, a vigilant sysadmin would prevent himrfraloing so. Enforce%).

“Software Patches” reflects the time spent per dayfinding and installing
patches for newly-discovered vulnerabilities in afiyhe system’s netware, operating
systems, or application@Patch%).

“Tolerance Efforts” depend on the particular tolex@ measure; some measures
are relatively low-maintenance (e.g. if gracefulyidalation has been built-in, then no
further action is needed), but some are high-maariee (e.g. if the system has a
backup web server that runs a different operatistesn, the backup server has to be

maintained as well)Tol%).

| suggest dropping the word “false” wh

Comment [i2]: Page: 1
n
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, we talk about alarms

sometimes these were in fact attacks, but oftey Were legitimate actions. A good
sysadmin should sort through the§&larm%). In the new versions, we've gotten rid
of “addressing alarms” as its own task; it's nowlirded in either “IDS Efforts” or
“Firewall Efforts.”

The various desired percentages, as well asTialSysAdminCapacitynd
SystemSizeare input into theHoursForTasksblock. The outputs of this block
describe how many SysAdmin pseudo-personnel-hoarsmpre precisely, skill-
motivation-personnel-hours each day) are actudlibgated to each task.

If the various desired percentages (inputs) addoupOO or less, then all of the
desired demands can be met, and the process ikesimp

Hours allocated to Firewalk (Firewall% / 100) * TotalSysAdminCapacity.

Hours allocated to IDS (IDS%/ 100) * TotalSysAdminCapacity.
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The firewall and IDS are independent of the sizeystem behind them. (Or are
they? Once we include analyzing alarms in Firewkdurs & IDS Hours, well, the
bigger the system, the more alarms likely. In tee/ paper, | assumed staff-hours per
machine for these as well.) For the other effontsywever, we must factor in the
system size; after all, to spend a total of tworkgper day on updating antivirus
definitions for a single computer is certainly sciint; for a thousand computers, it
probably won't be. We thus talk of “hours allocapest system [per day].” Note that
for now, we assume that doubling the system siZlesivhply halve the personnel-
hours available for a given task; in reality, larggstem sizes tend to come with
mechanisms for better management, so we mighteiriuture consider a factor such
as log(systemsize). For the moment, though, we'ept Khe divisor linear. The
following hours are per-machine:

Hours allocated to Antiviruss (Antivirde / 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Encryptior (Encrypt% / 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Enforcement Actionss (Enforce% / 100) *
TotalSysAdminCapacity / SystemSize.

Hours allocated to Software Patches(Patch%/ 100) * TotalSysAdminCapacity /
SystemSize.

Hours allocated to Tolerance= (Tol% / 100) * TotalSysAdminCapacity /

SystemSize.
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Hours allocated to (False) Alarnmrs (Alarm% / 100) * TotalSysAdminCapacity /
SystemSize.

(A larger system will generate more alarms, and theeds more attention.)

IF, however, the end-user specifies a series agmages with the sliders that sum
to >100%, not all of the desired hours will actydle allocated that way. A prompt
can inform the end-user that the values have ext@@#o, and that s/he may wish to
modify values before running the simulation. (Tpiompt was built into several
earlier models; it was omitted from the Aug. 17suen for simpler presentation, but
can be reincorporated if desired.) If the end-ué@oses to continue, priority will be
assigned from left-to-right, i.e. firsAntivir%o of the TotalSysAdminCapacityif
available, will be allocated to antivirus; thentogFirewall%, if available, to firewall,
and so on.

(Extend description: looking inside the HoursFolkkablock, we see a series of
equations, converting the percentages iHtaursDemandedBelow that, we see a
series of holding tanks. All of the tanks are résdheir starting values at the end of
each day by a periodic pulse. The first tank hasartisg value
TotalSysAdminCapacityhe other tanks have starting value zero. Atitbginning of
each day, TotalSysAdminCapacityflows into the first tank; AntivirusHours
Demandedis “wanted” from that tank; the quantity “gotteis the hours actually
allocated to antivirus. The remaining contentshaf first tank flow into the second
tank, where again a demanded quantity is “wantagd’fo that quantity is “gotten”,
and the remainder flows into the third tank; aneeoHours “gotten” are either used

directly (firewall & IDS) or divided by the systeius.)
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For the version in the archetypes paper: a neveatilon block was built, in which
all demands are met if they sum to less than 1008tey exceed 100%, then they are
doled out in proportion to their demand, i.e. i€ tlemands are: {30, antivirus; 40,
tolerance; 50, IDS}; but the SysAdmin capacity islyo60; then it will allocate
15/20/25, respectively.

Additionally, the archetypes version adds in thetdaof sysadmin inefficiency if
pushed beyond optimal capacity. Hours allocated given task are decreased by a
linear multiple of the total demand’s exceeding dptimal capacity. (Note that we
haven't yet included a factor to describe the icgfhcy of X net demanded hours for
ten different tasks, which has greater inefficietign X net demanded hours for one

task.)

| actually didn't use the allocation system in thew Escalation) paper, | just

“fed” each task directly as many hours as wererddsi

The newest paper (DSN) once again made use oflldwtion system — pushing
the Sysadmin too far resulted in the “limit to gtbw In this paper, the limit set in
much more quickly, as we rephrased things: “sysadmours” were for all tasks; as
soon as security demands take too many of thoseshother things go wrong
because of ignored tasks. The rule used was tlu$oltowing (the numbers used
here: 23%, 1.25, etc., were a combination of gessemy part, and what made the
graphs come out okay, i.e. GIVEN our guesses fov tm describe a 200-machine

system going from nominal attention to full attentito security over 180 days, we
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wanted the limit to kick in towards the end of thisriod, and that the limiting effect

be fairly strong.)

Maximum optimal security load =PERCENT* TotalSysadminCapacity.
IF (total hours demanded for security > maximuniropk load), EfficiencyStretch

= STRETCHCONSTANT * (total hours demanded for security — maximuniropt load).

AvailableCapacity = TotalSysadminCapacity — EffiagStretch.

VULNERABILITIES: Many attempted attacks will onlyusceed if the system has
(known) vulnerabilities. These are grouped intor foategories:

“Mistakes” includes all user mistakes, such as not logging ddfvnloading a
virus, and using weak passwor(distakesblock outputdMistakeFactor.)

“Host-Configuration Vulnerabilities” include setfa that the sysadmin didn’t set
properly, such as leaving ports open, allowing ywee access to sensitive files, etc.
(ConfigVulnsblock outputdHostConfigVulnsFactor.)

“Network Vulnerabilities” include those flaws thaave been discovered in the
network software, which could be exploited by aiaek; these can be corrected with
patches(NetVulnshblock outputdNetVulnsFactor.)

“ Application Vulnerabilities” include those flawsliscovered in application
software, which could be exploited by an attacly.(@ flaw in Apache could be

exploited for a denial-of-service attack; a flanQutlook Express might be exploited
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to cause remote execution of code). These arecalsected with patche§AppVulns

block outputsAppVulnsFactor.)

We measure each of these subclasses as a “faetwé&én 0 and 1, where 0 is best
(no known vulnerabilities of this type exist ongtgystem) and 1 is worst (i.e. the
system is permeated with vulnerabilities of thipdy An overall “vulnerability
factor” (VulnFactor),also between 0 and 1, is computed from these:

VulnFactor = Min{1, [ MISTAKECOEFF* MistakeFactor)

+HOSTCONFIGCOEFF* HostConfigVulnsFactor)
+ NETVULNSCOEFF* NetVulnsFactor) +
+ APPVULNCOEFF* AppVulnFactor)] }

The “Min” function keeps the overalfulnFactorto a maximum of 1. Note that it
is possible to reduce one or two vulnerability sdbdrs, and yet still have an overall
factor of 1 if the other subfactors have been igdoiWe believe that this reflects the
reality of system vulnerabilities. We have weightext-configuration vulnerabilities
most heavily, followed by mistakes and applicatiahnerabilities, and then finally
network vulnerabilities. This was Rosenfeld’s inmggien of the most-frequently
exploited vulnerabilities. (The host-configurationulnerability is particularly
pernicious, as an attacker often need not “breacly’ part of the system to perform
an attack; therefore, such an attack is often eteaied by an 1.D.S.) [How did you
obtain such a ranking? Is it more based on the eumbvulnerabilities of each type
present or on the impact that each of these vubilgyatypes has?] | was thinking

impact, e.g. a single config error could be moreg#aous than a single app
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vulnerability. Thus my comment about “more pernisioas it doesn’'t require a

breach.” Again, this is all my judgment here.

Archetypes Version: To show the difference betwib@se vulnerabilities fixed by
enforcement (i.e. host config and mistakes), andéHixed by patches (i.e. netvulns
and appvulns), two more derived values were creatadstrength” of 1 is best.)

| ConfigStrength = 1 -  (CGONFIGHOSTCOEFF  Configvul)  —
(CoNFIGMISTAKECOEFF MistakeFactor)

SWStrength =1 — (SWAPPCOEFF* AppVulnFactor ) - $WNETCOEFF *

_ Comment [i3]: Page: 1
| don’t understand this

NetVulnFactor);

SWStrength is a straight average of how well thpsapnd the netware/OS has
been patched. (Again, with the “1 minus thing” witsh a 1->0 scale (vuln of O is
best) to a 0-> 1 scale (strength of 1 is best)or GonfigStrength, |1 weighted the
average 60/40 between ConfigVulns and Mistakespagsst my judgment as to how

dangerous ConfigVulns are.

Newest versionEscalationpaper): | left the “SWStrength/ ConfigStrength’hea
as the previous paper, as it worked perfectly veelmy purposes here.

We now describe the workings of the individual \arability subfactors.

Mistakes.User mistakes are given as a factor of three camgdit The users’
Awarenesof security issues, as a value 0-to-1, where Qoiswwareness, 1 is very

high awareness; the useSbncernfor security issues, 0-to-1, (we assume at this
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point that the lowest level of concern is 0, i.e.aoncern; the issue of deliberate
sabotage, where the user is “negatively concerneithi actively damaging the
system, has not yet been incorporated into thisefpdnd the sysadmin’slours
Allocated to Enforcement Actions pseudo-personnel-hours per machine per day.
With proper sysadmin enforcement actions in plabe, users’ ability to make
dangerous mistakes can be sharply minimized orimgdited altogether. We then
compute an overalMistake Factor,as a value between 0 (no dangerous user
mistakes) and 1 (dangerous user mistakes happtredime).
MistakeFactor =1 — [ {(AWARENESS+ CONCERN) / USERMISTAKEDIVISOR}
+ Hours Allocated to Enforcement Actions /

ENFORCEMENTMISTAKEDIVISOR} |

Archetype version: the 0.7 was changed to 1.5. j&/ee these nhumbers coming
from?]

The MistakeFactoris then limited by a max of 1 and a min of 0. Thenbers
were designed as follows: even given perfect avem®mand concern, i.Awareness
+ Concern = 2,if there are no enforcement actions, the mistakeofawill still be
.091 (not 0) to account for human error; (for exdnghis author recalls once
downloading a virus simply because he accidenteligked the wrong button.)
Conversely, given sufficient enforcement actione @ssume .7 pseudo-hours per
system per day would suffice), the mistake factdl go to zero, regardless of user
awareness or concern. Note that the mistake féstonemoryless” and employs no

holding tanks; we assume that if awareness, conaarnenforcement were to

_ Comment [i4]: Page: 1
- is this realistic?

suddenly decrease today, the effects would bénfiettediately] L
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While we would like to makéwarenessaind Concernvariables that the end-user
could adjust, for now we simply set botwvarenessand Concernto 0.2. TheUser
Training for Better Security Practiceswitch adds RAININGEFFECT to Awareness,
raising it to 1. [Where are these numbers comimgnft] (Future implementations
may describe the effects of training over time, aegradual rise in awareness.)
These numbers are all just guesses on my part dbeuvaverage” user's awareness
and concern, and how much training can help. (I tecinto demonstrate the
effectiveness of full training, so | let it raisavAreness all the way to 1.)

ConfigVulnshas two inputsHours Allocated to Enforcement Actio(is pseudo-
hours per system per day), ahdHost-Vulnerability Scanning Tool® if not present,

1 if present). AHostConfigVulnsFactoof O is best. The scanning tool assists the
sysadmin by finding the vulnerabilities presentwkwer, the sysadmin must still
spend time fixing these vulnerabilities! We thusdael the scanning tools as an
increase in the “effective hours” (or “virtual enfement hours”) available for fixing
vulnerabilities. If the scanning tool is not presénirtual enforcement hours” =
hours allocated to enforcement actions. If the sicen tool is present, “virtual
enforcement hours” = @NFIGTOOLMULTIPLIER * hours allocated to enforcement
actions.

Yes, it was my assumption for the present thattdbecan double the sysadmin’s

effective hours here; just picked a number to try.

Comment [i5]: Page: 1

For future versions we might want to
7777777777777777777777777777777777 elaborate on this, make it more similar o
the attcks model, i.e., deal with number|of
wlnerabilities rather than with
wulnerability level

-

the holding tank is “full” when all vulnerabilitieeave been patched, and “empty”
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when no vulnerabilities have been patched. (Alth& holding tanks in this model
have the default setting of “want” connector noingeable to reduce the tank value
below zero.) The holding tank has a “loss ratels tlescribes the fact that over time,
new vulnerabilities are discovered; additionallgwnuser accounts are created, etc.,
all requiring attention from the sysadmin to prevadditional vulnerabilities. We set
the loss rate here to .05, i.e. if the sysadmirfigared the system perfectly, but then
ignored it for twenty days, it would now look verylnerable. (For now we assume a
linear loss rate. Further detail may modify thighe future.) (Yes, all assumptions of
mine which could use validation.) The next questiee ask is, how many pseudo-
personnel hours are required to maintain the tanksa“full” level of 1? For
configuration vulnerabilities, we assume it to b® fisseudo-hours per system per day.
(Or with the scanning tool, .75 pseudo-hours per)daVe then have a “divisor” of
(1.5 /.05) = 30, i.e.: input to the tank4rtual Enforcement Hours30.

The tank is designed that if the current levelhef tank is already 1 (full), additional
input (i.e. additional hours) will not raise thekdevel further. Lastly, the initial level
of the tank is also decided by the number of virardorcement hours. If 1.5 or more
pseudo-hours are available, the initial level Wwal 1. Otherwise, the initial level will
be (pseudo-hours allocated / 1.5). Expressed imstaf the “divisor” and “loss rate”
constants, this is:

StartLevel = Min{l, [Hours / (Divisor * LossRatd) }.[| don’'t understand this

discussion on the tank. What is the main message?]
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What happens, as given, is that if the model staut with enough staff-hours to
keep the configvulns “happy”, it will start at “fuland stay that way. Otherwise, it
will inevitably decline to zero.

This raises the question: if you go through a yeaonly spending half the time
you should on patches (or tolerance, etc.), byetie of the year, how vulnerable is
your software? Totally? 50% Not sure.

In the old models, anything that required sysadhdors was designed that if it
didn’t get enough of them, it would ultimately de€l to zero no matter what in the
long term. In theEscalationpaper, this was changed for IDS, Firewall, Net\sumd
ConfigVulns: for all of them, the effectiveness TAD of a given countermeasure is
given by a maximum of two values: the tank levehigh reflects what it had been
given in the past), AND the number of hours givédDRY divided by the number of
hours required to be fully happy. Thus, if | pategbll for a long time, then ignore
patches for a few days, the patch level will be @.%0. On the other hand, | could
have totally ignored patches for years, but if Ersph some time on them today,
patches will be somewhat effective today. Pleasmé&eknow what you think of this.

For the archetype version, to get better-lookirglts we often changed the start
level to something specified, e.g. 0 or 1 or somestant in between that worked
nicely. This describes a scenario of “new sysadwatks in on a system that had
been totally ignored for a long time”, or “incompet sysadmin ruins a system that
had been fine.”

The above scheme of holding tanks, loss ratessafiyj and starting levels, will be

found repeated throughout other parts of this model
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NetVulnsare designed very much like configuration vulneiaés, except here the
inputs areHours Allocated to Software Patchesmd the presence @&t Network
Vulnerability Scanning Tool? Once again, the scanning tool increasesthe virtual
hours available for patching network vulnerabistes follows:

Effective Netvuln-fixing Staff-Hrs. NETTOOLMULTIPLIER *Hours Allocated to
Software PatchesThe NetVulnsFactoris similarly given as (1 — tank level). (The

output from the tank is limited to the range 0 tdHbwever, the feature “if tank level

what does this mean in terms of the re

_ Comment [i6]: Page: 1
|
7777777777777777777777777777777777777777 world?

block in this model yet) due to time constraintyjg, as is, the theoretical tank level
can exceed 1, but the most it will read out is LpssRate = 0.04 (i.e. totally
vulnerable if ignored for 25 days), divisor = 1%(ifully patched if given .6 pseudo-
hours per system per day), initial level = virthalurs / 0.6, limited between 0 and 1.
Archetype Version: Divisor was changed to 32. [Véhierall that coming from?]
AppVulns has inputdours allocated to Software Patchesd New Software is
Installed Every X Day#As before, a tank 0-1 describes the “strength’hefdoftware;
it is replenished by “hours allocated to patchesth a divisor of 33.33. The loss rate
is .02. ADDITIONALLY, anytime new software is addeithis causes an additional
loss of 0.8. The addition of new software is modede an event that occurs every Y
days, where Y is Gaussian, maédew Software Installed Every X Dag$]. deviation

30%. Archetype Version: LossRate is 0.004. [Explaity you selected these values.]

COUNTERMEASURES: Countermeasures behave much lilkeevabilities, only a

factor of 1 is best (countermeasure is fully effeg) 0 is worst. Each countermeasure
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outputs its factor, 0-to 1; and has inputs for bioeirs allocated to it, as well as a
binary value indicating whether it is present.tfié switch, e.gAntivirus Software?,

is off, the factor output will always be 0.) Alf the countermeasures are represented
by holding tanks. A “limit” block applied to therl’'s contents level ensures that the

output will be between 0 and However ,the feature “tank itself can not exceed 1",

Comment [i7]: Page: 1
| don’t understand

countermeasures as it was into the vulnerabiliti@his can be easily changed.)
Thus, for now, if the sysadmin were to put “supefforts into a countermeasure for a
while, the tank level would exceed 1; the factotpoti will still be 1; however, the
sysadmin could ignore the countermeasure for at shmoe and it will still have a

factor of “1”, as the loss rate drains the tanknfra value greater than 1 to 1.

_ - Comment [i8]: Page: 1
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(Eventually, though, the tank will drain beIow[;) 7777777777777777777777777

Starting level of the tank, if not manually adjustavill follow the same equation
as the vulnerability tanks: (hours allocated) /tgtohours needed for the
countermeasure to be “happy’, = divisor * lossraf€his is then limited between 0
and 1.)

Tolerance Mechanisms. These can be high-maintepasdais includes diversity.
Loss rate 0.1, divisor 6.67. [Why?] It was jusswased that tolerance measures are
high-maintenance, especially if we include divetsso | picked values these values:
if tolerance measures are ignored for ten days; bieeome useless (loss rate 0.1);

and that 2/3 pseudo-staff-hours per machine arairest)to keep these tolerance

measures fully maintained.
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Encryption Software. Once in place, this is faitbw-maintenance. Loss rate
0.001, divisor 66.6667. [Why?] Again, | just pickaumbers that would imply low-
maintenance, i.e. an encryption system, once ighdages > 2 years (i.e. 1000 days)
to become useless (there still may be bug fixedaigs, and the like); and it doesn’t
take much work to keep the encryption up (or deih wsers having problems with
it), so | just figured an average of .067 pseuddfstours per machine per day.

Antivirus Software. We assume that new definitiansst be installed by the
sysadmin. Loss rate 0.02 (i.e. useless after fiftys, given that ~2.5 new viruses
come out each day, looking at a list from McAfedhw like.) Divisor 20. How much
time per day per machine is needed to keep theiastiup-to-date? | assumed 0.4

pseudo-staff-hours / machine / day.

B { Comment [i9]: Page: 1
Firewall and IDS [Indeed, they should be separatd/ described “firewall -~ (Whyarethese notseparate?

efforts” and “IDS efforts” each as separate frarouts for analyzing (false) alarms”,

_ Comment [i10]: Page: 1
why? Shouldn't they be separate?

with inputs: Hours Allocated to Firewall, Hours Allocated to (Ba) Alarms, Hours
Allocated to IDSand the binary switche& Firewall? and An Intrusion Detection
System?.Outputs areFirewallFactor and IDSFactor, both within [0,1]; and
FalseAlarms,measuring how many staff-hours-per-machine’s walfttalarms are
generated on a given day.

Firewall effectiveness and IDS effectiveness edah sff as independent holding
tanks similar to those of the other countermeasufdsis, FirewallFactor and

IDSFactor are simply the contents value of their respectiaeks. Firewall has
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LossRate 0.0333 and Divisor 20; IDS has LossR#&®830and divisor 8. [Why these
numbers?]

However, both the IDS and firewall generate moegeras as they become more
effective.

AlarmRate = (0.3 * FirewallFactor)+ (0.6 * IDSFactd.[No, they should not be
mixed.]

If these alarms are not addressed, they bedgnmed Alarms.

IgnoredAlarms = AlarmRate — AlarmHounsjth a minimum of 0. All of these are
measured in staff-hours per machine per day.

IgnoredAlarmdeads to a steep decline in the effectivenesseof@$ and firewall,
with several days’ delay.

The “want” (i.e. drain) on firewall effectivenessthe “natural” loss rate due to the
need for routine maintenance, patches and thewké&h was given as 0.0333; plus
0.25 *IgnoredAlarmswith a five-day delay on the latter.

Similarly, drain on IDS effectiveness is 0.0333t¢mal loss rate), plus 0.33 *
IgnoredAlarmswith a three-day delay on the latter.

Based on this, running the model with a high nundfdrours dedicated to the IDS
or firewall, but few hours to analyzing alarms, lwiesult in IDS and firewall
effectivenesses that show decaying nonnegativdlaignis, i.e. high, then low, then
medium, then low, and so on, until they reach alle¥ zero.

Archetype Version: Here, we wanted to show gainseffert for a single variable, so
we included alarm analysis into the IDS effortsd&ours). (The firewall model was

unchanged, as our archetypes did not include adit§ We now have a holding
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tank with a starting level of zero, and an inpwisbr of 40. Loss rate is now entirely
a factor of the IDS effectiveness: LossRate = 0[B8level [i.e. the contents of the
holding tank], with a 15-day delay. This causes dkeillations seen in the attack
success rate of tighifting the BurdetDS scenario.

We then argue that even an ignored IDS will stdtch some attacks; this
assumption also keeps the oscillations in the #&ypks paper from being too
extreme. This is accomplished by simply lettil@SFactor = (contents of holding
tank) + 0.6,with a maximum of 1. This means that a totally iggbIDS will still
have 60% the effectiveness of a well-maintained ¢flee author claims no sources

in the literature to support this, other than “tae the graph look nice.”)

Newest version: we've kept everything separateressing IDS alarms goes into
IDS Efforts; addressing Firewall alarms goes inb@\Wall Efforts. Firewall has loss
rate .033 (i.e. useless if ignored for 30 dayst fog assumption) and divisor 20 (i.e.
for full effectiveness, firewall should have 0.6&f&hours / day; in this paper, |
assumed .66 staff-hours per day per machine. @had' high, isn't it? Again, that's
skill-motivation-staff-hours, which is easily doebthe number of actual staff-hours.)
For the IDS, loss rate 0.05 (i.e. useless if igdoadter 20 days, again my
assumption), and a divisor of 40, i.e. best to jgi®vhe IDS 2 staff-hours per day

(per system).

ATTACKS: We divide the attacks into three categories byrthephistication.
(This three-way division is found in some DARPA gegtations that have not yet

been published.)Simple Attacks(or “kiddy-scripts”), almost always rely on known
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vulnerabilities and require little action from ta#acker other than downloading and
running the attack. A “sitting-duck” server may babject to 50 or more simple
attacks per day. Dr. Cukier's empirical findingsppart roughly this number.
(Though his ~50 did not include viruses.)

“Sophisticated Attacks’may involve finding new vulnerabilities, can oftdafeat
many countermeasures, and usually come from aeskmgiwledgeable attacker (such
as one who might actually write the “kiddy scriptsSed in the first category). The
average company will sustain only a handful, attmos sophisticated attacks per
day. (Yup, just an assumption; Dr. Cukier is trytngget sophisticated attackers to hit
his systems, but not much luck yet. Wasn't theqgiate from Dr. Cukier about 95%
simple / 5% sophisticated or something like that@ertainly we must include
computer viruses, the most costly computer-secbriéach as
reported in the CSI/FBI survey, in our discussidvhile a computer virus does
require a sophisticated author if it will spreadspreads in fairly simple, predictable
ways, and is easily defeated by simple countermmeas(antivirus) and patching
vulnerabilities; we therefore include viruses ie 8imple, “script-kiddy” category.

Lastly, we haveNationwidelevel Attacks which may be part of a war effort,
global terrorism, possibly a multinational corpavatattacking a competitor, and so
on. Most companies will only see one of these ef®mymonths or so, if at all. (That
seemed like common sense.) Attacks of this sdpaigin do not rely on
vulnerabilities as they can “brute force” througbgansoftware; they can also defeat

most countermeasures.
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For the time being, we do not differentiate attaolser than their categories of
Simple, Sophisticatedynd Nationwide.The model's end-user inputsrerageSimple,
AverageSophisticatedand AverageNationwidevia sliders. The outputs of the
respective “attack generator blocks” a&émple/Sophisticated/Nationwide Attacks
AttemptedTo add realism to our model, some randomness otairgeen the input
Average and the outpuittempted:

All of the above behave the same way\kerage>= 1, then a number Y is output,
where Y represents the number of attacks of thaed gitempted per day. Y is given
by a Gaussian distribution, with me#@&wverageand a standard deviation of 0.2 *
Average (i.e. “a standard deviation of 20%.")

If Average< 1, then exactly one attack is attempted evergysdwhere Z follows
a Gaussian distribution with a mean of (1/Averagyg) a std. dev. of 30%.

Archetype Version: for simplicity, and to prevergcilations in the graph due to
randomness, we simply I&verageSimple = SimpleAttacksAttemptedl@G0. (We
circumvent the “attack generator block.”) All otregtacks are set to O.

In the new Escalatior) paper, | had no randomness in Simple Attacks,ab&686
standard deviation in Sophisticated Attacks. Jushbers | picked to demonstrate

some randomness; | don’t know how much the numbeeng day-to-day in real-life.

ATTEMPTED VS. SUCCESSFUL ATTACKS, or ATTACK DEFENSEEven if
perfectly effective, a given countermeasure is osly successful at thwarting
attempted attacks. For example, if we say 100 lttace attempted per day, we

include a certain number (call it X) of viruses.eThest antivirus in the world will
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thwart all X of those viruses, i.e. X% of the totatacks, but it can not defeat more
than X% of the attacks because (100-X) attacks rave viruses. As for what
percentage of attacks are not successful due tivemn gountermeasure, the only
numbers available are those of experts’ opiniontardCSI/FBI survey. The CSI/FBI
survey is of limited use, however, as it recordsatypercentage of correspondents
reported observing a given type of attack on tegstem. Thus, we know that 78% of
the businesses surveyed detected a virus lastamai37% detected a DoS; that does
not mean that 78% of the attacks out there arese#rwr that 37% of them are DoSs!
(Otherwise, the numbers exceed 100% quite rapidNonetheless, the numbers can
be used as a very rough approximation for the peeca of a given attack.
Otherwise, the numbers given here represent th®asitnumerical interpretations of
M. Cukier's descriptions of “fully effective”, “péially effective”, or “not effective”
for each countermeasure against each categoryagkat

Similarly, certain countermeasures may be verycéffe against simple attacks,
but not against sophisticated ones. We therefove Haree different blocks labeled
SimpleSuccess, SophistSuccessl NatnwideSuccessespectively. (Extend’s limits
on the number of characters in a hierarchical Bfookme necessitated some creative
spellings here.) Each of these takes as infaititsmpted XYZ Attackahere XYZ is
simple/sophisticated/nationwide. They also haveltisigor the factors of all relevant
countermeasures and vulnerabilities. The primatpuwius the number of successful
attacks of a given category. The other outputs app® the bottom of the

AttackSuccess block, directly beneath the inputste various countermeasures and

vulnerabilities. These outputs show the numberttaicis per day not successful due
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to the corresponding countermeasure or lack oferalility. Additionally, it appears
that a “thinner” block has been attached to thédootof each Attack Success block.
This functions as an accumulator, showing how mattgecks have been attempted,
successful, or not-successful-due-to-a-given-facteer the entire simulation period.

Each AttackSucces®lock is designed in the same way, as a linkedeseoif

holding tanks: at the beginning of each day, alk$aare reset to zero. Then, a certain

number of attacks (attempts) are input to the ficdtding tank; some are removed by
the first countermeasure (in proportion to how @ffeely it is functioning, e.g. is the
AntivirusFactor 1, i.e. it has been well-maintained, or somethiogver?); the
remaining tank contents (i.e. remaining attacke) teansferred to the second tank,
where some are removed by the second countermeasurso on; those that remain
after all the tanks are done are deerBadcessful Attacks.

For simple attacks, we have the following processids an attempted attack
enters the system, it first encounters the firewwh#n an IDS; if it passes those, it will
be scanned by an antivirus. If it still passesugtg it may be designed to exploit a
given vulnerability in the system; if that vulneiigly is not present, it will be
thwarted here. If it still succeeds, encryption nsaynetimes help as follows: even if
the system is breached and data is illegally aecksan attacker will find the
encrypted data meaningless; confidentiality is tmaintained. Finally, if all else
fails, tolerance measures will mitigate the damiageany cases. Thus, starting with

the antivirus focuses mainly on email attachme@tberwise, the antivirus can detect
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the corruption of the computer. We can work this @uring our next meeting, OK?]
We're still working on this, but the models haveettanged it yet.

Remove FirewallFactor * 90%) of the attempted attacks. l.e. if the Firewall is
fully effective, it will catch 90% of the attemptesimple attacks; if it's only 50%
effective (supposing it hasn’t been well-maintaineten it will catch only 45% of
attempted attacks. Of those remaining, remol@SFactor * 60%); of those
remaining, remove AntivirusFactor * 78%); of those remaining, remove ((1 —
VulnFacton * 90%); this represents those attacks that wersigthed to exploit a
given vulnerability; if that vulnerability is nobtind, the attack will not succeed.

Archetypes Version: in order to differentiate betwedhe results of enforcement
actions (which influence config vulns and mistakesyl patches (which influence
NetVulns and AppVulns), we have each defeat attaefgmrately, rather than taking
90% * (1 — VulnFactor). Instead, remov@&W/Strengtht 60%), then ConfigStrength
* 80%). In displaying those attacks defeated ©wnfigStrength,we adjust the
equations to show total attacks defeatec€bygfigStrengthnot those attacks defeated
by ConfigStrengththat were not previously defeated 8WStrength.

Then remove EncryptFactor* 40%). (Encryption is only useful in preventing
theft of data; it does very little, for exampleaagst a DDoS attack.) Lastly, remove
(ToleranceFactor 75%). Take this result and apply the “floor” fuimm, i.e. largest
integer that is less than or equal to it. (Thugfiér all the countermeasures, we have
2.2 attacks succeeding, count that as 2. If we Ba@@attacks succeeding, count that
as 0.) Archetype version: to make the lines smative leave out the floor, and

instead interpret the results simply as “percentafgattacks succeeding.” We now
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have the number GuccessfulSimpleAttack$he various summed-over-time outputs
are found simply by inserting accumulation tankstre appropriate point in the

chain.)

All of these percentages were either my assumptisosie comment from Dr.
Cukier about “very effective/somewhat effective/effiective”, and occasionally, the
survey (see above about 78% saw viruses.)

For Sophisticated and Nationwide attacks, many lesantermeasures are
effective. Furthermore, even a single attack stangeod chance of succeeding. This
is represented as follows: after reducing the gmjate percentages due to
countermeasures and vulnerabilities, we are leth wihat should be X successful
attacks. If X >=1, round X to the nearest integjeat is how many attacks of this type
are successful today. If 0 < X <1, one attack siicceed an average of X% of the
time. This is accomplished by selecting a randothuesa uniformly distributed on
[0,1]; if r < X, the attack succeeds; otherwisajdes not.

For sophisticated attacks, the antivirus is ingffecbecause all viruses are treated
as simple attacks. An IDS can be defeated by aeclattacker, so it is not included.
Encryption (which we assume can not be defeateldowita supercomputer of some
type (Dr. Cukier agreed with this; I've heard irethews that every now and then a
team of experts with 100 computers has crackedrendiile encrypted with RSA,
after working on it for a few months.) which isybed the reach of a single
sophisticated attacker) is still as effective athveimple attacks; the same goes for

tolerance. A firewall is effective, but less so &ese it can sometimes be defeated.
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Lastly, some sophisticated attacks are designexkptnit known vulnerabilities, but
often a sophisticated attacker can find his/her aem vulnerabilities in the software.
We thus are left with the following:

Remove FirewallFactor * 30%) of attempts; of the remaining, remove ( (1 —
VulnFacton * 50%); of the remaining, remov&iicryptFactor* 40%); lastly, of the
remaining, removeTleranceFactor *75%). The remaining value is rounded to the
nearest integer if it is >= 1, or used as a prdhghi it is < 1, as described above.
The result is the number &uccessfulSophisticatedAttack¥nly source other than
Dr. Cukier's comments or my guesses | can add isdtés: Encryption is helpful for
whatever percentage of attacks sought to steaitseendata. What is that percentage?
Survey talks dollar costs of various attacks (&hgft of data vs. DoS), but not the
percentage breakdown of the number of attacks thler®s

In the case of Nationwide attacks, we assume tle#tivark and application
vulnerabilities are irrelevant as the code is subje “strong smart force”, the
nationwide-scale attackers may have access todte being used; similarly, the
nationwide attacker possesses a supercomputeriuguacomputer, or some other
method of defeating commercially available cryptqdry. The only countermeasures
that are effective (and partially at that) are firewall (if it is a hardware firewall of
proprietary design, as M. Cukier described in apegence of his) and tolerance
measures.

Remove Firewall Factor * 20%), then of the remaining, remove
(ToleranceFactor *50%). Apply the rounding or probability as descdlabove; the

result is the number BuccessfulNationwideAttacksr. Cukier had said something
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about Tolerance being fully effective against sienflsophisticated attacks; halfway
effective against nationwide attacks.

Lastly, the three categories of successful attacke be summed; each
AttackSuccess block is connected to an additiogkbl®he result isAll Successful
Attacks (Per Day)Similarly, if one wishes to see all successfulasaover the entire
simulation period, the variouSuccessful ABC Attacks (Sum Totdty, ABC =

{Simple, Sophisticated, Nationwide3um toAll Successful Attacks (Sum Total).
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