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The continued success of nuclear forensic analysis relies on the development of 

new material and process signatures. However, the unique safety hazards and strict 

controls concerning nuclear materials and operations limit the practicality of 

experimental scenarios. To bypass these limitations, the nuclear science community is 

increasingly reliant on simulation-based tools. In this dissertation, neutron activation 

and gamma-ray spectroscopy measurements are simulated to explore the activation 

network of stainless steel and its components using two neutron sources. The goal is to 

identify nuclides or ratios that are indicative of the neutron source and test their 

measurability in complex samples. The neutron sources are a critical assembly, 

providing fission spectrum neutrons, and a beryllium (Be) neutron converter, producing 

neutrons through various deuteron induced reactions. Simulated neutron energy 



distributions are calculated using the Monte Carlo N-Particle (MCNP) radiation 

transport code. 

Neutron activation has an inherent neutron energy dependence, making nuclide 

production rates contingent on the neutron energy distribution. Activation calculations 

performed by hand and with the FISPACT-II code are compared against experiments 

to validate the neutron energy distributions and assess available reaction cross-section 

data. Additionally, ratios of activation products common to both neutron sources are 

investigated to determine if they are indicative of the neutron source. 

Gamma-ray spectroscopy with high-purity germanium (HPGe) detectors is the 

leading passive assay technique for radioactive samples, providing detailed qualitative 

and quantitative information while preserving sample integrity. A simple HPGe 

detector is modeled using MCNP to assess the measurability of different activation 

product ratios. The HPGe model is validated against its real counterpart to determine 

if the level of complexity is sufficient for this work.  

Activation calculations were able to validate the critical assembly neutron 

energy distribution but showed significant errors in the Be converter model. 

Additionally, validation of activation calculations identified shortcomings in the 

60Ni(n,p)60Co reaction cross section. Absent interferences, HPGe simulation 

performance was equivalent to the real detector. The HPGe model also showed that 

decay time can affect measurement accuracy when significant interferences are present. 

Activation product ratios identified in this work that are indicative of the neutron source 

are 57Co/54Mn, 51Cr/54Mn, 57Co/59Fe, and 51Cr/59Fe. 
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Chapter 1: Introduction 

One of the greatest threats facing the international community is a nuclear 

attack. This may be in the form of deliberate actions by a state government or by the 

workings of a sub-national group, either state-sponsored or by their own accord. The 

incredible destructive ability of nuclear weapons has made them highly sought after by 

those who wish to inflict the greatest damage or believe they need them for survival 

and deterrence. This desire for nuclear material, regardless of use, has created an 

environment in which those interested in nuclear technologies and materials will buy, 

barter, or steal whatever is necessary for achieving their goals.  

The magnitude of the illicit market for nuclear materials is demonstrated in the 

Incident and Trafficking Database (ITDB) maintained by the International Atomic 

Energy Agency (IAEA). The ITDB tracks data relevant to all events where nuclear and 

radioactive materials are found outside regulatory control. Events listed in the ITDB 

are voluntarily reported by participating nations and include unauthorized possession 

or related activities, theft and loss, and other unauthorized activities. The 2016 Fact 

Sheet shows that 454 events have occurred since 1993 involving unauthorized 

possession and related criminal activities, see Fig 1.1 [1]. During this time period, there 

were 13 incidents with highly enriched uranium (HEU) and 3 with plutonium (Pu). 

Clearly there is a continued demand for nuclear material. 
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Figure 1.1 The number of incidents of unauthorized possession and related criminal 

activities reported each year to the IAEA Incident and Trafficking Database from 
1993-2015, taken from the ITDB 2016 Fact Sheet [1]. 

 

The issue of nuclear security has become such a high priority that numerous 

international efforts are constantly working towards preventing nuclear proliferation. 

The Global Initiative to Combat Nuclear Terrorism is a multi-national partnership 

working towards “strengthen[ing] global capacity to prevent, detect, and respond to 

nuclear terrorism…” [2]. The Nuclear Forensics International Technical Working 

Group (ITWG) is tasked with developing techniques and signatures to be used in 

nuclear forensic analysis of interdicted materials [3]. The Global Threat Reduction 

Initiative, and the Proliferation Security Initiative are just two of the many other efforts 

working toward the prevention of nuclear war and terrorism [4, 5]. The continued 

international support for these organizations is evidence that this is a lasting concern. 

In an effort to thwart those who would use nuclear weapons, law enforcement 

officials rely on nuclear forensic signatures to identify materials, processes, and 
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locations. Nuclear forensics is the science that takes place once nuclear materials are 

interdicted. More formally, nuclear forensic analysis (NFA) is the application of 

technical knowledge and methods in nuclear science to nuclear material outside of 

regulatory control for the support of investigations in matters of law enforcement [6–

9]. NFA involves the use of various measurement techniques to determine the physical, 

chemical, and isotopic characteristics of samples. 

In practice, there are two facets to the application of NFA: pre-detonation and 

post-detonation. In pre-detonation NFA, the focus is on identifying material from the 

nuclear fuel cycle that has fallen outside of regulatory control. Fuel cycle signatures 

are used to determine the type of material, its end-use, and its origin. Information 

gained from pre-detonation analysis can then be used to implement sanctions or 

additional safeguards. Post-detonation NFA focuses on device reconstruction in the 

event of a nuclear detonation. Post-detonation signatures are used to reconstruct the 

device in an effort to identify the design. There is little publicly available work on post-

detonation NFA due to the classified nature of nuclear weapons designs. 

The primary focus of NFA is on variants of special nuclear material (SNM), as 

it is the material making up the fissile components of nuclear weapons. The Atomic 

Energy Act of 1954 and the IAEA governing statute define SNM as 233U, any uranium 

(U) enriched in 233U or 235U, or plutonium, specifically 239Pu [10, 11]. SNM enrichment 

typically specifies the use of the material before it escaped regulatory control. Table 

1.1 summarizes the enrichment categories for different SNM nuclides and their 

intended uses. In the case of Pu, enrichment is described by 240Pu content, rather than 

239Pu. The goal is to minimize 240Pu content since it has an appreciable spontaneous 
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fission rate which is problematic for use in weapons. Too much 240Pu can cause 

premature fission of the device causing performance to suffer. 

Table 1.1 Categories and applications of special nuclear material (SNM) [6, 12] 

 

Nuclide Isotopic 
Content (%) Description and Application 

233U Any Fissile material, primary weapons component 

235U 

< 0.72 Depleted U, evidence of enrichment activities, SNM 
disposition 

0.7204 Natural abundance, ore and source material 

0.72-20 Low-Enriched U, power production and research 
reactors 

20-90 Intermediate-Enriched U, research reactors and weapons 
>90 High-Enriched U, primary weapons component 

240Pu 

<7 Weapons-grade, 93% 239Pu as primary weapons 
component 

7-18 Fuel-grade, fuel for power reactors (pre-irradiation) 

18-30 Reactor-grade, fuel from power reactors (post-
irradiation) 

>30 MOX-grade, Mixed-Oxide fuel blends for power 
reactors 

Other Pu Any Evidence of Pu recycling for power or weapons 
programs 

 

Additional materials and related nuclides relevant to the nuclear fuel cycle are 

also of interest in NFA investigations. Along with U and Pu isotopics, decay products, 

trace element profiles, physical characteristics, morphology, and any accompanying 

materials are all used in developing material signatures [6, 9, 13, 14]. These signatures 

are then used to identify the point in the nuclear fuel cycle at which the material was 

no longer within regulatory control. Furthermore, if the origin of the material can be 

identified, there is the potential that additional safeguards can be put in place to 

minimize any recurring loss of material. 
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1.1 A Historical Perspective 

NFA was unofficially born out of the World War II weapons programs and 

intelligence efforts as world powers sought to be the first to acquire nuclear weapons. 

The underlying science developed in the weapons programs laid the foundation for the 

techniques and signatures used today. In the late 1950s, the IAEA was established to 

promote the peaceful use of nuclear energy and to implement safeguards to ensure that 

its efforts are not used in furtherance of any military purpose [11]. The focus has been 

on preventing a path to nuclear weapons programs while allowing the use of nuclear 

energy for the benefit of society. Efforts of the IAEA and the Atoms for Peace 

philosophy helped spread nuclear technologies and material to other countries under 

peaceful intentions [15]. Continued proliferation during the Cold War gave rise to 

additional nuclear weapons states. Following the collapse of the Soviet Union, nuclear 

smuggling operations became just as much of a focal point, as much of the material in 

former Soviet Union states was not appropriately safeguarded [6]. 

Over the years since the first use of nuclear weapons, many international 

agreements have sought to reduce the global threat. In 1968, the Treaty on the 

Nonproliferation of Nuclear Weapons was signed by 190 nations to prevent horizontal 

proliferation, advance nuclear disarmament, and promote the peaceful use of nuclear 

energy [16].  The Strategic Arms Reduction Treaties signed in 1991 and 1993 sought 

to reduce the stockpiles of the USA and the Soviet Union [17, 18]. In 1996, the 

Comprehensive Nuclear-Test Ban Treaty was adopted by the United Nations General 

Assembly, having the goal of ending all nuclear explosions conducted for any reason 

[19]. The  Nuclear Forensics ITWG was founded in 1995 to bring together the scientific 
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community, members of law enforcement, regulators, and first-responders with the 

goal of developing a formalism for NFA [3]. In 2010, the New START treaty was 

signed by the USA and Russia to further reduce weapons stockpiles after the expiration 

of the original START treaty [20]. 

In addition to these international agreements, programs like the Global 

Initiative to Combat Nuclear Terrorism, the Global Threat Reduction Initiative, 

Proliferation Security Initiative, and nuclear-weapons-free zones, among others, are 

also working towards eliminating the nuclear threat [2, 4, 21]. For many, global zero, 

the complete elimination of all nuclear weapons, is the ultimate goal. However, if just 

one nation retains any ability to create nuclear weapons, there will be others who will 

refuse to eliminate their stockpile.  

Today, the focus has shifted to nuclear terrorism by sub-national groups. Since 

these groups do not possess conventional infrastructure capable of providing their own 

materials for a weapons program, the most probable route to a weapon involves the 

theft or sale of SNM and related materials. Therefore, material security and the 

disposition of SNM is the focus of many counter-proliferation efforts. Additionally, the 

IAEA is tasked with enacting safeguards regimes and verification inspections to ensure 

that members of various international agreements are adhering to them. These 

safeguards and verification efforts help drive new research in NFA signatures and 

methods. Any newly developed techniques or signatures have the opportunity to be 

tested on real samples during collaborative exercises between participating members, 

sponsored by the ITWG [8, 14]. These exercises help the community maintain a state 

of readiness for when the next incident occurs. 
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1.2 Principles of Nuclear Forensic Analysis 

The basic tenets of nuclear forensic analysis are the questions of what, where, 

and when as relating to the nuclear fuel cycle. What material is it? Where did it come 

from? When was it last processed? Answers to these questions involve various material 

and process signatures identified through a variety of analytical techniques. Signatures 

may be based in isotopic, elemental, or trace contaminants content, as well as physical 

or morphological characteristics. Signatures may also originate from any part of the 

nuclear fuel cycle, from the original mine to final waste disposal. 

The nuclear fuel cycle begins with mining and milling of U ores, followed by 

conversion to uranium ore concentrates (UOC), commonly referred to as “yellowcake”. 

UOCs then go through another conversion process before being separated into enriched 

and depleted U. Both materials are then incorporated into the fuel fabrication process, 

leading to use in nuclear reactors. After being used for power production, the spent fuel 

is placed in interim storage before being either reprocessed or transferred to long-term 

disposal. Any reprocessing operations recover HEU and Pu to incorporate into 

additional fuel supplies. The many stages of the fuel cycle are shown in Fig 1.2. 

Transfer of materials between sites during these different stages presents many 

opportunities for materials to fall out of regulatory control. 
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Figure 1.2 Stages of the nuclear fuel cycle beginning with natural uranium deposits, 

covering milling, enrichment, fuel fabrication, irradiation, reprocessing, and 
storage/disposal [22]. 

 

The goal of any nuclear forensic analysis is to provide actionable information 

about the sample to law enforcement officials. Doing so requires making decisions 

regarding the outcome of the analytical measurements and calculations. Decisions are 

made based on the type of signature, either on a predictive or comparative basis [23–

25]. A predictive signature gives the precise information that is sought. The result of 

the analytical test for a predictive signature will directly identify a process, location, or 

material type. Conversely, a comparative signature cannot directly identify a process 

or location. Rather, a comparative signature relates multiple samples to each other and 
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is used to exclude possible processes or sources. Decisions made using comparative 

signatures often rely on statistical and graphical analysis, relative to known samples, to 

determine whether two or more results/samples are similar. No single signature can 

provide all of the necessary information, so multiple signatures are used to confirm 

each other and narrow the list of possibilities. 

Signatures based in material isotopics cover U and Pu content as well as 

chronometry. Chronometry uses the relationships between members of the U and Pu 

decay chains to determine the time since the last purification of the sample [6, 26–28]. 

Chronometry can also be used to help determine if separate samples originated from 

the same batch of material. Uranium isotopic content can be used to identify sources of 

ores and UOCs, in addition to 235U enrichment levels [29, 30]. Post-irradiation isotopics 

vary widely due to different reactor designs, burnup times, and initial fuel enrichment, 

making U isotopic signatures better suited to the front-end of the fuel cycle. With spent 

fuel samples, Pu isotopics are a better indicator of burnup, reactor type, and initial 

enrichment [23, 31, 32]. Figure 1.3 gives an example of how the 238Pu/total Pu and 

242Pu/240Pu ratios can be used to determine reactor type [28, 33]. Identifying sources, 

reactors, and timelines can help answer questions regarding route attribution and lead 

to improved safeguards. 
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Figure 1.3 Pu isotope ratio correlation for different reactor types. Reactor types are 

shown as solid lines. HWR: heavy water reactor; Magnox: gas-cooled reactor; 
RBMK: graphite-moderated reactor; LWR: light water reactor; FBR: fast-breeder 

reactor; MTR: materials-testing reactor. The RR, Theft, and MOX black circles are 
case study results. Reprinted with permission [33]1. 

 

Elemental and trace component analysis can identify which process or location 

the material may have originated from. The relative distribution of rare earth elements 

found in UOCs can be indicative of the location at which the U ore was mined, resulting 

in location-specific rare earth element patterns as shown in Fig. 1.4 [34, 35]. Badaut et 

al. showed that anion signatures can be specific to the source of UOCs as well [36]. 

Trace elements may also persist through different processing steps or be introduced by 

the reagents used, creating process specific signatures [37]. 

                                                 
1 Reprinted from Journal of Alloys and Compounds, Vols. 444-445, Wallenius M, Lützenkirchen K, 
Mayer K et al, 57-62, Nuclear forensic investigations with a focus on plutonium, Copyright 2007, with 
permission from Elsevier. 
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Figure 1.4 Normalized rare earth element patterns in Australian UOC samples and 

the Mary Kathleen uranium ore (MKU) showing mine-to-mine variability. Reprinted 
with permission [35]2. 

The morphology and physical characteristics of a sample are also important 

characteristics in NFA. The morphology of a sample can distinguish which type of 

process was used in creating UOCs or fuel pellets [14, 38]. Basic physical observations, 

like appearance, dimensions, and surface roughness, can immediately narrow the list 

of possible sources or intended uses of recovered samples [8, 14, 39]. Physical 

characterization is often the first step in NFA. 

The nature of the fuel cycle dictates that the different signatures are more 

appropriate at different stages. U isotopics, rare earth element patterns, and trace anion 

                                                 
2 Reprinted from Forensic Science International, Vol. 240, Keegan E, Richter S, Kelly I et al, 111-121, 
Nuclear forensic analysis of an unknown uranium ore concentrate sample seized in a criminal 
investigation in Australia, Copyright 2014, with permission from Elsevier. 
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signatures are most relevant for UOCs and U ores. Morphology and other trace element 

signatures are useful for determining the types of processes that may have been used. 

Chronometry is useful for establishing sample timelines. Pu isotopics are best-suited 

for the analysis of spent fuel. Any overlap of signatures only helps to verify results and 

constrain possibilities. The combination of multiple signatures begins to establish a 

complete history of the sample, providing direction for law enforcement officials. 

 

1.3 Research Objectives 

Most of the research in NFA and the development of signatures deals with the 

pre-detonation scenarios. This is primarily due to the ban on nuclear device testing 

imposed by the Comprehensive Nuclear-Test Ban Treaty and that much of the post-

detonation research being done is not available in the open literature. Current efforts in 

signature development deal primarily with the characteristics of seized material. These 

signatures focus on using isotopic and elemental profiles along with physical and 

morphological characteristics. Because of this, the actinides, fission products, and 

process related identifiers have been well studied. 

An area of lesser focus is activation products – nuclides produced through the 

irradiation of a given material, typically by a neutron source. Activation products have 

the potential to generate useful signatures in both pre-detonation and post-detonation 

scenarios. Activation products or ratios may be characteristic of the type of neutron 

source or provide details on the irradiation characteristics of a sample, making them a 

promising area for new signatures [40, 41].   Signatures based in activation products or 
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ratios could find applications in treaty monitoring and verification efforts, or in nuclear 

device reconstruction after a detonation event. 

The objective of this dissertation is to develop simulation-based tools to aid in 

the search for new signatures for use in NFA. Simulations allow for the rapid evaluation 

of many different scenarios, some of which cannot be achieved experimentally, with 

minimal resource costs. In this work, simulations will be used to explore different 

neutron irradiation and measurement conditions in order to identify new diagnostic 

nuclides. For this purpose, a diagnostic nuclide is one that can provide information on, 

or constrain the possibilities of, any neutron source for the purposes of determining the 

neutron emitting material, reactor type, or weapon design.  

The approach used here is to investigate the activation products of stainless 

steel. Stainless steel has become ubiquitous in modern life and is widely used as 

structural components in many industries, including the nuclear industry [42]. The 

premise is that identifying activation products in stainless steel variants would create 

additional constraints on the characteristics of the neutron spectrum. With a well 

characterized neutron spectrum, the neutron source can be identified. Activation 

products may not always be solely capable of making the necessary determinations, but 

they do serve as part of a diagnostic suite of nuclides that include fission products and 

other auxiliary nuclides. 

The simulations that are used in this work include both neutron activation and 

gamma-ray spectroscopy measurements. The activation network dependency on the 

neutron profile will be explored using neutron irradiation simulations. The ability to 

measure activation products will be determined by using a gamma-ray spectroscopy 
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simulation. The goal is to identify unique nuclides or ratios that are characteristic of 

the neutron source responsible for the irradiation. 

 In the chapters that follow, the basic concepts are presented and then applied in 

the effort of new signature development based on activation products. Chapter 2 

describes the mathematics of radioactive decay and neutron activation, along with the 

fundamentals of gamma rays and their measurement. In Chapter 3, more details are 

provided on neutron activation with regards to nuclear data and reaction cross sections. 

Chapter 3 also provides a general discussion of neutron production methods and 

describes the neutron sources of this work in greater detail. Chapter 4 is adapted from 

[43] which has been published in the Journal of Radioanalytical and Nuclear 

Chemistry. It provides validation for the high-purity germanium gamma-ray detector 

model against experimental measurements.  

Chapter 5 is adapted from [44] and discusses results from activation 

calculations for the Flattop critical assembly. It is currently under peer review at the 

Journal of Radioanalytical and Nuclear Chemistry. Chapter 6 compares results of 

activation calculations between the Flattop critical assembly and the d+Be neutron 

converter at the University of California-Davis campus. The objective of this 

dissertation is to develop simulations that accurately reflect experimental conditions 

which can then be used to efficiently explore different irradiation and measurement 

scenarios and prove useful for developing new nuclear forensic signatures. 
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Chapter 2: Radioactivity & Gamma-Ray Spectroscopy 

This chapter provides a working knowledge of the concepts that will be 

encountered in the later chapters. An overview of the underlying principles of 

radioactivity is offered first, followed by a discussion of the mathematical workings of 

radioactive decay. The concepts discussed in the mathematics of decay are then 

extended to use in neutron activation. Appendix A offers step-by-step derivations of 

the equations presented in Sec. 2.2, Sec. 2.3, and Sec. 2.4.1. A more detailed treatment 

of reactions and cross sections is saved for Chap. 3. Chapter 2 ends with a discussion 

of gamma-ray spectroscopy, providing a theoretical basis for measurements along with 

practical considerations. 

 

2.1 The Unstable Nucleus 

 Radioactive decay comes in many forms, all sharing the same basic principle: 

the release of energy from an unstable nucleus as it transitions from higher energy states 

to lower energy states. A nucleus may reach an excited state through interactions with 

other particles, or by decay from other radioactive nuclides. If the ground state also 

happens to be unstable, decay will continue to occur until a stable ground state is 

reached. Any decay process defining multiple transitions across more than one nuclide 

is called a decay-chain. As mentioned in Chap. 1, decay chains are very useful for 

chronometry studies in nuclear forensic analysis. 

The process through which energy is released during decay determines the 

specific decay mode. Possibilities include the conversion between neutrons and 
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protons, as well as the emission of high energy photons or light nuclei, and the 

disintegration of heavy nuclei in some circumstances. The major decay pathways are 

summarized in Fig. 2.1.  

 
Figure 2.1 Summary of major decay pathways for an unstable nucleus, showing 
gamma emission, beta minus, beta plus and electron capture, alpha, and fission. 

 

 Conversion between neutrons and protons gives two distinct decay modes, 

depending on the direction of the conversion. Converting a neutron to a proton is 

defined as beta minus decay and also includes the emission of an electron (e-) and an 

antineutrino (𝜈̅𝜈𝑒𝑒). Similarly, the conversion of a proton to a neutron with the emission 

of a positron (e+) and a neutrino (𝜈𝜈𝑒𝑒) is defined as beta plus decay or positron emission. 

An alternative path for converting a proton to a neutron is electron capture, and involves 

the capture of an atomic electron, accompanied by the emission of a neutrino (υe). 
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 High energy photons emitted from the nucleus during transitions to lower 

energy levels are called gamma rays (γ). They are particularly useful in nuclear forensic 

analysis since they provide characteristic information indicative of the emitting nucleus 

in a sample. The characteristic nature of gamma rays is based on the defined energy 

level structure of nuclei, resulting in unique gamma-ray signatures [6, 45, 46]. The 

detection of these signatures is a primary focus area in nuclear forensic analysis. 

 The most notable emission of a light nucleus is the creation of an alpha particle 

(α). An alpha particle is a 4He nucleus, containing 2 protons and 2 neutrons. Alpha 

emission is commonly seen as the primary decay mode between heavy nuclei [45, 46]. 

Another decay mode of heavy nuclei is fission. Fission may be spontaneous or caused 

by excitation of the nucleus to an appropriate energy level, either through neutron or 

photon absorption. In fission events, the unstable nucleus splits into two fragments, 

emits multiple neutrons, and releases large amounts of energy. 

 Other decay modes, such as proton and neutron emission, are possible but less 

likely. These decay modes are reserved for more exotic nuclei that are not frequently 

encountered. Of the possible decay modes, gamma ray emission is of greatest interest 

in the remainder of this work. The detection of gamma rays is discussed in Sec. 2.4 and 

applications relevant to this work are discussed in Chap. 4 and 5.  

 

2.2 The Decay Equations 

 Radioactive decay is a random process that follows first-order kinetics, where 

the rate of decay is proportional to the number of atoms of an unstable nuclide 
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(radionuclide), present in the sample. In this process, the decaying nuclide is referred 

to as the parent while the decay product nuclide is referred to as the daughter. As time 

proceeds and individual atoms decay away, the overall population of the radionuclide 

decreases along with the rate of decay. The proportionality constant is specific to each 

radionuclide and named the decay constant, given by λ. For a given radionuclide A, the 

rate at which the population (𝑁𝑁𝐴𝐴) changes with time is given by Eq. (2.1): 

 𝑑𝑑𝑁𝑁𝐴𝐴/𝑑𝑑𝑑𝑑 = −𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴. (2.1) 

Rearranging and solving the resulting differential equation using the initial condition 

that at t=0 there were N0 atoms of A gives Eq. (2.2): 

 𝑁𝑁𝐴𝐴(𝑡𝑡) = 𝑁𝑁𝐴𝐴0𝑒𝑒−𝜆𝜆𝐴𝐴(𝑡𝑡1−𝑡𝑡𝑜𝑜). (2.2) 

Expressing t-t0 as the elapsed time t gives the common expression for the population 

of radionuclide A, where t is the length of the decay period. Multiplying the population, 

NA(t), by the decay constant, λA, gives the instantaneous rate of decay at time t, which 

is defined as the activity (A) of the sample and is equivalent to Eq. (2.1). 

The magnitude and range of decay constants makes it difficult to relate them to 

the passage of time. A more easily understood concept is the half-life (𝑡𝑡1/2), which is 

defined as the amount of time required for half of the population of radionuclide A to 

decay away. If NA0 is the amount of radionuclide A at t=0, then after one half-life passes, 

only 50% of NA0 remains. After two half-lives have passed, only 25% of NA0 is left. As 

more half-lives pass, the amount of NA continues to decrease by half of the preceding 

value for each additional half-life time period. Eq. (2.3) describes the relationship 

between the half-life and the decay constant of any radionuclide. 
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 𝑡𝑡1/2 = ln (2) 𝜆𝜆⁄  (2.3) 

The discussion of Eq. (2.1) describes the simple case of radioactive decay, 

where only the decay of a single radionuclide is considered. If the decay of the parent, 

radionuclide A, results in a daughter nuclide that is also unstable, radionuclide B, then 

B will decay into radionuclide C, and so on until a stable nuclide is reached. The 

expression for the rate of decay of B requires an additional term to account for the 

production of B from A. The rate equation for B then becomes Eq. (2.4): 

 𝑑𝑑𝑁𝑁𝐵𝐵/𝑑𝑑𝑑𝑑 = −𝜆𝜆𝐵𝐵𝑁𝑁𝐵𝐵 + 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴. (2.4) 

Substituting Eq. (2.2) for NA and solving the differential equation with the initial 

condition that at t=0, NB=0 gives Eq. (2.5): 

 𝑁𝑁𝐵𝐵(𝑡𝑡) = 𝜆𝜆𝐴𝐴
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑁𝑁𝐴𝐴0�𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡 − 𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡�. (2.5) 

The rate equation for radionuclide C, and subsequent decay products, can be 

determined in a similar fashion. Extension of this process to the general case leads to 

the Bateman equations and their solutions [47]. 

 The relationships expressed for the decay of the parent nuclide, given by Eq. 

(2.2) and Eq. (2.5), are shown in Fig. 2.2 for decay directly to a stable daughter product, 

as well as for a 2-step decay chain where the granddaughter product is a stable nuclide. 

In the first scenario, as the parent population (NA, red) declines, the population of the 

stable daughter (NC, green dash) increases at a rate equal to the decay of the parent, 

since decay of the parent is equivalent to growth of the stable daughter. 
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Figure 2.2 Population variation over time for the decay of a parent nuclide (NA, red) 
either to a stable daughter (NC, green dash) or an unstable daughter (NB, blue) leading 
to a stable granddaughter (NC, yellow). The half-life of the parent (A) is less than that 

of the daughter (B) 

 

In the second scenario, the parent decays to an unstable daughter (NB, blue), 

which then decays to a stable granddaughter (NC, yellow). Initially, the growth rate of 

the daughter is the same as it was in the first scenario. Eventually, the rate of decay of 

the daughter exceeds the rate of decay of the parent, causing the population of the 

daughter to reach a local maximum. As this is occurring, the rate of growth of the stable 

granddaughter is initially slow, since the decay rate of the daughter is slow. After the 

decay rate of the daughter surpasses the decay rate of the parent, the decay of the 

daughter and growth of the granddaughter follow trends similar to the first scenario. 
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Extension of the decay equations to additional unstable progeny results in multi-step 

decay chains.  

In the second scenario of Fig 2.2, the half-life of the parent is less than the half-

life of the daughter, such that equilibrium is not reached. If the half-life of the parent is 

much greater than that of the daughter and observable time scales, the decay of the 

parent, growth of the daughter, is considered to be constant. The activity of the daughter 

then increases until it is equal with the parent, achieving secular equilibrium. When the 

half-life of the parent is greater than that of the daughter and the half-life of the daughter 

is non-negligible relative to the parent, transient equilibrium will occur. With transient 

equilibrium, the activity of the daughter grows to a maximum value before falling at a 

rate that appears similar to the parent. 

 

2.3 Neutron Activation 

 Neutron activation is any neutron-based reaction which induces radioactivity in 

the target material. In this class of reactions, the incident neutron either transfers energy 

to, or is captured by, the target nucleus. Transfer of energy from the incident neutron 

to the target nucleus constitutes an inelastic scattering reaction, leaving the target 

nucleus in an excited state. Neutron capture reactions cause transmutation of the target 

nuclide, with the product nuclide being dependent on the particle emitted from the 

reaction. The general cases of inelastic scattering and neutron capture are presented in 

Fig. 2.3. All reactions are governed by their respective cross sections, which are 

interaction probabilities dependent on the neutron energy. Cross sections are specific 
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to each reaction, comprised of the incident particle, target nucleus, and emitted reaction 

product. More details on cross sections and reactions are offered in Chap. 3. 

 
Figure 2.3 General neutron activation scheme showing neutron capture and inelastic 

scattering. Neutron capture reactions generate activation products, leading to 
additional decay products in many cases. Inelastic scattering leaves the target nucleus 

in an excited state, which then decays by gamma ray emission. 

 

The rate of change of the population of a nuclide produced through a neutron 

capture reaction (𝑁𝑁𝑝𝑝) is determined by the difference between the rate of production 

and the rate of decay, as given in Eq. (2.6) [46]: 

 𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎� − 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝. (2.6) 

The production rate is determined by of the number of target nuclei (n0), the energy-

integrated neutron flux (Φ𝑇𝑇), and the collapsed cross section (𝜎𝜎�). The collapsed cross 

section is the magnitude of the cross section integrated over all neutron energies and 

weighted by the specific neutron energy distribution (see Sec. 3.1.2 for more details). 

The rate of decay for the activation product is given by Eq. (2.1). Solving the 
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differential equation for 𝑁𝑁𝑝𝑝 yields Eq. (2.7), the time-dependent activation expression 

for the population of the product nuclide where 𝑡𝑡𝑖𝑖𝑟𝑟𝑟𝑟 is the irradiation time: 

 𝑁𝑁𝑝𝑝(𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖) = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

�1 − 𝑒𝑒−𝜆𝜆𝑝𝑝𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖�. (2.7) 

This expression is useful for examining the growth of individual activation products 

over the course of an irradiation. Figure 2.4 shows the production and post-irradiation 

decay for the population of an activation product. Initially, the population is determined 

solely by the production term, 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�. Eventually, the population is large enough that 

the decay rate is no longer negligible in regard to the production rate, and the population 

curve begins to deviate from the trend of production only. The saturation value, 

𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠 = (𝑛𝑛0Φ𝑇𝑇𝜎𝜎�) 𝜆𝜆𝑝𝑝⁄ , is achieved when the production and decay rates reach 

equilibrium. The effect of irradiation time on the population for production, as well as 

post-irradiation decay, is illustrated in Fig. 2.4 by tA and tB. 
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Figure 2.4 Activation product population change for arbitrary irradiation and decay 

times. Blue: constant rate of production; Red: decay-corrected population; Gray: 
saturation value. Post-irradiation decay curves for irradiations of tA and tB are shown 

in yellow (dash) and green (dot). 

 

Experimental irradiations are often more complex, creating many routes to the 

same activation product. Multiple pathways may occur through different reactions on 

different target nuclides, or through the decay of other activation products produced by 

entirely different reactions. To a lesser effect, secondary activations of initial activation 

products may also contribute. Regardless of the route to the activation product, 

appropriate adjustments must be made to the rate equation. 
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2.4 Gamma-Ray Spectroscopy 

 Gamma-ray spectroscopy is a detection method for photons, typically with 

energies from 100 keV up to several MeV. The resulting energy spectrum distributions 

are used to identify and quantify gamma ray emitting radionuclides present in the 

sample. The characteristic nature of gamma rays makes them uniquely suited for 

nuclide identification. The simplicity of gamma-ray spectroscopy, paired with modern 

computer analysis programs, makes the technique an attractive option for nuclear 

forensic analysis.  

Gamma-ray spectroscopy is a bulk sample measurement capable of providing 

trace level details. It proves useful in a variety of applications other than nuclear 

forensic analysis. Simple examples include the characterization of radioactive materials 

to identify and quantify active nuclides and calculate dose rates [27, 48–50]. When 

paired with neutron activation, gamma-ray spectroscopy measurements provide 

information on trace element concentrations and allow for flux characterization of 

neutron sources [51–53]. Gamma-ray spectroscopy is also used for investigating 

nuclear data, whether by using single detectors to quantify activation products and 

investigate reaction cross sections, or by using detector arrays to perform in-beam 

analysis on rare nuclei created in particle accelerators [54–56]. The breadth of 

applications is only limited by the ability the measure the gamma rays of interest. 

The most desirable attributes of gamma-ray spectroscopy, with regards to 

nuclear forensic analysis, are that it is a passive and nondestructive analysis technique. 

These features allow investigators to obtain quantitative isotopic information about a 
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radioactive sample quickly and easily while preserving the integrity of the sample. 

Gamma-ray spectroscopy measurements can set the direction for the remainder of an 

investigation and provide confirmation for other measurement techniques, such as the 

various iterations of mass-spectrometry. Because of this, gamma-ray spectroscopy is 

used in all investigations of interdicted nuclear material [14]. 

 

2.4.1 The Gamma Ray 

 As previously stated, a gamma ray is a high energy photon emitted from the 

nucleus as it transitions from an excited energy level to lower energy levels, eventually 

reaching the ground state. The energy difference between the initial state and final state 

of a transition determines the photon energy. The energy levels of nuclei are well 

defined, giving each transition a known energy. The unique energy structure and known 

transitions create a gamma-ray fingerprint for each gamma ray emitting nuclide. An 

example is the beta minus decay of 60Co to 60Ni, shown in Fig. 2.5, which details the 

possible beta decay pathways and gamma-ray transitions. Almost all 60Co decays result 

in the emission of two gamma rays with energies of 1173 keV and 1332 keV, 

respectively. 
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Figure 2.5 Decay-level scheme for 60Co showing the transitions producing the 
primary gamma rays of 1173.2 keV and 1332.5 keV. Blue: beta minus decay 
pathways. Red: possible gamma-ray transitions. Dotted lines represent low 

probability transitions [57]. 

 

 Gamma-ray interaction probabilities with the absorbing material are dependent, 

to varying degrees, on the Z-number of the material and the gamma-ray energy [46, 

58]. Interactions take place through three competing processes: photoelectric 

absorption, Compton scattering, and pair production. Each interaction mode in a 

detector volume is shown in Fig 2.6. Photoelectric absorption is the process in which 

the energy of a gamma ray is absorbed by an atom of the absorbing material, e.g. the 

detector medium, causing the ejection of an electron with an energy of 𝐸𝐸𝛾𝛾 minus the 

binding energy of the electron. Photoelectric absorption is more common for lower 

energy gamma rays and high-density materials due to the Z5 dependence of the 

interaction.  



 

28 
 

 
Figure 2.6 Photon interactions with an absorbing material, a detector volume in this 

case, showing Compton scattering, photoelectric absorption, and pair production, 
along with an annihilation event and the resulting annihilation photons. 

 

Compton scattering occurs when a portion of the gamma ray energy is 

transferred to an electron of the absorber through a scattering event. Compton scattering 

probabilities are more affected by electron density than Z-number or photon energy. 

The energies of the scattered electron and gamma ray are dependent on the scattering 

angle of the photon, as given by Eq. (2.8): 

 𝐸𝐸𝛾𝛾′ = 𝐸𝐸𝛾𝛾

1+
𝐸𝐸𝛾𝛾

𝑚𝑚𝑒𝑒𝑐𝑐2
(1−cos𝜃𝜃)

. (2.8) 

 𝐸𝐸𝛾𝛾 is the incident photon energy, 𝐸𝐸𝛾𝛾′  is the scattered photon energy, 𝑚𝑚𝑒𝑒𝑐𝑐2 is the rest-

mass energy of the electron (0.511 MeV), and θ is the scattering angle between the 

incident gamma-ray path and the scattered photon. The maximum energy transfer to 

the electron occurs for a gamma-ray scattering angle of θ=180°.  
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Pair production results in the creation of an electron-positron pair through the 

interaction of a gamma ray with the Coulomb field of an absorber nucleus. Since an 

electron and its antimatter counterpart are produced from a photon, the process requires 

that the gamma-ray energy exceeds 1.022 MeV, to account for the rest-mass energy of 

each created particle. The probability for pair production increases with Z-number and 

photon energy. If the positron annihilates with an electron in the absorbing material, 

then two photons with energies of 511 keV are created from the annihilation event. 

 

2.4.2 Gamma Ray Detection Mechanisms 

 The interaction mechanisms of photoelectric absorption, Compton scattering, 

and pair production form the basis for measuring the gamma-ray spectrum. Gamma-

ray spectrometers operate either as scintillation or semiconductor detectors. Signal 

production mechanisms within each type of detector are shown in Fig. 2.7 [58, 59]. For 

scintillators, the primary electrons created through photon interactions cause excitation 

of secondary electrons in the detector material. Relaxation of an excited secondary 

electron results in the emission of a photon, typically in the visible light range. The 

visible light photon then strikes the photocathode of a photomultiplier tube, causing the 

emission of another electron via the photoelectric effect. Amplification of this 

photoelectron within the photomultiplier tube creates the measured electronic signal 

which is proportional to the initial gamma-ray energy.  
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Figure 2.7 Signal production methods based on gamma-ray interactions in inorganic 
scintillator and semiconductor detectors. For inorganic scintillators, gamma-ray 

interactions elevate electrons to the conduction band, which then transition to excited 
activator sites, and produce a visible light photon during relaxation to the valence 

band. The relaxation photon creates the electrical signal via the photomultiplier tube 
(PMT). For semiconductors, gamma-ray interactions create electron-hole pairs which 

migrate in an applied electric field, generating a current pulse. 

 

Scintillator options include both organic and inorganic, but inorganic based 

scintillators are better suited to gamma-ray spectroscopy because of the higher Z-

values of the materials [58]. Inorganic scintillators are often doped with other 

elements to provide activator sites within the parent crystal bandgap. The dopant 

provides accessible energy levels for conduction band electrons. Relaxation from the 

activator sites provides the visible light photon, to which the detector crystal is 

transparent. In contrast, relaxation from the conduction band provides a photon 

outside the visible range that is likely to be reabsorbed by the crystal. A common 

example of an inorganic scintillation detector is the NaI crystal doped with Tl 

(referred to as NaI). 
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 In semiconductor detectors, primary electrons resulting from photon 

interactions create electron-hole pairs in the detector material by exciting secondary 

electrons from the valence band to the conduction band, as shown by the right side of 

Fig. 2.7. This excitation leaves positively charged “holes”, or vacancies, in the valence 

band. An applied electric field causes the electrons and holes to migrate away from 

each other, generating a current pulse within the detector. The number of electron-hole 

pairs, and size of the resulting current pulse, is proportional to the energy deposited in 

the detector material by the gamma ray. An example of a semiconductor detector is the 

high-purity germanium crystal (HPGe). 

Since the HPGe detector is a semiconductor, it has an inherent level of electron-

hole pairs that is proportional to the temperature of the crystal and the band gap energy 

(𝐸𝐸𝐺𝐺). The probability of thermal excitation of a valence electron, and creation of an 

electron-hole pair, is given by Eq. (2.9): 

 𝑃𝑃(𝑇𝑇) = 𝑎𝑎𝑇𝑇3/2𝑒𝑒−
𝐸𝐸𝐺𝐺
2𝑘𝑘𝑘𝑘  , (2.9) 

where a is a proportionality constant specific to Ge, T is the temperature in Kelvin, k  

is the Boltzmann constant, and 𝐸𝐸𝐺𝐺  is the band gap energy [58, 59]. Reducing the 

temperature reduces the number of electron-hole pairs inherent in the detector crystal, 

thereby reducing the thermal noise component of the resulting electrical signal. 

Doping a high-purity Ge crystal with impurities during manufacturing results 

in a net reduction of the inherent level of electron-hole pairs by providing electron 

donor and acceptor sites which increase recombination. The differences in doped 

regions create a p-n junction across the Ge crystal with excess electrons and holes from 
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the dopants migrating towards the junction. The increase in recombination events result 

in a region with a reduced number of electron-hole pairs. This region is called the 

depletion layer and is most responsive to photons since it is essentially void of 

recombination sites and electron traps that would reduce the number of electron-hole 

pairs created through gamma-ray interactions. 

 In a zero bias crystal, no applied voltage, the depletion layer is relatively small. 

Applying a reverse bias to the doped Ge crystal increases the size of the depletion layer 

by drawing free electrons and holes towards the electrodes and away from the depletion 

region. The thickness of the depletion layer (d) is dependent on the reverse bias voltage 

(V), the net impurity of the bulk semiconductor material (N), the dielectric constant (𝜖𝜖) 

and the elementary charge (e), as given by Eq. 2.9 [58]: 

 𝑑𝑑 = �2𝜖𝜖𝜖𝜖
𝑒𝑒𝑒𝑒

 . (2.10) 

 Reverse biasing the p-n junction also increases the leakage current and thermal 

excitation of the Ge crystal, increasing the electronic noise contribution. This effect is 

amplified in Ge because the band gap is less than 1 eV. Cooling the crystal to liquid 

nitrogen temperatures reduces the electronic noise signal from reverse biasing and 

thermal excitation, thereby improving detector performance. A high reverse bias 

voltage, with low impurity concentration, and operation at liquid nitrogen temperatures 

provides the best performance for a HPGe detector. 
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2.4.3 The Gamma-Ray Spectrum 

For either detector type, the competing photon interaction mechanisms give rise 

to several distinct features when measuring a gamma-ray spectrum: the full-energy 

photopeak, Compton edge and continuum, multiple Compton events, single and double 

escape peaks, annihilation peak, X-ray peak, backscatter peak, and sum and 

coincidence peaks [58, 59]. The predicted detector response to gamma rays, showing 

each of these spectral features in shown in Fig. 2.8. The full-energy photopeak, 

Compton edge and continuum, multiple Compton events, annihilation peak, and single 

and double escape peaks are generated from source gamma-ray interactions within the 

detector. Interactions in the surrounding materials lead to the x-ray peak, backscatter 

peak, and additional contributions to the annihilation peak and Compton regions. 

Limitations in detector electronics give rise to the sum and coincidence peaks. 

 
Figure 2.8 Idealized gamma-ray spectrum predicted by photon interactions in the 

detector volume and surrounding materials showing the variety of spectral features. 
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The most important feature is the full-energy photopeak, which is used for 

nuclide identification and quantification. This peak represents the complete deposition 

of the gamma-ray energy within the detector. The photopeak may arise from a 

combination of events as a gamma ray interacts with the detector. The simplest case is 

that of photoelectric absorption of the initial gamma ray. A second case involves one 

or more Compton scattering events, ending with photoelectric absorption of the 

scattered photon. The final case involves pair production with the annihilation event 

occurring within the detector. Here, both photons from the positron annihilation event, 

as well as the paired electron, deposit their energy in the detector.  

 Another prominent feature is the Compton continuum and edge. Detected 

counts in this region are generated by Compton scattering events. The scattered photon 

then exits the detection medium while the energy transferred to the scattered electron 

is deposited in the detector. The Compton edge is set by the maximum energy transfer 

of a scattering event, determined by Eq. (2.8) with 𝜃𝜃 = 180°. The Compton continuum 

represents all other scattering events with photon scattering angles from 0-180°. When 

multiple Compton events occur before the scattered photon escapes the detector, a 

continuum of counts between the Compton edge and the full-energy photopeak will be 

present in the spectrum. 

 For gamma-ray energies above 1.022 MeV, where pair production is possible, 

single and double escape peaks are present in the gamma-ray spectrum. Following pair 

production, the positron annihilates with an electron in the detection medium, 

generating two 511 keV photons. If one of the annihilation photons escapes without 

depositing any of its energy in the detector, the single escape peak is present at an 
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energy of Eγ−0.511 MeV. When both annihilation photons escape the detector without 

further interaction, the double escape peak is present at an energy of Eγ−1.022 MeV. 

 The only other features of a gamma-ray spectrum caused by incident gamma 

rays from the source are sum and coincidence peaks. They are artificial peaks and have 

energies greater than the photopeak. Sum and coincidence peaks are a result of the 

limitations in electronics and signal processing. These spurious peaks occur when 

multiple gamma rays interact with the detector on a time scale shorter than processing 

time of the associated electronics. To the detection system, the multiple gamma rays 

arrive simultaneously and are recorded as if they were a single gamma ray with the 

combined energy. 

Several other spectral features occur when the detector has associated shielding 

or other materials are nearby. These features include the annihilation, backscatter, and 

X-ray peaks. The annihilation peak has an energy of 511 keV and occurs only when 

gamma rays above 1.022 MeV are present. Pair production events in peripheral 

materials create annihilation photons which may find their way to the detector. The 

backscatter peak occurs when gamma rays scatter off nearby materials and the scattered 

photon interacts with the detector. Backscatter gamma rays are generally near 250 keV 

due to the scattering angles required to direct the photon back to the detector [59]. 

Characteristic X-rays generated from photoelectric absorption events in surrounding 

materials, typically from Pb in shielding materials, are also common in the low energy 

region of gamma spectra. 
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2.4.4 Practical Considerations in Gamma-Ray Spectroscopy 

 For any gamma-ray spectroscopy measurement, one must consider the 

following: detection efficiency, resolution, and interferences. In general terms, 

detection efficiency is a measure of how well the detector counts the number of gamma 

rays emitted by the source. It is described by two parameters: the intrinsic efficiency of 

the detector, and a geometry factor. The intrinsic efficiency of the detector is 

determined by the ratio of the number of counts recorded by the system to the number 

of gamma rays incident on the detector. Intrinsic efficiency is dependent on the detector 

material and dimensions, and varies with photon energy. The energy dependence of the 

intrinsic efficiency will depend on the detector material, size, and detection mechanism. 

The intrinsic efficiency focuses on photopeaks, since they are the peaks of interest and 

are less sensitive to perturbations from other interactions such as Compton scattering 

from higher energy gamma rays. Efficiency functions used in quantitative analysis are 

generated from empirical fits to efficiency calibration data. A commonly used function 

for coaxial HPGe detectors is the logarithmic polynomial given in Eq. (2.11): 

 ln(𝜀𝜀) = ∑ 𝑎𝑎𝑖𝑖 �ln ( 𝐸𝐸𝛾𝛾
𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟

)�
𝑖𝑖

𝑛𝑛
𝑖𝑖=0 , (2.11) 

where ε is the photopeak efficiency, 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 is a fixed reference energy in the same units 

as the photon energy 𝐸𝐸𝛾𝛾, values of 𝑎𝑎𝑖𝑖 are fitted coefficients, and values of i can vary 

based on the number of calibration points [58, 59]. 

The geometry factor depends on the distance between the source and detector, 

as well as the detector shape and dimensions. The geometry factor is determined by the 

solid angle subtended by the detector, as seen by the source. Practically speaking, the 
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geometry factor is the ratio of gamma rays incident on the detector to the number 

emitted by the source. The solid angle varies as 1/𝑟𝑟2, where r is the source-to-detector 

distance [58, 59].Therefore, as r increases, the solid angle and geometry factor 

decrease. Since geometry factors can be difficult to calculate and are usually 

measurement specific, gamma-ray spectroscopy systems are calibrated for detection 

efficiency beforehand. Together, calibrated intrinsic efficiency values for photopeaks 

and known geometry factors allow for the calculation of the source activity, based on 

the number of counts recorded in the photopeak. 

Another consideration is detector resolution: the ability to distinguish between 

closely spaced gamma-ray energies. It is a function of the full-width at half maximum 

peak height (FWHM) for photopeaks [58]. Greater resolution corresponds to lower 

FWHM values, allowing for the detection of closely spaced gamma rays. Figure 2.9 

shows the effect of the FWHM on resolution. Good resolution is defined as a minimum 

separation of peak centroids of at least 3 times the FWHM value [59]. This is shown 

by Peak I and Peak II in Fig. 2.9. The relationship between FWHM and resolution, 

shown by Peak III and Peak IV, is that smaller FHWM values describe narrower peaks, 

increasing the separation between neighboring peaks and providing better resolution. 

Neighboring peaks with larger FWHM values result in poorer resolution due to the 

greater potential for peak overlap. For complex spectra with many different gamma-

ray energies, resolution can affect whether two photopeaks of similar energy are 

individually distinguishable, or if they appear as one larger peak. Poor resolution in 

complex gamma-ray spectra can cause some peaks of interest, particularly those with 

low activity, to be hidden by more prominent peaks. 
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Figure 2.9 The effect of the full-width at half maximum peak height (FWHM) on 
gamma-ray spectrum resolution. Good resolution is achieved when peak centroid 

separation is at least 3 times the FWHM, as shown for Peaks I and II. Larger FWHM 
values, as with Peak IV compared to Peak III, lead to poorer resolution. Adapted from 

[58, 59]. 

 

The final consideration is interferences. Interfering gamma rays are those with 

similar energies to the gamma ray of interest, such that they are indistinguishable from, 

or greatly overlap with, the gamma ray being measured. For detectors with poor 

resolution, the chance for interferences is greater since the FWHM values are larger, 

causing peaks to cover a wider energy range within the spectra. With greater resolution 

and lower FWHM values, peaks are narrower, making them more distinguishable from 

neighboring peaks and any background. 

 The impact of intrinsic efficiency and resolution will vary with the choice of 

detector material and size. Since a range of efficiencies can be achieved by changing 

the dimensions of the detector or the source-to-detector distance, resolution and cost 

are often the deciding factors. Traditionally, the choice was between NaI and HPGe 
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detectors. The NaI detector offers ease of use and improved photopeak efficiency due 

to the higher Z-value, but at the cost of resolution. The HPGe detector provides superior 

resolution, but at the cost of lower efficiency and the detector must be cooled with 

liquid nitrogen. More recently, LaBr3(Ce) scintillator detectors have been gaining 

popularity since they provide better resolution than NaI and retain the ease of operation. 

However, HPGe resolution is still superior and the LaBr3(Ce) scintillator is 

accompanied by intrinsic radiation from the decay of native 138La and the process 

contaminant 227Ac, along with associated decay chain nuclei, which can affect 

measurement [58, 60, 61]. The work presented in later chapters uses HPGe detectors 

due to the excellent resolution, which is necessary for the complex spectra often 

encountered in nuclear forensic analysis. 
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Chapter 3: Data, Reactions, Sources, and Codes 

 The chapter begins by building on the concepts of nuclear reactions and cross 

sections introduced in Chap. 2, providing additional details and relevant discussion of 

the available nuclear data. Following that, an introduction to the various methods of 

neutron production is provided. The neutron sources used in this work are discussed in 

more detail. Input files for the neutron source models are offered in App. B. Finally, a 

brief discussion of the use of computation codes in nuclear science is offered, with a 

focus on the codes utilized in this dissertation. A brief description of the approach to 

simulations used with the Monte Carlo N-Particle radiation transport code (MCNP) is 

provided in App. C. 

 

3.1 Nuclear Data 

 The term “nuclear data” includes many different quantities that find use in 

various nuclear science applications. It is a general term that can refer to nuclear 

structure, reactions, cross sections, fission yields, and decay parameters. Some uses of 

nuclear data include reactor design, activation and decay, shielding and dose 

assessment, and radiation detector simulations [62–70]. If it describes any interactions 

of nuclei, it is nuclear data. 

The extensive nature of nuclear data makes it difficult to obtain a complete set 

of experimentally determined parameters for every possible interaction. This means 

that the availability of nuclear data is driven by the application, with high priority work 

receiving more attention. The result of this inequality means that some data may be 
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deficient for particular applications, while other data may be nonexistent. For the data 

that is available, it is organized in various nuclear data libraries. 

 

3.1.1 Data Libraries 

 A nuclear data library provides a set of standard reference data of nuclear 

structure, decay, and reaction cross sections for the scientific community. The reference 

data is as complete as possible, relying on existing experimental data and current 

nuclear models. Collaborative groups are tasked with the process of analyzing the 

available experiment data and nuclear model predictions to arrive at accepted values 

for the various quantities, resulting in an evaluated nuclear data file. Evaluated files are 

then collected, processed, and packaged for easy use, resulting in the various evaluated 

nuclear data libraries. 

Modern nuclear data libraries are stored in the Evaluated Nuclear Data File 

(ENDF) Version 6 format to provide a common structure ensuring functionality across 

different platforms [71]. The major general-purpose libraries are the ENDF-B library 

maintained by the Cross Section Evaluation Working Group of the U.S. Nuclear Data 

Program, the Joint Evaluated Fission and Fusion (JEFF) library maintained by the 

Nuclear Energy Agency in Europe, and the Japanese Evaluated Nuclear Data Library 

(JENDL) maintained by the Japanese Atomic Energy Agency [72–74]. An alternative 

is the TALYS Evaluated Nuclear Data Library (TENDL) which is based on the TALYS 

nuclear model code, maintained by NRG in the Netherlands and CEA in France,  

complemented by evaluated nuclear data when necessary [75, 76]. Because TENDL is 
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primarily based on the TALYS code, it provides data files for virtually all nuclides, 

including reactions for a greater variety of projectiles. Other data libraries are available 

but are less frequently used and may be tailored for specific applications. 

A complete evaluated nuclear data file contains one or more “materials”, or 

nuclides, which have corresponding data types. The data types include reaction cross 

sections for different incident particles, cross-section resonance parameters, angular 

and energy distributions of reaction products, scattering and radioactivity data, specific 

nuclide and photon production data, and associated covariance data, along with any 

other descriptive and miscellaneous data. Evaluated data files are revised when new 

meaningful experimental results are available, data is found to produce errors, or the 

scientific community expresses a need for more accurate data [77]. 

Due to the human factor in the interpretation of experiment data and differences 

in the nuclear models, significant differences in reaction cross sections may exist 

between evaluated data libraries. An example of this is the 58Ni(n,α)55Fe reaction, 

where 58Ni is the target nuclide, n is the neutron projectile, α is the reaction ejectile (an 

alpha particle in this case), and 55Fe is the residual nucleus from the reaction. Figure 

3.1 plots the cross section for this reaction from various nuclear data libraries, in 

millibarns, for incident neutron energies up to 30 MeV. The evaluated data includes the 

ENDF-B/VII.1, JEFF-3.2, JENDL-4.0, and TENDL-2015 library data, along with 

available experimental data. The European Activation File from 2010 (EAF-2010) and 

most recent Chinese evaluated library data (CENDL-3.1) are also included. Of the 

evaluated cross-section data, only EAF and TENDL extend past 20 MeV. It is easy to 

see that there is disagreement within the evaluated libraries and also within the 
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experimental data. Depending on the neutron distribution, the choice of evaluated 

library can have a significant effect the results of activation calculations. 

 
Figure 3.1 Nuclear data library energy dependent cross section comparison for the 

58Ni(n,α)55Fe reaction, including experimental data [78]. 

 

3.1.2 The Neutron Reaction Cross Section 

 Of the various quantities available in the nuclear data libraries, the neutron 

reaction cross section is of most importance in this work. A cross section is a probability 

of interaction between two particles or nuclei, having units of area. The commonly used 

unit of 1 barn (b) is equal to 10-24 cm2. Cross sections exist for each specific interaction, 

with the total interaction probability being the sum of all possible reactions. Cross 
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sections obtained from the evaluated nuclear data libraries are used to calculate the 

collapsed cross section value which is used in Eq. (2.7). 

 The classical estimate of the cross section for neutron reactions in a sharp-cutoff 

model with neutron energies in the MeV range is described by the interaction radius 

𝑅𝑅𝐼𝐼, which is the sum of the effective radii of the incident neutron (𝑟𝑟𝑛𝑛) and the target 

nucleus (𝑟𝑟𝑇𝑇) [46]. This concept is shown in Fig. 3.2. The approximation states that if a 

neutron is within the interaction radius when encountering a target nucleus, the reaction 

may take place. Conversely, if the neutron falls outside the interaction radius, no 

reaction takes place. The probability of a specific interaction occurring has an energy 

dependence, as illustrated in Fig 3.1. The energy dependence is contingent on the target 

nuclide and specific reactions products.  

 

Figure 3.2 Effective cross section representation for a neutron reaction based on the 
effective interaction radius (RI) for a target nucleus of radius 𝑟𝑟𝑇𝑇 and incident neutron 

of radius 𝑟𝑟𝑛𝑛. 
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At low neutron energies, the cross section has a 1/v dependence, where v is the 

neutron velocity. At mid-range and higher energies, the cross section shows resonance 

peaks, which are increased reaction probability areas, consistent with the energy-level 

structure of the compound nucleus. Each resonance is described by the Breit-Wigner 

formula, given in Eq. (3.1): 

 𝜎𝜎𝛼𝛼𝛼𝛼 = 𝑔𝑔𝛼𝛼(𝐽𝐽) 𝜋𝜋
𝑘𝑘𝛼𝛼2

Γ𝛼𝛼Γ𝛽𝛽
(𝐸𝐸−𝐸𝐸𝑟𝑟)2+(Γ 2)⁄ 2  , (3.1) 

where α and β refer to the entrance (projectile/target) and exit (ejectile/residual) 

channels of the reaction. The cross-section value (𝜎𝜎𝛼𝛼𝛼𝛼) is determined by a spin factor, 

𝑔𝑔𝛼𝛼(𝐽𝐽), that accounts for spin and angular momentum, the partial energy widths of the 

entrance and exit channels (Γ𝛼𝛼, Γ𝛽𝛽), the wave number in the entrance channel (𝑘𝑘𝛼𝛼), the 

energy of the incident particle (E) and resonance (𝐸𝐸𝑟𝑟), and the energy width of the 

resonance (Γ) [46]. The partial energy widths in the entrance and exit channels are 

proportional to the decay probabilities of each channel, with the total decay width being 

proportional to the total decay probability.  

  Following the resonance range, the cross section continues to decrease with 

increasing neutron energy. These features of the cross section are displayed in Fig. 3.3 

for the 58Fe(n,γ)59Fe reaction. Some reactions are threshold reactions, meaning that they 

require a minimum neutron energy before the reaction can take place. This is illustrated 

in Fig. 3.3 by the (n,p) and (n,2n) reactions on 58Fe, which require the neutron energy 

to be above 5 or 10 MeV, respectively. 
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Figure 3.3 Energy dependence of the cross section for the (n,2n), (n,γ), and (n,p) 
reactions on 58Fe from the ENDF/B-VII.1 library, showing the 1/v dependence at low 
neutron energies, resonance region at mid-range energies, and reaction thresholds at 

higher energies [72]. 

 

For monoenergetic neutrons, the cross-section value at the energy of incident 

neutron can be used in calculating reaction rates and activation product populations 

with Eq. (2.7). When neutron energy distributions are encountered, as is typically the 

case in most activation situations, the energy dependent cross section must be used. 

Activation calculations then require weighting of the multi-energy group cross sections 

available in the nuclear data to arrive at a 1-group collapsed cross section, given as 𝜎𝜎�. 

The 1-group cross section is a weighted sum of the energy dependent cross section and 

energy dependent flux probability distribution according to Eq. (3.2): 
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 𝜎𝜎� = ∑ Φ(𝐸𝐸𝑖𝑖)𝜎𝜎(𝐸𝐸𝑖𝑖)
Φ𝑇𝑇

𝑖𝑖   , (3.2)  

where Φ(𝐸𝐸𝑖𝑖) is the flux value at energy Ei, 𝜎𝜎(𝐸𝐸𝑖𝑖) is the reaction cross-section value at 

Ei, and Φ𝑇𝑇 is the total flux magnitude. Since the energy dependent cross section 

represents an interaction probability for a given reaction at a specific energy, the 1-

group collapsed cross section is then a measure of the interaction probability for a 

specific reaction using a specific neutron distribution. 

 

3.2 Nuclear Reactions 

 In the general sense, a nuclear reaction is the interaction of a nucleus and some 

other particle. For the general reaction of A(a,b)B, A is the target nucleus, a is the 

projectile, b is the ejectile, and B is the residual nucleus. Each reaction has an associated 

energy term as a product, the Q-value, which is the energy released or absorbed by the 

reaction. It is determined by the mass difference between the initial (𝑚𝑚𝐴𝐴, 𝑚𝑚𝑎𝑎) and final 

(𝑚𝑚𝑏𝑏, 𝑚𝑚𝐵𝐵) particles, multiplied by the speed of light squared as shown by Eq. (3.3): 

 𝑄𝑄 = (𝑚𝑚𝐴𝐴 + 𝑚𝑚𝑎𝑎 −𝑚𝑚𝑏𝑏 −𝑚𝑚𝐵𝐵)𝑐𝑐2. (3.3) 

Reactions with negative Q-values require additional energy, since the Q-value 

is defined as a reaction product. These negative Q-value reactions are termed threshold 

reactions, like the (n,2n) and (n,p) reactions shown in Fig. 3.3, since the projectile must 

have a minimum energy for the reaction to proceed. As an example, the 58Fe(n,p)58Mn 

has a Q-value of -5.545(3) MeV [79]. Note that the Q-value is in the center-of-mass 

frame, so the threshold energy of the neutron in the lab-frame is positive and slightly 
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larger at 5.642(3) MeV. For the reaction to take place, the additional energy is supplied 

by the kinetic energy of the neutron. Reactions with positive Q-values result in energy 

release in addition to the production of particles. Positive Q-values, or projectile kinetic 

energies in excess of negative Q-values, can cause the reaction products to gain 

additional kinetic energy, or leave the residual nucleus in an excited state. 

Many different combinations of b and B are possible, including multiple 

ejectiles. For this work, these combinations fall into 3 general classes of reactions: 

scattering reactions, direct reactions, and compound nucleus reactions. All reactions 

are subject to nuclear structure effects leading to cross-section resonances and 

Coulombic repulsion in the case of charged projectiles. In this work, the specific case 

of a neutron projectile impinging on a target nucleus is considered. 

 

3.2.1 Scattering Reactions 

 Scattering reactions are the simplest class of reactions, involving no change in 

the identity of the initial and final particles. The general form of the reaction is then 

A(a,a’)A’ where only the transfer of kinetic energy occurs. If total kinetic energy is 

conserved, then the reaction is defined as elastic scattering. When total kinetic energy 

is not conserved, the reaction is defined as inelastic scattering, A’=A*, and the residual 

nucleus is left in an excited state. 

For this work, scattering reactions for neutrons are important in the context of 

slowing the neutron down, a process called moderation. Moderation is utilized in 

nuclear reactors and 3He neutron detectors to maximize neutron absorption. 
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Moderation of neutrons through scattering reactions is a significant precursor event to 

the other classes of reactions because of the energy dependence of the cross section. 

For some reactions, slower neutrons provide higher cross-section values. In others, the 

reaction may no longer be possible because the reaction threshold energy is no longer 

met. In either case, significant moderation of neutrons changes which reactions are 

possible for future neutron interactions. 

 

3.2.2 Direct Reactions 

 A direct reaction occurs when the projectile interacts primarily on the surface 

of the target nucleus with a limited number of proton/neutrons (nucleons)[45, 46]. The 

result is an exchange of nucleons between the projectile and target nucleus. Direct 

reactions are more likely to occur for peripheral collisions, where the trajectory of the 

projectile is off-axis relative to the center of the target nucleus. 

 Direct reactions are further categorized as stripping, pickup, or breakup 

reactions. In any case, they require the projectile to have multiple nucleons. In a 

stripping reaction, the projectile loses a nucleon to the target nucleus. An example of 

this is the 9Be(d,n)10B reaction, where a proton is transferred from the deuteron to the 

9Be target, resulting in the production of 10B and a neutron. If the projectile gains one 

or more nucleons in the process, it is pickup reaction. An example of a pickup reaction 

is the 16O(d,α)14N reaction where the deuteron gains another proton and neutron to form 

an alpha particle. The third type of direct reaction is the breakup reaction, where the 

nucleons of the projectile become unbound. An example of a breakup reaction is the 
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9Be(d,np)9Be reaction, resulting in the production of a proton and a neutron. Stripping 

and breakup reactions are common methods of neutron production, as is discussed in 

Sec. 3.3. 

 

3.2.3 Compound Nucleus Reactions 

 A compound nucleus reaction occurs when the projectile binds to the target 

nucleus to create a one-body system [6, 46]. These reactions occur when the collision 

between the projectile and target nucleus is more central relative to the projectile path 

and center of the target nucleus. The higher degree of centrality causes the reaction 

energy to be shared between more nucleons. When an individual nucleon, or group of 

nucleons, has enough energy, it escapes the compound nucleus as the reaction ejectile. 

In some cases, the ejectile may be a photon rather than a single nucleon or group of 

nucleons. 

 Compound reactions from incident neutrons receive most of the attention 

because the neutron’s lack of charge increases the availability of reaction channels at 

lower energies for a wider range of target nuclei. Figure 3.4 shows the reactions 

commonly encountered with available neutron sources, relevant to this work. Other 

combinations of nucleon emission are possible but require higher energy neutrons. 
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Figure 3.4 General reaction map for neutron induced reactions on a target nuclide. 
The (n,γ), (n,2n), (n,3n), (n,4n), (n,p), and (n,α) reactions are the primary interest. 

Other complex reactions include (n,np) and (n,2np), among others.  

 

3.2.4 Nuclear Structure Effects 

 There are two components of nuclear structure that have pronounced effects on 

the various reactions: nuclear energy levels, and nuclear charge. When the reaction 

energy matches up with an excited state of the compound nucleus, the probability of 

reaction is greatly increased [6, 45, 46]. This increased reaction probability is called a 

resonance, identified in Fig. 3.3 and described by the Breit-Wigner formula in Eq. (3.1). 

The spacing of individual resonances is dependent on the energy level structure of the 

compound nucleus. Lower energy excited states are usually well-separated. The 

separation decreases with higher energy excited states, eventually resulting in a 

continuum of states where individual resonances can no longer be resolved. Resonance 

effects allow for reactions to be exploited in order to increase nuclide production or 

limit neutron populations. An example of the latter is the use of highly-absorbing 

neutron materials in reactor control rods [6, 45]. The large neutron capture cross section 
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of the control rod material, such as 113Cd, allows the fission rate to be manipulated as 

desired. 

 The nuclear charge results in Coulombic effects when charged particles are 

involved as projectiles or reaction products. As shown by Eq. (3.4) for two point 

charges, Coulombic effects scale as the product of the Z numbers for the 

projectile/target, or ejectile/compound nucleus, and 1/r, where r is the separation 

between particles: 

 𝑉𝑉(𝑍𝑍1,𝑍𝑍2, 𝑟𝑟) = 𝑍𝑍1𝑍𝑍2𝑒𝑒2

4𝜋𝜋𝜀𝜀0𝑟𝑟
 . (3.4) 

In Eq. (3.4), e is the elementary charge and 𝜀𝜀0 is the permittivity in a vacuum. Equation 

(3.4) reduces to Eq. (3.5) to give V in MeV when r is in fm: 

 𝑉𝑉(𝑍𝑍1,𝑍𝑍2, 𝑟𝑟) = 1.44𝑍𝑍1𝑍𝑍2
𝑟𝑟

 . (3.5) 

The result is increased energy requirements for reactions to take place. The 

work presented in the remaining chapters focuses on residual nuclei from neutron 

interactions, rather than charged projectiles/ejectiles, so the effect of nuclear charge is 

limited to reducing the availability of charged particle emission channels for activation 

products. 

 

3.3 Neutron Sources 

 The uncharged nature of the neutron makes it an excellent projectile for 

initiating nuclear reactions. The lack of charge eliminates the Coulomb barrier, 
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reducing energy requirements for reaction thresholds. There are several mechanisms 

for neutron production, all providing different neutron energy distributions. Common 

production mechanisms include fission, decay-induced reactions, and accelerator-

based reactions using charged particle projectiles. The most significant difference 

between the production mechanisms is that neutron production from fission and decay-

induced sources is isotropic, while accelerator sources are forward-peaked. 

 Fission, whether through spontaneous decay or induced through reactions, 

results in the production of multiple neutrons per fission event. The majority of these 

neutrons have an energy of less than 1 MeV but can extend up near 10 MeV depending 

on the fissioning nuclide. The most common spontaneous fission source is 252Cf with a 

neutron yield of 0.116 n s-1 Bq-1, due to its relatively high yield of neutrons per fission 

and spontaneous fission probability of approximately 3% [58, 80]. Neutron energy 

distributions from fission in nuclear power reactors may resemble the spontaneous 

fission distribution or may be shifted significantly to lower energies, depending on the 

reactor design. 

 Decay-induced reactions involve the production of an alpha particle (α) or high-

energy gamma ray (γ) from a radionuclide source, which then reacts with a target 

material to produce neutrons. Beryllium is the preferred target material for both the 

(α,n) and (γ,n) reactions because of the Q-values involved in each situation [58]. The 

(α,n) and (γ,n) reactions have Q-values of +5.71 MeV and -1.666 MeV, respectively. 

The next most favorable values are +2.2 MeV for 13C with the (α,n) reaction, and -

2.226 MeV for 2H with the (γ,n) reaction. Neutron yields and energy distributions for 

decay-induced reactions vary greatly depending on the target material and decaying 
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nuclide. The (α,n) reactions on 9Be, 10, 11B, 19F, 13C, and 7Li provide neutron 

distributions in the 1-10 MeV range. Conversely, the majority of the (γ,n) reactions on 

9Be or 2H targets lead to neutron energies less than 1 MeV. 

 Neutron production from accelerated charged particles is practically limited to 

protons and deuterons as projectiles since they have the lowest possible Coulomb 

barriers. The energy requirements of other charged projectiles make them less desirable 

as neutron sources. Deuterium-deuterium (D-D) and deuterium-tritium (D-T) reactions 

are the most common reactions because the required acceleration potential for 

deuterons is only a few hundred kilovolts [58]. The Q-values for the D-D and D-T 

reactions are +3.269 MeV and +17.59 MeV, respectively. The resulting neutron 

energies are approximately 3 MeV for the D-D reaction and 14 MeV for the D-T 

reaction, although the specific neutron energy varies with the emission angle and the 

spatial distribution is slightly forward peaked due to conservation of momentum.  

Larger accelerator facilities are able to produce neutrons through (p,n) and (d,n) 

reactions on slightly heavier nuclei. The most common reaction in this situation is the 

9Be(d,n)10B reaction with a Q-value of +4.362 MeV. When incident deuterons in the 

MeV range are used, the resulting neutron spectrum spatial distribution is heavily 

forward peaked. Another difference between sources is that neutron production from 

D-D and D-T reactions is much closer to monoenergetic, while the (d,n) reaction on 

9Be produces a broad spectrum of neutron energies dependent on the projectile energy 

and target dimensions. 

 Each of the neutron production methods provides different neutron energy 

distributions. For the purposes of this work and nuclear forensic analysis, the neutron 
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energy spectra from fission and the (d,n) reaction are of most interest. The fission 

spectrum is characteristic of special nuclear material and single-stage nuclear weapons. 

The (d,n) reaction on 9Be can be manipulated to produce a neutron energy distribution 

that includes both fission and D-T neutron spectra, intended to mimic a two-stage 

nuclear weapon. 

 

3.3.1 The Flattop Critical Assembly 

 The Flattop critical assembly is the neutron source chosen to provide fission 

spectrum neutrons. It is one of several assemblies used to perform benchmark 

experiments for nuclear data and criticality safety [81]. The Flattop critical assembly 

consists of a natural uranium sphere with interchangeable U or Pu cores, allowing for 

different neutron spectra to be obtained [82]. 

The assembly has a bore through the central horizontal axis to allow for sample 

irradiations. Due to the geometry of the assembly, the neutron energy distribution 

varies with position along the horizontal axis. The work presented in later chapters 

employs a 235U core and irradiation occurs at the center point of the sample bore within 

the assembly. Neutrons are produced as the assembly is brought up to a critical state 

and maintained during the irradiation. A simulated neutron energy probability 

distribution of the Flattop flux, based on a Monte Carlo model, is presented in Fig. 3.5 

along with the cumulative probability distribution. A description of the Monte Carlo 

model is available in App. B. The most probable energies from the Flattop distribution 



 

56 
 

span 0.1-4 MeV. However, approximately 60% of all neutrons have an energy less than 

1 MeV, while the remainder have energies from 1-20 MeV. 

 

Figure 3.5 The Monte Carlo model energy dependent neutron flux probability (black) 
and cumulative flux probability (blue) distributions for the Flattop critical assembly at 

the center position of the irradiation bore. 

 

3.3.2 The UC Davis 9Be Converter 

 The 9Be neutron converter at the University of California-Davis (UC Davis) 

uses a 76-inch cyclotron to accelerate deuterons and exploit the d+Be family of 

reactions. Reactions include the (d,n) stripping reaction and the (d,np) breakup reaction, 

along with the (d,xn) and (d,2np) reactions at higher energies [53, 83]. The resulting 

neutron spectrum is peaked in the forward direction, supplying a more efficient neutron 
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source based on the number neutrons on target when compared to isotropic neutron 

sources. 

 The work presented in later chapters uses a deuteron beam of 30 MeV, with a 

10 μA beam current. This results in a neutron spectrum that has characteristics of D-T 

fusion as well as fission. A Monte Carlo model of the UC Davis neutron converter is 

discussed in App. B. The simulated neutron energy probability distribution for 30 MeV 

deuterons is shown in Fig. 3.6 along with the cumulative probability distribution. The 

simulated neutron energy distribution shows that the most probable neutron energy is 

near 15 MeV. The cumulative distribution shows that only 10% of neutrons have 

energies less than 10 MeV, a significant change from Flattop. Also, approximately 60% 

of the neutrons from UC Davis have energies in the 10-20 MeV range. The UC Davis 

distribution shows a tailing off towards low neutron energies, below a few MeV, similar 

to what is seen with Flattop. However the Flattop distribution extends to lower neutron 

energies than the UC Davis distribution, while the upper energy portion of UC Davis 

extends further than the fission spectrum of Flattop. These differences in the neutron 

energy distributions will present different reaction channels for neutron activation. 
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Figure 3.6 The Monte Carlo model energy dependent neutron flux probability (black) 
and cumulative probability distributions (green) for the UC Davis d+Be converter 

when using 30 MeV deuterons. 

 

3.4 Computation Codes 

 The study of radiation interactions presents unique safety and engineering 

issues when performing experiments. Because of this, it is often more practical to 

simulate radiation interactions using various computation and transport codes. These 

codes are either stochastic or deterministic in their approach. Stochastic codes, or 

Monte Carlo codes, use a random approach to radiation interactions to arrive at the 

final solution to a problem. Individual particle histories are statistically sampled, based 

on the problem physics and available nuclear data, for the interactions that occur during 

the “life” of the particle. Many individual particle histories are then used to infer the 
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average behavior of the system. Examples of commonly used stochastic codes are the 

Monte Carlo N-Particle radiation transport code (MCNP) and the GEANT4 toolkit [84, 

85]. The random approach of these codes offers more flexibility in the variety of 

problems that can be solved. 

 Deterministic codes explicitly solve for the solution to a problem, rather than 

rely on the randomness of individual interactions to infer the result. In deterministic 

codes, the average behavior of the system is determined by the parameter values and 

initial conditions. A complete mathematical description of the system is required. In 

contrast, stochastic codes do not have the same requirement. This difference leads to 

greater flexibility of stochastic codes, while deterministic codes usually have very 

specific applications. Examples of deterministic codes are FISPACT-II and the 

ORIGEN module of SCALE-6.2 [86, 87]. 

  The work presented in the chapters that follow uses both the deterministic 

FISPACT-II and stochastic MCNP codes to explore activation scenarios and 

subsequent gamma-ray spectroscopy measurements. Neutron activation simulations 

are performed using hand calculations or FISPACT-II for the different neutron sources. 

Hand calculations were used when the number of activation products considered was 

small and predetermined. FISPACT-II was used to explore the entire activation 

network. Gamma-ray spectroscopy measurements are simulated using a high-purity Ge 

detector model in MCNP. Neutron production for the UC Davis and Flattop sources is 

also modeled using MCNP. Descriptions of the models are provided in App. B. The 

Monte Carlo process of MCNP is described in App. C. The combination of codes 

enables simulation of the entire process of neutron activation, decay, and measurement. 
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Chapter 4: Validation of a Monte Carlo HPGe Detector Model 

Against Irradiated Foil Gamma-Ray Spectroscopy 

Measurements3 

 The work presented here is adapted from [43]. It describes the validation 

of a high-purity germanium detector model written in the Monte Carlo N-Particle 

radiation transport code (MCNP). Additional details of the detector model and an 

example input file are provided in App. B. The detector model is validated against 

irradiated foil experiments which used the d+Be converter neutron source from the 

Crocker Nuclear Laboratory at the University of California-Davis. The activation 

product ratio equation expressed according to Eq. (4.3) is derived in App. A. 

 

4.1 Introduction 

Gamma-ray spectroscopy is a non-destructive, passive analysis technique for 

the identification and quantification of radionuclides. High-purity germanium (HPGe) 

detectors have superior resolution compared with other semiconductors or scintillation 

detectors [88]. 

                                                 
3 Reprinted by permission from Springer Nature: Springer Journal of Radioanalytical and Nuclear 
Chemistry, J.J. Goodell, C.M. Egnatuk, S.W. Padgett, B.B. Bandong, K.E. Roberts, A.C. Mignerey, 
Validation of a Monte Carlo HPGe detector model against irradiated foil gamma-ray spectroscopy 
measurements, J. Radioanal. Nucl. Chem. 314:1793-1802. Copyright 2017. This work was performed 
under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory 
under Contract DE-AC52-07NA27344. 



 

61 
 

Simulations enable researchers to explore different scenarios and plan future 

experiments without wasting resources. For gamma-ray spectroscopy measurements, 

simulations can help identify interferences that may otherwise go unnoticed. 

Simulations can also predict minimum activity levels required to confidently quantify 

radionuclides. Knowing the required minimum activity at the time of measurement is 

needed to define irradiation conditions for activation experiments as well as place 

constraints on decay times for measurements. When the experiment is accurately 

modeled, deviations between the simulation and experiment data can identify problems 

with established databases and physics models.  

The Monte Carlo method is employed when simulating radiation interactions, 

typically by using either the Monte Carlo N-Particle radiation transport code (MCNP) 

or the Geant4 toolkit [84, 85]. Previous work on HPGe detector modeling focuses on 

characterizing the crystal’s dead layer and the full energy photopeak efficiency. 

Accurately modeling detector photopeak efficiency is straightforward if accurate 

physical characteristics of the detector are available [89–94]. Accurate representation 

of the crystal’s dead layer improves simulated photopeak efficiency. In the case where 

nominal manufacturer’s uniform specifications are used in the detector model, 

simulated photopeak efficiency deviates from experiment values. The magnitude of 

deviation is dependent on the dead layer of the actual crystal being modeled and how 

it differs from manufacturer specifications. This study uses MCNP version 6.1 

(MCNP6.1) to develop a HPGe model based on the manufacturer’s specifications. To 

evaluate model performance, activation product ratios calculated from simulated 
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spectra are compared with activation product ratios calculated from HPGe 

measurements on irradiated Fe, Ni, Cr, and stainless steel foils. 

This study validates the HPGe model against experiment data rather than 

standard radionuclide sources for two reasons. First, standard sources are often simple 

or limited in the number of radionuclides. In the case of multi-radionuclide sources, 

components are chosen to limit interferences. This feature makes standard sources 

excellent for calibrating systems, but lacks the complexity often seen in real 

applications. Using experiment data provides the opposite scenario with the potential 

to have many interferences. This study investigates the choice of activation product 

ratios and the ability of the MCNP6.1 HPGe model to predict experiment results. 

Second, standard sources have significant known activities, meaning that all peaks of 

the source will be seen experimentally. This luxury is not afforded to real applications 

where decay times can significantly affect results because of multiple radionuclides 

with a range of half-lives.  

 

4.1.1 Activation Product Ratios 

The use of high-yield neutron sources or long irradiation times complicates the 

choice of activation product ratios. Both conditions provide a greater number of 

neutrons on target. More neutrons on target increases the potential for successive 

activations, an issue more prevalent when using long irradiation times. In some cases, 

the secondary activation product may also be produced through a different primary 

reaction. The successive activation problem is an issue for long irradiation times when 
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radionuclides having substantial half-lives are present. Successive activations also 

illustrate how cross sections must be accounted for when determining the source of a 

radionuclide. Additionally, comparison of activation results between experiments and 

simulations can uncover problems with nuclear data and accepted physics models.  

Another complication due to long irradiation times is the decay of activation 

products during irradiation. If the primary activation product has a short half-life 

relative to its daughter product, the daughter will begin to accumulate during 

irradiation. As the daughter product accumulates, activation of the daughter nuclide 

becomes more probable during the remaining irradiation period. At the end of 

irradiation, the original target nuclide has led to the production of several different 

nuclides.  

The activation product ratios chosen for this study focus on the irradiation of 

Fe, Ni, Cr, and stainless steel (SS) foils. Stainless steel type AISI 304 was used since it 

is very common and the major components are Fe, Ni, and Cr [95]. Activation products 

in this study result from six primary neutron capture reactions – (n,γ), (n,α), (n,p), 

(n,2n), (n,3n), and (n,4n). The ratios and production reactions are given in Table 4.1, 

along with gamma-ray energies and intensities [80]. When a primary activation product 

was not detected experimentally, a daughter nuclide produced through electron capture 

(E.C.) or positron emission (β+) was used in the ratio. Ratios were chosen to represent 

single production pathways where possible. Ratios in this study used the highest 

intensity gamma-ray energy. Other gamma-ray peaks were considered if there were 

interferences to the primary line or the first-choice energies performed poorly. The 

definition of poor performance is a gamma-ray peak that has an irregular shape or a 
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low signal-to-noise ratio. These characteristics reduce accuracy and precision in 

calculated activation product ratios. 

 

Table 4.1 Activation product ratios, reactions, and gamma rays used in analysis [80] 

Foil Ratio Reaction Eγ (keV) Intensity (%) 
Fe 54Mn/56Mn 54Fe(n,p)54Mn 834.848 99.976 

56Fe(n,p)56Mn 846.7638; 1810.726 98.85; 26.9 
51Cr/54Mn 54Fe(n,α)51Cr 320.0824 9.91 

54Fe(n,p)54Mn 834.848 99.976 
54Mn/52Mna 54Fe(n,p)54Mn 834.848 99.976 

54Fe(n,3n)52Fe;  
E.C./β+ to 52Mn 

1434.06 98.2 

Ni 58Co/60Co 58Ni(n,p)58Co 810.7593 99.45 
60Ni(n,p)60Co 1173.228; 1332.492 99.85; 99.9826 

56Coa/58Co 58Ni(n,3n)56Ni; 
E.C./β+ to 56Co 

846.770; 1238.288 99.9399; 66.46 

58Ni(n,p)58Co 810.7593 99.45 
57Ni/58Co 58Ni(n,2n)57Ni 

60Ni(n,4n)57Ni 
1377.63 81.7 

58Ni(n,p)58Co 810.7593 99.45 
Cr 48Cr/51Cr 50Cr(n,3n)48Cr 308.24 100 

50Cr(n,γ)51Cr 
52Cr(n,2n)51Cr 
53Cr(n,3n)51Cr 
54Cr(n,4n)51Cr 

320.0824 9.91 

48Va/51Cr 50Cr(n,3n)48Cr; 
E.C./β+ to 48V 

983.525; 944.130 99.98; 7.870 

50Cr(n,γ)51Cr 
52Cr(n,2n)51Cr 
53Cr(n,3n)51Cr 
54Cr(n,4n)51Cr 

320.0824 9.91 

aDenotes nuclides that are daughters of primary activation product reactions 

 

Pathways for the six primary reactions on Cr are described by the activation 

map shown in Fig. 4.1. Nuclides are shaded based on their role during the activation 
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and decay processes. The lines leaving target nuclides represent a specific reaction, 

determined by the origin of the line. Looking at Fig. 4.1, 48Cr is a direct, single pathway 

product, 48V is the daughter of 48Cr, and 51Cr is a multiple pathway product. 51Cr is 

produced through 4 primary reactions – 50Cr(n,γ)51Cr, 52Cr(n,2n)51Cr, 53Cr(n,3n)51Cr, 

and 54Cr(n,4n)51Cr. In the case of SS, 51Cr is also produced through the 54Fe(n,α)51Cr 

reaction, making it complicated to determine the source of 51Cr. Time also plays a role, 

illustrated by the relationship between 48Cr and 48V. 48Cr decays through electron 

capture, or positron emission, to 48V with a half-life of 21.56 h. Long decay times from 

the end of irradiation lead to the buildup of 48V. Similar situations and compound 

reaction pathways involving successive activations may introduce interferences and 

obscure the true source of a given nuclide. Therefore, activation product ratios must be 

chosen carefully, especially for multi-element samples such as SS. 

 
Figure 4.1 Activation Map for Cr showing the 6 primary reaction pathways [80]. 
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4.2 Experimental 

4.2.1 Foil Irradiations 

The experiment data is from foil irradiations using the 76 inch cyclotron at the 

University of California-Davis. The neutron source for these experiments consisted of 

a Be cylinder, employing the 9Be(d,n)10B reaction, with the deuteron beam supplied by 

the cyclotron. Prior experiments and mathematical models show that this method 

produces a high total neutron fluence with significant portion of the fluence having 

energies slightly less than one half of the deuteron beam energy [83, 96]. Figure 4.2 

shows the measured neutron energy distribution at the University of California-Davis 

cyclotron [96]. The neutron spectrum, normalized for energy grouping and integrated 

beam current, shows a maximum fluence under 5 MeV as well as a significant plateau 

from 10-15 MeV. Past 15 MeV, the neutron spectrum tapers off to a maximum energy 

near 30 MeV. 
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Figure 4.2 Neutron energy spectrum resulting from the 9Be(d,n)10B reaction at the 

University of California-Davis cyclotron [96]. 

 

This study used data from four different irradiations, with each irradiation using 

a deuteron beam energy of 30 MeV and beam current of 10 uA. Irradiation time was 

3 h for Run 1, 4 h for Run 2, and 7 h for Run 3 and Run 4. Decay times for samples 

ranged from 1.79 d to 16.64 d from the end of irradiation. Single element target foils 

were obtained from Shieldwerx while SS foils were obtained from Goodfellow [97, 

98]. Shieldwerx foils were greater than 99.9% pure. The composition of the SS foil, as 

determined by ICP-MS analysis, was 71.21% Fe, 18.39% Cr, 8.05% Ni, 1.81% Mn, 

and 0.54% Cu, which is consistent with the manufacturer’s analysis. Samples were 

counted using different HPGe detectors for a minimum of three independent counts. 

Counting times were adjusted as needed to ensure good statistics for the different 

nuclides under investigation. The HPGe detectors used were ORTEC GEM series p-
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type coaxial detectors with relative efficiencies, against a 3 in by 3 in NaI crystal at 

1332 keV, ranging from 12.3% to 37.0%. All counts used 4096 channels with a gain of 

0.500 keV per channel. Experiment results from HPGe measurements are reported as 

atoms at t=0, end of irradiation, for each detected nuclide and are presented in Table 4.2 

and Table 4.3.  

 

Table 4.2 HPGe measurement results for Fe, Ni, and Cr foils, as atoms at t=0 with 1-
sigma uncertainty (ND: not detected) 

Foil Nuclide Run 1 Run 2 Run 3 Run 4 

Fe 

  

  

  

51Cr 6.56(2)E+8 1.32(4)E+9 2.17(7)E+9   
52Mn 2.08(6)E+7 3.69(11)E+7 6.35(19)E+7   
54Mn 5.92(18)E+9 1.12(3)E+10 1.89(6)E+10   
56Mn 1.36(4)E+10 6.34(19)E+10 3.3(3)E+10   

Ni 

  

  

  

  

  

54Mn 7.7(25)E+8 1.3(1)E+9 8.7(3)E+9   
56Co 4.0(6)E+8 5.75(23)E+8 3.95(12)E+9   
57Co 3.51(11)E+10 6.17(19)E+10 3.86(16)E+11   
58Co 4.82(14)E+10 8.05(24)E+10 5.23(16)E+11   
60Co 2.9(13)E+9 6.2(6)E+9 3.93(12)E+10   
57Ni 2.39(7)E+9 4.07(12)E+9 2.60(8)E+10   

Cr 

  

  

  

  

  

46Sc     ND 2.33(7)E+8 
48Sc     ND 1.56(5)E+8 
48V     3.89(12)E+8 4.59(14)E+9 
48Cr     7.8(12)E+6 9.1(7)E+6 
51Cr     6.27(19)E+11 7.21(22)E+11 
52Mn     ND 1.84(6)E+7 
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Table 4.3 HPGe measurement results for SS foil, as atoms at t=0 with 1-sigma 
uncertainty 

Nuclide SS 
24Na 4.81(16)E+7 
48V 2.26(10)E+7 
51Cr 1.493(8)E+11 
52Mn 2.38(7)E+8 
54Mn 9.70(4)E+10 
56Mn 1.4(5)E+11 
59Fe 4.05(7)E+8 
55Co 1.0(8)E+7 
56Co 7.47(9)E+8 
57Co 7.35(3)E+10 
58Co 9.35(14)E+10 
60Co 7.43(15)E+9 
56Ni 2.1(4)E+7 
57Ni 4.58(6)E+9 
99Mo 6.97(17)E+8 
99mTc 1.1(5)E+10 

 

4.2.2 Simulation 

The MCNP6.1 model consists of the detector capsule and the sample container. 

The detector capsule contains the Ge crystal, Al mounting cup, and Al housing. 

Simulations were run with and without a shield chamber to determine its effect on 

quantitative results. Other components, such as the sample platform and associated 

electronics, are not modeled. The HPGe model is based on an ORTEC GEM30P4-70 

p-type coaxial detector having 37.0% relative efficiency. Detector component 

specifications were obtained from the ORTEC product specification sheet. The crystal 

has a length of 6.10 cm and a diameter of 5.90 cm. The inner bore has a diameter of 

0.90 cm and a depth of 4.70 cm. Corrections for the bulletization of the crystal were 

not included in the model. The crystal is capped by 0.003 cm layers of Al and Mylar. 
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The gap from the crystal cap to front of the capsule is 0.3 cm. The distance from the 

source center of mass to the face of the detector capsule is 10.0 cm. The interior of the 

capsule and the inner bore is under vacuum. The outer dead layer is 0.07 cm thick, 

while the inner dead layer is 3x10-5 cm thick. The sample is modeled as a polyethylene 

vial and cap containing 10 mL of water. Materials used in the simulation include water, 

air, natural Ge, natural Al, and polyethylene, as described by the Pacific Northwest 

National Laboratory (PNNL) materials compendium [99]. A rendering of the MCNP 

detector geometry is presented in Fig. 4.3. 

 
Figure 4.3 Representation of the simulated HPGe detector geometry. 
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A cylindrical shield chamber was included in some simulations to determine 

how it affects results. The shield chamber was comprised of natural Pb, with natural 

Cu and Cd liners, and a simple carbon steel cover as defined by the PNNL Compendium 

[99]. The cylindrical Pb layer was 9.525 cm thick, while the liners were 0.0793 cm 

thick, and steel cover was 0.635 cm thick. The Pb endcaps were 10.16 cm thick. The 

inner diameter of the shield chamber was 25.4 cm and the inner height was 38.1 cm. 

Detector response was incorporated using the Gaussian energy broadening 

(GEB) tally treatment option for the F8 pulse-height tally [84, 100]. Simulated counts 

are tallied by sampling from a Gaussian based on the energy of the photon, having a 

full width at half max (FWHM) described by Eq. (4.1): 

 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑎𝑎 + 𝑏𝑏√𝐸𝐸 + 𝑐𝑐𝐸𝐸2 (4.1) 

where E is the energy of the photon in MeV. FWHM parameters a, b, and c have units 

of MeV, MeV1/2, and MeV-1. Parameters for the GEB option were extracted from 

experiment data collected on the GEM30P4-70 detector that the model is based on. 

This was done by fitting Eq. (4.1) to FWHM data plotted as a function of photopeak 

energy. Fig. 4.4 shows the experiment data and parameter fit using Eq. (4.1). The fit 

gives a R-squared value of 0.9907, using 310 data points, and errors in parameter values 

are less than 5%. 
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Figure 4.4 FWHM parameter fit based on experiment data, n=310. Errors in 

parameter values are less than 5%. 

 

Model full energy photopeak (FEP) efficiency (ε) was simulated by using a 

monoenergetic photon source, ranging from 50 keV to 2000 keV, and calculating the 

ratio of counts in the photopeak to the total number photons used in the simulation. The 

simulated FEP efficiency data was fit using a 4th degree natural log polynomial, as 

described by Eq. (4.2): 

 𝑙𝑙𝑙𝑙(𝜀𝜀) = ∑ 𝑎𝑎𝑖𝑖𝑛𝑛
𝑖𝑖=0 �𝑙𝑙𝑙𝑙 � 𝐸𝐸𝛾𝛾

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
��
𝑖𝑖
 (4.2) 

with Eγ in keV and Eref equal to 1 keV. Simulated FEP efficiency data is plotted in 

Fig. 4.5 with experiment data from counts on the detector being modeled. 
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Figure 4.5 Full energy photopeak efficiency comparison between experiment data 

(red), simulation without shield (blue), and simulation with shield (yellow). 
Simulated data is fit with a 4th degree natural log polynomial and  Eref = 1 keV. 

Error bars for simulated points are statistical error when running 109 particles. 

 

The fit from Eq. (4.2) gives a R-squared value of 0.99972 for the simulated data 

without the shield chamber. The MCNP6.1 model without the shield gives an 

equivalent relative efficiency of about 42% at 1332 keV. Since there is little difference 

in efficiency between simulations with and without the shield, computation time can 

be significantly reduced by proceeding without the shield. 

All simulations were run by generating 109 photons as the source particles, 

emitted isotropically from random positions within the sample cell. A low energy cutoff 
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was set to 50 keV to save on computation time. The MCPLIB84 was used for photon 

interactions while the el03 library was used for electron interactions. 

The photon source for each simulation was calculated based on the experiment 

results given in Table 4.2 or Table 4.3. A decay time of 2 d was chosen to approximate 

the earliest experiment measurement. Activities for nuclides listed in Tables 4.2 and 

4.3 were calculated based on the 2 d decay period and the experimentally determined 

number of atoms at the end of irradiation. Corrections were made to nuclides that are 

part of multi-step decay chains to account for the decay from parent to daughter. Source 

photon probabilities were calculated by multiplying the nuclide activity at 2 d by the 

gamma-ray emission probability (intensity) for each gamma ray of a given nuclide. 

Nuclear data was taken from the National Nuclear Data Center [80]. Simulated counts 

were tallied using the F8 tally with the GEB treatment. The energy bin structure for 

tallying counts was constructed to match the experiment counts, consisting 4096 bins 

spaced at 0.500 keV per bin. 

Activation product ratios of atoms at t=0 were calculated using Eq. (4.3): 

 𝑁𝑁1
𝑁𝑁2

= 𝐴𝐴1𝜆𝜆2𝜀𝜀2𝑃𝑃𝛾𝛾2
𝐴𝐴2𝜆𝜆1𝜀𝜀1𝑃𝑃𝛾𝛾1

𝑒𝑒𝑡𝑡(𝜆𝜆1−𝜆𝜆2) (4.3) 

where 1 and 2 are nuclide identifiers, N is the number of atoms at t=0, A is the peak 

area calculated using the specified gamma ray, λ is the decay constant, ε is the FEP 

efficiency calculated using Eq. (4.2), 𝑃𝑃𝛾𝛾 is the intensity of the specified gamma ray, and 

t is the decay time in minutes from the end of irradiation. Simulated peak areas were 

calculated using the PeakEasy software program with single Gaussian fitting and a 

linear background [101]. 
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4.3 Results and Discussion 

A specific count of a Ni foil was simulated with and without the shield chamber 

to assess its impact on the simulated results. The experiment spectrum along with the 

two simulated spectra are presented in Fig. 4.6, along with the difference between each 

simulated spectrum and the experiment spectrum. Counts for all spectra were 

normalized to the 810 keV peak for comparison, since the 810 keV peak was used in 

the activation product ratio calculations. 

 
Figure 4.6 Spectrum comparison for irradiated Ni foil, 1.955 d post-irradiation, 
source-to-detector distance of 10.46 cm, normalized to the 810 keV peak. Top: 

difference between simulated and experiment spectra with the shield (yellow, dashed) 
and without the shield (blue). Bottom: full spectra for experiment (red), no shield 

(blue), and with shield (yellow). 
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The simulated spectra successfully recreate the major components of the 

experiment spectrum. Compton regions at either end of the simulated spectra are lower 

than experiment values. A few low energy peaks are missing from the simulation 

without the shield chamber. These missing peaks are attributed to Pb x-rays created by 

photons scattering off of the Pb in the shield. The noise of the Compton regions 

throughout the spectrum is lowest for the simulation including the shield chamber. The 

deviations between simulated and experiment spectra below 250 keV is likely caused 

by the dead layer approximation. Real outer crystal dead layers are non-uniform and 

may be significantly thinner than the 0.07 cm value used in the simulation. This affects 

detection efficiency at low energies, causing fewer counts to be registered in the 

simulated detector. The differences in spectra near 2000 keV are likely due to the 

ability of the simulations to run more particles and generate better statistics in the high 

energy region and combat decreasing photopeak efficiency. Opposing peaks in the top 

panel of Fig. 4.6 illustrate a small degree of peak shift. Fig. 4.7 shows the peak shift 

occurring at 810 keV. The peak shift is due to nonlinearity in the physical detector and 

does not affect quantitative results. 
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Figure 4.7 Magnification of peak shift observed at the 810 keV peak in the Ni 

spectrum. Top: difference between simulated and experiment spectra with the shield 
(yellow, dashed) and without the shield (blue). Bottom: spectra for the experiment 

(red) no shield (blue), and with shield (yellow, dashed). 

 

Model performance was assessed by comparing activation product ratios 

calculated from simulated spectra using Eq. (4.3) and experiment data in Tables 4.2 

and 4.3.  Performance ratios representing the simulated activation product ratio value 

divided by the experiment activation product ratio value (Simulation/Experiment) are 

plotted in Fig. 4.8 and 4.9. Performance ratio values and uncertainties are presented in 

Table 4.4. Good performance yields a Simulation/Experiment ratio value of 1. Nuclides 

are identified as X-A(E), where X is the element symbol, A is the mass number of the 

nuclide and E is the gamma-ray energy in keV, rounded down to the whole number. 
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Figure 4.8 Simulation/Experiment performance ratios for the recreated count to 
assess the quantitative effect of the shield chamber. Blue-no shield; Yellow-with 
shield. Nuclides listed as X-A(E), where X is the element symbol, A is the mass 

number, and E is the approximate gamma-ray energy used. Ideal performance would 
yield a ratio value of 1. 

 

The Simulation/Experiment ratios plotted in Fig. 4.8 show the quantitative 

results based on the recreated count described in Fig 4.6. All ratios for both scenarios 

are statistically similar to experiment values and vary little from each other. The large 

uncertainties are driven by experiment results. It is clear that the presence of the shield 

chamber does not offer any significant quantitative advantages. Therefore, the shield 

chamber may be omitted in order to reduce computation time. The additional results 

that follow are based on simulations that did not include the shield chamber. 
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Figure 4.9 Simulation/Experiment performance ratios for each activation product 

ratio for all target foils. Nuclides listed as X-A(E), where X is the element symbol, A 
is the mass number, and E is the approximate gamma-ray energy used. Ideal 

performance would yield a ratio value of 1. 

 

The Simulation/Experiment ratios plotted in Fig. 4.9 show the performance of 

the simulation for each target foil in all runs. Fe and Ni based ratios are grouped for 

single element foil Runs 1-3 as well as the SS foil. Cr based ratios are grouped for 

single element Runs 3 and 4 along with the SS foil. This allows for comparison of pure 

single element foils, with relatively simple spectra, against the multi-element SS foil 

having more complex spectra. All Simulation/Experiment ratios fall within 10% of a 

value of 1, with a few exceptions caused by significant interferences. 
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For the Fe activation product ratios, only the 54Mn(834 keV)/56Mn(846 keV) 

ratio deviates significantly from the desired value of 1. This is due to the presence of 

the 56Co 846 keV line which overlaps directly with the 56Mn 846 keV line, driving 

down the value of the simulated activation product ratio. By substituting the 1810 keV 

line of 56Mn for the 846 keV line, the interference is avoided. 

For the Ni activation product ratios, only the 58Co(810 keV)/60Co(1332 keV) 

and 56Co(846 keV)/58Co(810 keV) ratios in the SS foil give unacceptable results. The 

nuclide 52Mn was detected during the experiment run for the SS foil, causing the 

1333 keV line of 52Mn to interfere with the 1332 keV line of 60Co, lowering the 

simulated activation product ratio value. Again, the 56Co 846 keV line is shared with 

the 56Mn 846 keV line. Substituting the 60Co 1173 keV and 56Co 1238 keV lines 

removes the interferences and returns the Simulated/Experiment ratios to more 

acceptable values. 

For the Cr activation product ratios, 48Cr was not detected in the SS experiment 

and only the 48V(983 keV)/51Cr(320 keV) ratio in Run 4 is significantly different from 

the experiment ratio value. This is due to the presence of 48Sc having a 983 keV line 

which interferes directly with 48V. Substituting the 983 keV line for the 944 keV line 

removes the 48Sc interference and returns the ratio to an acceptable value.  

Table 4.4 gives the Simulated/Experiment ratio values with 1-sigma 

uncertainties. In the majority of cases, the uncertainty in the experiment activation 

product ratio was the primary driver of the final Simulated/Experiment ratio 

uncertainties. In a few cases where experiment ratio uncertainties were low, the 

uncertainty in the gamma-ray probability was the primary driver or a major contributor. 
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This occurred for 56Mn(1810 keV), 52Mn(1434 keV), 57Ni(1377 keV), and 

48Cr(308 keV) based ratios in all runs. In ever fewer cases, the uncertainty in the 

simulated peak area was the primary driver of the final uncertainty. This occurred for 

the 60Co 1173 keV peak in Run 3 and the SS foil, as well as the 56Co 1238 keV and 48V 

944 keV peaks in the SS foil. Uncertainties for simulated ratios were calculated by 

combining the relative uncertainties of each term in Eq. (4.3) in quadrature. Standard 

error propagation was used to arrive at the final relative uncertainties. 

Table 4.4 Performance ratio values for Fe, Ni, Cr, and SS foils with 1-sigma 
uncertainty (ND: not detected) 

Ratio Run 1 Run 2 Run 3 Run 4 SS 
51Cr(320)/54Mn(834) 1.00(4) 0.99(4) 0.99(4) 

 
0.992(9) 

54Mn(834)/56Mn(846) 0.99(4) 0.99(4) 0.99(10) 
 

0.26(9) 
54Mn(834)/56Mn(1810) 1.03(6) 1.03(11) 1.03(11) 

 
1.0(4) 

54Mn(834)/52Mn(1434) 1.02(7) 1.03(8) 1.03(8) 
 

1.02(7) 
58Co(810)/60Co(1173) 1.0(5) 0.97(11) 1.04(8) 

 
0.97(7) 

58Co(810)/60Co(1332) 1.0(5) 1.00(10) 1.00(6) 
 

0.72(3) 
56Co(846)/58Co(810) 1.05(17) 1.06(6) 1.02(5) 

 
1.35(4) 

56Co(1238)/58Co(810) 0.93(16) 0.93(6) 0.92(5) 
 

0.95(4) 
57Ni(1377)/58Co(810) 0.95(5) 0.95(5) 0.95(5) 

 
0.95(3) 

48Cr(308)/51Cr(320) 
  

1.0(3) 1.05(23) ND 
48V(983)/51Cr(320) 

  
1.02(5) 2.56(13) 1.01(6) 

48V(944)/51Cr(320) 
  

1.03(5) 1.00(5) 1.04(21) 
 

 

4.4 Conclusions 

The MCNP6.1 HPGe model accurately predicted activation product ratios in 

Fe, Ni, Cr, and SS foils, provided that the gamma-ray lines used in the analysis did not 

have significant interferences. In most cases, uncertainty in the experiment data was 

the major component of the final uncertainty of the Simulated/Experiment ratios. The 
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HPGe model accurately recreates experiment spectra. Minor peak shifts were observed 

between simulated and experiment spectra, caused by nonlinearity of the physical 

detector, but did not affect quantitative results. Photopeak efficiency of the model is 

comparable to the physical detector. The generalized dead layer approximation only 

affects low energy photons, which were not focused on in this study. Comparing results 

with and without the shield chamber showed that inclusion of the shield chamber does 

not provide any quantitative advantages. Omitting the shield chamber reduces 

computation time, removes backscatter and x-ray peaks, and increases noise in the 

Compton regions of spectra. 

This model can be used to plan future experiments and explore different 

scenarios. With knowledge of nuclide activities, the model can be used to play out 

different what-if situations. It can be used to determine whether or not sample 

components can be detected at different decay times without having to perform 

successive experiments, saving on resources. The model can also be used to investigate 

potential interferences, assessing whether or not corrections need to be made of if other 

gamma rays should be used in analysis. Overall, this work has shown that a generalized 

HPGe detector model based on the manufacturer specification sheet is capable of 

providing accurate quantitative results without the need for extensive characterization 

of the physical detector. 
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Chapter 5: Comparison of Irradiated Foil Measurements with 

Activation Calculations and HPGe Simulations4 

The work presented here is adapted from [44]. It evaluates the simple approach 

to performing activation calculations when considering a limited number of reactions. 

The Flattop critical assembly was used as the neutron source for the activation 

calculations. Additionally, the high-purity germanium detector model validated in 

Chap. 4 is used to simulate gamma-ray spectroscopy measurements and determine if 

there is a correlation between decay time and accuracy for selected activation product 

ratios. A derivation of the depletion reaction equation is offered in App. A. The Flattop 

critical assembly is described further in App. B. 

 

5.1 Introduction 

Radiation interaction simulations allow different scenarios to be explored more 

efficiently, bypassing common obstacles to experiments. Access to irradiation sources 

may be cost prohibitive and time constraints may render an experiment impractical. 

One use of simulations is to evaluate different safety options to minimize a researcher’s 

dose [102–104]. Additionally, simulations can be used to optimize experiment 

                                                 
4 Reprinted by permission from Springer Nature: Springer Journal of Radioanalytical and Nuclear 
Chemistry, J.J. Goodell, C.M. Egnatuk, S.W. Padgett, C.C. Keith, T.A. Bredeweg, N. K. Harward, 
B.B. Bandong, K.E. Roberts, A.C. Mignerey, Comparison of irradiated foil measurements with 
activation calculations and HPGe simulations, J. Radioanal. Nucl. Chem. 
https://doi.org/10.1007/s10967-018-5820-6. Copyright 2018.This work was performed under the 
auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under 
Contract DE-AC52-07NA27344. 
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parameters like irradiation and decay times. Also, some situations cannot be achieved 

experimentally. When this occurs, simulations can be used to predict environmental 

conditions, as well as define and track material signatures [105, 106]. 

This work evaluates a simple approach to simulating neutron activation and 

gamma-ray spectroscopy measurements using theoretical activation calculations and a 

high-purity germanium (HPGe) detector model. The intent is to simulate the activation 

and measurement process from start to finish in support of experiment planning efforts 

and to determine if this simple approach provides satisfactory results. Activation 

calculations for individual activation products are compared against measured values 

from a critical assembly foil irradiation experiment in order to determine if the results 

are suitable as initial input for measurement simulations. The critical assembly supplies 

fission spectrum neutrons, a distribution of interest in technical nuclear forensics 

exercises. The materials under study are stainless steel grade 304 (SS) and two of its 

components, Fe and Ni. These are common components of structural materials that can 

lead to significant induced radioactivity [68, 69]. Comparison between the activation 

of the individual elements and the alloy is used to investigate possible changes in the 

activation network. 

Gamma-ray spectroscopy measurements are simulated in this work with a 

Monte Carlo HPGe detector model using the Monte Carlo N-Particle radiation transport 

code (MCNP) version 6.1 [84]. Since peak resolution can be a limiting factor for 

quantitative gamma-ray measurements, HPGe detectors are used because of their 

superior resolution over other semiconductor or scintillation detectors [107, 108]. This 

characteristic is necessary when dealing with high-Z materials and fission products 
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because of the substantial number of potentially closely spaced gamma-ray emission 

energies. The use of the critical assembly neutron source makes contamination from 

fission products a possibility that could undermine the reliability of gamma-ray 

spectroscopy measurements. To address this, the HPGe model is used to investigate the 

effect of decay time on the reliability of activation product ratio calculations and 

identify an optimal measurement window. A variety of activation product ratios are 

chosen based on experimentally measured nuclides to determine which, if any, are 

sensitive to the decay time. 

 

5.1.1 The Activation Network 

The activation products under consideration in this study focus on six neutron 

reactions – (n,γ), (n,α), (n,p), (n,2n), (n,3n), and (n,4n) – in Fe, Ni, and SS foils. These 

reactions on naturally occurring isotopes of Fe and Ni are considered primary reactions 

in this work. The cross sections for these six reactions cover a wide range of incident 

neutron energies and include threshold reactions. The limitation of studying only these 

primary reactions allows the complexity of the activation network to be assessed. An 

example of what may result from the irradiation of a Fe target is presented as an 

activation map in Fig. 5.1. In the activation map, nuclides are shaded based on their 

role during activation and decay. Only naturally occurring isotopes are considered to 

be target nuclides. Solid lines leaving these target nuclides show each specific reaction 

and point to the appropriate activation product. Any unstable activation products either 

decay directly to a stable nuclide or proceed through one or two daughter products 
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before reaching a stable nuclide. Abundance and decay data were taken from the 

National Nuclear Data Center Chart of the Nuclides [80]. 

 
Figure 5.1 Activation map for Fe showing the six primary neutron reaction pathways 

[80]. 

 

Depending on irradiation conditions, complex activation networks may enable 

successive activations which can cause depletion or buildup of individual activation 

products. This situation is further complicated when multiple target elements with 

similar Z numbers are present, as is the case in SS. For example, 59Fe has a half-life of 

44.495 days and is produced through the 58Fe(n,γ)59Fe pathway. The nuclide 59Fe could 

then undergo any one of the six neutron capture reactions under consideration, thereby 

lowering the amount of 59Fe produced from 58Fe, constituting a depletion reaction. In 

the opposite case and for a SS foil, 54Mn is a direct product of (n,p) reaction on 54Fe. 
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Mn is a minor element in most stainless steels, which would result in the production of 

54Mn from the 55Mn(n,2n)54Mn pathway. Depending on the situation, depletion and 

buildup reactions may need to be accounted for in simulations and theoretical 

calculations. One goal of this study is to determine whether or not only considering the 

primary reactions is sufficient for predicting activation product ratios. Activation 

product ratios and reactions are given in Table 5.1 along with the primary gamma-ray 

energy and absolute intensity used in analysis [80]. 

Table 5.1 Activation products, ratios, and gamma-ray lines with 1-sigma uncertainty 
used in analysis [80] 

Foil Ratio Reaction Eγ (keV) Eγ Intensity (%) 
Fe 54Mn/51Cr 54Fe(n,p)54Mn 834.848(3) 99.9760(10) 

54Fe(n,α)51Cr 320.0824(4) 9.910(10) 
59Fe/51Cr 58Fe(n,γ)59Fe 1099.245(3) 56.5(18) 

54Fe(n,α)51Cr 320.0824(4) 9.910(10) 
59Fe/54Mn 58Fe(n,γ)59Fe 1099.245(3) 56.5(18) 

54Fe(n,p)54Mn 834.848(3) 99.9760(10) 
Ni 58Co/60Co 58Ni(n,p)58Co 810.7593(20) 99.450(10) 

60Ni(n,p)60Co 1173.228(3); 
1332.492(4) 

99.85(3); 
99.9826(6) 

59Fe/60Co 62Ni(n,α)59Fe 1099.245(3) 56.5(18) 
60Ni(n,p)60Co 1173.228(3); 

1332.492(4) 
99.85(3); 
99.9826(6) 

59Fe/60Co 62Ni(n,α)59Fe 1099.245(3) 56.5(18) 
58Ni(n,p)58Co 810.7593(20) 99.450(10) 

 

5.2 Experimental 

In this work, experiment data from a Flattop critical assembly irradiation of Fe, 

Ni, and SS metal foils were compared against theoretical activation calculations 

through calculated/experiment ratios (C/E), using ENDF/B-VII.1 cross-section data 
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[72]. Results from activation calculations were used to determine whether or not this 

method is appropriate as initial values for the HPGe simulation. Additionally, 

simulated HPGe measurements were modeled using MCNP6.1. The HPGe model was 

used to investigate the effect of decay time on measurement reliability for the activation 

product ratios listed in Table 5.1. Fe and Ni foils from Shieldwerx were of natural 

composition having 99.9679% and 99.981% purities [97]. The SS foil from 

Goodfellow had a mass composition of 71.2(7)% Fe, 18.39(18)% Cr, 8.05(9)% Ni, 

1.81(4)% Mn, and 0.54(1)% Cu, as determined by ICP-MS analysis [98]. 

 

5.2.1 Flattop Irradiation and Measurement 

The Flattop critical assembly consists of a natural uranium reflector with 

interchangeable cores and options for reactivity adjustments, allowing for different 

neutron spectra to be obtained [82]. This experiment employed a highly-enriched 

uranium core for the irradiation of Ni, Fe, and SS foils [40]. Foils were positioned at 

the center of the Flattop assembly and irradiated for 3179(4) s. The Ni and one SS foil 

(SS-L) were positioned slightly to the left of center, while the Fe and other SS foil (SS-

R) were positioned slightly to the right of center. Foil masses, with an uncertainty of 

.0001 g, were 0.1666 g for Fe, 0.1762 g for Ni, 0.1518 g for SS-R, and 0.1516 g for 

SS-L. Au foils of 0.0751 g, 0.0760 g, and 0.0755 g, also having 0.0001 g uncertainty, 

were included at the left end, right end, and center position in the foil stack to serve as 

flux monitors. The total length of the foil stack was less than 1 cm. The neutron 

probability distribution for the center position, resulting from flux tally in a Monte 

Carlo model of the Flattop critical assembly, is shown in Fig. 5.2. The flux tally uses 
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and equal unit lethargy energy binning scheme with upper bin values from 1.00E-

11 MeV to 20.0 MeV. Due to the small length of the foil stack, the flux distribution did 

not change and was used for all activation calculations. 

 
Figure 5.2 Neutron flux energy probability distribution with 1-sigma uncertainty, 

resulting from a flux tally in the Monte Carlo model of the Flattop critical assembly. 

 

Experimental gamma-ray spectroscopy measurements were conducted using a 

suite of ORTEC GEM series p-type coaxial HPGe detectors, with each sample being 

counted on a minimum of three different detectors. Decay times ranged from 3 days to 

15 days before measurements were taken. The relative efficiencies of the HPGe 

detectors ranged from 12% to 37% when compared to the 1332 keV peak of 60Co 

measured with a 3x3 inch NaI detector at 25 cm. Counting times ranged from 

12 minutes to 4320 minutes to ensure good counting statistics for peaks under 
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consideration. Counting geometries varied by changing the distance between the 

sample and detector face, covering distances from 4.86 cm to 6.67 cm, and one count 

at 18.67 cm. Spectrum analysis was accomplished using the GAMANAL program 

[109]. Final experiment results for selected activation products are presented in Table 

5.2 as a weighted average of atoms of activation product at the end of irradiation (t=0) 

with 1-sigma uncertainties. Activation product ratios were calculated based on the 

experiment results at t=0. 

Table 5.2 Experiment results for selected activation products as atoms at the end of 
irradiation for each foil with 1-sigma uncertainty 

Activation 
Product Fe Foil Ni Foil SS-R Foil SS-L Foil 
54Mn 1.901(8)E+10  1.192(6)E+10 1.191(5)E+10 
51Cr 2.06(3)E+08  5.70(7)E+08 5.63(8)E+08 
59Fe 5.55(8)E+07 6.6(16)E+06 4.53(7)E+07 4.48(7)E+07 
58Co  2.959(13)E+11 2.00(8)E+10 2.036(8)E+10 
60Co  2.28(4)E+09 2.56(11)E+08 2.51(12)E+08 

 

5.2.2 Activation Calculations 

Activation calculations for the number of product nuclei, 𝑁𝑁𝑝𝑝(𝑡𝑡), were 

conducted according to Eq. (5.1): 

 𝑁𝑁𝑝𝑝(𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖) = 𝑁𝑁0𝜎𝜎�𝛷𝛷𝑇𝑇
𝜆𝜆

�1 − 𝑒𝑒−𝜆𝜆𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖�,  (5.1) 

where 𝜎𝜎� is the collapsed cross section for a given reaction, Φ𝑇𝑇 is the experimentally 

determined total neutron flux, 𝑁𝑁0 is the number of target nuclei based on the foil mass, 

composition, and isotopic abundance, λ is the decay constant for the product nuclide, 

and 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 is the irradiation time given in Sec. 5.2.1. The collapsed cross section, given 

by Eq. (5.2): 
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 𝜎𝜎� = ∑𝛷𝛷(𝐸𝐸𝑖𝑖)𝜎𝜎(𝐸𝐸𝑖𝑖)
𝛷𝛷𝑇𝑇

, (5.2) 

is a weighted sum of the ENDF/B-VII.1 reaction cross-section data, 𝜎𝜎(𝐸𝐸𝑖𝑖), using the 

Flattop neutron energy probability distribution given in Fig. 2 as the weighting factors. 

The cross-section data was linearly interpolated to match the Flattop distribution energy 

binning structure. The total flux was determined experimentally through the 

197Au(n,γ)198Au reaction in the Au flux monitor foils by rearranging Eq. (5.1) to solve 

for the total flux term. The total flux value used in subsequent activation calculations 

was an average of the different Au foil positions. Element isotopics and mass data were 

obtained from the NIST Table of Atomic Weights and Isotopic Compositions [110]. 

Uncertainties in activation calculations were estimated using standard error 

propagation. Uncertainty estimates for the cross-section data were taken from 

ENDF/B-VII.1, when available, and supplemented by TENDL-2015 when needed [72, 

75]. Calculated activation yields were compared against experiment results to better 

understand the limitations when using Eq. (5.1) and the constrained activation network. 

Activation product ratios were also calculated, based on the results from Eq. (5.1), and 

compared against experiment ratios. 

 

5.2.3 HPGe Simulation with MCNP 

The gamma-ray spectroscopy measurement process was simulated using a 

MCNP6.1 HPGe detector model having a relative efficiency of 42%. A detailed 

description of the model and its performance is discussed by Goodell et al [43]. 

Simulated measurements were performed by modeling the detector response to a 
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calculated gamma-ray distribution, based on the activation product mixture at a 

specified point in time. Input gamma-ray distributions were calculated from 

experimental results for decay times of 2, 5, 10, and 15 days post-irradiation. Gamma-

ray energy probabilities were defined as the product of a nuclide’s activity at the time 

of measurement and the absolute intensity of the given gamma-ray energy. Half-lives 

and gamma-ray data were obtained from the National Nuclear Data Center [80]. The 

resulting pulse-height spectra, generated using an F8 tally in MCNP with the GEB 

option, were analyzed using the PeakEasy gamma-ray spectroscopy program [101]. 

Simulations were structured to run 109 particles, using the MCPLIB84 library 

for photon interactions and the el03 library for electron interactions. The activated foil 

source was positioned 10 cm from the face of the detector. Fission products and 

associated daughter nuclides were not included in the source terms unless they had been 

quantified experimentally. Simulated activation product ratios were calculated using 

Eq. (5.3): 

 𝑁𝑁1
𝑁𝑁2

= 𝑃𝑃𝑃𝑃1𝜆𝜆2𝜀𝜀2𝑃𝑃𝛾𝛾2
𝑃𝑃𝑃𝑃2𝜆𝜆1𝜀𝜀1𝑃𝑃𝛾𝛾1

𝑒𝑒𝑡𝑡(𝜆𝜆1−𝜆𝜆2), (5.3) 

where 𝑃𝑃𝑃𝑃𝑖𝑖 is the respective peak area calculated in PeakEasy, λi is the appropriate 

decay constant, 𝑃𝑃𝛾𝛾𝛾𝛾 is the selected gamma-ray intensity from Table 5.1, 𝑡𝑡 is the decay 

time, and 𝜀𝜀𝑖𝑖 is the photopeak efficiency for the chosen gamma-ray energy. Simulated 

peak areas determined by Gaussian peak fitting with a linear background in PeakEasy. 

When multiple peaks were found within the region of interest, the number of Gaussian 

peaks used to fit the desired peak were automatically selected by PeakEasy. Simulated 

activation product ratios back-calculated to t=0 were compared against experiment 
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results. Photopeak efficiency values, based on the calibration in [43], were calculated 

using Eq. (5.4): 

 𝑙𝑙𝑙𝑙(𝜀𝜀) = ∑ 𝑎𝑎𝑖𝑖𝑛𝑛
𝑖𝑖=0 �𝑙𝑙𝑙𝑙 � 𝐸𝐸𝛾𝛾

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟
��
𝑖𝑖
, (5.4) 

where i=4, Eγ is the photopeak energy in keV, and Eref is equal to 1 keV. The values of 

the coefficients are given in Table 5.3. 

Table 5.3 Coefficient values with standard deviation for the photopeak efficiency 
function described by Eq. (5.4) 

Coefficient (ai) Value Standard Deviation 
a0 -109 ± 3 
a1 68 ± 3 
a2 -16.5 ± 0.7 
a3 1.73 ± 0.09 
a4 -0.068 ± 0.004 

 

5.3 Results and Discussion 

5.3.1 Activation Calculations vs Experiment 

The ratio of individual activation yields, calculated using Eq. (5.1) and 

ENDF/B-VII.1 data, to experiment values for the Fe, Ni, and SS foils are shown in 

Fig. 5.3. Calculated/Experiment (C/E) ratio values range from 0.62 to 1.31, with 

relative uncertainties less than 5% in most cases. The C/E result for 59Fe in the Ni foil 

is the exception, having a relative uncertainty of 27%, dominated by the experiment 

results. The relative uncertainty for the production of 59Fe in Ni using Eq. (5.1) is only 

9%, whereas the uncertainty in the experimental value of 59Fe is 25%. C/E ratio values 

for the Fe and Ni foils are consistently above 1, except for 60Co in the Ni foil. C/E 

values for both SS foils agree with each other in all cases. However, in the SS foils, 



 

94 
 

C/E values for 54Mn and 58Co are greater than 1, while those for 51Cr are close to 1, and 

values for 59Fe and 60Co are less than 1. In the Fe and Ni foils, C/E values for 54Mn and 

58Co are similar to the SS foils, but the values for 51Cr, 59Fe, and 60Co are not. 

Production of 51Cr in the SS foils included pathways using Cr targets, since Cr is the 

second largest component. It was determined that 50Cr(n,γ) and 51Cr(n,2n) reactions 

amount to 73% of total 51Cr production through theoretical calculations, while the 

54Fe(n,α)51Cr reaction produces the remainder. Total 51Cr production from both the Fe 

and Cr targets was used for the SS foil analysis. 

 
Figure 5.3 C/E ratios for theoretical activation calculations of individual activation 

products with 1-sigma uncertainty. 
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There are four potential causes for deviations from C/E values of 1 – 

inaccuracies in the neutron source distribution; errors in the cross-section data; the 

occurrence of secondary activations leading to depletion or buildup of the selected 

activation product; and incomplete selection of production pathways. Inspection of the 

input parameters for Eq. (5.1) shows that the uncertainty of the theoretical values is 

driven by the uncertainty in the collapsed cross section. Since both the neutron source 

distribution and the cross-section data are used in Eq. (5.2) to calculate the collapsed 

cross section, it is difficult to say which is more responsible for the C/E deviations 

without a thorough investigation of both variables. It is unlikely that either the neutron 

distribution or the cross-section data is the sole cause of the C/E deviations. Evidence 

for this includes the fact that theoretical uncertainties are relatively small and that total 

51Cr for the SS foils and 60Co for the Ni foil have nearly perfect C/E values.  

Even though uncertainties in the neutron distribution and cross-section data are 

small, that does not account for possible inaccuracies in either variable. Additionally, 

the method in which the collapsed cross section may introduce additional error by 

underestimating or over estimating the collapsed cross-section value. Based on the 

ENDF/B-VII.1 data, this would be most problematic for the (n,γ) reaction on 58Fe due 

to the resonances in the cross section. The remaining reactions are all threshold 

reactions that do not have resonances, so the effect is expected to be less. It is likely 

that errors in both variables contribute in varying degrees for the production of a given 

radionuclide and should addressed on a case by case basis. 

Secondary or successive activations causing depletion or buildup may also play 

a role in the C/E deviations. Depletion of the primary activation product is not initially 



 

96 
 

considered in theoretical calculations, but if present during the experiment, it would 

cause C/E values to be above 1. This may be the case for 54Mn, 51Cr, and 59Fe in the Fe 

foil, for 59Fe and 58Co in the Ni foil, and for 54Mn and 58Co in the SS foils. To determine 

the impact of depletion reactions, depletion calculations were performed by modifying 

Eq. (5.1) to include secondary activation, resulting in Eq. (5.5): 

 𝑁𝑁𝑝𝑝(𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖) = 𝑁𝑁0𝛷𝛷𝑇𝑇𝜎𝜎�1
𝜆𝜆+𝛷𝛷𝑇𝑇𝜎𝜎�2

�1 − 𝑒𝑒−𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖(𝜆𝜆+𝛷𝛷𝑇𝑇𝜎𝜎�2)�, (5.5) 

where the secondary activation of the primary product is accounted for by the Φ𝑇𝑇𝜎𝜎�2 

term. The total interaction cross sections from JEFF-3.2 or JENDL-4.0 were used to 

calculate 𝜎𝜎�2 as an upper limit on secondary activation, since ENDF/B-VII.1 data was 

not available [73, 74]. Depletion calculations showed insignificant differences, less 

than 0.001%, in the final value of the primary activation product from the original 

calculation. Therefore, depletion reactions can be eliminated from the list of possible 

causes contributing to C/E deviations. In depletion reactions, the magnitude of the 

secondary activation rate relative to the primary activation rate, along with the decay 

constant of the primary activation product, determine how substantial product depletion 

will be. Since the relative activation rates already show that depletion is unlikely, 

buildup reactions through secondary activation are also unlikely. 

The simplest explanation for the C/E deviations in Fig. 5.3 is that the limited 

number of production pathways, outlined by the example in Fig. 5.1, do not accurately 

reflect the reaction channels seen in experiments. Additional experimental reaction 

channels would have the effect of lowering C/E values. Examples of where this may 

be the case are 59Fe and 60Co in the SS foils. For 59Fe, predictions for the Fe and Ni 
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foils are high, but predictions for the SS foils are low. It is expected that prediction 

trends in the Fe and Ni foils would carry over to the SS foils, as for 58Co, but they do 

not. If additional pathways are responsible, they would have to include different target 

nuclides. Between Fe or Ni and SS, there are no additional target nuclides that could 

be responsible for additional production pathways. Only Cu and Mn are additional 

elements above trace levels and they do not have viable pathways to 59Fe. Therefore, 

the discrepancy in C/E values for 59Fe between the Fe, Ni, and SS foils is due to errors 

in the calculation of the collapsed cross section or experimental error. 

For 60Co, predictions in the Ni foil are accurate, but predictions in the SS-foil 

are not. One possible additional pathway is the 63Cu(n,α) reaction. However, Cu is a 

minor component of SS and the 63Cu(n,α) cross section is lower than the 60Ni(n,p) cross 

section. This suggests that additional reaction pathways are not likely to be responsible 

for the significant deviation in 60Co C/E values between the Ni and SS foils. Rather, it 

is another case of a combination of errors in the calculation of the collapsed cross 

section and possibly experimental error. 

Of the four potential causes for C/E deviations, the collapsed cross section 

appears to have the most significant effect. Accuracy errors need to be treated on a case 

by case basis, looking at the neutron source distribution, quality of the cross-section 

data, and potential number of production pathways. Expanding the reaction set and 

thorough investigation of collapsed cross section calculations may lead to more 

accurate results, or at least a better understanding of the sources of error. Accuracy 

errors in the individual nuclide C/E ratios combine as expected to produce activation 
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product C/E values ranging from 0.84-1.75. The inconsistency of the results makes the 

individual activation calculations unsuitable as input for the HPGe simulation. 

 

5.3.2 Decay Time Effects on HPGe Simulation 

The effect of decay time on the ability to measure activation product ratios was 

evaluated using a HPGe detector model to simulate gamma-ray spectroscopy 

measurements at decay times of 2, 5, 10, and 15 days. Simulated activation product 

ratios were calculated using Eq. (5.3) and compared to experiment values to investigate 

the reliability of measurements over time. C/E values with 1-sigma uncertainty for 

activation product ratios in the Fe and Ni foils are shown in Fig. 5.4. Large error bars 

are due to significant experiment error. HPGe simulations for the Ni foil were run with 

1010 source particles, rather than 109, in order to reduce statistical uncertainty in the 

59Fe 1099 keV peak. The large error bars for the 59Fe based ratios in the Ni foil are 

dominated by the experimental error of 25%, whereas the uncertainty in the simulated 

results are near 12%. 
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Figure 5.4 C/E values, with 1-sigma uncertainty, at each decay time for activation 

product ratios from the Fe and Ni foils, as determined by HPGe simulation 

 

The clustered results for the 54Mn/51Cr, 59Fe/51Cr and 59Fe/54Mn ratios in the Fe 

foil, along with the 58Co/60Co ratio in the Ni foil, show that the ability to measure these 

ratios is independent of the decay time. The spread of the 58Co/60Co ratio values in the 

Ni foil for the different time steps is larger, but all values are statistically similar for 1-

sigma uncertainty. Even though the 59Fe/60Co and 59Fe/58Co ratios are statistically 

similar, the dispersion of over the different time steps suggests that there is an 

interference present that undermines the ability to predict these ratios. Since the time 

dependence is similar between the 59Fe/60Co and 59Fe/58Co ratios, the interference is 

most likely associated with the detection of 59Fe. 
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The decay time dependence of the 59Fe based ratios in the Ni foil is shown in 

Fig. 5.5. The C/E values for all three ratios increase with decay time. The large 

uncertainty is due to experimental uncertainty in the 59Fe value. At the 2 and 15 day 

time steps, the C/E values are different, but remain statistically similar because of the 

large experimental uncertainty. Analysis of the simulated activation product ratios 

shows that the 2 and 15 day values are indeed statistically different, with a 1-sigma 

uncertainty around 12%. The simulated uncertainty is driven by the 59Fe peak area 

uncertainty, as determined by PeakEasy. 59Fe is produced through the 62Ni(n,α) reaction 

in the Ni foil. The natural abundance of 62Ni is approximately 3.6%, making 59Fe a 

minor activation product and sensitive to interferences. Analysis of the simulated 

spectra reveals an interference from the 1596 keV line of 140La. The 1099 keV line of 

59Fe used in this analysis falls within the Compton region of the prominent 140La peak. 

Since 59Fe production in the Ni foil is low, the 1099 keV peak is obscured by the 

Compton continuum of the 140La 1596 keV peak. As 140La decays away, more of the 

59Fe 1099 keV peak is revealed, leading to more accurate results. 
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Figure 5.5 Decay time dependence of 59Fe based activation product ratios in the Ni 

foil as determined by HPGe simulation. C/E results are given with 1-sigma 
uncertainty. 

 

Figure 5.6 shows the C/E ratios, with 1-sigma uncertainty, for the SS-L foil. 

Only the 58Co/60Co and 59Fe/60Co activation product ratios exhibit any decay time 

dependence. All other ratios are statistically similar over the different time steps. 

Analysis of the SS-R foil produces a similar plot, but uncertainties are larger, causing 

all ratios to be statistically similar for all time steps. 140La is also present in the SS-L 

foil, but the 59Fe interference that was seen with the Ni foil is not a factor here since 

the Fe component is the major producer of 59Fe. The larger amount of 59Fe makes 

detection of the 1099 keV peak less susceptible to fluctuations in the background 

caused by the disappearance of the 140La peak. Since the decay time dependence is 
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limited to 60Co based ratios, any interferences are associated with the detection of both 

the 1173 keV and 1332 keV lines of 60Co. 

 
Figure 5.6 C/E values, with 1-sigma uncertainty, at each decay time for activation 

product ratios in the SS-L foil, as determined by HPGe simulation. 

 

The decay time dependence of the 58Co/60Co and 59Fe/60Co activation product 

ratios is shown in Fig. 5.7. Interestingly, the trends are dependent on which line of 60Co 

is being used, suggesting separate interferences for each line. C/E values for activation 

products using the 1173 keV peak increase with decay time, while the opposite is true 

for the 1332 keV peak. Analysis of the relative change in peak area between time steps 

helps to clarify what the causes may be. For the 1332 keV based activation product 

ratios, the 60Co peak area increases by approximately 28% between the 2 day and 
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15 day time steps. The 59Fe peak area decreases by roughly 1.5% and the 58Co peak 

area increases by about 8%. The trends for the relative changes in peak areas between 

time steps match up with the trend for the 1332 keV based activation product ratios in 

Fig. 5.7. The large increase in the 60Co 1332 keV peak area can be attributed to its 

longer half-life, relative to the measurement period, and the disappearance of short-

lived interfering products, like 140La and 24Na. The longer half-life of 60Co prevents 

significant decrease in its activity between the shortest and longest measurement. The 

disappearance of short-lived products reduces the background around the 1332 keV 

peak. Both of these contribute to making 60Co a larger relative component of the sample 

at later time steps. Similar reasoning can be applied to the change in 58Co peak area but 

showing a lesser effect. The relative decrease in 59Fe peak area is related more to its 

shorter half-life relative to 58Co and 60Co. Since the increase in the 1332 keV peak area 

is much larger than the changes in 58Co and 59Fe, the 1332 keV peak dictates the 

decreasing trend in C/E values. 
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Figure 5.7 Decay time dependence of 60Co based activation product ratios in the SS-

L foil as determined by HPGe simulation. C/E results are given with 1-sigma 
uncertainty. 

 

For the 1173 keV peak of 60Co, the relative change in simulated peak area 

between the 2 day and 15 day time steps is less than 0.1%. The 1173 keV peak area 

would be expected to increase, as seen with the 1332 keV peak, since both gamma-ray 

lines have similar intensities and are close enough to experience similar changes in 

background. The constant behavior can be attributed to the presence of 132I, which has 

an 1172.9 keV line, interfering with the 1173 keV line of 60Co. If the calculated 60Co 

at 1173 keV was all 60Co, then the simulated peak area would increase, as is seen with 

the 1332 keV peak. However, 132I has a half-life of only 2.295 hours, causing the 

1173 keV peak to remain constant as the 132I decays away. It should be noted that 132I 
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is in secular equilibrium with its parent, 132Te, which was detected in the SS-L foil 

during the experiment. This causes the 132I interference to persist, but its effect 

decreases with time. Taking this into consideration, the trend seen for the 1173 keV 

based ratios is an increase over the time steps since the amount of 60Co measured by 

the 1173 keV line is less than it would be without the interference from 132I. 

The time dependence shown for the 59Fe based ratios in Fig. 5.5 (Ni foil) is 

more significant, based on the range of C/E values, than what is seen for the 60Co based 

ratios in Fig. 5.7 (SS-L foil). Allowing the interference to decay away when production 

of the desired activation product is low, such as in Fig. 5.5, improves measurement 

accuracy, as would be expected. For Fig. 5.7, the interferences are more persistent, not 

leading to measurement improvement over time. The simulated results are most 

consistent with each other, 1173 keV versus 1332 keV peaks, around 5 days after 

irradiation. Longer decay times lead to greater inaccuracies, but in this case, results are 

still with 10% of experiment values. 

The time dependence of the 59Fe and 60Co based ratios in the Ni and SS-L foils 

suggest that there is an optimal measurement window for this work. Separate 

interferences on the 1173 keV and 1332 keV lines of 60Co lead to statistically different 

results over time. For the 59Fe based ratios in the Ni foil, the optimal measurement 

window appears to be for decays times in the 9-11 day range. For the 60Co based ratios 

in the SS-L foil, the optimal measurement window is for decay times in the 4-7 day 

range. 
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5.4 Conclusions 

This work shows that activation calculations, restricted to a small subset of 

reactions, cannot adequately predict activation product ratios consistently in Fe, Ni, and 

stainless steel foils. Therefore, the calculated activation results are unsuitable as the 

input for measurement simulations. The primary source of error was determined to be 

the collapsed cross section, including errors in the neutron flux distribution and also in 

the cross-section data. Secondary activations causing depletion or buildup of desired 

activation products are not likely to have a significant impact. More work is needed to 

inspect the neutron flux distribution and the collapsed cross section calculation for 

oversimplification and other potential errors. Also, sensitivity to the nuclear data library 

should also be investigated. 

Gamma-ray spectroscopy measurements simulated using a MCNP HPGe 

detector model show that there is no correlation between the ability to measure 

activation product ratios and the decay time, provided that there are no significant 

interferences. Specifically, in this work, activation product ratios based on 59Fe in the 

Ni foil and 60Co in the SS foil showed a slight correlation with decay time. When 

interferences are present, the choice of decay time can affect accuracy, depending on 

the characteristics of the interfering nuclide. Allowing the interference to decay away 

does not impair predictive measurement capabilities, provided that nuclides under 

consideration are sufficiently active and long-lived. The extent to which gamma-ray 

spectroscopy measurements are affected by the decay time depends on the specific 

interference and the ratio being studied. 
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Chapter 6: Determining the Activation Network of Stainless 

Steel in Different Neutron Energy Regimes and Decay Scenarios 

Using Foil Activation Experiments and FISPACT-II Calculations 

 

 In this chapter, the activation network of stainless steel grade 304 was explored 

using the FISPACT-II code and foil irradiations. Both the Flattop critical assembly and 

the d+Be converter at the University of California-Davis Crocker Nuclear Laboratory 

were used as neutron sources. Descriptions of the Monte Carlo models that provided 

the initial neutron flux distributions are described in App. B. Results from different 

nuclear data libraries were used to assess available cross-section data. Comparisons 

were made against foil irradiation experiments using both neutron sources in order to 

validate the Monte Carlo neutron source models. Additionally, comparisons between 

experimental data from each neutron source were used to evaluate differences between 

the activation networks. Lastly, the progression of the activation network from Flattop 

was evaluated with regards to the irradiation time for three different decay times. 

 

6.1 Introduction 

Neutron activation leads to a diverse collection of radionuclides, dependent on 

incident neutron energy and the material being irradiated. Activation of composite 

materials, such as stainless steel, easily generates complex activation networks. 

Knowing how each component of stainless steel interacts with an ambient radiation 
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field is important for dose assessment as well as the design of shielding and safety 

measures to limit worker exposure [68, 69]. Minor differences in stainless steel 

compositions can lead to significant differences in activation products, which may then 

require a re-evaluation of shielding and safety measures to limit dose rates. 

Activation calculations have been performed using various transmutation codes 

like MCNP, the ORIGEN module of SCALE, and FISPACT-II [54, 111, 112]. Each of 

these codes has its own approach and problem constraints. MCNP is the most flexible 

of these three, being adaptable to almost any situation and allowing for the use of 

different nuclear data and physics models [84]. The ORIGEN module of SCALE is 

reliant on the JEFF-3.0/A library only and is limited by its energy group structures, 

with all of them having a maximum neutron energy of 20 MeV [87]. FISPACT-II is 

similarly limited in energy group structures but offers coverage of energies beyond 20 

MeV and also allows for the use of different nuclear data libraries [86]. ORIGEN is not 

suitable for this work since the neutron energies involved are known to exceed 20 MeV. 

The advantages of FISPACT-II over MCNP relevant to this work are the ability to 

survey the entire activation network without pre-selection of specific reactions and the 

ability to perform pathway analysis for activation products. 

In this work, the activation network of stainless steel grade 304 (SS-304) was 

investigated using foil activation experiments and the FISPACT-II activation code 

version 3.00. Two neutron sources covering different energy regimes were used to 

explore differences in the activation network due to the neutron energy distributions. 

Production rates normalized to target foil mass were used to make direct comparisons 

between neutron sources. FISPACT-II results were compared against foil activation 
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experiments to validate the input neutron distributions and assess the available cross-

section data. Additionally, the relationship between the extent of the activation network 

and the irradiation time was evaluated for decay times of 15 s, 2 d, and 7 d. Advance 

knowledge of the activation network progression allows for informed decisions to be 

made regarding material choice, potential dose hazards, and appropriate shielding 

considerations, as well as aid in the design of experiments. 

 

6.2 Methodology 

6.2.1 The Activation Network 

The neutron activation network for any given number of target nuclides is 

defined by the set of neutron capture reactions being considered. Although many 

reactions are possible, previous work by the authors has focused on only six reactions: 

(n,γ), (n,2n), (n,3n), (n,4n), (n,α), and (n,p) [43, 44]. Figure 6.1 shows the activation 

map with these six reactions for the naturally occurring isotopes of the major elements 

in SS-304, namely Fe, Cr, and Ni. In Fig. 6.1, nuclides are shaded based on their role 

during activation and decay, with the arrows representing each specific reaction. The 

activation map is complex when limited to only six reactions on three target elements. 

Several activation products are produced through multiple reactions, while some 

reactions repopulate other targets or lead to stable activation products. Natural 

abundances, half-lives, and branching ratios are given where appropriate, using data 

from the National Nuclear Data Center Chart of the Nuclides [80]. The activation 
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network that is seen for a particular scenario will depend on the neutron source, 

irradiation time, and the post-irradiation decay time. 

 

Figure 6.1 Activation map based on the Fe, Cr, and Ni components of stainless steel 
grade 304, showing the different pathways for the six neutron reactions and the decay 

modes of activation products. 

 

6.2.2 Foil Activation Experiments 

Experimental results were calculated from gamma-ray spectroscopy 

measurements of activated foils irradiated using the Flattop critical assembly and the 

d+Be neutron converter at the University of California-Davis (UC Davis). Gamma-ray 

spectroscopy measurements were performed using a suite of HPGe detectors, with 
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decay times from 2 to 10 d, and processed using GAMANAL [109]. Experimental flux 

magnitudes for each source were determined through analysis of the 198Au product 

from included Au flux monitor foils. The experimental flux magnitude was determined 

to be 1.306(9)×1012 n cm-1 s-1 for Flattop and 1.17(3) ×1012 n cm-1 s-1 for UC Davis. 

Irradiations were for 0.883 h using Flattop and 7 h using UC Davis. The UC Davis 

irradiation used a deuteron beam energy of 30 MeV and beam current of 10 µA.  

 

6.2.3 Activation Calculations 

Activation calculations were performed for the irradiation of an SS-304 target 

foil using FISPACT-II. The target foil composition was based on a SS-304 sample foil 

from Goodfellow Corporation, which was determined to be 71.21% Fe, 18.39% Cr, 

8.05% Ni, 1.81% Mn, and 0.54% Cu using ICP-MS analysis [98]. Calculations were 

performed using a 709-energy group structure and the TALYS-2014, ENDF/B-VII.1, 

and JEFF-3.2 cross-section libraries. Total flux magnitudes and irradiation times used 

in calculations were those given in Sec. 6.2.2. 

The Flattop critical assembly consisted of a highly-enriched U core surrounded 

by a natural U reflector [82]. The UC Davis neutron converter uses a 76-inch cyclotron 

to supply a deuteron beam, with tunable energy, focused on a 9Be cylinder [96]. UC 

Davis neutrons are produced through the d+Be family of neutron sputtering reactions, 

with the deuteron energy set to 30 MeV. Initial input neutron spectra were flux 

probability distributions derived from flux tallies in Monte Carlo models of each 

neutron source. The input distributions were then re-binned to the 709-group structure 
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in FISPACT-II. Figure 6.2 and Fig. 6.3 show the input neutron energy probability 

distributions for Flattop and UC Davis, along with the re-binned distributions in the 

709-group structure. Figure 6.3 also shows the experimental data available for that 

facility.  

 

Figure 6.2 Neutron flux probability distributions for the Flattop critical assembly. 
Dot (blue): Monte Carlo input distribution. Line (red): input re-binned to FISPACT-II 

709-group structure. 
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Figure 6.3 Neutron flux probability distributions for the d+Be neutron source at UC 
Davis. Dot (blue): Monte Carlo input distribution. Line (red): input re-binned to 

FISPACT-II 709-group structure. Square (black): experiment data [96]. 

 

Comparing Fig. 6.2 to Fig. 6.3 shows that Flattop covers a larger energy range 

and extends to lower neutron energies while UC Davis is shifted toward higher neutron 

energies. Figure 3 shows that the limited experiment data is not well represented by the 

multi-group structure, except in the 20-30 MeV range. It is unclear whether the 

disagreement is from the UC Davis model or the limited experiment data. However, 

the presence of neutron energies extending up to 100 MeV suggests that there are issues 

with the UC Davis model that need to be addressed. 
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Flattop neutron flux probabilities are greater than UC Davis up to 

approximately 8 MeV. After that, UC Davis has higher probabilities. The Flattop 

neutron distribution is well represented by the 709-group structure, with the most 

probable energies in the few MeV range, consistent with the fission of 235U [113]. For 

the UC Davis Monte Carlo model input distribution, the most probable energies are 

near 15 MeV, somewhat agreeing with other investigations of the d+Be source [53, 

83]. However, re-binning to the 709-group structure distorts the original input 

distribution, shifting the most probable energies to approximately 20 MeV. The higher 

energies of the UC Davis neutron spectrum present more reaction channels than are 

available with Flattop, creating a potential for different activation networks having 

different production rates. 

  

6.2.4 Production Rates vs Activation Network Progression 

Production rates were calculated as saturation activities (𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠), based on nuclide 

activities at the end of irradiation and corrected for irradiation time using Eq. (6.1). 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠 = 𝐴𝐴(𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖)�1 − 𝑒𝑒−𝜆𝜆𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖�
−1

 (6.1) 

The activity at the end of irradiation, from experiment results or activation calculations, 

is given by 𝐴𝐴(𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖). The irradiation time is 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 and λ is the decay constant for the given 

nuclide. Production rates were normalized to target foil mass for comparison between 

sources and are presented in units of atoms s-1 g-1. Production rate ratios were used to 

compare results between Flattop and UC Davis for common activation products. 
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A threshold activity was set in order to determine the relationship between the 

scope of the activation network and irradiation time for three decay scenarios. The 

threshold activity (𝐴𝐴𝑡𝑡ℎ𝑟𝑟) was arbitrarily set to 1 Bq at the time of measurement for this 

work. Decay times of 15 s, 2 d, and 7 d were chosen as the three decay scenarios. The 

15 s decay represents irradiation setups where automatic sample transfer is available. 

The 2 d and 7 d decay times represent two situations where manual transport of the 

sample from the irradiation facility to a separate counting facility is required. The 

irradiation time (𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖) required to achieve 𝐴𝐴𝑡𝑡ℎ𝑟𝑟 at the time of measurement was 

calculated by rearranging Eq. (6.1) and correcting for the decay time (𝑡𝑡𝑑𝑑), resulting in 

Eq. (6.2): 

 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 = −𝜆𝜆−1𝑙𝑙𝑙𝑙 �1 − 𝐴𝐴𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝜆𝜆𝑡𝑡𝑑𝑑
𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠

�. (6.2) 

Values of 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖 were calculated for activation products in order to investigate the 

progression of the activation network with regards to irradiation time. 

 

6.3 Results and Discussion 

6.3.1 Input Neutron Distributions and Cross Section Validation 

Calculated/Experiment (C/E) ratios, based on foil mass-normalized production 

rates resulting from Eq. (6.1), were used to validate the input neutron spectra and 

available neutron reaction data. C/E ratios are presented in Table 6.1 and Table 6.2 for 

the measured activation products from Flattop and UC Davis foil activation 
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experiments. Calculated results from FISPACT-II are presented for the TENDL-2014, 

ENDF/B-VII.1, and JEFF-3.2 libraries. 

Table 6.1 C/E values with 1-sigma uncertainty for the Flattop irradiation using 
available libraries in FISPACT-II 

Nuclide TENDL-14 ENDF/B-VII.1 JEFF-3.2 
57Co 1.3(3) 1.05(18) 0.95(17) 
58Co 0.73(9) 1.04(3) 1.06(4) 
60Co 0.55(12) 0.60(8) 0.68(8) 
51Cr 0.97(12) 0.96(4) 0.85(12) 
59Fe 0.94(3) 1.14(3) 1.04(12) 
54Mn 1.07(5) 1.07(3) 0.945(24) 

 

Table 6.2 C/E values with 1-sigma uncertainty for the UC Davis irradiation using 
available libraries in FISPACT-II 

Nuclide TENDL-14 ENDF/B-VII.1 JEFF-3.2 
56Co 88(3) 55.8(14) 8(3) 
57Co 19(3) 18.9(9) 12.1(4) 
58Co 3.28(22) 5.4(5) 5.05(20) 
60Co 10(3) 11.5(8) 10.0(5) 
51Cr 21(3) 21.9(11) 21.2(11) 
59Fe 10.1(24) 8.13(24) 3.9(4) 
52Mn 172(25) 233(6) 205(5) 
54Mn 17.3(15) 19.0(9) 14.8(4) 
56Mn 7.1(16) 7.0(15) 6.9(15) 
56Ni 57(4) 28.7(19) 6.9(5)E-04 
57Ni 23.3(24) 24.5(7) 12.9(5) 
48V 78(10) 62.2(15) 78.0(19) 
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Tables 6.1 and 6.2 show significant variation in C/E values between the neutron 

sources. Flattop C/E values span 0.55-1.3, while UC Davis C/E values cover several 

orders of magnitude. The C/E values in Table 6.1 from the Flattop irradiation are 

reasonably consistent for each activation product across the different libraries, not 

immediately identifying a “best” option for the entire set of activation products. The 

consistency suggests that deviations from C/E=1 result from differences in the 

available cross-section data, validating the input neutron spectrum for Flattop. 

Uncertainties in C/E values are driven by uncertainties in the nuclear data, except for 

57Co. Based on the relatively low uncertainties, any errors in the Flattop neutron 

distribution appear to be minor. 

The only activation product from the Flattop irradiation that is consistently 

underestimated across all libraries is 60Co. This finding is consistent with other analysis 

[40, 68]. This suggests room for improvement in the reaction cross sections leading to 

the production of 60Co. Pathway analysis performed by FISPACT-II shows that 

approximately 96% of total 60Co production is from the 60Ni(n,p)60Co reaction. 

Therefore, improvements to the (n,p) reaction cross section on 60Ni are needed. 

C/E values from UC Davis results in Table 6.2 show much more variation 

between libraries and are not consistent with the Flattop results. Not a single C/E value 

is within a factor of 3 of experiment results and there can be a difference of up to several 

orders of magnitude between library options. Here, the inconsistencies suggest that 

there are major errors in the input neutron distribution. Additionally, the 709-group 

structure significantly alters the UC Davis neutron distribution at high energies and 

may not be the most appropriate group structure for this source. It is unlikely that the 
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cross sections for the UC Davis nuclides are the major source of error since the Flattop 

results do not share the same severity of error. Therefore, the Monte Carlo model of 

the UC Davis neutron source needs to be re-evaluated and experimentally validated 

using a neutron spectrum unfolding technique. Other energy group structures should 

also be investigated to alleviate the re-binning issue seen here. 

In the results that follow, calculated values are based on the FISPACT-II code 

using the JEFF-3.2 library option. This selection was made by summing the squares of 

the deviations of the C/E values from unity for the Flattop results and choosing the 

lowest value. The UC Davis results were not considered in this decision since there is 

low confidence in the neutron distribution. Using this method of comparison, the 

library options from “best” to “worst” are JEFF-3.2, ENDF/B-VII.1, and then TENDL-

2014. 

 

6.3.2 Neutron Source Dependence 

Comparison of experimental activation yields between neutron sources is done 

through the calculation of production rate ratios for common activation products. This 

was accomplished by taking the ratio of the mass-normalized production rates, 

calculated from experiment data using Eq. (6.1) and the target foil mass, between 

activation products that were detected in both UC Davis and Flattop irradiations. 

Common activation products and their experimental production rate ratios are 

presented in Table 6.3 as the ratio of UC Davis to Flattop. 
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Table 6.3 Experimental production rate ratios, with 1-sigma uncertainty, between UC 
Davis and Flattop neutron sources for common activation products 

Nuclide Product Rate Ratio Uncertainty 
57Co 213  ± 34 
58Co 0.580 ± 0.010 
60Co 3.6 ± 0.3 
51Cr 33.2 ± 0.7 
59Fe 1.13 ± 0.04 
54Mn 1.025 ± 0.008 

 

Of the activation products listed in Tables 6.1 and 6.2, 57Co, 58Co, 60Co, 51Cr, 

59Fe, and 54Mn were quantified in both experiments. 59Fe and 54Mn have production 

rate ratios near 1, showing that they are produced at similar rates, regardless of the 

neutron source. 58Co is produced at a faster rate in Flattop than in UC Davis. The 

nuclides 60Co, 51Cr, and 57Co are produced at increasingly higher rates with UC Davis 

than with Flattop. The higher energy neutron distribution from UC Davis opens up 

more reaction channels for these activation products and increases the probability of 

higher energy reactions occurring. Other activation products from UC Davis not 

detected from Flattop include 56Co, 52Mn, 56Mn, 56Ni, 57Ni, and 48V. 

The original intent of the foil irradiation experiments was not to investigate 

activation network differences. Therefore, irradiation and decay times were not 

optimized for activation network visibility. To investigate differences in the activation 

network not shown by the experiment results, FISPACT-II activation calculations were 

performed using the JEFF-3.2 library and the 709-group structure. A qualitative 

evaluation of the extent of the differences in the activation networks between the 
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Flattop and UC Davis neutron sources is shown using the composite activation map 

given in Fig. 6.4.  

 

Figure 6.4 Composite activation map for Flattop and UC Davis calculations using 
FISPACT-II with the JEFF-3.2 library. Common activation products are shown in 

brown; UC Davis specific activation products are shown in green. 

 

It should be noted that the UC Davis activation results shown in Fig. 6.4 are 

based on the 709-group input distribution that led to the poor C/E results discussed 

earlier. Therefore, this comparative activation map should be viewed as potential 

network differences. Production rate ratios for the full UC Davis activation network, 

generated through FISPACT-II, were not calculated due to low confidence in the UC 

Davis activation results, as evidenced by the C/E values in Table 6.2. 

In Fig. 6.4, all Flattop activation products are also present as UC Davis 

activation products and are shown in brown. Activation products unique to UC Davis 

are shown in green and typically have more extreme neutron numbers than the shared 
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activation products. Additional UC Davis activation products covering various isotopes 

from Si to Sc were also produced by FISPACT-II calculations. However, pathway 

analysis performed by FISPACT-II gives the (n,O) reaction as a contributing pathway 

for many activation products. This pathway corresponds to MT=5 in the ENDF list of 

reaction types, which is a sum of all reactions not explicitly defined by other MT 

designators. The prevalence of the (n,O) pathway requires additional investigation to 

determine if many of the nuclides identified in Fig. 6.4 are indeed significant activation 

products.  

 

6.3.3 Activation Network Time Progression 

The relationship between the scope of the Flattop activation network and 

irradiation time was investigated through analysis of the minimum required irradiation 

time, calculated using Eq. (6.2). Saturation activities for all possible activation products 

were calculated from FISPACT-II results using the JEFF-3.2 library. The threshold 

activity at the time of measurement was set to 1 Bq for the 15 s, 2 d, and 7 d decay 

scenarios. Analysis was performed for the Flattop activation network, but not for the 

UC Davis network due to low confidence in the UC Davis results, caused by apparent 

error in the input neutron distribution. 

FISPACT-II calculations for Flattop show a maximum of 29 possible activation 

products, identified in Fig. 6.4. For the 15 s decay period, all but 58Mn are able to meet 

the threshold activity. The low production rate and short half-life of 58Mn prevent 

sufficient build-up of the activation product to enable detection, even for a short decay 
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time. When switching to the 2 d decay period, the number of activation products that 

meet or exceed the threshold activity of 1 Bq was reduced to 15. The nuclides 61Co, 

62Co, 49Cr, 55Cr, 62Cu, 66Cu, 53Fe, 61Fe, 56Mn, 57Mn, 65Ni, 51Ti, 52V, 53V, and 54V were 

no longer visible. Limited again by production rates and half-lives, these activation 

products do not reach a sufficient activity level during irradiation to meet or exceed the 

threshold activity at the time of measurement. The final decay scenario of 7 d only sees 

the loss of an additional activation product, 56Mn. Of all the activation products, 60Co, 

55Fe, 53Mn, 59Ni, and 63Ni were found to have constant respective minimum irradiation 

times, regardless of the decay scenario. This is due to the combination of high 

production rates and long half-lives of these activation products. 

The irradiation time values can be used to show the number of visible activation 

products as a function of irradiation time for a given decay scenario and activity 

threshold. This view is presented in Fig. 6.5 and is analogous to a cumulative 

distribution of activation products in the activation network with respect to the 

irradiation time. Each plot shows the irradiation time at which an activation product 

will exceed the threshold activity at the time of measurement for the given decay 

scenario. This information becomes useful for experiment planning by allowing 

researchers to choose an appropriate irradiation time based on their particular decay 

scenario and the desired extent of the activation network. For example, if 59Ni, 56Co, 

and 53Mn were deemed insignificant activation products, then the full activation 

network, determined by 49V production, would exceed the threshold activity after an 

irradiation time of approximately 13.8 h instead of over 684 a. Additionally, this view 

enables the anticipation of dose rates based on high activity nuclides for a given set of 
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irradiation and decay times and threshold activity. With this information, experiment 

parameters can be adjusted, and additional safety measures can be added or removed 

as needed. Furthermore, if an undesirable activation product is to be limited or avoided, 

then this approach can inform decisions on whether or not that material, SS-304 in this 

case, is appropriate for the given application. 

 

Figure 6.5 The progression of the stainless steel 304 activation network in a Flattop 
irradiation, for three decay scenarios, having a measurement threshold activity of 1 

Bq. Results are based on activation calculations preformed using FISPACT-II and the 
JEFF-3.2 library. Square (red): 15 s decay; Circle (blue): 2 d decay; Triangle 

(yellow): 7 d decay. 
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6.4 Conclusions 

The FISPACT-II activation code has proven useful for exploring the activation 

network of stainless steel grade 304 using the Flattop critical assembly. Quantitative 

results from UC Davis calculations were found to be unreliable due to substantial errors 

with the input neutron distribution, as suggested by poor C/E values. These errors may 

be from re-binning to the 709-group structure or from the Monte Carlo model itself. To 

remedy this, the UC Davis neutron production model needs to be re-evaluated and 

validated with additional experimental work. Additional group structures should also 

be investigated. Then, exploration of the activation network using the UC Davis 

neutron source, and comparison to Flattop, can be revisited using this approach. 

Different library options in FISPACT-II produced a range of C/E results, based 

on foil mass normalized production rates, for detected activation products from the 

Flattop irradiation. No “best” option was immediately evident, with each library option 

outperforming others for different activation products. The C/E values of 0.55-0.68 for 

60Co are consistent with other analysis and suggest errors in the cross-section data, 

primarily driven by the 60Ni(n,p)60Co reaction. C/E values for other activation products 

range from 0.73 to 1.3 and may be high or low depending on the chosen library. The 

FISPACT-II code using the JEFF-3.2 library was selected for use in further 

calculations, as it provided the best C/E results when considering all measured 

activation products as a set. 

 Comparison of the activation networks between Flattop and UC Davis showed 

that there are no activation products unique to Flattop. However, through experimental 



 

125 
 

production rate ratios, it was found that 57Co, 60Co and 51Cr have higher production 

rates from UC Davis, while 58Co has a higher production rate from Flattop, and 59Fe 

and 54Mn are produced at similar rates by each neutron source.  

The extent of the Flattop activation network was shown to be sensitive to the 

decay time between irradiation and measurement. Extending the decay time from 15 s 

to 2 d reduced the number of activation products that are able to meet the threshold by 

approximately one half. Further extension of the decay time had little effect. Viewing 

the activation network as a function of irradiation time provides a cumulative 

distribution which can be useful for planning future experiments and assessing 

radiation exposure, as well as the selection of appropriate materials. 

The approach used here can easily be extended to other neutron sources and 

materials, provided the input neutron distribution is an accurate representation of the 

true neutron energy distribution. Choice of activation code and cross-section library 

depends on the energy range being used, reactions being investigated, and the 

activation products being studied. Variations between libraries can be significant and 

should be evaluated for each particular application and set of activation products. 
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Chapter 7: Summary 

 The success of nuclear forensic analysis depends on its ability to be effective in 

every situation. This requires that signatures be developed for all possible scenarios. 

As the efforts and intention of adversaries evolve, so to must nuclear forensic 

signatures. This dissertation has presented an attempt to identify new diagnostic 

nuclides for further signature development, highlighting the use of simulations as an 

exploratory tool for nuclear forensics. Simulations have the advantage of being 

adaptable to many more situations than are experimentally possible while conserving 

resources and limiting safety hazards to researchers. The objective was to use neutron 

activation and gamma-ray spectroscopy simulations to identify activation products or 

ratios that are characteristic of the neutron source responsible for irradiation. 

 

7.1 Simulation Efficacy 

Signatures are only as useful as the ability to measure them. Therefore, the 

gamma-ray spectroscopy detector model must meet or exceed the performance of real 

detectors. Chapter 4 showed that the HPGe model in MCNP, described solely by the 

manufacturer’s specifications, can achieve performance equivalent to real detectors. 

The only requirements are a detector response function describing Gaussian energy 

broadening within the detector and an efficiency calibration. Shielding and other 

peripheral materials are not necessary in the geometry description, a benefit which 

saves on computation time. Chapter 5 showed that the HPGe detector model can be 

used to explore different measurement scenarios while providing equivalent or lower 
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uncertainties than real measurements. The model was used to show that when 

significant interferences are present, the ability to measure low yield activation 

products is dependent on the decay time, resulting in an optimal measurement window 

specific to the activation product and interfering nuclide. 

 The performance of the measurement simulation is only as good as the activity 

data of the initial nuclide mixture used to calculate the gamma-ray distribution. If the 

input for the measurement simulation is flawed, then the results will be flawed as well. 

Chapters 5 and 6 explored different approaches to calculating activation product yields 

to be used as input to the measurement simulation. In Chap. 5, theoretical activation 

calculations were done by hand using a limited set of reactions for activation by the 

Flattop critical assembly. Calculated/Experimental values of 0.6-1.3 show that the 

simple approach may not be sufficient to supply input to the measurement simulation. 

Errors may lie with the reaction cross-section values, the Flattop neutron distribution, 

or the limited selection of reactions. 

In Chap. 6, the FISPACT-II activation code was used to evaluate the entire 

activation network of stainless steel. Results for the simulation of activation from 

Flattop are consistent with what was observed in Chap. 5, as shown in Table 7.1, 

validating the neutron distribution and selection of reaction pathways. Errors are then 

the result of the cross-section values for each reaction. Chapter 6 also simulated 

activation by the d+Be neutron converter at UC Davis, but results varied widely from 

experimental values. The range of results shows that the UC Davis model neutron 

distribution is severely flawed. 



 

128 
 

Table 7.1 Comparison of foil mass-normalized production rates for theoretical 
activation calculations based on Flattop irradiation done by hand and with the 
FISPACT-II code for different nuclear data libraries, with 1-sigma uncertainty. 
 

Hand Calculation FISPACT-II Calculation 
Nuclide ENDF/B-V.11 TENDL-14 ENDF/B-V.11 JEFF-3.2 
58Co 1.070(20) 0.73(9) 1.04(3) 1.06(4) 
60Co 0.61(5) 0.55(12) 0.60(8) 0.68(8) 
51Cr 1.00(3) 0.97(12) 0.96(4) 0.85(12) 
59Fe 0.93(3) 0.94(3) 1.14(3) 1.04(12) 
54Mn 1.100(13) 1.07(5) 1.07(3) 0.945(24) 

 

Also in Chap. 6, comparison of experimental production rates between UC 

Davis and Flattop showed that 57Co, 58Co, 60Co, 51Cr, 59Fe, and 54Mn are activation 

products that could prove useful in future signature development. Experimental results 

also showed that 56Co, 52Mn, 56Mn, 56Ni, 57Ni, and 48V are activation products unique 

to UC Davis, for the given experimental conditions. The nuclides 59Fe and 54Mn are 

produced at almost the same rates by both neutron sources, while 57Co, 60Co and 51Cr 

have higher production rates with UC Davis and 58Co has a higher production rate with 

Flattop. Ratios built on these activation products could then be used to identify or 

eliminate possible neutron sources. 

Examples of possible activation product production rate ratios using 57Co, 58Co, 

60Co, 51Cr, 59Fe, and 54Mn are shown in Fig. 7.1 for experimental and simulated 

production rates. Also, the activation product ratios discussed in Chap. 5 have been 

included, and inverted where necessary. The relative changes between the simulated 

and experimental results further support the validation of the Flattop distribution and 

the large errors in the UC Davis distribution. Since 59Fe and 54Mn have production rate 

ratios between sources close to a value of 1, activation product production rate ratios 
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relative to these nuclides can be indicative of the neutron source. This is because both 

59Fe and 54Mn are produced at approximately the same rate by UC Davis and Flattop. 

Therefore, the ratio of the production rates relative to 59Fe or 54Mn will be specific to 

the neutron source.  

 
Figure 7.1 Activation product ratios based on simulated and experimental production 

rates from the Flattop and UC Davis neutron sources. Significant changes between 
UC Davis and Flattop identify ratios that may be useful as nuclear forensic signatures. 
Simulated values are calculated from FISPACT-II results with the JEFF-3.2 library.  

 

Ratios with larger differences between UC Davis and Flattop values are better 

suited for neutron source identification. If values are reasonably close, then the 

identification may become ambiguous, especially if there is large experimental 
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uncertainty. Activation product ratios that have the most potential as nuclear forensic 

signatures of the Flattop or UC Davis neutron sources are 57Co/54Mn, 51Cr/54Mn, 

57Co/59Fe, and 51Cr/59Fe. This is consistent with the experimental comparison in Chap. 

6, since 57Co had the most extreme ratio difference between neutron sources, followed 

by 51Cr. 

FISPACT-II calculations in Chap. 6 showed that there are no activation 

products unique to Flattop activation, relative to UC Davis activation. However, there 

are many potential activation products unique to the UC Davis source. Unfortunately, 

there is low confidence in the UC Davis model neutron distribution, which is why the 

UC Davis results are regarded as potential activation network differences. Also, the 

low confidence in the UC Davis model neutron distribution prevented a quantitative 

comparison of production rates for other common activation products produced by both 

neutron sources. 

The work in Chap. 6 also showed the effect of decay time on the activation 

network progression for Flattop. Again, a similar analysis could not be made for UC 

Davis due to the errors in the model neutron distribution. For Flattop, the experimental 

shared activation products are not affected by decay time, at least out to 7 d. However, 

even though 56Co, 56Mn, and 57Ni are not experimental shared activation products, they 

are simulated shared activation products according to FISPACT-II calculations. Of 

these three simulated shared activation products, only 56Mn is sensitive to the decay 

time, making it unattractive for signature development. The nuclides 56Co and 57Ni 

require further investigation with a validated neutron distribution from UC Davis. 
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7.2 Future Outlook 

This work clearly shows that the current evaluation of the UC Davis neutron 

distribution is inadequate for activation calculations. Improvements to the Monte Carlo 

model are necessary if the UC Davis neutron distribution is to be used in future work. 

The different physics options and d+Be reaction cross sections need to be thoroughly 

investigated to tune the model. A deliberate evaluation of the experimental neutron 

spectrum through neutron spectrum unfolding methods is also required to validate the 

model. Only then can this work be revisited to further explore differences in activation 

products and production rates between the UC Davis and Flattop neutron sources. 

A careful evaluation of available cross-section data should also be completed 

as new data library evaluations are released. At the time of this work, a major update 

to the ENDF library is pending, which includes changes to the evaluated 60Ni(n,p)60Co 

cross section. Once officially released, the activation calculations should be performed 

again to determine if further improvements are needed. Any deficiencies in the 

evaluated cross sections should be announced to the nuclear data community. 

When provided with accurate neutron distributions and cross-section data, 

additional materials can be investigated using these simulations to develop new 

signatures based on activation products for nuclear forensic analysis. If activation 

calculations can provide accurate irradiation yields, differences between neutron 

sources can be exploited to create comparative fingerprints for each neutron source. 

When activation yields are reliable, they can be used as initial input data to explore 

different measurement scenarios with the HPGe detector model. Activation product 
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gamma-ray distributions can be combined with fission product spectra, and other 

complicating factors, to determine optimal measurement windows or whether 

measurement of the desired activation product is possible in a complex sample. 

Together, the simulation of neutron activation calculations and gamma-ray 

spectroscopy measurements provide useful tools for exploring different materials for 

new nuclear forensic signatures based on activation products 

 



 

133 
 

Appendix A: Equation Derivations 

 Derivations for Chap. 2 equations describing nuclide decay, Eqs. (2.1) – (2.5), 

neutron activation, Eqs. (2.6) and (2.7) along with the saturation value, and Compton 

scattering, Eq. (2.8), are presented here. Additionally, the expression for the simulated 

activation product ratio value, Eq. (4.3), and the depletion reactions through secondary 

activation, Eq. (5.5), are derived as well. 

 

A.1 Nuclide Decay 

 Radioactive decay of unstable nuclides is a random process that follows first 

order kinetics, meaning that the rate of decay is proportional to the amount of 

substance, the number of nuclei in this case. Therefore, the rate equation for the decay 

of nuclide A is: 

  𝑑𝑑𝑁𝑁𝐴𝐴/𝑑𝑑𝑑𝑑 = −𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴, (A.1) 

where 𝜆𝜆𝐴𝐴 is the decay constant for nuclide A. The rate is negative relative to the 

population of A (𝑁𝑁𝐴𝐴) since A is disappearing. Rearranging and integrating gives: 

  𝑑𝑑𝑁𝑁𝐴𝐴
𝑁𝑁𝐴𝐴

= −𝜆𝜆𝐴𝐴𝑑𝑑𝑑𝑑, (A.2) 

  ∫ 𝑑𝑑𝑁𝑁𝐴𝐴
𝑁𝑁𝐴𝐴

= −𝜆𝜆𝐴𝐴 ∫𝑑𝑑𝑑𝑑, (A.3) 

  ln𝑁𝑁𝐴𝐴 = −𝜆𝜆𝐴𝐴𝑡𝑡 + 𝐶𝐶, (A.4) 
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where C is the constant of integration. For the initial condition of 𝑁𝑁𝐴𝐴=𝑁𝑁0 at t=0, the 

constant of integration becomes 𝐶𝐶 = ln𝑁𝑁0. Substituting for C in Eq. (A.4) gives: 

  ln𝑁𝑁𝐴𝐴 = −𝜆𝜆𝐴𝐴𝑡𝑡 + ln𝑁𝑁0, (A.5) 

  ln𝑁𝑁𝐴𝐴 − ln𝑁𝑁0 = −𝜆𝜆𝐴𝐴𝑡𝑡, (A.6) 

  ln 𝑁𝑁𝐴𝐴
𝑁𝑁0

= −𝜆𝜆𝐴𝐴𝑡𝑡, (A.7) 

  𝑁𝑁𝐴𝐴
𝑁𝑁0

= 𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡, (A.8) 

  𝑁𝑁𝐴𝐴 = 𝑁𝑁0𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡, (A.9) 

which is a variation of Eq. (2.2) where t is the elapsed time of the decay period. 

Eq. (A.9) can then be used to derive the expression for the half-life. Setting 

𝑁𝑁𝐴𝐴=𝑁𝑁0/2 gives: 

  𝑁𝑁0
2

= 𝑁𝑁0𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡, (A.10) 

  𝑁𝑁0
2𝑁𝑁0

= 𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡, (A.11) 

  1
2

= 𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡. (A.12) 

Taking the natural logarithm of both sides and solving for t gives: 

  ln 1
2

= ln(𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡), (A.13) 

  ln 1
2

= −𝜆𝜆𝐴𝐴𝑡𝑡, (A.14) 

  − ln 1
2
𝜆𝜆𝐴𝐴� = 𝑡𝑡, (A.15) 
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  𝑡𝑡1/2 = 𝑡𝑡 = ln 2 𝜆𝜆𝐴𝐴⁄ , (A.16) 

which is Eq. (2.3) for the half-life of a given radionuclide. 

 For the case of decay where the parent (A) decays to the daughter (B) which 

then also decays, the rate equation for the daughter includes the decay of the daughter 

as well as growth from the decay of the parent. This results in: 

  𝑑𝑑𝑁𝑁𝐵𝐵/𝑑𝑑𝑑𝑑 = −𝜆𝜆𝐵𝐵𝑁𝑁𝐵𝐵 + 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴. (A.17) 

Solving this first-order linear differential equation begins by rearranging, then 

multiplying both sides by 𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 and distributing, giving: 

  �𝑑𝑑𝑁𝑁𝐵𝐵
𝑑𝑑𝑑𝑑

+ 𝜆𝜆𝐵𝐵𝑁𝑁𝐵𝐵 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴� 𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡, (A.18) 

  𝑑𝑑𝑁𝑁𝐵𝐵
𝑑𝑑𝑑𝑑

𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 + 𝜆𝜆𝐵𝐵𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡, (A.19) 

The left-hand side of Eq. (A.19) reduces to the derivative of 𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 with respect to t. 

Substituting 𝑁𝑁𝐴𝐴 with the expression given in Eq. (A.9) and simplifying gives: 

  𝑑𝑑
𝑑𝑑𝑑𝑑
�𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡� = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡, (A.20) 

  𝑑𝑑
𝑑𝑑𝑑𝑑
�𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡� = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴). (A.21) 

Integrating gives: 

  𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0 ∫ 𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴)𝑑𝑑𝑑𝑑, (A.22) 

  𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴) + 𝐾𝐾, (A.23) 

where K is the constant of integration. Solving for K with the initial condition that 𝑁𝑁𝐵𝐵=0 

at t=0, substituting the result, and simplifying gives: 
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  𝐾𝐾 = − 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

, (A.24) 

  𝑁𝑁𝐵𝐵𝑒𝑒𝜆𝜆𝐵𝐵𝑡𝑡 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴) − 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

, (A.25) 

  𝑁𝑁𝐵𝐵 = �𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴) − 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

� 𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡, (A.26) 

  𝑁𝑁𝐵𝐵 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒𝑡𝑡(𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴)𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡 − 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡, (A.27) 

  𝑁𝑁𝐵𝐵 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒−𝑡𝑡𝜆𝜆𝐴𝐴 − 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡, (A.28) 

  𝑁𝑁𝐵𝐵 = 𝜆𝜆𝐴𝐴𝑁𝑁𝐴𝐴0
𝜆𝜆𝐵𝐵−𝜆𝜆𝐴𝐴

�𝑒𝑒−𝑡𝑡𝜆𝜆𝐴𝐴 − 𝑒𝑒−𝜆𝜆𝐵𝐵𝑡𝑡�, (A.29) 

which is Eq. (2.5). 

 

A.2 Neutron Activation and Depletion 

 The rate of nuclide production for a single neutron capture reaction is 

determined by the difference between the production and decay terms. The production 

term is the determined by the number of target nuclei (𝑛𝑛0) the total flux magnitude 

(Φ𝑇𝑇), and the flux weighted 1-group cross section (𝜎𝜎�). The decay term is equal to Eq. 

(A.1). The resulting rate equation is for the production of P is: 

  𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎� − 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝. (A.30) 

Rearranging, using the same multiplicative factor as with the multistep decay equation, 

and simplifying gives: 
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  𝑑𝑑𝑁𝑁𝑝𝑝
𝑑𝑑𝑑𝑑

+ 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�, (A.31) 

  �𝑑𝑑𝑁𝑁𝑝𝑝
𝑑𝑑𝑑𝑑

+ 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�� 𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡, (A.32) 

  𝑑𝑑𝑁𝑁𝑝𝑝
𝑑𝑑𝑑𝑑

𝑒𝑒𝜆𝜆𝑝𝑝 + 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡, (A.33) 

  𝑑𝑑
𝑑𝑑𝑑𝑑
�𝑁𝑁𝑝𝑝𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡. (A.34) 

Integrating gives: 

  𝑁𝑁𝑝𝑝𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎� ∫ 𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡𝑑𝑑𝑑𝑑, (A.35) 

  𝑁𝑁𝑝𝑝𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 + 𝐻𝐻, (A.36) 

where H is the constant of integration. Solving for H with the initial condition that 

𝑁𝑁𝑝𝑝=0 at t=0, substituting the result into Eq. (A.36) gives: 

  𝐻𝐻 = −𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

, (A.37) 

  𝑁𝑁𝑝𝑝𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡 − 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

, (A.38) 

  𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

𝑒𝑒𝜆𝜆𝑝𝑝𝑡𝑡𝑒𝑒−𝜆𝜆𝑝𝑝𝑡𝑡 − 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

𝑒𝑒−𝜆𝜆𝑝𝑝𝑡𝑡, (A.39) 

  𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�
𝜆𝜆𝑝𝑝

�1 − 𝑒𝑒−𝜆𝜆𝑝𝑝𝑡𝑡�, (A.40) 

which is Eq. (2.7) and Eq. (5.1). 

 Secondary activations on primary activation products constitute depletion 

reactions. When this occurs, the rate of production of P, Eq. (A.30), is further reduced 

by the activation expression for the secondary reaction. The secondary activation term 
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is defined in the same way as the production term for the primary activation equation, 

where 𝜎𝜎�𝑠𝑠 is the flux weighted 1-group cross section for the secondary reaction. The 

resulting rate equation is: 

  𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝 − 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝 − 𝑁𝑁𝑝𝑝Φ𝑇𝑇𝜎𝜎�𝑠𝑠. (A.41) 

Rearranging and simplifying gives: 

  𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ + 𝜆𝜆𝑝𝑝𝑁𝑁𝑝𝑝 + 𝑁𝑁𝑝𝑝Φ𝑇𝑇𝜎𝜎�𝑠𝑠 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝, (A.42) 

  𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ + 𝑁𝑁𝑝𝑝�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝. (A.43) 

To solve this differential equation, the multiplicative factor is 𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�, which again 

allows for the reduction of the left-hand side of Eq. (A.45) via the power rule. 

Simplifying and integrating the result gives: 

  �𝑑𝑑𝑁𝑁𝑝𝑝 𝑑𝑑𝑑𝑑⁄ + 𝑁𝑁𝑝𝑝�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝�𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�, (A.44) 

  𝑑𝑑𝑁𝑁𝑝𝑝
𝑑𝑑𝑑𝑑

𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� + 𝑁𝑁𝑝𝑝�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�, (A.45) 

  𝑑𝑑
𝑑𝑑𝑑𝑑
�𝑁𝑁𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�, (A.46) 

  𝑁𝑁𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝 ∫ 𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�𝑑𝑑𝑑𝑑, (A.47) 

  𝑁𝑁𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� + 𝐺𝐺, (A.48) 

where G is the constant of integration. Solving for G with the initial same initial 

condition as for the primary activation equation, substituting into Eq. (A.48), and 

simplifying gives: 
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  G = − 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

, (A.49) 

  𝑁𝑁𝑝𝑝𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� − 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

, (A.50) 

  𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

𝑒𝑒𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�𝑒𝑒−𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠� − 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

𝑒𝑒−𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠�, (A.51) 

  𝑁𝑁𝑝𝑝 = 𝑛𝑛0Φ𝑇𝑇𝜎𝜎�𝑝𝑝
𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠

�1 − 𝑒𝑒−𝑡𝑡�𝜆𝜆𝑝𝑝+Φ𝑇𝑇𝜎𝜎�𝑠𝑠��, (A.52) 

which is equivalent to Eq. (5.5). 

 

A.3 The Compton Scattering of Gamma rays 

 The scattering of gamma-ray photons through collisions with electrons in an 

absorbing material requires the conservation of energy and momentum in relativistic 

terms. The geometry of a Compton scattering event is shown in Fig. A.1. The subscripts 

of γ, e, i, and f denote the photon and electron energies (E) and momenta (p) of the 

initial and final states. 
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Figure A.1 The geometry of a Compton scattering event where energy and 
momentum must be conserved. The final momentum of the scattered electron is 

duplicated as dotted line to show vector addition for the conservation of momentum. 

 

 Relativistic kinematics states that the energy of a particle is determined by its 

momentum (p) and rest-mass (𝑚𝑚𝑜𝑜) according to: 

  𝐸𝐸𝑇𝑇2 = (𝑝𝑝𝑝𝑝)2 + (𝑚𝑚0𝑐𝑐2)2, (A.53) 

where c is the speed of light. For a photon having no mass, 𝐸𝐸𝑇𝑇 = 𝐸𝐸𝛾𝛾𝛾𝛾 = 𝑝𝑝𝛾𝛾𝛾𝛾𝑐𝑐 prior to 

the collision. For an electron at rest relative to the incident photon, 𝐸𝐸𝑇𝑇 = 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝑚𝑚𝑒𝑒𝑐𝑐2, 

where 𝑚𝑚𝑒𝑒 is the rest-mass of an electron. The final states are of each particle are then 

𝐸𝐸𝛾𝛾𝛾𝛾 = 𝑝𝑝𝛾𝛾𝛾𝛾𝑐𝑐 and 𝐸𝐸𝑒𝑒𝑒𝑒2 = �𝑝𝑝𝑒𝑒𝑒𝑒𝑐𝑐�
2

+ (𝑚𝑚𝑒𝑒𝑐𝑐2)2. The conservation of energy gives: 

  𝐸𝐸𝛾𝛾𝛾𝛾 + 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝐸𝐸𝛾𝛾𝛾𝛾 + 𝐸𝐸𝑓𝑓, (A.54) 

  𝐸𝐸𝛾𝛾𝛾𝛾 + 𝑚𝑚𝑒𝑒𝑐𝑐2 = 𝐸𝐸𝛾𝛾𝛾𝛾 + ��𝑝𝑝𝑒𝑒𝑒𝑒𝑐𝑐�
2

+ (𝑚𝑚𝑒𝑒𝑐𝑐2)2, (A.55) 

  �𝐸𝐸𝛾𝛾𝛾𝛾 − 𝐸𝐸𝛾𝛾𝛾𝛾 + 𝑚𝑚𝑒𝑒𝑐𝑐2�
2

= 𝑝𝑝𝑒𝑒𝑒𝑒2 𝑐𝑐2 + 𝑚𝑚𝑒𝑒
2𝑐𝑐4. (A.56) 
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 The scattering angle (θ) can be calculated by applying the law of cosines to the 

conservation of momentum with vector addition, resulting in: 

  𝑝𝑝𝑒𝑒𝑒𝑒2 = 𝑝𝑝𝛾𝛾𝛾𝛾2 + 𝑝𝑝𝛾𝛾𝛾𝛾2 − 2𝑝𝑝𝛾𝛾𝛾𝛾𝑝𝑝𝛾𝛾𝛾𝛾 cos 𝜃𝜃. (A.57) 

Substituting Eq. (A.57) in to Eq. (A.56) gives: 

  �𝐸𝐸𝛾𝛾𝛾𝛾 − 𝐸𝐸𝛾𝛾𝛾𝛾 + 𝑚𝑚𝑒𝑒𝑐𝑐2�
2

= 𝑝𝑝𝛾𝛾𝛾𝛾2 𝑐𝑐2 + 𝑝𝑝𝛾𝛾𝛾𝛾2 𝑐𝑐2 − 2𝑝𝑝𝛾𝛾𝛾𝛾𝑝𝑝𝛾𝛾𝛾𝛾𝑐𝑐2 cos 𝜃𝜃 + 𝑚𝑚𝑒𝑒
2𝑐𝑐4. (A.58) 

Expanding the left-hand side (LHS), applying the relationship between photon energy 

and momentum of 𝐸𝐸 = 𝑝𝑝𝑝𝑝 to the right-hand side (RHS), and canceling terms gives: 

  𝐿𝐿𝐿𝐿𝐿𝐿 = 𝐸𝐸𝛾𝛾𝛾𝛾2 + 𝐸𝐸𝛾𝛾𝛾𝛾2 − 2𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 + 2𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 − 2𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 + 𝑚𝑚𝑒𝑒
2𝑐𝑐4, (A.59) 

  𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑝𝑝𝛾𝛾𝛾𝛾2 𝑐𝑐2 + 𝑝𝑝𝛾𝛾𝛾𝛾2 𝑐𝑐2 − 2𝑝𝑝𝛾𝛾𝛾𝛾𝑝𝑝𝛾𝛾𝛾𝛾𝑐𝑐2 cos 𝜃𝜃 + 𝑚𝑚𝑒𝑒
2𝑐𝑐4, (A.60) 

  𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐸𝐸𝛾𝛾𝛾𝛾2 + 𝐸𝐸𝛾𝛾𝛾𝛾2 − 2𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 cos 𝜃𝜃 + 𝑚𝑚𝑒𝑒
2𝑐𝑐4, (A.61) 

  −𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 + 𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 − 𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 = −𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 cos 𝜃𝜃. (A.62) 

Rearranging and simplifying gives: 

  𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 − 𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 = 𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 − 𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾 cos𝜃𝜃, (A.63) 

  𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2 = 𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾(1 − cos 𝜃𝜃) + 𝐸𝐸𝛾𝛾𝛾𝛾𝑚𝑚𝑒𝑒𝑐𝑐2, (A.64) 

  𝐸𝐸𝛾𝛾𝛾𝛾 = 𝐸𝐸𝛾𝛾𝛾𝛾𝐸𝐸𝛾𝛾𝛾𝛾
𝑚𝑚𝑒𝑒𝑐𝑐2

(1 − cos 𝜃𝜃) + 𝐸𝐸𝛾𝛾𝛾𝛾, (A.65) 

  𝐸𝐸𝛾𝛾𝛾𝛾 = 𝐸𝐸𝛾𝛾𝛾𝛾 �
𝐸𝐸𝛾𝛾𝛾𝛾
𝑚𝑚𝑒𝑒𝑐𝑐2

(1 − cos 𝜃𝜃) + 1�, (A.66) 
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  𝐸𝐸𝛾𝛾𝛾𝛾

1+
𝐸𝐸𝛾𝛾𝛾𝛾
𝑚𝑚𝑒𝑒𝑐𝑐2

(1−cos𝜃𝜃)
= 𝐸𝐸𝛾𝛾𝛾𝛾, (A.67) 

which is equivalent to Eq. (2.8). 

 

A.4 The Simulated Activation Product Ratio 

 Simulated activation product ratios in Chap. 4 and Chap. 5 were calculated 

based on analysis of the simulated gamma-ray spectra created with the MCNP model. 

The activity (A) of a given nuclide at the time of measurement is determined by the 

calculated peak area (PA) in net counts divided by the counting time (tc), the probability 

of emission of the gamma ray being used (𝑃𝑃𝛾𝛾), and the photopeak efficiency (𝜀𝜀𝛾𝛾) for 

that specific gamma ray on the detector being used, which gives: 

  𝐴𝐴 = 𝑃𝑃𝑃𝑃
𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾𝑃𝑃𝛾𝛾

. (A.68) 

 The population of the activation product at the end of irradiation can be 

determined by converting from activity to nuclide population and correcting for the 

decay time between the end of irradiation and measurement. The conversion from 

activity to population uses the relationship of 𝐴𝐴 = 𝜆𝜆𝜆𝜆: 

  𝐴𝐴𝑚𝑚 = 𝜆𝜆𝑁𝑁𝑚𝑚 = 𝑃𝑃𝑃𝑃
𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾𝑃𝑃𝛾𝛾

, (A.69) 

  𝑁𝑁𝑚𝑚 = 𝑃𝑃𝑃𝑃
𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾𝑃𝑃𝛾𝛾

, (A.70) 
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where 𝑁𝑁𝑚𝑚 is the population at the time of measurement. The decay time correction uses 

the relationship given in Eq. (A.9) to calculate the population and the end of irradiation 

(𝑁𝑁0), where 𝑁𝑁𝑚𝑚 is the population at the time of measurement, giving: 

  𝑁𝑁𝑚𝑚 = 𝑁𝑁0𝑒𝑒−𝜆𝜆𝐴𝐴𝑡𝑡 ⟶ 𝑁𝑁0 = 𝑁𝑁𝑚𝑚𝑒𝑒𝜆𝜆𝜆𝜆. (A.71) 

Combining Eqs. (A.70) and (A.71) gives: 

  𝑁𝑁0 = 𝑃𝑃𝑃𝑃
𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾𝑃𝑃𝛾𝛾

𝑒𝑒𝜆𝜆𝜆𝜆. (A.72) 

Taking the ratio of two activation products from the same measurement (𝑁𝑁1 and 𝑁𝑁2) 

and simplifying gives: 

  𝑁𝑁1
𝑁𝑁2

=
𝑃𝑃𝑃𝑃1

𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾1𝑃𝑃𝛾𝛾1𝜆𝜆1
𝑒𝑒𝜆𝜆1𝑡𝑡

𝑃𝑃𝑃𝑃1
𝑡𝑡𝑐𝑐𝜀𝜀𝛾𝛾2𝑃𝑃𝛾𝛾2𝜆𝜆2

𝑒𝑒𝜆𝜆2𝑡𝑡
, (A.73) 

  𝑁𝑁1
𝑁𝑁2

= 𝑃𝑃𝑃𝑃1𝜀𝜀𝛾𝛾2𝑃𝑃𝛾𝛾2𝜆𝜆2
𝑃𝑃𝑃𝑃2𝜀𝜀𝛾𝛾1𝑃𝑃𝛾𝛾1𝜆𝜆1

𝑒𝑒𝑡𝑡(𝜆𝜆1−𝜆𝜆2), (A.74) 

which is equivalent to Eq. (4.3). 
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Appendix B: Simulation Descriptions and Input Files 

 Each of the simulations used in this work are described here in greater detail: 

the HPGe detector model, neutron production with the University of California-Davis 

campus d+Be converter and the Flattop critical assembly, and neutron activation 

calculations with FISPACT-II. Input files for use with MCNP are included for the 

HPGe detector and neutron source models, as well as those necessary for neutron 

activation using FISPACT-II. 

 

B.1 The HPGe Model 

 The HPGe detector model in MCNP was based on an existing detector at the 

Lawrence Livermore National Laboratory Nuclear Counting Facility. The physical 

detector was an ORTEC GEM series p-type coaxial HPGe detector. Only the detector 

capsule itself was modeled, using dimensions from the manufacturer specification 

sheet. All composite material descriptions were taken from the Pacific Northwest 

National Laboratory Materials Compendium [99]. Corrections for the bulletization of 

the physical crystal were not included. A cylindrical shield was included in some 

simulations, consisting of Cd, Cu, Pb, and generic steel. A schematic representation of 

the shield is shown in Fig. B.1. 



 

145 
 

 

Figure B.1 Schematic representation of the shield chamber geometry for the HPGe 
detector simulation in MCNP, showing layer thicknesses and inner cavity dimensions, 

along with the relative positions of the HPGe capsule and sample. 

 

The sample was modeled as a small cylindrical polyethylene vial to be 

consistent with the experiment setup. Experimental procedures called for dissolution 

of activated foils, so source particles originated from randomly sampled locations 

within the sample vial. Since experimental samples were liquid based, the simulated 

source assumed a density of 1 g cm-3. The simulation environment around the detector 

and sample was defined as dry air near sea level. 
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Simulations ran at least 109 photons emitted isotropically as source particles. 

Both photon and electron interactions were tracked in the simulations. A lower energy 

cutoff of 50 keV was used for both photons and electrons to save on computation time. 

Interactions were sampled based on the MCPLIB84 photon library and the el03 

electron library. The pulse-height spectrum was created using the F8 tally with the 

Gaussian energy broadening (GEB) option as a detector response function. The GEB 

terms were derived from experimental data using the physical detector on which the 

model was based. The simulated spectra were setup to record counts in 4096 channels 

with a 0.5 keV gain per channel, consistent with experimental counts. 

The MCNP input file for the HPGe detector with the shielding chamber is: 

HPGe Simulation 
c ------------------------------------------------------------------------------ 
c  “comment section” 
c  
c ----------Cell Block------------------------------------------------------- 
c -------XP/3 Detector cells------------------------------------ 
21   51   -2.70   3 -2 imp:p,e=1 $ Al endcap 
22   0            4 -3 imp:p,e=1 $ Area under vacuum 
23   51   -2.70   -4 5  imp:p,e=1 $ Al mounting cup 
83   60   -1.380   -5 -45   imp:p,e=1 $ Mylar layer 
24   52   -5.323  -46 45 -5 6  imp:p,e=1 $ Outer dead layer 
84   0    -5 46  imp:p,e=1       $ Void area 
25   52   -5.323  7 -6 imp:p,e=1 $ Active Ge crystal 
26   52   -5.323  8 -7 imp:p,e=1 $ Inner dead layer 
27   0    -8 imp:p,e=1 $ Inner crystal bore 
c  
c -------Shield------------------------------------------------- 
32   55   -0.001205 2 12 10 -14 imp:p,e=1 $ Air within simulation environment 
33   56   -8.96     14 -15 imp:p,e=1 $ Cu shield layer 
34   57   -8.65     15 -16 imp:p,e=1 $ Cd shield layer 
35   58   -11.35    16 -17 imp:p,e=1 $ Pb shield layer 
36   59   -7.82     17 -18 imp:p,e=1 $ Steel shield cover 
c  
c -------Sample and Universe cells------------------------------ 
28   53   -0.93     11 -10   imp:p,e=1 $ Prindle vial base 
29   53   -0.93     10 -12   imp:p,e=1 $ Prindle vial cap 
30   54   -1        -11 -13  imp:p,e=1 $ Liquid sample (assumed H20) 
31   55   -0.001205 -11 13   imp:p,e=1 $ Air inside Prindle vial 
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99   0   18 imp:p,e=0 $ Universe boundary, external face of shield 
c --------------------------------------------------------------------------- 
c  
 
c ----------Surface Block---------------------------------------------------- 
c -------XP/3 Detector------------------------------------------ 
2  rcc 0 0 0   0 0 13.4  3.5    $ Outer endcap boundary 
3  rcc 0 0 0.1   0 0 13.2  3.4    $ Inner endcap boundary 
4  rcc 0 0 0.4    0 0 9.4   3.03   $ Outer mounting cup boundary 
5  rcc 0 0 0.403  0 0 9.097 2.95   $ Inner mounting cup boundary 
45 pz  0.406      $ Mylar cap 
6  rcc 0 0 0.476  0 0 6.03  2.88   $ Outer dead layer boundary 
46 pz  6.506      $ Rear crystal boundary 
7  rcc 0 0 1.76597 0 0 4.74003 0.45003    $ Inner dead layer boundary 
8  rcc 0 0 1.766  0 0 4.74  0.45    $ Crystal inner bore 
c  
c -------Shield------------------------------------------------- 
14 rcc 0 0 -19.05 0 0 38.10     12.7   $ Inner cavity boundary 
15 rcc 0 0 -19.129375 0 0 38.25875  12.779375   $ Cu/Cd boundary 
16 rcc 0 0 -19.20875 0 0 38.4175   12.85875    $ Cd/Pb boundary 
17 rcc 0 0 -29.36875 0 0 58.7375   22.38375    $ Pb/Steel boundary 
18 rcc 0 0 -30.00375 0 0 60.0075   23.001875   $ External shield boundary 
c  
c -------Sample and Universe------------------------------------ 
10 rcc 0 0 -11.2445  0 0 4.3  1.85 $ Prindle base outer diameter 
11 rcc 0 0 -11.0445  0 0 4.1  1.65 $ Prindle base inner diameter 
12 rcc 0 0 -8.0445   0 0 1.3  2.25 $ Prindle cap outer boundary 
13 pz  -9.8755    $ Sample volume boundary 
c  
c Surface 10-13 are based on the distance from the detector to the source  
c center of mass (DSCM) in cm. 10: DSCM + 0.7845; 11: DSCM + 0.5845; 
c 12: DSCM - 2.4155; 13: DSCM - 0.5845 
c --------------------------------------------------------------------------- 
c 
 
c ----------Data Block------------------------------------------------------- 
c -----Materials-----------From PNNL Compendium---------------------- 
m0  plib=84p elib=03e   $ Electron and photon libraries 
m51 13000  1    $ Natural Al 
m52 32000  1    $ Natural Ge 
m53 1000 -0.143716  6000 -0.856284 $ Polyethylene 
m54 1000 -0.111894  8000 -0.888106 $ Sample solvent - assumed to be H20 
m55  6000  -0.000124  $ Air - C, N, O, and Ar, dry at sea level 
     7000  -0.755268 
     8000  -0.231781 
     18000 -0.012827 
m56 29000  1    $ Natural Cu lining of shield 
m57 48000  1    $ Natural Cd lining of shield 
m58 82000  1    $ Natural Pb of shiled 
m59 6000 -0.005  26000 -0.995  $ Carbon steel (mat.294, PNNL) 
m60  1000  -0.041960   $ Mylar (PET-mat.246, PNNL) 
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     6000  -0.625016 
     8000  -0.333024 
c  
c -----Physics & Options------------------------------- 
mode p e    $ photon transport problem 
prdmp 2j 1 3  $ creates mctal file, saves last 3 dumps 
print -85 -86 -30 $ table printing 
cut:p,e j 0.05  $ 50 keV cutoff 
c  
c -----Source Definition---------------------------------- 
nps 1e9 
sdef cel=30 erg=d3 rad=d1 ext=d2 axs=0 0 1 pos= 0 0 -11.0445 par=p 
c --Have to change POS to match sample location---POS=location of cell 11---- 
si1 0 1.65  $ radial extent of the prindle 
si2 0 1.169  $ linear extent of the prindle 
# si3  sp3 $ source line energies and probabilities 
c  
c -----Tally---------------------------------------------------- 
fc108 Simulated HPGe Spectrum  
f108:p 25   $ pulse-height tally for HPGe cell 
ft108 geb 4.93076e-4  9.39315e-4  0.07615  $ Energy broadening terms 
e108 0 4095i 2.048  $ energy bins, 4096 channels 
c ----------------------------------------------------------------------------- 
 

The ORTEC specification sheet giving detector capsule component dimensions 

is shown in Fig. B.2. 
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Figure B.2 The ORTEC specification sheet for the physical detector used to build to 

the MCNP detector model. 
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B.2 The d+Be Neutron Converter 

 Neutron production for the d+Be converter was modeled after the setup at the 

University of California-Davis campus Crocker Nuclear Laboratory. The experimental 

deuteron source was a 30 MeV beam operating at 10 μA supplied by a 76-inch 

cyclotron. The deuteron beam is centered on the Be converter cylinder. The cylinder is 

housed in a Cu jacket to facilitate cooling. The foil holder was modeled as mica 

rectangle with a hole in the center for target foils. The shape of the experimental target 

holder is slightly different but was idealized for simplicity in the MCNP model. A 3D 

representation of the irradiation setup is shown in Fig. B.3. The Be cylinder was 

2.54 cm long with a 1.27 cm diameter. The Cu jacket surrounded the Be cylinder and 

was 20 µm thick. The target frame was approximately 5.08 cm wide and 3.71 cm high 

with a thickness of 0.80 cm. The frame cutout was centered, with a diameter of 1.91 cm. 

The target foil modeled in Fig. B.3 has a diameter of 1.27 cm and a thickness of 

0.254 cm. 
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Figure B.3 Simulation geometry in MCNP for the d+Be neutron converter at the 

University of California-Davis campus. 
 

 The source was defined as 30 MeV monodirectional deuterons aimed at the 

center of the converter cylinder end. The simulation ran 2x109 source particles in order 

to pass all statistical checks for the neutron energy tally. The ENDF/B-VII.1 library 

data was used when available and was supplemented by the CEM03.03 and 

LAQGSM03.03 physics models. Neutrons were tallied in 1000 equal unit lethargy 

energy bins from 1x10-11 MeV up to 100 MeV using the F4 tally. 

 The MCNP input file for neutron production from the d+Be converter is: 

UC Davis Neutron Production Simulation 
c ------------------------------------------------------------------------------ 
c using pencil beam deuteron source 
c  
c ----------Cell Block------------------------------------------------------- 
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32  2  -1.848  -11   $ Be converter 
33  3  -8.96    11 -12   $ Cu jacket 
34  4  -2.82   -13 14   $ Mica target frame w/cutout 
35  0          -15   $ Target foil 
36  5  -0.001205    -19 #32 #33 #34 #35 $ Air 
99  0  19   $ Outside simulation universe 
c --------------------------------------------------------------------------- 
c  
 
c ----------Surface Block---------------------------------------------------- 
11 rcc  0 0 0       -2.54 0 0    0.635 $ Be converter cylinder 
12 rcc  0.002 0 0   -2.544 0 0   0.637 $ Cu jacket cover 
13 rpp  0.1 0.89502 -2.54 2.54 -1.64338  2.06502 $ Frame 
14 rcc  0.1 0 0      0.79502 0 0  0.9525 $ Frame cutout 
15 rcc  0.33876 0 0  0.02 0 0     0.635 $ Target foil 
19 sph  0 0 0   5 $ Simulation environment boundary 
c --------------------------------------------------------------------------- 
c 
 
c ----------Data Block------------------------------------------------------- 
c -----Materials--------------------------------------------- 
m0   nlib=80c hlib=70h $ Data Library specification: ENDF/B-VII.1 
m2   4009  1  $ Be converter 
mt2  be.20t  $ Treatment option for thermal neutrons in Be 
m3   29063 69.15 29065 30.85 $ Cu converter jacket 
m4     1001 8.69465E-02 $ Mica as muscovite - webmineral.com 
 1002 1.00000E-05 
 8016 5.20471E-01 
 8017 1.98261E-04 
 8018 1.06957E-03 
 9019 8.69565E-02 
 13027 1.30435E-01 
 14028 4.00970E-02 
 14029 2.03696E-03 
 14030 1.34435E-03 
 19039 1.21641E-01 
 19040 1.52609E-05 
 19041 8.77852E-03 
m5     6012 1.48395E-04 $ Air - dry, near sea level, PNNL mat #4 
 6013 1.60500E-06 
 7014 7.81576E-01 
 7015 2.85533E-03 
 8016 2.10236E-01 
 8017 8.00842E-05 
 8018 4.32033E-04 
 18036 1.55825E-05 
 18038 2.93806E-06 
 18040 4.65248E-03 
c  
c -----Physics & Options------------------------------- 
mode n d h t s a #  $ Specify neutronsall particles 
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imp:n,d,h,t,s,a,# 1 1 1 1 1 0 $ Cell importances 
prdmp   2j 1 3   $ Creates mctal files, saves last 3 dumps 
print  -85 -86 -30  $ Table printing options 
lca 8j 1 1  $ CEM03.03 & LAQGSM03.03 
phys:n j 200  $ Use analog neutron capture 
cut:n 2j 0 0  $ Use analog neutron capture 
rand  gen=2  $ Random number generator #2 
c  
c -----Source Definition---------------------------------- 
nps     2e9   $ Number of source particles 
sdef    pos=-3 0 0 erg=30 vec=1 0 0 par=d dir=1  $ Pencil beam 
c  
c -----Tally---------------------------------- 
fc354 log bininng 
f354:n 35 
e354 1e-11 1000log 100 
c ------------------------------------------------------------------------------ 
 

 

B.3 The Flattop Critical Assembly 

 The Flattop critical assembly is a spherical natural uranium reflector with 

interchangeable cores and mass buttons for changing reactivity and achieving different 

neutron spectra. The configuration used in this work employed a highly enriched 

uranium core. The assembly has a horizontal sample bore through the center of the core 

and reflector to allow for irradiations at different locations. The neutron spectrum used 

in this work was obtained from a detailed model in MCNP created by collaborators at 

Los Alamos National Laboratory. Due to the sensitive nature of the assembly, exact 

dimensions were not available. A representative description was taken from the 

International Handbook of Evaluated Criticality Safety Benchmark Experiments for 

this Flattop configuration. The input file for the representative Flattop critical assembly 

model in MCNP is: 
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Flattop Spectrum Determination 
c ------------------------------------------------------------------------------ 
c “comment  section” 
c  
c ----------Cell Block------------------------------------------------------- 
11 101 0.04767449 -1 imp:n=1 $ HEU core 
12 102 0.048069744 1 -2 imp:n=1 $ nat U reflector 
13 0 2 imp:n=0   $ outside assembly 
c --------------------------------------------------------------------------- 
c  
 
c ----------Surface Block---------------------------------------------------- 
1 so 6.1156 $ core 
2 so 24.1242 $ reflector 
c --------------------------------------------------------------------------- 
c 
 
c ----------Data Block------------------------------------------------------- 
c -----Materials--------------------------------------------- 
m101 92234.80c 0.00048869  $ HEU core 
     92235.80c 0.044482 
     92238.80c 0.0027038 
m102 92234.80c 0.0000026438 $ nat U reflector 
     92235.80c 0.0003461 
     92238.80c 0.047721 
c  
c -----Physics, Options, & SDEF------------------------------- 
mode n 
totnu 
rand gen=2 seed=100000001 
kcode 1200000 1.0 50 2050 
prdmp j 500 
sdef rad=d1 erg=d2 
si1 0. 24.1242 
sp1 -21 2 
sp2 -3 0.988 2.249 
print 
c 
c -----Tally---------------------------------------------------- 
fc5 Point Detector Tally at Origin 
f5:n 0 0 0  0.01 
e5 1e-11 1000log 100 
c --------------------------------------------------------------------------- 
c ------------------------------------------------------------------------------ 
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B.4 Activation Calculations with FISPACT-II 

 Activation calculations were performed using the FISPACT-II code with the 

ENDF/B-VII.1, JEFF-3.2, and TENDL-14 nuclear data libraries. Initial neutron spectra 

derived from the flux tallies in the models of each neutron source were converted to 

the 709-group structure in FISPACT-II using the GRPCONVERT keyword. Activation 

reaction libraries were then pre-compiled for each nuclear data based on the 709-group 

neutron distributions. The group conversion, library building, and activation 

calculations can be run from a single input file but were separated for this work for 

verification after each step. The group conversion input is: 

<< convert flux to 709 group structure>> 
CLOBBER 
GRPCONVERT 1001 709 
FISPACT 
* Convert UCD log-binned flux to 709 group structure 
END 
* END 
 

The input file for compiling the reaction libraries is: 

<< --FISPACT input file to process library data for UCD 709-group flux irradiation-- >> 
<< -------first block is library prep block------------------------- >> 
CLOBBER   << overwrite if existing filename >> 
LOGLEVEL 4  << error reporting information >> 
GETXS 1 709   << get XS data for 709 group structure linked in "files" >> 
GETDECAY 1  << get decay data from link in "files" >> 
NOFISS  << don't process fission yield data, ok since no actinides >> 
FISPACT 
* Library Prep for UCD Irradiation w/JEFF-3.2 data << title card >> 
PRINTLIB 0  << gives full library description output >> 
END 
* End of Library Prep Run for UCD spectrum 
<< have to use ALL CAPS for keywords >> 
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The input file for the activation calculations is: 

<< Input file to run UCD activation calculations w/JEFF-3.2 data on SS-304 >> 
<< library prep block >> 
MONITOR 1  << update display while running >> 
CLOBBER   << file overwrite >> 
GETXS 0   << read XS from collapx file >> 
GETDECAY 0  << read decay from arrayx file >> 
LOGLEVEL 4  << error level printing >> 
FISPACT 
* UCD Activation of SS-304 w/JEFF-3.2 data 
<< Initial Conditions and Print Options section >> 
TAB1 1 << output # of atoms and grams of each nuclide in separate table >> 
TAB2 2 << output activity and dose rate of each nuclide in separate table >> 
DENSITY 7.93  << g/cm^3 >> 
MASS 1.518e-4 5  << mass of material in kg and # of elements in material >> 
Fe 71.21  << wt% of each component >> 
Ni 8.05 
Cu 0.54 
Mn 1.81 
Cr 18.39 
MIND 1000  << output threshold level, print nuclides over 1k atoms >> 
UNCERTAINTY 2     << uncertainty for inventory and pathways, retain other defaults>> 
UNCTYPE 3  << include half-life and XS uncertainties in final values >> 
TOLERANCE 0 1e-5 1e-9 << set solver convergence tolerance limits >> 
NOSTABLE  << do not include stable nuclides in output >> 
SORTDOMINANT 150 150 << display the top 100 nuclides, sorted >> 
<< Irradiation Phase >> 
FLUX 1.1691E+12  << flux value in n/cm^2-s >> 
ATOMS   << calculate inventory at this step >> 
TIME 7.0 HOURS << irradiation time and units, can do multiple steps if desired >> 
ATOMS   << calculate inventory at this step >> 
<< Cooling Phase - need at least 1 cooling step >> 
FLUX 0  << set flux to 0 before cooling, signals end of irradiation >> 
ZERO   << terminates irradiation phase >> 
END 
* End of P3 UCD Activation w/JEFF-3.2 data 
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Appendix C: The Random Walk of MCNP 

The Monte Carlo N-Particle radiation transport code (MCNP) is a general 

purpose stochastic computational code used to simulate various particle interactions in 

a variety of situations [84]. As a stochastic code, MCNP uses random numbers to 

sample interactions throughout a particle’s history for a given problem geometry. The 

result is a statistical approximation of the average behavior of an observable for the 

defined problem. 

Simulation with MCNP involves tracking the individual interaction history of a 

particle through a defined geometry, where probabilities of collisions and other 

interactions are statistically sampled from available data and probability distributions 

using random numbers. This process is then repeated many, many times to arrive at an 

average value. A particle’s history ends with an event such as absorption or escape 

from the problem geometry. All subsequent particles produced during the lifetime of 

the original particle may also be tracked. 

Consider a photon interacting with an absorbing material. The total interaction 

probability at any given instance is the sum of all possible interactions, which include 

photoelectric absorption, Compton scattering, and pair production. Each possible 

interaction has a defined probability based on the energy of the photon and the available 

nuclear data. At each collision or interaction point, the specific interaction that takes 

place is sample is sampled from the total interaction probability using random numbers. 

One photon may undergo several Compton scattering events before exiting the 

material. Another photon may experience a different number of Compton scattering 
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events before photoelectric absorption occurs and terminates the life of the photon. If 

a Compton scattering event is randomly selected, the scattering angle (θ) is also 

randomly sampled, thereby determining the scattered photon energy and direction for 

the next step of the photon’s history. 

For problems with multiple materials defined in the geometry, the process of 

relying on random interactions is continued as the photon interacts with different each 

material. The life of the photon is terminated only when an absorption event occurs or 

when the photon exits the defined problem geometry. The random walk process is 

repeated over and over again to obtain satisfactory statistical results. 
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