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The effect of time delay on nonlinear oscillators is an important problem in
the study of dynamical systems. Erbium-doped fiber ring lasers have an internal
time scale set by the length of the laser’s electromagnetic cavity. Long cavities allow
thousands of modes to experience gain making it very difficult to model the lasers.
We examine the effect of adding external time delays through feedback and coupling.

In the first experiment an external time delay is added to a laser by adding
a feedback loop to the cavity. These delay times are varied over four orders of
magnitude by changing the length of fiber in the feedback loop. The laser intensity
dynamics are examined using time series, power spectra, time delay embeddings, and
spatiotemporal representations. We apply Karhunen-Loeve (KL) decomposition on
the spatiotemporal representations and use the Shannon entropy as calculated from
the KL eigenvalue spectra as a measure of the complexity of the dynamics. For
long delays we find that the complexity increases as expected, but also that the

fluctuation size increases.



In the second experiment two lasers are mutually coupled together with a
coupling time delay that is varied over four orders of magnitude. The analysis is
repeated and we find the surprising result that the dynamical complexity decreases
for short coupling delays as compared to the uncoupled lasers. Measurements of the
optical spectra indicate a narrowing of the spectra indicating that the simplification
in dynamics could be due to the reduction in the number of electromagnetic modes
experiencing gain. The fluctuation size increases for all delay times and is largest
when the internal and external time delays match.

Lag-synchrony is also observed for the mutually coupled lasers. Recent mod-
eling using Ikeda ring oscillators showed that stable isochronal synchrony could be
achieved if a third drive laser was unidirectionally coupled with enough strength.
We experimentally find that increasing the coupling strength of a third drive laser
added to the mutually coupled lasers above quenches the lag-synchrony. The two
response lasers become more synchronized to the drive than to each other, however

the levels of isochronal synchrony are low.
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Chapter 1
Introduction

1.1 Background

The dynamics of delay-coupled systems are rich and varied, and very impor-
tant for the consideration of biological, chemical, and physical systems, including
blood production [1], chemical reactions involving transport processes [2, 3|, laser
systems [4, 5], and electronic circuits [6]. Delays are often neglected for simplicity,
and this may be a good approximation when they are very short compared to other
system time scales. On the other hand, studies of time-delayed systems show that
increasing delays lead to more complex, high dimensional dynamics [7]. Time-delays
can play a very important role in the dynamics and function of networks of cou-
pled elements, and often influence their collective dynamics. The adaptive nature
of systems with delays, such as the variability of the number of degrees of freedom
involved at a given point in their time evolution, is of interest and significance for
specific applications [8].

As an illustration of these general ideas we will examine the dynamics of fiber
lasers with either time-delayed feedback or time-delayed coupling with time-delays,
7, that extend over four orders of magnitude. Lasers have an important internal
time scale, the round trip time, 7., needed for light to traverse the laser cavity. Thus,

we consider a system with an internal, fixed time delay (7,.) and apply time-delayed



feedback or time-delayed mutual coupling with a second time delay (7) that varies
from less than to well above the internal delay. The lasers each have thousands of
lasing modes that are nonlinear oscillators globally coupled through sharing pop-
ulation inversion. It is a daunting task to model the laser systems with hundreds
or thousands of coupled-mode equations, since many unknown parameters relating
to the mode-coupling would be involved [9]. A time domain model that involves
delay-differential equations has sometimes been employed as an alternative [5, 10]
but even this approach presents serious difficulties when long lengths of fiber with
random birefringence fluctuations are involved. Because of these difficulties typical
of time delay systems we chose to employ the KL decomposition of spatiotemporal
representations.

A very important application for fiber lasers is optical communication. Erbium-
doped fiber lasers emit light with a wavelength of around 1.55 ym which matches an
absorption minimum in silica fibers commonly used to transmit optical signals [11].
Optical communication using chaotic waveforms offers potential advantages in terms
of privacy [12] and robustness due to broadband transmission [13]. Recently, chaos
based communication was demonstrated over 120 km of commercial fiber optic line
in Athens, Greece [13]. As chaotic communication systems and ideas are developed
it will be important to understand how the components of the system interact over
transmission lines that are kilometers long. More importantly, the dynamics of the
coupled components in the presence of long delays needs to be understood. Pre-
viously optical communication using chaotic waveforms has been demonstrated in

the laboratory with erbium-doped fiber ring lasers (EDFRL) [14, 15]. Fiber lasers



are attractive because of their high dimensional dynamics, which adds to privacy
and large bandwidth [12], as well as the potential of an all optical communication
system [16].

In communication systems, a single laser becomes useful when it interacts with
other lasers and detectors. Injection locking of lasers is a common practice that can
be used to lock the frequency and phase of a laser to an injected signal if the injected
signal is strong enough [17, 18]. Previous modelling indicated that this can affect the
intracavity dynamics of the laser [19, 20]. Researchers have experimentally studied
the synchronization of chaotic EDFRLs with unidirectional coupling where light is
injected from one laser into a second laser [3, 21, 22]. These papers presented time
series 1 ms long or greater and did not examine the intracavity dynamics. They also
did not examine variations due to multiple coupling line lengths, and the coupling
line lengths were short, except for the work of Kim, et. al., [3] which used a 1.5 km
length coupling line.

Mutual coupling of two EDFRLSs can be achieved by injecting light from laser 1
into laser 2 and simultaneously injecting light from laser 2 into laser 1. Synchro-
nization of coupled oscillators is a common occurrence [23]. Even nonlinear chaotic
oscillators will synchronize [24, 25]. These lasers are no exception and the syn-
chronization of mutually coupled chaotic lasers was recently studied experimentally
and theoretically [26, 27]. These papers examined the intracavity dynamics of the
matched lasers with 46 m cavity lengths and used matched coupling lines 9 m long.
The effect of coupling strength was analyzed in detail. When coupled with strong

enough coupling, the two lasers became chaotic and delay synchronized with a de-



lay equal to the length of the coupling lines. The intracavity intensity patterns
repeated over several round trips. Another paper specifically analyzed the effect
of the transmission line on the ability of a system to communicate using chaotic
lasers [28]. This numerical work considered transmission lines hundreds of kilo-
meters long, but only evaluated the quality of data transmission, not the effect of
varying the transmission, or coupling, delay on the lasers’ dynamics. There have
also been many studies on leader/follower dynamics and switching in coupled semi-
conductor lasers [29, 30, 31, 32, 33].

Recently, theoretical work was done that developed a method for setting up
stable isochronal synchrony between two coupled nonlinear oscillators [34]. A third
oscillator is used to drive the two mutually coupled oscillators. The oscillators con-
sidered were Tkeda ring oscillators [5, 35] and the technique is based on generalized
synchronization. Generalized synchronization occurs when the state of a response
system is determined by the state of the driving system [23, 25, 36]. In this case
the drive forces a spatially extended system (the two mutually coupled lasers) into
generalized synchronization and the two separated (but mutually coupled) lasers
synchronize to each other isochronally. The isochronal synchrony developed as the
drive oscillator’s coupling strength was increased, replacing the initially observed

lag-synchrony.



1.2 Data visualization

We display the dynamics of the laser intensity using time series plots, power
spectra, time delay embeddings, and a spatiotemporal representation of the time
series. We use several methods to visualize different aspects of the dynamics. The
time series plots of the laser intensity show patterns in the dynamics such as regular
oscillations and round trip repetition, or the apparent lack of regular structure.
We will look at time series on the scale of both the round trip time, 7,., and the
feedback or coupling delay time, 7. Power spectra show which frequencies dominate
the dynamics. Time delay embeddings are used to reconstruct the phase space of
a dynamical system from a time series of experimental data [37, 38]. Plots of the
time series in these embeddings are a way to view the complexity of the time series
and can illustrate the nature of the dynamical behavior. Finally, spatiotemporal
representations are a way to visualize a time series that has dynamics with two
very different time scales [39]. The one-dimensional time series is recast into a
two-dimensional representation by breaking the time series up into sections with a
size determined by an important time scale. In previous work both the ring laser
round trip time [26, 27] and the feedback delay time [39] have both been used.
To build the spatiotemporal representation the time series is broken up into strips
of data that are one time scale in length. These strips are then stacked on top
of each other. The resulting data set is plotted with different colors representing
different values of intensity, where each point is indexed by time within the time

scale and the number of time scales. We used the round trip time as our basis in



order to compare the results for different delay times. The “spatial” part of the
representation comes from mapping the times within a round trip to positions along
the ring cavity [40]. This idea uses Taylor’s hypothesis from fluid mechanics [41],
which states that if a fluid flow is fast enough a spatial pattern of turbulence can be
measured by a single detector at a fixed location as the fluid moves past it. In our
case the light propagating around the ring is the flow and the relatively stable round
trip patterns are measured at a single point at the output of the ring cavity. These
plots can display large amounts of data compactly and show features with different
time scales so the round trip pattern stability can be observed and comparisons
made between data sets. These four methods provide different ways of visualizing
data that give us a qualitative understanding of the dynamics. We use them as a
starting point to derive quantitative measures of the dynamical characteristics.

One of our results is that the fluctuation size of the laser intensity varies with
delay and configuration. The size of the fluctuations in a time series is quantified
by the ratio of the standard deviation of the time series to its mean. We also
find that the mean of the laser intensity is not affected by varying the delay. Thus,
normalizing each time series by its mean allows us to compare the relative fluctuation
size between time series easily.

Another important set of data are the optical spectra of the lasers. The vari-
ation of the widths and heights of peaks in the optical spectra are considered to
determine if the lasing wavelength is affected by the second feedback loop or cou-
pling to a second laser. Spectral measurements provide us with a means to assess

the influence of the feedback or coupling on the coherence properties of the lasers.



1.3 Measures of complexity

One of our results is that the feedback or coupling time-delay changes the
complexity of the dynamics, and we want to describe this effect with a quantitative
measure. There are many measures of complexity [42] and we examine two that use
the eigenvalue spectrum calculated from the Karhunen-Loeve (KL) decomposition
technique [43]. Defining the complexity of data is a tricky business because different
measures of complexity have been used by different people to answer different ques-
tions. Also, people tend to consider something to be simple when they understand
it and complex when they do not, giving “complexity” a subjective character that
must be removed for careful scientific investigation [42]. One approach is to con-
sider the level of chaos in the dynamics. Chaotic dynamics are regarded as complex
compared to steady state or periodic dynamics. Systems with complicated attrac-
tors produce more complex dynamics. Given the attractor of a dynamical system
in an appropriate phase space, generalized dimensions, D,, of the attractor can be
calculated. These consider the number of boxes needed to cover the attractor and
weight each box by a probability measure of how often a typical trajectory visits the
box [36]. Another method, used by Farmer [7] with the Mackey-Glass equation [1],
is to calculate the Lyapunov exponents and get the information dimension, D,
using the Kaplan-Yorke conjecture [44]. The Kolmogorov-Sinai entropy, or metric
entropy, is a third measure of the level of chaos in a system. It measures the rate of
creation of information as the trajectory evolves. It is calculated from an entropy

function of partitions of phase space. The entropy function uses the probability



measure defined over the partitions [36].

To calculate these quantities from our data we must first embed the data in
a proper phase space [37]. This is difficult for our measurements. First, we have
noise in our data and dealing with it complicates the phase space reconstruction
process [45]. Second, our data is taken with an 8-bit oscilloscope which provides
limited voltage resolution and temporal sampling.

Another approach used in algorithmic information theory neglects the idea of
probabilities and considers a computer processing data. The Kolmogorov complexity
of an object is defined as the length of the shortest computer program that can
describe the object [42, 46, 47, 48, 49, 50]. A string of periodic data could be
represented by a program that says “print the data making up a period and repeat
n times.” A random set of data of the same length could only be described by
repeating the data. For a random sequence the expectation value of the Kolmogorov
complexity is close to the Shannon entropy of the process [46]. The difficulty here
is coming up with the smallest algorithm to describe the data. A related idea is
how compressible a set of data is. A complexity measure from coding theory by
Lempel and Ziv [42, 46, 51, 52| looks at patterns in a string of binary data. The
algorithm goes through the data and adds one to the complexity measure each
time it finds a pattern in the data that it hasn’t seen before. This method has the
drawback that almost all sequences that are sufficiently large have a high complexity,
regardless of the data in the sequence [51]. This method, like all algorithmic
methods, rates randomness with the most complexity. For some applications the

linking of high levels of complexity with randomness is not of interest. Random



is just seen as disordered, while complex structures such as a chaotic attractor are
more interesting [53, 54].

The number of elements that make up a system contribute to the complexity.
The number of elements in the system also depends on the scale we chose to con-
sider. For example we can consider properties of a gas by thinking of macroscopic
quantities such as pressure or by thinking of microscopic quantities of the molecules
that compose the gas [8]. Structural complexity can form in a system of elements
that cannot be explained by the simple application of elementary laws applied to
the elements and the interconnection of elements [42, 54]. In the lasers studied in
this dissertation, there are thousands of longitudinal electromagnetic modes that
are oscillating and interacting. Describing these modes and their interactions in-
dividually is very difficult, particularly since we cannot measure the intensities of
the individual modes. We need to remember that the electromagnetic modes are
present because thinking about their behavior can help explain the dynamics of the
total intensity that we measure. The round trip time is a time scale of fundamental
importance to the dynamics. We can use this to set up the spatiotemporal repre-
sentations described above. These representations show structures that result from
the interaction of thousands of modes in the active gain medium. To analyze the
structures we chose to use the KL, decomposition technique.

KL decomposition has many broad applications including analyzing turbu-
lence [55, 56, 57], performing face recognition [58|, and examining transverse profiles
of laser beams [59, 60, 61]. Different fields have come up with different names for the

technique, including principal component analysis, principal value decomposition,



singular value decomposition, singular system analysis, singular spectrum analy-
sis, bi-orthogonal decomposition, proper orthogonal decomposition, and empirical
orthogonal functions [62]. KL decomposition expands the data in an optimal orthog-
onal basis. The basis is optimal in that it minimizes the mean squared truncation
error of the expansion. This is achieved by finding a basis vector that maximizes the
mean squared projection of the data. Succeeding basis vectors are found that max-
imize the projection with the additional constraint that they be orthogonal to the
preceding basis vectors [43]. The expansion can be truncated at a certain number
of terms depending on the accuracy requirements of the application.

Here we apply the technique to the data in our spatiotemporal representa-
tion. The spatial dimension is formed from our map of temporal measurements of
intensity for one round trip of the laser cavity to ring position in the spatiotemporal
representation. We consider two methods to quantify the complexity using the re-
sults of the KL decomposition. First, we note that the number of KL. modes needed
to reconstruct the system dynamics to a given accuracy will be small for round trip
patterns that are consistently present in the dynamics and larger when the dynamics
are composed of many different patterns over the time scale considered. The mag-
nitude of the eigenvalue corresponding to a KL mode gives a measure of the mode’s
importance in reconstructing the dynamics. The number of eigenvalues that need to
be added to reach some selected cut-off gives us a measure of the overall complexity
of the time series [43, 55, 63, 64]. Second, we interpret the eigenvalues of the KL
modes to be the probabilities that the mode will contribute to the dynamics [43, 65]

and calculate the Shannon entropy, or information, of the modes [46, 66, 67]. The

10



Shannon entropy plays a role in many of the complexity measures described above.
In this case it quantifies how many KL modes will be important to the dynamics of
the data. These two measures of complexity were chosen for our data because they
are easy to calculate from the KL decomposition which isolates coherent structures

in the data in an optimal way.

1.4 Outline of thesis

In the following chapter the reader is introduced to the EDFRL and the dy-
namics typically seen in these systems. Following chapters describe more complex
configurations of EDFRLs and present the results from each configuration.

Chapter 2 describes the components of the EDFRLs used in these experi-
ments. The measurement of important characteristics of the lasers are discussed.
Time series are presented and a spatiotemporal representation is used to display the
dynamics of the EDFRL. The process used to construct the spatiotemporal repre-
sentation described. This chapter provides a baseline for comparison with results
from succeeding chapters with more complex configurations.

Chapter 3 describes the next experiment where a second time-delayed feedback
loop is added to the laser. This case is important to analyze for two reasons. First,
EDFRL experiments use extra loops in the cavity to achieve an effect, such as to
make communication more secure [3, 14] or to generate multiple wavelengths [68].
Second, we want to have results from the simpler case of a single laser with feedback

to compare to the results from a mutually coupled laser experiment. The feedback
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delay time, 7, is varied over four orders of magnitude from less than to much greater
than the internal round trip time of the laser. The coupling strength is monitored
to make sure it is constant for all delays. The data are presented in several ways,
including time series plots, power spectra, time delay embeddings, and spatiotem-
poral representations. These different visualizations help us gain an understanding
of how the dynamics change with changing feedback delay times. The process used
to create the time delay embeddings is described. We see an increase in fluctuation
size for long feedback delays and a variety of dynamics ranging from simple oscil-
lations to complex patterns. Finally, the calculation of the KL decomposition and
the complexity are presented in detail.

In Chapter 4 two mutually coupled EDFRLs are considered. The coupling
delay, also referred to as 7, is varied over four orders of magnitude again. The
same visualization techniques are used and show a variety of dynamics. The KL
decomposition is performed on the spatiotemporal representations to calculate the
complexity of the dynamics. A surprising result is that mutually coupling the lasers
with a short delay simplifies their dynamics compared to the lasers without coupling.
We also see lag-synchronization of the lasers and examine the lag time using cross
correlations.

In Chapter 5 we experimentally investigate the isochronal synchrony scheme
described in Section 1.1 by adding a third drive laser to the two mutually coupled
lasers described in Chapter 4. We quantify the level of synchrony with a cross
correlation that uses an appropriate time shift between the two time series. With
no mutual coupling between the two response lasers we find an increase in the

12



isochronal synchrony as the drive coupling increases, but the level of synchrony
remains low. When mutual coupling between the response lasers is added we find
that increasing the drive coupling strength will quench the lag synchrony of the
mutually coupled lasers. The isochronal cross correlation becomes larger than the
lag cross correlation, but the level of synchrony remains low. More work can be
done to match parameters more closely to try to increase the level of isochronal
synchrony.

Chapter 6 will summarize the important results and suggest future work to

explore these systems.

13



Chapter 2
Erbium-doped fiber ring lasers

2.1 Overview

This chapter will introduce the erbium-doped fiber ring laser (EDFRL) we are
using as our nonlinear oscillator. It will describe the laser system and discuss the dy-
namics produced by a solitary laser without feedback or coupling. This will establish
a baseline to which we will compare the dynamics observed in other configurations

of the laser.

2.2 Description of the laser system

The laser system used in these experiments is an EDFRL. The Er 3 ion is
the active atom that is excited to produce the laser light. An energy level diagram
with the transitions used is shown in Fig. 2.1. The atoms act like a three level laser
system and are optically pumped from the *I;5 /2 ground state to the Tn /2 state. The
atoms quickly relax to the metastable I3 /2 state which has a 10 ms spontaneous
emission decay time. Laser light at 1550 nm is produced when stimulated emission
causes the atoms to relax back to the ground state. The energy levels are broadened
and split due to transition lifetime broadening, inhomogeneities in the glass host,

and the Stark effect [69]. The energy levels are thus represented by manifolds of
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Figure 2.1: Erbium ion energy levels used by the laser. Erbium ions are
pumped to the *I;; /2 level where they quickly decay nonradiatively to
the metastable 415 /2 level. Laser light comes from stimulated emission
from the metastable level to the ground level transition. Data in the
figure is from [69].

several broadened, split levels and the bandwidth of the gain of the amplifier can
range from 25 nm to 60 nm depending on the glass host [70].

Silica glass fiber is doped with the Er 3t ions to make an erbium-doped fiber
amplifier (EDFA). We used an Oprel OFA-1203-17 EDFA that is configured as
shown in Fig. 2.2. The amplifier is optically pumped with a laser diode operating
at a wavelength of 980 nm. The pump light is injected into the erbium-doped fiber
with a wavelength division multiplexer (WDM). The optical isolators force the light
to propagate in one direction through the amplifier [71].

To make a laser out of the EDFA connect the input and output ports to each
other with a loop of optical fiber. This completes a ring cavity that allows for light

generated by stimulated emission to be fed back through the active fiber containing
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Figure 2.2: Configuration of the EDFA. Pump light from the laser diode
is coupled into the fiber with a wavelength-division multiplexer (WDM).
The pump light enters the Erbium-doped fiber and excites the Erbium
ions. The input signal causes stimulated emission which amplifies the
signal. Faraday isolators are used to maintain the direction of light flow
in the amplifier. Based on Fig. 5.1 in [71].
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Fiber Ring
Laser

Figure 2.3: Experimental setup for the EDFRL. The arrows show the
direction of light propagation through the ring. EDFA, erbium-doped
fiber amplifier; PC, polarization controller consisting of a sequence of
linear polarizer, quarter wave plate, half wave plate, and quarter wave
plate; PD, photodetector; OSC A, oscilloscope used to measure the laser
intensity dynamics; OSA, optical spectrum analyzer.

the Er 3 ions and generate still more light. This feedback allows the intensity of
the light to grow until the amplifier saturates. Figure 2.3 shows an EDFRL with
typical components.

The EDFA was discussed above. The optical fiber used in the cavity is single
mode silica glass fiber. The fiber has a minimum in its absorption profile around
1550 nm, making erbium ions an attractive source of laser light for transmission

in optical fibers [11]. The fiber has a 9 um diameter core and supports only one
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transverse electromagnetic mode. The wavelength of the laser light is set with the
polarization controller (PC). The PC contains a linear polarizer, a quarter wave
plate, a half wave plate, and another quarter wave plate. These are used to adjust
the polarization of the light in the cavity. The fiber is birefringent [11] so different
polarization states will experience a different index of refraction and hence a different
optical path length through the cavity. Thus, the PC selects different wavelengths
from within the gain bandwidth and allows us to tune the laser’s wavelength. Finally,
the laser is much more useful if we can get some of the light out of the cavity. We
use evanescent couplers from Gould Fiber Optics to couple light into or out of the
cavity. These are rated by the fraction of the input light passed to each of the
output paths. For example, a 95/5 coupler was used pull some light out of the
laser cavity and send it to the oscilloscope (OSC A) and optical spectrum analyzer
(OSA). This coupler will keep 95% of the light in the ring and divert 5% to the
measuring instruments.

The laser light intensity is measured by a New Focus model 1811 IR DC
photodetector (PD) with a 125 MHz bandwidth. The photodetector’s signal is
passed to a LeCroy LC534AM digital oscilloscope (OSC A) with 8-bit resolution.
The sampling rate is 1 GHz with 10° points saved per channel for two channels or
less. If three or four channels are used the sampling rate drops to 500 MHz and only
5 x 10° points per channel are saved. Optical spectra are measured with an Agilent

86141B optical spectrum analyzer (OSA).
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2.3 EDFRL dynamics

An advantage of fiber lasers is that the optical cavity can be long enough that
the round trip time, 7, is hundreds of nanoseconds long and easily resolvable with
modern detectors and oscilloscopes. This allows us to investigate the dynamics on
time scales smaller than a round trip. Previous work [72] has taken advantage of
the measurable resolution time and found that the light output has a steady state
intensity with small fluctuations about the mean. These fluctuations produce a
pattern over one round trip that changes slowly over many subsequent round trips
as noise modifies it [10]. The evolution of the patterns is very slow compared to 7.
The patterns are not regular or periodic within the round trip, but are stable for
hundreds of round trips.

These long cavity lasers are high dimensional systems. Long cavity length and
broad gain profile allow thousands of longitudinal modes to exist simultaneously in
the cavity [10]. Additionally, the modes are coupled to each other through the gain
medium. This prevents a reduction to a simple low dimensional system, such as

those in models used for semiconductor lasers [73].

2.4 EDFRL characterization

A laser was setup as shown in Fig. 2.3 and designated “laser 1.” An important
parameter of the laser is the pump threshold at which the Er®+ ions are driven into
the upper laser level fast enough to allow stimulated emission to occur. The pump

rate is related to the pump current, I, of the laser diode in Fig. 2.2. The pump
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current threshold, I, is found by measuring the power out of the laser for increasing
values of I,,. For I, < Iy, the light comes from spontaneous emission and the power
level is small. For I, > Iy, stimulated emission begins to dominate and the laser
power increases linearly with increasing I,,. A linear fit of the steep part of the data
gives an estimate of [;;,. Power measurements were made using the photodetector
and oscilloscope. One hundred sweeps were averaged and the mean of the average
was recorded. The data and a linear fit are shown in Fig. 2.4. Extrapolating the fit
to a power of zero gives Iy, = 15.7 mA.

The round trip time of the ring cavity was measured by making use of the
repetition of the round trip patterns. This repetition occurs because the upper laser
level lifetime is very long (=~ 10 ms [9]) so the population inversion responds very
slowly compared to the laser field. We calculate the power spectra of five 1 ms time
series of intensity data. Because of the round trip repetition there is a spectral peak
at the round trip time along with higher harmonics. We average the frequency of
the first peak for all five spectra and invert it to find 7, = 213.89 + 0.03 ns, which

corresponds to a cavity length of about 44.4 m.

2.5 EDFRL time series

Figure 2.5 shows a time series of intensity data taken from the laser. The
intensity is normalized by the mean intensity. Figure 2.5(a) shows the entire 1 ms
time series. The variation is typically less than 6% showing that the laser is stable.

Figure 2.5(b) is a 10 us section from the middle of plot(a) and shows some repetition.
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Figure 2.4: Laser power as a function of pump strength for the EDFRL.
The power out is represented by the average photodetector signal as
described in the text. The pump strength is represented by the pump
current through the semiconductor laser used to pump the erbium ions.
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Figure 2.5: Intensity time series for the EDFRL. (a) Entire 1 ms time
series normalized by the mean. (b) Ten us portion of the time series in
(a). (c) One ps portion of the time series in (b). The round trip pattern
repetition is visible in this plot.

Figure 2.5(c) expands the first us of plot (b) and shows the round trip repetition

every 214 ns as expected.

2.6 Spatiotemporal representation

Because of the visibility into the intracavity dynamics and the ability of the
oscilloscope to save long data sets we have a dilemma about how to look at the time

series. We can examine the overall data set as in Fig. 2.5(a), but then we cannot
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see the details of the round trip behavior as shown in Fig. 2.5(c). If we want to
examine the round trip pattern variability we must tediously work our way through
the thousands of round trips we collected in the 1 ms time series. To examine the
complexity and variability of the round trip patterns, the time series need to be
represented in a new way that shows us information on the time scales of both 7,
and 7. A spatiotemporal representation of the data is used to examine the dynamics
of a system over many intervals of 7,.. We use 7,. as the baseline time scale since we
will vary 7 from run to run later and 7, is consistent for all of the time series. It also
is meaningful to the dynamics as the round trip repetition shows. This repetition is
what allows the spatiotemporal representation to be meaningful visually.

To reduce the amount of data to more manageable sizes, we plot only every
tenth round trip of 4500 total round trips. Since the round trip patterns do not
change over the scale of ten round trips, we still obtain an accurate representation
of the dynamics (Fig. 2.5 shows this stability over four round trips). Each time
series is re-scaled from 0 to 1 to better see the features in the fluctuations. Now two
problems must be addressed to create the spatiotemporal representations. First,
the time series is composed of discrete data, and the end of the round trip will
most likely lie in the gap between measurements. We improve our precision in this
respect by linearly interpolating nine data points between our existing data to give
a resolution of 0.1 ns. The second issue is that there is uncertainty in the round
trip time measurement, so we do not know exactly which data point to use to start
the next round trip. This error grows as we skip round trips. We can sidestep this

problem by using the fact that the intensity pattern repeats every round trip. To
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determine the starting element of the next round trip to stack on our plot, we use

a correlation measure

Cr-1n(s) = Z(In—l(t) — (Ln-1))In(t + 8) = (Ins)), (2.1)

t

where [,,_1(t) is the intensity of the previous round trip where ¢ indexes the position
in the ring, I,(¢) is the intensity of the current round trip at position ¢, (I,,_1) is
the time average over the previous round trip, and (I, ;) is the time average of the
current round trip shifted by s [74]. A range of £5 ns centered on the estimate of
the starting point was used for s. The correlation usually selected elements within
a range of £1 ns or less of the estimate. The correlation will favor lining up high
frequency structures more than low frequency structures because the high frequency
structures vary more over the correlation range. Low frequency components do not
vary much over a small range, and so the correlation from a low frequency signal
is more uniform, allowing noise or other features more influence on C,_1,(s). In
some cases a tighter range on s of +1 ns was needed because some time series had a
significant low frequency component with either a small amplitude high frequency
component overlaid on it or no high frequency component at all. The larger range
of s allowed the correlation to select starting points that were far apart from each
other, resulting in artificial discontinuities.

Figure 2.6 shows the spatiotemporal representation for the intensity of the
EDFRL. More information can be presented in this type of plot than in a time
series plot. Structures in the round trip pattern can be stable for hundreds or even

a thousand round trips or may slowly vary on these time scales. There is little
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periodic structure within the round trip patterns of the solitary laser, except for

specific settings of the polarization controller [72].

2.7 Optical spectrum

The optical spectrum of the laser is shown in Fig. 2.7. The full width at half
maximum (FWHM) is about 0.2 nm and the peak is centered at about 1550.5 nm.
This gives a bandwidth of about 17 GHz which is sufficient to accommodate ap-
proximately 4000 longitudinal modes of the laser which have a spacing of 4.45 MHz
(51.5 fm) [75]. The small spacing between modes is due to the 44 m cavity of the
fiber laser (compare this length to the millimeter size cavity of a semiconductor

laser). Many modes experience gain which makes long cavity lasers more complex.

2.8 Summary of Chapter 2

Now we have a baseline for how our EDFRL behaves. The average laser in-
tensity is stable and the fluctuations follow patterns that repeat every round trip.
These patterns slowly evolve as spontaneous emission noise modifies them. This
behavior is expected and illustrated with the spatiotemporal representation. The
optical spectra is a single narrow peak, but due to the small spacing between longi-
tudinal modes we still have around 4000 modes experiencing gain and oscillating in
the cavity. We will use this case as a baseline and the dynamics that follow will be
compared to it. Now we will add a extra loop to the laser that will provide external

time-delayed feedback to the laser cavity.
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Figure 2.6: Spatiotemporal representation for the EDFRL. The data is
interpolated with nine points between each position data point. Every
tenth round trip is plotted.
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Figure 2.7: Optical spectrum of the EDFRL. The full width at half
maximum (FWHM) is shown on the plot.
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Chapter 3
Fiber ring laser with a second feedback loop

3.1 Overview

This chapter will describe the feedback loop experiment, present the data with
different methods of visualizing the dynamics, and then present the Karhunen-Loeve
analysis we used to quantify the complexity of the dynamics. The chapter will end

with the results of the complexity analysis.

3.2 Experimental set-up

Figure 3.1 shows the setup for the experiment with a second feedback loop.
The laser is tuned to operate at a wavelength of 1550 nm using the polarization
controller. The laser was pumped at 8.0 times the threshold pumping rate. A 95/5
coupler is used to send light to OSC A to measure the intensity dynamics of the
laser. OSC A is the LeCroy LC534AM oscilloscope which measures the signal from a
New Focus model 1811 IR 125 MHz bandwidth photodetector. The light is sampled
every 1 ns. The OSA measures the optical spectrum of the laser. A 70/30 coupler
pulls out 30% of the light in the ring and sends it through a feedback line into which
different lengths of fiber are inserted to change the delay time of the feedback. A

second 70/30 coupler is used to inject the light from the feedback line back into the
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ring.

The feedback line length varied from 14 m to 38 km which corresponds to
delay times of 0.068 s to 187 us. This wide range of times allows us to see how
the dynamics are affected when 7 is less than, comparable to, and larger than 7,.
A variable attenuator is used to adjust the light levels in the line. This allows us
to correct for the different losses in the different lengths of the feedback line and to
keep the coupling strength constant for all of the data runs. The coupling strength,
k, is defined as the ratio of the power injected into the ring from the feedback line
to the power in the ring. In the experiments described here we chose x = 1%.
This coupling strength was set by the losses in the couplers and connectors and the
amount of absorption in the 38 km line. We used the variable attenuator to keep
r constant. The light intensity in the feedback line is monitored with a Tektronix
model TDS 3032 oscilloscope (OSC B) which reads the DC level of a New Focus
model 1611 IR photodetector. Five 1 ms long time series are recorded for each delay

time.

3.3 Fluctuation size and dynamical complexity of round trip patterns

We normalize the intensity time series by dividing each one by its mean. The
means of the intensities remained constant. The dynamics of the normalized laser
output is plotted over five round trips in Fig 3.2(a) for the laser without feedback.
Figure 3.2(b)-(i) show the results for the laser with feedback of various delays. The

plots in the figure have been offset for clarity. Without the offset they would all
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Figure 3.1: Experimental setup for the laser with feedback. The arrows
show the direction of light propagation through the ring and the feed-
back line. EDFA, erbium-doped fiber amplifier; PC, polarization con-
troller consisting of a sequence of linear polarizer, quarter wave plate,
half wave plate, and quarter wave plate; VA, variable attenuator; PD,
photodetector; OSC A, oscilloscope used to measure laser dynamics;
OSC B, oscilloscope used to monitor the feedback line; OSA, optical
spectrum analyzer.
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be centered on an intensity of 1 due to the normalization. Periodic dynamics is
usually observed at a delay time 7 of 1 us or less, with periods much smaller than
7. Figure 3.2(c) and (d) display patterns with a period of approximately half
the round trip time and one round trip respectively. The last three plots show
that the dynamics repeat over a round trip, that the magnitude of the fluctuations
increases for large delays, and that the patterns within a round trip are very irregular
compared at long delays to the regular oscillations at shorter delays. Note that
the intensity scale is the same for all plots, so the relative increase in intensity
fluctuations is conspicuous. The power spectra of the five round trip time series
are shown in the right hand column of Fig. 3.2. The DC component at 0 MHz was
omitted for clarity. The spectrum for the case without feedback (Plot 3.2(a)) has
harmonics of the round trip time. Plots (b)-(f) have spectra with specific peaks
that are indicative of periodic dynamics. Plots (g)-(i) again show harmonics of the
round trip time as the dynamics become more complicated.

To quantify the increase in fluctuation size seen in the time series plots, we
examine the variation of the means and standard deviations of the time series with
varying feedback delay time. The means remain approximately constant over the
changing delay, but the standard deviations increase. To compare the increase we
calculate the ratio of the standard deviation of the time series to its mean. Figure 3.3
shows the mean and standard error of these ratios for the five time series taken at
each delay. The standard deviation increases from 3% of the mean for the laser
without feedback and shorter delay times to around 35% of the mean at long delays.

To interpret these results, we should note that the feedback level has been carefully
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Figure 3.2: The left column shows laser output intensities over five round
trips where the round trip time is 214 ns. Each time series is normalized
by its mean, and the plots are offset for clarity. (a) is for the laser
without feedback. (b)-(i) are for the laser with feedback with the time
delay, 7, given. The right hand column has power spectra of the five
round trips shown for each time series. The DC component at 0 Hz has
been omitted to better show the detail of the spectra.
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Figure 3.3: (a) Ratio of standard deviation to the mean for the laser
without feedback. (b) Ratio of standard deviation to the mean for the
laser with feedback of different delays. The error bars in both plots are
the statistical standard error based on a sample set of five 1 ms long
time series.

maintained constant at k = 1%. The dramatic rise in the standard deviation is seen
to occur at the 10 us delay. The large error bars on the last two data points are
caused by the changing temporal patterns for the intensity time series that were
sampled to compute the standard deviation. These statistics describe the size of the
fluctuations but do not tell us about the complexity or variability of the round trip
patterns.

Another way to visualize the data to help us see the complexity of a round trip
pattern is with a time delay embedding. These are usually used to reconstruct the
phase space of a dynamical system and require careful calculation of the number of

dimensions needed to unfold the attractor and the proper delays to use to sample the
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data [37, 38]. Because the goal of our embeddings is merely to obtain a qualitative
sense of the complexity of a round trip pattern, we use only three dimensions and
do not calculate the number of dimensions needed to represent the phase space
dynamics. The resulting trajectories are projections into three dimensions of the
true phase space trajectories. Each point of the trajectory has three coordinates:
I(t—Ty—Ty), I(t—T), and I(t) where I(t) is the intensity at time ¢ and 77 and T
are the embedding delays. Following the procedure recommended in Ref. [76] the
first minimum of the mutual information of the time series is used to determine the
embedding delay. The average mutual information (in bits) between time series X

and time series Y, M (Y; X) is

MY X) = 3 pl, ) log, Lf;“”] , (3.1)

T,y

=
S~—
=
=

where p(x,y) is the joint probability that X = xz and Y = y and p(x) and p(y) are the
probabilities that X = z and Y = y respectively. In our case, X — I(t) and Y —
I(t —T7). The mutual information gives the reduction in the uncertainty of Y for
a given measurement of X [46]. The longer the delay, the more the coordinates will
become uncorrelated. Using the first minimum gives us the most independent pair
of coordinates that are not completely uncorrelated. To find the second embedding
delay, Ty, we use the minimum of the mutual information of Z given X and Y [77].

We calculate the second delay using the minimum of the mutual information

M(Z:X,Y) =Y p(z,y,2)log, lm] , (3.2)

m7y7z

where p(z,y, z) is the joint probability that X = z, Y = y, and Z = z. For both
Eqgs. 3.1 and 3.2 the probabilities are calculated using histograms of the entire 1 ms
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time series with 25 bins for each dimension. The intensities of each time series are
re-scaled from 0 to 1 and the histogram applied over this range. The embedding
delays calculated are used to qualitatively examine the complexity of a typical round
trip pattern for each feedback delay case.

Figure 3.4 shows the time delay embedding of the first round trip shown in each
of the plots in Fig 3.2. Comparing plot (a) for the laser without feedback to plots
(b)-(f) shows that feedback with a short delay simplifies the round trip patterns.
The cloud in plot (a) is transformed into more organized structures of loops. The
high frequency features in Fig 3.2(c) and (d) appear in Fig 3.4(c) and (d) as small
oscillations overlaid on the low frequency structures. In plot (g) where the time
delay is increased to 10.3 us, the round trip patterns become complex again and
are qualitatively similar to plot (a), but with larger fluctuations. At long delays the
fluctuation size increases dramatically, and so plots (h) and (i) require a larger scale
to display the data. These two plots also show that the round trip structure is more
complex at long delays than at short delays. The time delay embeddings provide a
qualitative view of the complexity of a round trip. Now we proceed to examine the

long term evolution of the round trip patterns over the entire time series.

3.4 Spatiotemporal representation

The time series show that the round trip time is still an important parameter
in the dynamics and time delay embeddings show a variety of round trip patterns.

Now we want to consider the evolution of the round trip patterns. Figure 3.5
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Figure 3.4: Time delay embeddings of the first round trip shown in
Fig. 3.2. Plot (a) is for the laser without feedback. The rest of the
plots are for the laser with feedback with the time delay, 7, given. The
embedding delays, T and 75, are also given. The blue curve is the 3-D
trajectory, and the black curves are 2-D projections onto the bottom
and right sides of the plots. The data points are 1 ns apart. Plots (a)
through (g) have the same scale. Plots (h) and (i) have a larger scale
due to the larger fluctuations in these time series. The plots are centered
about 1 because each time series was normalized to its mean.
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shows spatiotemporal representations for the first 4500 round trips (using every
tenth round trip) of the time series plotted in Fig. 3.2 and Fig. 3.4. The data shown
in the previous figures occurs around round trip 2340 in the plots of Fig. 3.5. The
variety of dynamics produced when changing the feedback delay time is illustrated
clearly. Figure 3.5(a) is a reprinting of Fig. 2.6 and shows the dynamics of the
laser without feedback for comparison. Figures 3.5(b), (e), and (f) show patterns of
vertical stripes. These stripes correspond to the regular oscillations seen in Fig. 3.2
for these cases. The round trip patterns can be stable for hundreds of round trips,
and certain oscillation frequencies are maintained even as the patterns evolve into
new periodic patterns. Figure 3.2(c) shows a high frequency oscillation overlaid on a
low frequency oscillation. The corresponding power spectrum shows a peak at twice
the round trip frequency and group of three peaks near 125 MHz. Figure 3.5(c)
shows us that the low frequency oscillation is not a harmonic of the round trip
frequency. The low frequency peaks travel along the ring while the high frequency
peaks stay in place. The same phenomenon occurs in Fig. 3.5(d), but it is hard
to see the high frequency oscillation because it has a small amplitude. It is visible
in the power spectrum as a collection of peaks near 225 MHz and can also be
seen in the time delay embedding in Fig. 3.4(d). Analysis of the power spectra
for these two cases shows that the high frequency oscillations are harmonics of the
frequency corresponding to a period of 213.95 ns, and the low frequency oscillations
are harmonics of the frequency corresponding to 214.22 ns. This could be caused
by two polarization states that oscillate in the cavity simultaneously at different

wavelengths due to the birefringence in the fiber. Figure 3.5(g) shows that the
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regularity of the round trip pattern is lost for longer delays. Figures 3.5(h) and
(i) show how the character of the plot changes for the longest time delays. Closer
examination reveals that two-dimensional features repeat themselves with a period
equal to the feedback delay. While looking at the data on the scale of a round
trip shows a complex pattern, the spatiotemporal representation shows that these
patterns quickly vanish but reappear hundreds or even a thousand round trips later.
The spatial position of the patterns shifts because 7 is not commensurate with 7,.
The time scale of the delayed feedback is being imprinted on the dynamics.

The long 7 time series show repetition of a pattern with a period of 7. Fig-
ure 3.6 shows the full 1 ms time series from which the data in Fig. 3.5(h) and (i)
was extracted. The case for the laser without feedback is shown for comparison,
and bars of length 7 are shown on the plots for the cases with feedback. The spa-
tiotemporal representations in Fig. 3.5 (h) and (i) show that these long time scale
patterns have complex round trip patterns. These round trip patterns evolve and
reappear over 100 us later as the overall pattern repeats every 7. The long pattern
is essentially stored in the long transmission lines in the characteristics of the light
moving through the lines. As the signal is fed into the second laser cavity, it is

“processed” to reproduce the intensity pattern.

3.5 Karhunen-Loeve decomposition and spatiotemporal complexity

The complexity of the dynamics can be quantified by taking KL decompo-

sitions of the spatiotemporal representations. The procedure [43, 55, 74, 78] is
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Figure 3.5: Spatiotemporal representations of the intensity dynamics for
a laser with (a) no feedback and (b)-(i) feedback with the time delay, T,
listed. The laser intensities are rescaled from 0 to 1 for each time series,
with the color bar indicating the value of the normalized intensity on
the plots. All plots have the same axes as plot (a). Every tenth round
trip is plotted.
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Figure 3.6: Envelope of the full 1 ms time series of the intensity dynamics
for a laser with (a) no feedback and (h)-(i) feedback with the time delay,
7, listed. The labeling corresponds to the plots in previous figures. (a)
and (h) are offset for clarity. The bars on plots (h) and (i) visually show
the length of 7 for each plot.
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performed on a set of spatiotemporal data u(z;,n;) which is a discrete array of data
with each point indexed by a position around the ring, z;, and a round trip number,
ny. First, for each value of x; we subtract the mean for that position j averaged

over all n;. Next, we compute the covariance matrix, K, with elements
K (), 25) = (ulx;, ne)uy, ne)) (3.3)

where the angle brackets refer to time averaging. Then we calculate the eigenvalues
\; and eigenvectors 1; of K. The eigenvectors are orthogonal KL modes that describe

a spatial pattern of the intensity over a round trip. The original data can be written

in terms of an expansion

g, ne) = D ci(ng)vi(x;) (34)
that uses the KL modes, v;(z;), as its basis. Each mode has a coefficient, a;(n,),
that weights the impact of that mode on the round trip pattern at round trip n,.
The coefficients as a function of time are calculated with a;(n,) = >°; u(w;, ny)s(;)

where

(i (ne)ag(ne)) = Aidig. (3.5)

A; is the eigenvalue corresponding to KL mode i and ¢;; is the Kronecker delta
function. The coefficients come from projections of the data onto the KL modes, so
the larger the eigenvalue the more the KL mode represents the structure of the round
trip pattern. The modes with the largest eigenvalues will be the most important in
the expansion of Eq. 3.4 so we order the eigenvalues from largest, :\1, to smallest, S\H,
and normalize them by the sum of all the eigenvalues. These normalized eigenvalues,
i, will be used to determine the complexity of the data.
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The KL decomposition is considered optimal in the sense that the KL modes
form the orthogonal basis that minimizes the error that arises when the expansion
in Eq. 3.4 is truncated. The direction of the first basis vector is selected such
that the variance of the data is maximized along it. The second basis vector is
selected to maximize the variance subject to the constraint that it is orthogonal to
the first vector. Subsequent basis vectors are chosen similarly and the result is that
the variance is “condensed” within as few basis vectors as possible [43]. Another
way to express the optimality is that the KL basis minimizes the Shannon entropy,
as calculated below, compared to all other bases [65]. The KL modes with large
eigenvalues are important to the reconstruction of the data and we expect to see
their influence often. In this sense the KL basis reduces the uncertainty of the data
because it sharpens the eigenvalue distribution. This idea will be described more
completely below.

Figure 3.7 shows the results of a KL decomposition on the spatiotemporal
representation in Fig. 3.5(a) for the laser without feedback. Figure 3.7(a) is the spa-
tiotemporal representation. Figure 3.7(b) shows three KL modes where KL mode 1
has the largest eigenvalue, KL mode 2 has the second largest eigenvalue, and KL
mode 10 has the tenth largest eigenvalue. The KL modes for this case are com-
plicated. The expansion coefficients are plotted in Fig. 3.7(c). The vertical axis is
time as represented by the round trip number. KL modes 1 and 2 are large for long
periods of time and KL mode 10 makes small contributions to the Eq. 3.4 expansion.

Figures 3.8, 3.9, and 3.10 show the KL decomposition for the laser with
7 = 0.068 ps, 7 = 10.3 ps, and 7 = 120 us respectively. The first two KL modes
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Figure 3.7: KL decomposition for the laser without feedback. (a) Spa-
tiotemporal representation of the intensity dynamics from Fig. 3.5(a).
(b) KL modes associated with the largest two eigenvalues and the tenth

largest eigenvalue.

Modes 1 and 2 are offset for clarity.
sion coefficients for the KL modes in (b).

(c¢) Expan-

The vertical axis is time as

represented by n;. (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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in Fig. 3.8(b) have structures that repeat seven times per round trip to match the
spatiotemporal representation. Since aqg is very small, KL mode 10 makes very
little contribution to the expansion in Eq. 3.4. Figure 3.9 has very complex looking
KL modes and KL mode 10 is also unimportant to the expansion. In Fig. 3.10
the expansion coefficient oscillate as different modes are used at different times to
build the 120 us pattern and then recreate it over and over. The KL decomposition
calculates round trip length patterns that are the most efficient at recreating the
spatiotemporal data.

For comparison, Fig. 3.11 shows a KL decomposition of a spatiotemporal rep-
resentation made up of uniformly distributed random numbers. The KL modes
and expansion coefficients are very noisy as expected. The complex KL modes,
¥ (z), reflect the randomness along the spatial direction, and the noisy expansion
coefficients, « (n;), reflect the randomness along the time direction.

The first two orthogonal KL modes in Fig. 3.10(b) are approximately sinusoidal
and shifted in phase by a quarter of a round trip. The eigenvalues for these two
modes are also similar in size as shown in Fig. 3.10(d). The KL decomposition will
produce Fourier modes for translationally invariant data [43, 56] so these modes
may reflect the degree of translational symmetry in the data. Figure 3.10(c) shows
that the expansion coefficients of the two KL modes oscillate and are generally
antiphase to each other. Physically this behavior may be explained by previous work
that shows the orthogonal polarization states of EDFRLs oscillate in an antiphase
manner to each other [72, 79].

The first method of quantifying the complexity considers how many terms are
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Figure 3.8: KL decomposition for 7 = 0.068 us. (a) Spatiotemporal rep-
resentation of the intensity dynamics from Fig. 3.5(b). (b) KL modes
associated with the largest two eigenvalues and the tenth largest eigen-
value. Modes 1 and 2 are offset for clarity. (¢) Expansion coefficients for
the KL modes in (b). (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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Figure 3.9: KL decomposition for 7 = 10.3 us. (a) Spatiotemporal rep-
resentation of the intensity dynamics from Fig. 3.5(g). (b) KL modes
associated with the largest two eigenvalues and the tenth largest eigen-
value. Modes 1 and 2 are offset for clarity. (¢) Expansion coefficients for
the KL modes in (b). (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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Figure 3.10: KL decomposition for 7 = 120 us. (a) Spatiotemporal rep-
resentation of the intensity dynamics from Fig. 3.5(h). (b) KL modes
associated with the largest two eigenvalues and the tenth largest eigen-
value. Modes 1 and 2 are offset for clarity. (¢) Expansion coefficients for
the KL modes in (b). (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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Figure 3.11: KL decomposition for uniformly distributed random data.
(a) Spatiotemporal representation of uniformly distributed random data.
The data has the same number of elements as the data in Fig. 3.5. (b)
KL modes associated with the largest two eigenvalues and the tenth
largest eigenvalue. Modes 1 and 2 are offset for clarity. (c¢) Expansion
coefficients for the KL modes in (b). (d) Logarithmic plot of the 25
largest eigenvalues normalized by the sum of all the eigenvalues.
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needed in the expansion in Eq. 3.4 to accurately reconstruct the original spatiotem-
poral data set [43, 55, 63, 64]. This number has been called the KL dimension,
Dy, in previous work [64]. The importance of each mode to the reconstruction is
given by the eigenvalues, A\, through the relation in Eq. 3.5. Figure 3.7(d) shows
a logarithmic plot of the eigenvalue spectrum for the 25 largest eigenvalues. The
rate of decay is large for smaller ¢ and then levels off at a smaller decay rate after
about ¢ = 14. Figures 3.8(d), 3.9(d), and 3.10(d) show the eigenvalue spectrum for
the 7 = 0.068 us, 7 = 10.3 ps, and 7 = 120 us cases respectively. For Figs. 3.8(d)
and 3.9(d) A; is large and the eigenvalues decay more quickly than exponentially
at first. This means that the expansion in Eq. 3.4 can represent the spatiotem-
poral data accurately with only a few terms. In comparison, Fig. 3.10(d) has a
flatter slope and requires more terms in the expansion to accurately represent the
spatiotemporal data. The eigenvalue spectrum for the random data in Fig. 3.11(d)
is very flat showing that no single K. mode dominates the dynamics. Data with
stable structures can be represented by a few KL modes, but changing round trip
patterns will require more KL modes to describe the evolving structures.

To determine how many modes, Dk, are needed, we sort the normalized

eigenvalues in decreasing order and compute

S(N) =3\ (3.6)

until S(N) > 0.95, where i = 1 corresponds to the largest eigenvalue, i = 2 corre-
sponds to the second largest eigenvalue, and so on. The smallest value of N that

meets the criteria is the value assigned to Dg,. The 95% level was chosen arbitrarily.
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Figure 3.12(a) shows the average number of KL modes for the laser without feedback
needed to represent the intensity waveforms with 95% accuracy. Figure 3.12(b) is
the same but for the laser with different feedback delays. The number of modes
needed for accurate representation increases for larger delays as the delay time scale
impresses itself on the dynamics, the round trip patterns vary more from round trip
to round trip, and the overall dynamics becomes more complex. For comparison we
generated 10 sets of uniformly distributed random data with the same number of
pixels as our spatiotemporal representations such as that shown in Fig. 3.11(a). We
found Dy = 392.7 4+ 0.2, which is significantly larger than any of our other results.

This method suffers from the arbitrary 95% accuracy requirement and the
difficulty in selecting this value when the eigenvalue distributions have a knee in
them such as the one around ¢ = 12 in Fig. 3.7(d). The second method uses the entire
eigenvalue spectra through a connection with information theory. We interpret \; to
be probability to find the system in the state 1; [43, 65] and calculate the Shannon

entropy [46, 66, 67|, H, with

H=-) Plog, Pi=—> Xlog, A (3.7)

This measure of complexity considers the KL. modes to be states of the system.
If only one KL mode described the system (A; =1, \;z; = 0) then H = 0 because
our uncertainty about the state of the system would be zero. For comparison we
calculated H for the 10 spatiotemporal representations of random numbers. These
images had an average value of H of 8.6595 4+ 0.0005 bits per pixel [80]. The

maximum for H occurs when the probabilities are all equal which results in a flat
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Figure 3.12: (a)Number of KL modes needed to reconstruct the spa-
tiotemporal plot for the laser without feedback to 95% accuracy. (b)
Number KL modes needed for 95% accurate reconstruction of the spa-
tiotemporal plot for the laser with feedback of different delays. (c) Shan-
non entropy for the laser without feedback. (d) Shannon entropy for the
laser coupled with feedback of different delays. The error bars in these
plots are the statistical standard error based on a sample set of five.
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eigenvalue spectrum. In this case Eq. 3.7 reduces to the logarithm of the number
of KL modes which gives a theoretical maximum of H = 11 bits per pixel for our
data. Figure 3.12(c) shows the Shannon entropy for the laser without feedback and
Fig. 3.12(d) shows the entropy for the laser with delayed feedback. The Shannon
entropy decreases from 2.5 for the laser without feedback to a minimum of about
1.3 for the laser with feedback delayed by 10 ps. The Shannon entropy went up for
the longest two delays to around 3. These results are similar to the results from
calculating D, in the first method except here we see a decrease in complexity for
short delays that was not observed in Fig. 3.12(b).

The spatiotemporal representations in Fig. 3.5 show a variety of dynamics.
Some of the data shows structures that do not move spatially around the ring and
other data show structures that are traveling around the ring. Techniques have been
developed to “center” the data before doing the KL decomposition [81]. Essentially
the data is moved into the frame of the traveling wave so the analysis can focus on
the structure that is moving through the ring. It would be interesting to apply this

technique to our data in the future.

3.6 Optical spectra

The optical spectra of the laser are presented in Fig. 3.13. The optical spec-
trum analyzer data acquisition is not fast enough to capture the optical spectra on
the time scale of a round trip. Each peak is a spectral envelope of the wavelengths

measured over the scan time, which is around one second per sweep. Due to the
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Figure 3.13: Optical spectra of the laser. (a) is for the laser without
feedback. (b)-(i) are for a laser with feedback with a delay, 7, as listed.

length of the laser cavity, there are thousands of cavity modes that fit within the
envelopes. The bandwidth resolution of the spectrum analyzer is 0.1 nm. When
feedback is applied, we often notice the presence of additional peaks, and the lasing
frequency is generally spread over a wider wavelength range than for the laser with-
out feedback. When the spectral peaks are separated we can usually observe that

the width of the peaks are comparable to case (a) without feedback.



3.7 Summary of Chapter 3

Adding an extra feedback loop to the EDFRL generates a variety of dynamics
depending on the feedback delay. The size of the intensity fluctuations increases as
the feedback delay increases. The time series and time delay embeddings show us
that the round trip patterns are get more complex for longer feedback delays. The
spatiotemporal representations provide a picture of the dynamics over both short
and long time scales. Using Karhunen-Loeve decomposition we can quantify the
complexity of the dynamics using two different measures. The dynamics get more
complex at the longest delays where 7 > 7,.. Next, we will mutually couple two

EDFRL’s together and examine the dynamics.
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Chapter 4
Two mutually coupled ring lasers

4.1 Overview

Now we will mutually couple two fiber ring lasers together and vary the time
delay of the coupling between them. The organization of this chapter is similar
to the previous chapter. First comes a description of the experiment followed by
different ways to visualize the dynamics. The chapter will end with the results of

the complexity analysis.

4.2 Experimental set-up

We now want to compare the measurements for a single laser with feedback
with what is observed when two fiber lasers are mutually coupled together with a
delay, 7. We repeat the measurements and analysis of the previous section with
two coupled ring lasers whose cavity lengths are within 1 cm of each other and have
7. = 213.9 ns. The two EDFAs were built together with matching characteristics.
The two active erbium-doped fibers in them are identically doped, 17 m long, and
matched in length to within 1 mm. The two lasers are still physically different and
so are not identical. Each fiber has its own unique inhomogeneities that cannot be

prevented or really measured. Laser 1 is the laser used in the previous experiment
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and has a threshold I, = 15.7 mA. Some of the components in Laser 2 have more
loss so laser 2’s threshold is I;;, = 26.1 mA. These values come from linear fits of
intensity vs. pump current data like that shown in Fig. 2.4. The experimental
setup is shown in Fig. 4.1. The power in both rings was matched by adjusting the
pumps, and the variable attenuators were used to match the power in the coupling
lines. Laser 1 was pumped at 4.7 times its threshold pumping level, and laser 2
was pumped at 4.6 times its threshold. The coupling strength, s, was 1.7% for this
setup and kept constant by using the variable attenuators. Extra fiber was added to
the coupling lines to vary the coupling time, 7, from 0.050 ps to 120 ps. Ten time
series of 1 ms were taken for each delay time and the Agilent 86141B OSA was used

to measure the optical spectrum.

4.3 Fluctuation size and dynamical complexity of round trip patterns

The dynamics of the normalized laser output is plotted over five round trips
in Fig 4.2(a) for the uncoupled lasers. The time series for laser 1 is offset above
laser 2 for all plots in Fig. 4.2. The time series pairs are also offset for clarity since
their means all lie at 1 due to the normalization. Figure 4.2(b)-(h) show the results
for the mutually coupled lasers with the delays listed. The power spectra for laser
1 is shown in the left hand column. Like the single laser with feedback, the coupled
laser system shows a variety of dynamics, including regular patterns in (b)-(f). A
superposition of patterns with high and low frequencies is seen in (e), making a

transition to complicated patterns repeating every round trip in (g) and (h). The
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Figure 4.1: Experimental setup for two mutually coupled lasers. The
arrows show the direction of light propagation through the rings and
the coupling lines. FA, erbium-doped fiber amplifier; PC, polarization
controller; VA, variable attenuator; DL, delay line; PD, photodetector;
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size of the fluctuations increases for the coupled lasers even at the shortest delays.

To quantify the increase in fluctuation size we plot the ratio of the standard
deviation to the mean as before. Figure 4.3 shows the ratios for the mutually coupled
lasers and also includes the data from Fig. 3.3 for comparison. In plot (a) there are
two values for laser 1 because two sets of data were taken: one set with laser 1 set
up for the feedback experiment and another set for laser 1 set up for the mutually
coupled experiment. This was done to compare the mutually coupled results with the
uncoupled laser operating under identical conditions. Primary differences between
the two cases include different pump strengths and different tuning of the optical
cavity with the polarization controllers. These were changed to match the power
in the rings and the lasing wavelengths of the two lasers. The coupled lasers have
larger fluctuations except at long delays when all three data sets are comparable.
The ratio increases with increasing delay for the coupled lasers except when the
delay time is 4 ns more than the round trip time. The fluctuations are the largest
for this delay. Without coupling the system is constrained to repeat every round
trip. With coupling, it also has to work with the delay time. If 7 = 7;, both of these
demands on the dynamics are the same.

Next we examine the complexity of the round trip fluctuations for the mutually
coupled lasers. The time delay embeddings for the first round trip plotted in Fig. 4.2
are shown in Fig. 4.4. All of the plots have the same axes as the plots in (a) for the
uncoupled lasers. The scale is the same as in Fig. 3.4(h) and (i), and it is easy to
see how the size of the fluctuations increases even for short delays. Plots (d) and

(h) are partially clipped at this scale. If the scale is reduced, Fig. 4.2(a) is similar
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Figure 4.2: Laser output intensities over five round trips where the round
trip time is 214 ns. Each time series is normalized to its mean. The plots
are offset for clarity. For each pair of time series, laser 1 is offset above
laser 2. (a) is for the lasers with no coupling. (b)-(i) are for the lasers
mutually coupled with the time delay, 7, given. The right hand column
has power spectra of the five round trips shown for each time series of
laser 1. The DC component at 0 Hz has been omitted to better show

the detail of the spectra.
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Figure 4.3: (a)Ratio of standard deviation to the mean for a single laser
without feedback (o) and laser 1 (blue ¢) and laser 2 (red x) when
uncoupled. (b) Ratio of standard deviation to the mean for single laser
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different delays. The error bars in both plots are the statistical standard
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the single laser. The single laser data (o) are reprinted from Fig. 3.3 for
comparison.
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to Fig. 3.4(a). For coupling time delays of 1 us or less, the round trip patterns form
regular repeating structures. For longer time delays, the round trip patterns become

more complex as shown in (g) and (h).

4.4 Synchronization

Figures 4.2 (b)-(g) and 4.4 (b)-(g) show that the shape of the round trip
patterns for laser 1 and 2 are similar for each pair for the short section of the time
series shown. This provides evidence of synchronization over a few round trips, and
we want to see if it holds over the entire 1 ms time series measured. To quantify the
level of synchronization we calculate the cross correlation, C'C| o, of the intensity

time series of the two lasers using

1

0102

CCua(5) = —— =S [0 (15— ) = (W] B (1) — (B2 (4.)

j=1
where o; is the standard deviation of the entire time series for laser ¢, J is the
number of data points of overlap after sliding time series 1 by the time shift s, I; (¢)
is the intensity of laser i at time ¢, and angle brackets refer to the time average of
the entire time series. If CC), = 1, then the time series are lag synchronized at
the lag s. If CC) 2 = —1, then the signals are correlated but out of phase by half
a cycle. If CCy5 = 0 then the time series are uncorrelated and not synchronized.
Since previous work [26, 27] found the lasers lag-synchronize with a shift s = 7 when
chaotic, we compute C'C 5 (s) over a range of s that includes 7 for each case.
Figure 4.5 shows the cross correlations of the time series plotted in Fig. 4.2 for
different time shifts, 7,. Plot (a) is for the uncoupled lasers, and the magnitude of the
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Figure 4.4: Time delay embeddings of the first round trip shown in
Fig 4.2. Laser 1 is shown in the left box, and laser 2 is shown in the
right box for each pair. Plot (a) is for the uncoupled lasers. The rest
of the plots are for the mutually coupled lasers with the time delay, T,
given. The embedding delays, 77 and T3, are also given. The blue curve
is the 3-D trajectory, and the black curves are 2-D projections onto the
bottom and right sides of the plots. The data points are 1 ns apart. All
plots have the same scale and are centered about 1 because each time
series was normalized by its mean.
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cross correlation is near zero. Plots (b)-(h) are for the lasers when they are mutually
coupled. The delays are listed and also shown visually by a thick black bar. Note
that the horizontal scale varies from plot to plot. Cross correlations (b), (c), and
(e)-(g) are periodic with short periods compared to the coupling delays because the
time series are periodic at those frequencies. Plots (b)-(h) show the leader/follower
symmetry observed in the chaotic case, but the lasers are synchronized at 7 only for
plots (e) and (h). Plot (b) shows an isochronal case where the lasers are synchronized
with no delay. Plot (c), (f), and (g) are not isochronal, but are not synchronized
at 7 either. For plots (b), (c), (f), and (g), CCi2(s) = —1 indicating the lasers
are approximately half a cycle out of phase with each other at s = 7. For plot (e)
CC1 4 (7) is at a maximum with respect to the low frequency variation of C'Cy 5 (s)
but is at a local minimum for the low frequency variation. For plot (d) 7.4 =~ T,
and synchronization occurs both with no delay and again at s = 7. Because the
round trip patterns change so slowly, it is impossible to tell if this case has lag
synchronization or isochronal synchronization. Plot (h) shows no correlation except
when s ~ £+7. The two peaks are composed of spikes occurring every 7, that are not
visible in the resolution of the plot. The long shift required for correlation explains
why the plots in Fig. 4.2(h) and 4.4(h) show no evidence of synchrony over the short
section of the time series shown.

The synchronization behavior for the lasers under periodic conditions is dif-
ferent from the behavior observed under chaotic conditions in paper [26]. There
the synchronization was always observed to occur with a shift of s = +7. Here the

periodic nature of the dynamics causes synchronization to occur for s < 7. Plot (b)
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shows a case that appears to be isochronal that was not observed for the chaotic
data, and plot (d) is a special case as described above. Case (h) has more com-
plicated structures over a round trip, and its power spectrum in Fig. 4.6(h) shows
no single strong periodicity dominating the time series. It follows the pattern for

chaotic data that was observed in [26].

4.5 Spatiotemporal representation

As in the single laser case with feedback, we want to visualize the full time
series of the mutually coupled lasers. This allows us to see the stability of the round
trip patterns and the synchronization. Figure 4.6 shows spatiotemporal represen-
tations for the time series containing the data in Fig. 4.2 and Fig. 4.4 which were
around round trip 2430. Again, every tenth round trip is plotted up to 4500 round
trips. Figure 4.6(b)-(d) and (f) show very regular stable round trip patterns that
persist for thousands of round trips. Fig. 4.6(e) shows a case of the superposition of
low and high frequencies. Power spectra in Fig. 4.2 show two groups of peaks. The
high frequency peaks are harmonics of the frequency corresponding to 213.95 ns and
the low frequency peaks are harmonics that correspond to 213.78 ns. Fig. 4.6(h)
appears random at first, but structures can be seen that repeat on the order of twice
the round trip time. The peaks in the time series alternate from one laser to the
other and it takes one delay time to move from one laser to the other. The result is
a repeating pattern in the dynamics with a period of two delay times.

This repeating pattern is shown clearly in Fig. 4.7. These are plots of the
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envelope of the full 1 ms time series from which the data in Fig. 4.2 was extracted.
The plots are labelled to match previous plots. The lasers are synchronized with
a delay of 7. The repeating pattern of one laser is now 27. This is different than
the single laser with feedback which had patterns repeating every 7 as shown in
Fig. 3.6(h) and (i). The bottom of Fig. 4.7 shows a five round trip time long section
of the long data set for each laser. These two sections are offset by the time shift at
which the cross correlation shown in Fig. 4.5 (h) is a maximum. The two data sets
match and show that the lasers are delay synchronized at both long and short time
scales.

Figures 4.6 and 4.7 are consistent with the cross correlation data presented in
Fig. 4.5 (g) and (h). Figure 4.6(g) shows the repetitive pattern with a time scale
smaller than 7 that produces the multiple spikes in C'C} 2. Figures 4.6(h) and 4.7(h)
show that the intensity pattern repeats with a period of 7, so C'C} 5 is near zero until
s = 7. There are spikes that occur every 7, as well that are not visible in Fig. 4.5(h)
due to the long time scale shown. As the time series becomes more complex the two

lasers synchronize with a time shift equal to 7 like the chaotic data in [26].

4.6 Karhunen-Loeve decomposition and spatiotemporal complexity

As before we analyzed the spatiotemporal representations using KL decomposi-
tion to quantify the complexity of the dynamics. Figures 4.8, 4.9, 4.10, and 4.11 show
the KL decomposition for the laser 1 spatiotemporal data shown in Fig. 4.6(a), (b), (d),

and (h). The KL results in Fig. 4.8 for the uncoupled laser are similar to the results
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Figure 4.7: Envelope of the full 1 ms time series of the intensity dynamics
for the lasers (a) when uncoupled and (h) when mutually coupled with
7 = 120 ps. The labeling corresponds to the plots in previous figures.
For each pair laser 1 is offset from laser 2 for clarity. (a) is also offset
from (h) for clarity. The bar on plot (h) visually shows the length of
7. The small plots on the bottom show a five round trip portion of
the long time series from each laser. These small portions are offset
by 122.319 ps which is the offset given by the maximum of the cross
correlation in Fig. 4.5 (h). The data are delay synchronized over both
the round trip and long coupling delay time scales.
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if Fig. 3.7. In Fig. 4.9(b) we see KL modes that have structures that repeat 11
times a round trip. Plot (c¢) shows that KL mode 10 has a minimal impact on the
expansion of Eq. 3.4. In comparison Fig. 4.10(a) has a different type of pattern that
uses the modes shown in plot (b). KL mode 10 is more complex, but it also has a
very small expansion coefficient. These last two cases have a large A\; and a rapid
decay of the eigenvalue spectrum as seen in plot (d), indicating that only a few terms
are needed in the expansion to reconstruct the spatiotemporal data accurately. Fig-
ure 4.11 shows the results for a more complex case. Here ayq is often comparable
to oy and ay so KL mode 10 cannot be neglected in the expansion. Plot (d) shows
that A\; is small and that the eigenvalue spectrum decay is slower compared to the
other cases.

Figure 4.12(a) and (b) shows the average number of KL eigenvalues (KL
modes) needed to reach the cut off of 95% of the sum of all the eigenvalues. Fig-
ure 4.12(c) and (d) show the Shannon entropy for the same cases [80]. The data
from Fig. 3.12 is included for comparison. In plots (a) and (c) there are two values
for laser 1 for the same reasons given for Fig. 4.3. For the coupled lasers the number
of modes needed increases for larger delays just like the single laser case. At lower
delays the mutually coupled system needs fewer KL modes to capture the simple
periodic dynamics. At larger delays the mutually coupled system needs more KL
modes than the single laser with feedback to represent the variety of round trip pat-
terns produced. They show similar results with a decrease in complexity for short
delays and an increase in complexity for the longest delays.

One striking difference is the complexity of laser 2 in plots (a) and (c) for the
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Figure 4.8: KL decomposition for laser 1 uncoupled. (a) Spatiotemporal
representation of the intensity dynamics from Fig. 3.5(a). (b) KL modes
associated with the largest two eigenvalues and the tenth largest eigen-
value. Modes 1 and 2 are offset for clarity. (¢) Expansion coefficients for
the KL modes in (b). The vertical axis is time as represented by n;. (d)
Logarithmic plot of the 25 largest eigenvalues normalized by the sum of

all the eigenvalues.
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Figure 4.9: KL decomposition for laser 1 with a 0.050 us coupling de-
lay. (a) Spatiotemporal representation of the intensity dynamics from
Fig. 3.5(b). (b) KL modes associated with the largest two eigenvalues
and the tenth largest eigenvalue. Modes 1 and 2 are offset for clarity. (c)
Expansion coefficients for the KL, modes in (b). The vertical axis is time
as represented by n;. (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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Figure 4.10: KL decomposition for laser 1 with a 0.218 us coupling
delay. (a) Spatiotemporal representation of the intensity dynamics from
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and the tenth largest eigenvalue. Modes 1 and 2 are offset for clarity. (c)
Expansion coefficients for the KL, modes in (b). The vertical axis is time
as represented by n;. (d) Logarithmic plot of the 25 largest eigenvalues
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Figure 4.11: KL decomposition for laser 1 with a 120 us coupling de-
lay. (a) Spatiotemporal representation of the intensity dynamics from
Fig. 3.5(h). (b) KL modes associated with the largest two eigenvalues
and the tenth largest eigenvalue. Modes 1 and 2 are offset for clarity. (c)
Expansion coefficients for the KL, modes in (b). The vertical axis is time
as represented by n;. (d) Logarithmic plot of the 25 largest eigenvalues
normalized by the sum of all the eigenvalues.
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Figure 4.12: (a) Number of KL modes needed to reconstruct the spa-
tiotemporal plot to 95% accuracy for a laser without feedback (o) and
laser 1 (blue ¢) and laser 2 (red x) when uncoupled. (b) Number of
KL modes needed for 95% accurate reconstruction of the spatiotempo-
ral plot for single laser with feedback (o) and laser 1 (blue ¢) coupled
to laser 2 (red x) with different delays. (c) Entropy for a laser without
feedback (o) and laser 1 (blue ¢) and laser 2 (red x) when uncoupled.
(d) Entropy for single laser with feedback (o) and laser 1 (blue ¢) cou-
pled to laser 2 (red x) with different delays. The error bars in all plots
are the statistical standard error based on a sample set of ten for the
coupled lasers and five for the single laser. The single laser data (black
circles) are reprinted from Fig. 3.12 for comparison. The coupled laser
data in(c) and (d) is from Ref. [80].
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uncoupled case. Counting the KL eigenvalues rates the complexity of laser 2 higher
than the longest delay case and much higher than laser 1 uncoupled. The entropy
of the two uncoupled lasers is similar which is expected since the spatiotemporal
representations are similar. The reason for the discrepancy is revealed by examin-
ing the eigenvalue spectra of two typical cases. Figure 4.13 shows the 25 largest
eigenvalues and the cumulative sum of the eigenvalues for the KL decomposition of
the spatiotemporal representations shown in Fig. 4.6(a). S for laser 1 reaches the
95% cut off before the decay rate of the eigenvalues flattens. For laser 2 the knee
is rounded before S crosses the cut off and it takes many more eigenvalues to reach
it. Thus the arbitrary cut off has a significant impact on the final value of Dy . H
provides a better measure of complexity for our lasers because we do not need to set
a cut-off arbitrarily and it gives similar values for similar spatiotemporal represen-
tations and eigenvalue spectra (compare Fig 4.6(a) and Fig. 4.13 with Fig. 4.11(a)

and (d)).

4.7 Optical spectra

The optical spectra of the lasers is presented in Fig. 4.14. Each peak is a
spectral envelope of the wavelengths measured over the scan time of the OSA. The
figure shows that the lasing wavelengths can shift when the lasers are coupled. The
spectra are not stable in that the peaks shift in location and shape from scan to
scan of the OSA. For Fig. 4.14(c) and (g)-(i) the spectra is confined to a single peak

which we can compare the uncoupled laser spectra. The height of the peaks increases
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Figure 4.13: KL eigenvalue spectra and cumulative sum of the eigenval-
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by four times or more. This indicates an increase in the coherence of the optical
fields. The increase is partially due to the reduction in width of the spectral peak
which pulls more power into the central wavelengths, thus raising the peak intensity.
When the lasers are coupled the full width at half maximum decreases from 0.2 nm to
0.1 nm. This could be due to the restriction imposed on the conditions required for
lasing in the two cavities. Each cavity is tuned to operate at a certain wavelength by
adjusting the polarization controllers in the cavity. Since the fiber is birefringent the
light must have certain polarization states to experience high gain. When coupled to
the other laser, only modes with polarization states that satisfy both laser cavities
will be amplified. This limits the range of wavelengths over which the light will

experience gain and hence limits the range of lasing wavelengths.

4.8 Discussion and comparison with the single laser with feedback

The effect of a low level of time-delayed injected light on an EDFRL with an
extra feedback loop or from mutual coupling to another EDFRL depends on the
time delay. One effect observed in both experiments and shown in Fig. 4.3 was the
increase in the size of the fluctuations about the mean with increasing 7. For the
single laser case the fluctuation size did not increase significantly until 7 exceeded
10 ps. For the mutually coupled lasers the fluctuation size was significantly larger
at short 7 than the single laser case. For longer delays the fluctuation size increased
and became comparable to the single laser case at the longest delays considered.

There was a significant spike at the resonant delay condition (7 = 7,.).
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Figure 4.14: Optical spectra of the lasers. (a) and (b) are for the un-
coupled lasers. (c)-(h) are the sum of the light from both lasers coupled
with a delay, 7, as listed.
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These observations may have to do with the coherence time of the lasers. From
the measured spectra of the fiber lasers in Figs. 3.13 and 4.14 we see that a typical
spectral width of the uncoupled lasers is about 0.2 nm, or Ay = 17 GHz. This
width is sufficient to accommodate approximately 4000 longitudinal modes of the
laser which have a spacing of 4.45 MHz (51.5 fm). If these modes were randomly
phased with respect to each other, the coherence time of the light would be estimated
as 7. ~ 1/Ay = 58 ps. Adding a second feedback loop with variable delay time to
the single laser and measuring the standard deviation of the resulting intensity
fluctuations (Fig. 3.3) shows that a marked increase occurs for a delay time of
7 = 10 ps. This result is corroborated when the two fiber lasers are mutually coupled
as well (Fig. 4.3). The time scale of microseconds is much longer than the estimate
of 7. above. It indicates that the effective coherence time of the fiber laser output
is not determined by the measured spectral width. Instead, it is comparable to the
line width of a single longitudinal mode. Based on estimated cavity parameters our
mode width is approximately 500 kHz which corresponds to 7 = 2 us [75]. We
do not see an increase in the fluctuation size for the single laser with feedback for
short delays because the injected light is from the same source, but at long delays
the coherence time is exceeded and the fluctuations increase. The mutually coupled
lasers see an increase in fluctuation size at all delays because the injected light is
from a different source. More work needs to be done to determine the physical cause
of the increased fluctuation size and also to examine the apparent resonance that
occurs when 7 = 7.

The complexity of the dynamics also changed with different delays. For a single

79



laser with a feedback delay comparable to 7,., the EDFRL has periodic dynamics with
periods shorter than 7,.. For 7 much longer than 7,., the dynamics repeat with periods
of 7 and 7,, and the intracavity dynamics become more complex. Compared to the
laser without feedback, the overall complexity as described by Dk in Fig. 3.12(b)
does not change for small 7, decreases for 7 = 10 s, and then increases for large .
The overall complexity as described by H in Fig. 3.12(d) decreases for small 7, is
minimized at 7 = 10 us, and then increases for large 7.

This behavior highlights one of the characteristics of the KL decomposition
method as applied to our data. Figures 3.4(g) and 3.5(g) shows that the round
trip patterns for this 7 = 10 us case are complex, yet both Dy and H rated the
overall complexity of the dynamics as very low. This is because even though only
a few KL modes are needed to reproduce the data there are no constraints on how
complicated an individual KL mode can be. Figure 3.9(b) shows that the KL modes
are complex in this case, while Fig. 3.9(c) shows that the expansion coefficients for
the first two modes are large. Thus the complexity measures we use from the KL
decomposition describe the overall spatiotemporal complexity of the data and do
not quantify how complex the individual KL. modes might be. Since the KL. modes
have a “length” of 7, these measures do not quantify the complexity within a round
trip. Since the KL modes can be thought of as round-trip-long strips of time series,
time delay embeddings of the KL modes could be done to examine their complexity
in the future.

The complexity of the dynamics of two mutually coupled EDFRLs are similar

to the single EDFRL with feedback. Compared to the single laser the dynamics are
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less complex for short 7 and more complex for long 7 as seen in Fig. 4.12. For long 7
the round trip patterns repeat, but now the long time scale repetition is 27 instead
of 7. The EDFRLs also synchronize with each other. Usually the synchronization
occurs with a time shift that depends on the fast periodicity of the dynamics, but in
two cases it appears to occur with no shift. As the dynamics become more complex
for long delays, the lasers synchronize with a shift corresponding to 7 in agreement
with previous results for chaotic data.

The spectrum of the coupled lasers collapses to roughly half of the width of
the uncoupled lasers’ spectra. This collapse of available modes does not occur in the
single EDFRL with a feedback loop. As described above, in the mutually coupled
case there are two laser cavities that define two independent sets of constraints on
the light. Only cavity modes that satisfy the two sets of constraints will experience
gain and survive. This reduction in available modes is correlated to a reduction in
the complexity of the dynamics. The ability to simplify the complex dynamics of
an oscillator by applying small amounts of feedback with short delays or coupling
oscillators together with short delays can help organize unwanted complex behavior.

A way to interpret this much longer coherence time is to observe that the
spatiotemporal patterns in Figs. 3.5 and 4.6 are stable over hundreds of round trips
of the fiber laser cavities. This demonstrates that the phases of the individual
longitudinal modes are stable relative to each other for long periods of time of the
order of microseconds. If the lasers were completely mode locked one would notice
a recurring ultrashort pulse on every round trip. Instead the temporal patterns

in Figs. 3.2 and 4.2 show complex patterns of peaks and valleys which indicate
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that not all the modes are locked. These metastable repeating complex patterns
could be interpreted as being due to clusters of longitudinal modes that remain in
a stable phase relationship over hundreds of round trips. Figure 4.6 in particular
thus demonstrates stable phase locking of the mutually coupled lasers, giving rise

to highly regular spatiotemporal patterns.

4.9 Summary of Chapter 4

Mutually coupling two lasers together with a delay causes an increase in the
intensity fluctuation size at all delays investigated. The largest fluctuations occur
at the longest delay and when 7 = 7. We also see lag-synchronization of the two
lasers with a delay that does not equal the coupling delay when the dynamics are
periodic.

KL decomposition shows us that the dynamics get simpler for short delays and
more complex for long delays. The Shannon entropy, H, appears to be a more robust
measure of complexity then the number of eigenvalues, Dk, needed to achieve an
arbitrary data reconstruction accuracy. The method using Dy is very sensitive to
the location of the knee in the eigenvalue spectrum. The calculation of H considers
all of the eigenvalues while the method that uses Dy ignores the smaller ones

completely once the cut-off has been reached.
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Chapter 5
Driven mutually coupled lasers

5.1 Overview

The previous chapter showed lag synchronization occurred for mutually cou-
pled systems which is consistent with previous experimental and theoretical results
for fiber lasers [26, 27, 74]. Other work has shown isochronal synchrony between two
semiconductor lasers when a third laser was mutually coupled between them [82].
Recent modeling with Ikeda ring oscillators shows stable isochronal synchrony can
be achieved in mutually coupled oscillators by unidirectionally driving them with a
third oscillator [34]. In this chapter we will experimentally investigate the transition
from lag to isochronal synchrony for mutually coupled EDFRLs.

We add a third laser to the mutually coupled configuration studied in the
previous chapter. This laser, referred to as the drive laser, is unidirectionally coupled
to laser 1 and 2. The effect of the drive laser on the dynamics of the first two lasers
is examined. Data was taken for the case when laser 1 and 2 are mutually coupled
with a short delay, and also when the two lasers are uncoupled. This chapter will
describe the experimental setup and then examine the cross correlations between the
three lasers to determine the synchronization state between the lasers. The driven
uncoupled lasers case will be examined and then the driven mutually coupled case

will be described afterwards.
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5.2 Experimental set-up

The previous experiment was modified as shown in Fig. 5.1. Another 70/30
coupler was added to lasers 1 and 2 to insert light from the drive laser. These
couplers were inserted after the output couplers that are used to mutually couple
the lasers. This adds fiber to the ring cavity so the round trip times were re-measured
using the Fourier transform method described in section 4 of Ch. 2. Ten 1 ms time
series were taken for each laser. The new round trip times are 224.88 + 0.03 ns for
laser 1 and 224.83 + 0.02 ns for laser 2 which corresponds to a length of around
46.7 m. The errors are standard errors based on a sample size of ten. The pump
levels of the lasers were changed from 41;, down to 1.2[;,. The lower pump values
result in lower power levels in the response lasers’ cavities. This effectively raises
the maximum coupling strength from the drive laser which operates at a constant
high power.

The drive laser is unidirectionally coupled to lasers 1 and 2. It uses a Uniphase
model OAB 1552 erbium-doped fiber optical amplifier. This amplifier is not specif-
ically matched to the Oprel EDFAs in lasers 1 and 2 because it was manufactured
separately so characteristics such as the length of active erbium-doped fiber are dif-
ferent. We used a pump setting of I, = 114.8 mA which is 4.4 times the threshold
of I;;, = 26.1 mA. A polarization controller is used to tune the laser’s wavelength. A
95/5 coupler is used to send light to a New Focus model 1811 IR 125 MHz bandwidth
photodetector and the LeCroy LC534AM oscilloscope which is used to measure the

intensity dynamics of the laser. We used the method described in section 4 of Ch. 2
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Figure 5.1: Experimental setup for two mutually coupled lasers driven by
a third laser. The arrows show the direction of light propagation through
the rings and the coupling lines. FA, erbium-doped fiber amplifier; PC,
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to measure the round trip time and found 7, = 225.37 £ 0.03 ns. The error is a
standard error based on a sample size of ten. A 70/30 coupler pulls light out of
the ring and then a 50/50 coupler splits the light to send to lasers 1 and 2. For
clarity, the lines carrying signals unidirectionally transmitted from the drive laser
to lasers 1 and 2 will be referred to as “transmission lines.” The lines that mutually
couple laser 1 and laser 2 will be called “coupling lines.” Variable attenuators in
the transmission lines are used to change the coupling strength of the drive laser to
the response lasers, kp. Also, the variable attenuators ensure kp is the same for
both transmission lines. 90/10 couplers pull light out of the transmission lines to
monitor it with a Tektronix model TDS 3032 oscilloscope (OSC B) which reads the
DC level of a New Focus model 1611 IR photodetector. The travel time down the
two unidirectional transmission lines is 43.3 ns for the drive to laser 1 and 43.1 ns
for the drive to laser 2.

The sampling time for the intensity time series is increased to 2 ns per point
because the sampling time of the LeCroy LC534AM oscilloscope is cut in half when
three or four channels are used. The time series are still 1 ms long, but have half as
many data points. The measurement lines from the output couplers of the lasers to
the oscilloscope are matched to within 0.5 ns of each other. Data was taken when
lasers 1 and 2 were uncoupled to provide a baseline of their behavior when driven.
Data was also taken with lasers 1 and 2 mutually coupled to each other while being
driven to see if isochronal synchrony could be achieved. The driven uncoupled lasers

are discussed next.
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5.3 Driven uncoupled lasers

For these measurements the light in the coupling lines were blocked to break
the mutual coupling. The cross correlation between two time series, given by
CC,y(s)in Eq. 4.1, is used to determine the level of synchrony between two time
series of laser z and laser y with a shift, s, between the two time series. A typical
set of cross correlations is shown in Fig. 5.2 for the response lasers pumper at 1.41,.
Figure 5.2(a) shows the correlations for the lasers when uncoupled. The correlation
is close to zero as expected because the lasers do not adjust to each other when
uncoupled. Figures 5.2(b) and (c) show the cross correlations for a small and large
amount of drive coupling respectively. The thick blue bars indicate the 258 ns lag
from the time the oscilloscope reads the drive laser data to the time the oscilloscope
reads the corresponding signal from the response lasers. This lag is due to the drive
signal traveling down the transmission line and then most of the way around the
response lasers’ cavities before reaching the output couplers that send the light to
the oscilloscope. If the response lasers synchronize with the drive then we expect to
see a peak in C'Cy p (the blue curves) and C'Cy p (the red curves) at the end of the
blue bars. Isochronal synchrony between the response lasers would be indicated by
a peak in the black curves at s = 0. The plots that follow show values of CC, p (5)
for s = 256 or 258 ns. Values at both points were checked and the s that gave
the largest cross correlations consistently was used. The plots also show values of
CC1 (s =0) to check for isochronal synchrony. The repeating patterns in the cross

correlations are due to the round trip repetition in the laser dynamics.
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Figure 5.2: Cross correlations for unidirectional driving of uncoupled
response lasers pumped at 1.4[,. (a) No coupling between any of the
lasers. (b) Low level of drive coupling. (c) High level of drive coupling.
For all plots of CC,, the left(right) side of the plots correspond to a
shift as if z(y) were leading. The blue bars in plots (b) and (c) indicate
the 258 ns time lag for a signal to travel from the drive through the
transmission line and the response laser and be measured as compared
to a signal measured directly from the drive.
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The cross correlations for lasers 1 and 2 pumped at four times threshold is
shown in Fig. 5.3. Plot (a) shows CC, p (s = 256 ns) with the drive laser leading the
response lasers. The response lasers do not synchronize to the drive. Figure 5.3(b)
shows CC}5(s=0). If isochronal synchrony of the response lasers occurs then
CCi2(s=0) = 1. Since the response lasers do not synchronize to the drive we
don’t expect them to synchronize to each other without mutual coupling.

Synchrony may occur at larger coupling strengths, but the drive laser is op-
erating at its peak power level. We can effectively increase xp by decreasing the
power in the response lasers’ cavities by turning down the pump. Figure 5.4 shows
the results for the response lasers pumped at 21;,. The cross correlations increase
and saturate at low values. Reducing the pump further to 1.41;, and 1.21;, produces
similar levels of synchronization as shown in Fig. 5.5 and Fig. 5.6 respectively.

Figures 5.4, 5.5, and 5.6 show that the cross correlations between the drive
and the response lasers saturate at about 0.3 for larger xp. This is consistent
with previous work that considered noise-induced synchronization of two uncoupled
response systems [83]. That work drove two uncoupled lasers with a noise modulated
signal from a single mode external cavity semiconductor laser and found a quick
transition from no synchrony to synchrony that saturated at 0.4. Our experiment
is similar except we use a drive laser with thousands of modes which is modulated

by spontaneous emission noise and our transition is more gradual.
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Figure 5.3: Cross correlations at specific shifts for unidirectional driving
of uncoupled response lasers pumped at 41;,. (a) Cross correlations
between the drive and laser 1 (blue ¢) and the drive and laser 2 (red x)
where the drive leads by s = 256 ns. (b) Cross correlation of laser 1
and 2 with s = 0 ns. The kp values are averages of the values for the
two transmission lines.
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Figure 5.4: Cross correlations at specific shifts for unidirectional driving
of uncoupled response lasers pumped at 2Iy,. (a) Cross correlations
between the drive and laser 1 (blue ¢) and the drive and laser 2 (red x)
where the drive leads by s = 256 ns. (b) Cross correlation of laser 1
and 2 with s = 0 ns. The kp values are averages of the values for the
two transmission lines.
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Figure 5.5: Cross correlations at specific shifts for unidirectional driving
of uncoupled response lasers pumped at 1.47;,. (a) Cross correlations
between the drive and laser 1 (blue ¢) and the drive and laser 2 (red x)
where the drive leads by s = 258 ns. (b) Cross correlation of laser 1
and 2 with s = 0 ns. The kp values are averages of the values for the
two transmission lines.
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Figure 5.6: Cross correlations at specific shifts for unidirectional driving
of uncoupled response lasers pumped at 1.2[;,. (a) Cross correlations
between the drive and laser 1 (blue ¢) and the drive and laser 2 (red x)
where the drive leads by s = 258 ns. (b) Cross correlation of laser 1
and 2 with s = 0 ns. The kp values are averages of the values for the

two transmission lines.
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5.4 Driven mutually coupled lasers

We repeat the experiments described above with mutual coupling between
the response lasers. The coupling strength for the mutual coupling, k¢ is 2.5%.
Figure 5.7 shows some cross correlations for the mutually coupled case. If the lasers
are mutually coupled only, we saw in Ch. 4 that lag synchrony occurs at some delay
time. The cross correlations between the response lasers had a peak at s = +28 ns
for all of the mutually coupled only runs. This is seen in Fig. 5.7(a) and the value
of CCh5 (s =28) will be used as a measure of the level of lag synchrony between
the response lasers in what follows. The black bars in the three plots of Fig. 5.7
indicate where C'C' 5 (s) (the black curves) should peak if lag synchrony is present.
The blue bars are the same as in the previous section and indicate where CC} p ($)
(the blue curves) and CCy p (s) (the red curves) should peak if synchrony between
the drive and response lasers occurs. In Fig. 5.7(b) we see that lag synchrony
between the response lasers is still present for low drive coupling, but Fig. 5.7(c)
shows that the lag synchrony is quenched for large drive coupling. There is also
a small peak for CC} 5 (s = 0), indicating a very low level of isochronal synchrony.
Small peaks are also present for C'Cy p (s = 258) and CCy p (s = 258) indicating
the response lasers are synchronizing to the drive at low levels. In the plots that
follow we compare C'C,, p (s) of both response lasers to the drive laser for s = 256 ns
or s = 258 ns depending on which shift gives the largest cross correlation values.
This data is used to determine if the response lasers are synchronizing to the drive.

We also compare CCl 5 (s = £28) to CC 2 (s = 0) to determine if lag or isochronal
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synchrony is stronger.

Figure 5.8 shows the results for the response lasers pumped at 2[;;,. There
is a small increase in the cross correlations between the response lasers and the
drive in plot (a). Figure 5.8(b) shows cross correlations between the response lasers
with different shifts, s. When there is no drive (kp = 0) the lasers synchronize with
a lag. The cross correlation is symmetric about s = 0 and we cannot tell which
laser is leading. We examine the cross correlations of each laser leading the other
with a shift of 28 ns when the drive is on to determine if the lasers are still lag
synchronized. This data is plotted in the bottom plot with blue ¢’s and red X’s.
Likewise, if isochronal synchrony occurs then we expect CCi2 (s =0) = 1. The
cross correlation for the isochronal shift is plotted with black o’s. We see in Fig. 5.8
that isochronal synchrony grows but that the cross correlation is less than 0.25. We
also see that the lag-synchrony is quenched as the drive coupling increases.

Figures 5.9 and 5.10 shown the cross correlations for the response lasers pumped
at 1.4 and 1.2 times threshold respectively. In both cases the response lasers couple
to the drive with modest cross correlations. Also, the lag-synchrony is quenched as
kp increases. The isochronal cross correlations gets larger than the lag correlations,

but never get very large.

5.5 Discussion and summary of Chapter 5

The isochronal cross correlations show that although the response lasers are

reacting to the drive laser, the level of synchronization is low. One reason could be
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Figure 5.7: Cross correlations for unidirectional driving of mutually cou-
pled response lasers pumped at 1.41;,. (a) Mutual coupling between the
response lasers only. (b) Low level of drive coupling. (c) High level of
drive coupling. For all plots of CC,,, the left(right) side of the plots
correspond to a shift as if z(y) were leading. The blue bars indicate
the 258 ns time lag for a signal to travel from the drive through the

transmission line and the response laser and be measured as compared

to a signal measured directly from the drive. The black bars indicate
a symmetric shift of £28 ns where C'C'; » should peak if lag synchrony
between the response lasers is present.
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Figure 5.8: Cross correlations at specific shifts for unidirectional driving
of mutually coupled response lasers pumped at 21;,. (a) Cross correla-
tions at specific shifts between the drive and laser 1 (blue ¢) and the
drive and laser 2 (red x) where the drive leads by s = 256 ns. (b) Cross
correlations of laser 1 and 2 with no shift (s = 0 ns, o), shifted so laser 1
leads (s = —28 ns, blue ¢), and shifted so laser 2 leads (s = 28 ns, red x).
The kp values are averages of the values for the two transmission lines.
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Figure 5.9: Cross correlations at specific shifts for unidirectional driving
of mutually coupled response lasers pumped at 1.41;,. (a) Cross corre-
lations at specific shifts between the drive and laser 1 (blue ¢) and the
drive and laser 2 (red x) where the drive leads by s = 258 ns. (b) Cross
correlations of laser 1 and 2 with no shift (s = 0 ns, o), shifted so laser 1
leads (s = —28 ns, blue ¢), and shifted so laser 2 leads (s = 28 ns, red x).
The kp values are averages of the values for the two transmission lines.
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Figure 5.10: Cross correlations at specific shifts for unidirectional driv-
ing of mutually coupled response lasers pumped at 1.2[;;,. (a) Cross
correlations at specific shifts between the drive and laser 1 (blue ¢) and
the drive and laser 2 (red x) where the drive leads by s = 256 ns. (b)
Cross correlations of laser 1 and 2 with no shift (s = 0 ns, o), shifted so
laser 1 leads (s = —28 ns, blue ¢), and shifted so laser 2 leads (s = 28 ns,
red x). The kp values are averages of the values for the two transmission
lines.
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the mismatch of the lasers’ parameters. The drive laser’s round trip time is 0.5 ns
longer than the response lasers’ round trip times. As we have seen in previous
chapters, this is a very important parameter to the dynamics of the lasers. The
drive laser cavity was shortened and the round trip time remeasured to find a new
round trip time of 224.80 + 4 ns. Also, losses in the response lasers’ ring cavities
were measured to more accurately match the drive coupling strengths. The coupling
strengths are defined as the ratio of the power of the injected light to the power of
the light in the cavity. The measurement of power in the ring is made at the input
to the 95/5 output coupler and the power level needs to be reduced for each coupler
in the cavity between this point and the injection point. Measurements showed that
the couplers and connectors of the two laser cavities can have a significant difference
in losses that should be accounted for. Preliminary data that corrected for this, used
the new drive laser round trip time, and xyp;c = 0.01 did not show a change from
the results already presented.

In summary, the cross correlations show some matching to the drive laser, but
very little between the response lasers. For uncoupled response lasers the correlation
to the drive laser grows slowly and saturates at about 0.3. When the response lasers
are mutually coupled the response lasers synchronize to the drive, but the levels are
below 0.4. The drive removes the lag-synchrony and the isochronal cross correlation
gets larger than the lag cross correlation for large values of drive coupling. The level
of isochronal synchronization between the response lasers is less than 0.25. The
levels of isochronal synchrony might be improved by matching the lasers’ parameters
more closely. Losses in response lasers could be better matched. Power levels in
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the response lasers and the transmission lines may need to be determined more

accurately to match coupling strengths better.
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Chapter 6
Conclusions and future work

6.1 Conclusions

The addition of extra time-delayed feedback or coupling to EDFRLs has an
impact on the dynamics that depends on the additional time delay. We observe
an increase in the size of the intensity fluctuations for longer delays. Additionally,
we see large fluctuations when the mutual coupling delay between two mutually
coupled lasers matches the round trip time. We also observe different dynamical
behavior depending on the delays. A challenge with our data is to represent it in
a way that will show us the behavior at different time scales. The spatiotemporal
representations provide a way to view dynamical features with vastly different time
scales very efficiently.

We can analyze the spatiotemporal representations with KL decomposition.
This is an efficient way to calculate some measures of complexity for our data. We
considered the KL dimension and the Shannon entropy of the KL modes. The KL
dimension was sensitive to the relative positions of the knee in the eigenvalue spec-
trum and the cut-off used to truncate the KL expansion. In this sense the Shannon
entropy was more robust than the KL dimension and provided more consistent re-
sults. We found that the dynamics increase in complexity for long delays. We also

found the surprising result that the dynamics simplify for short delays for the mu-
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tually coupled lasers. The complexity measures presented can be used to evaluate
waveforms for time-delayed systems for chaotic communications.

We observed a narrowing of the optical spectrum for two mutually coupled
lasers as compared to their uncoupled spectra. This motivates a physical reason
for the simplification of the dynamics we observe. An electromagnetic mode in a
laser cavity will experience gain if it meets certain constraints defined by the cavity
and the gain medium. Adding another laser adds more constraints. If the light will
experience gain in both cavities then it must meet the constraints of both cavities.
This reduces the number of electromagnetic modes for the coupled systems and
reduces the complexity of the dynamics. It would be very interesting to understand
what happens with multiple lasers.

We also observe lag-synchrony for all delays when we mutually couple two
lasers together with sufficient coupling strength. There is an ambiguity about which
laser is leading and which laser is following. Attempts to create isochronal syn-
chrony between two response lasers by driving them with a third laser produced an
increase in the isochronal response as measured by cross correlations. The levels
of isochronal synchrony were low and need to be improved before. If the response
lasers were mutually coupled then the lag synchrony was quenched as the drive cou-
pling strength increased. The isochronal cross correlation became larger than the
lag cross correlation, but the level of isochronal synchrony was still low. We think
the isochronal level in both cases could be improved by a better match of the lasers’

parameters and more care matching coupling and transmission line parameters.
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6.2 Future work

There is more work related to these experiments that would be interesting
to perform. In our some of our spatiotemporal representations we see structures
traveling around the ring. Techniques have been proposed that shift the data to
remove the traveling component [81]. It would be interesting to analyze our data
with this technique and compare results with those presented here.

Another important factor to consider is the interpolation we performed on the
time series data to line up the round trips for the spatiotemporal representations.
We assume that adding data points this way does not affect the information content
of the data and hence does not affect the complexity measures we calculated. An
explicit validation of this assumption would be useful.

More work could also be performed to evaluate the spatial KL modes we calcu-
lated. Time delay embeddings of the modes could be done to examine the complexity
of each KL mode. This would provide some insight into the issue discussed in Sec-
tion 4.8 about mode complexity. Dot products between KL modes could be used to
examine the projections of one mode onto another. Comparisons between data from
different spatiotemporal representations could be compared this way. Comparison
of modes for different data runs would show how consistent the KL. modes are for
the system. A comparison between data with different time delays could show the
evolution of the dynamics. For example, Fig. 3.5(b), (c), and (d) show an evolution
from high frequency oscillations to a mix of higher frequency oscillations and low

frequency traveling waves to low frequency traveling waves with a small amplitude
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high frequency component. Evaluating this evolution might provide some insight
into the way the dynamics change with different delays. Finally, comparisons be-
tween the single laser with feedback and the mutually coupled lasers could also be
done this way.

Some spatiotemporal data sets, such as in Fig. 4.6(b), show distinct changes
in the dynamics within a single run of data. Performing KL decomposition for each
temporal region of the dynamics would let us see if there are any KL modes that
are consistent across regions. This would identify which dynamical features, if any,
are stable across these changes in dynamical character.

The optical spectra of the lasers shows interesting behavior. Better measure-
ments of the temporal behavior of the spectra would greatly enhance our under-
standing of the dynamics of the optical mode structure the lasers use. This in turn
should provide insight into how the lasers respond to the delayed signals and gener-
ate the variety of dynamics seen. Additionally, there is great interest in coherently
adding laser light together to make high power beams and also in the scalability
of any systems developed. A better understanding of the spectral dynamics could
help us design arrays of lasers where the lasers all emit light coherently with respect
to each other, producing power levels that increase as the square of the number of
lasers used.

Our attempts create isochronal synchrony by driving two mutually coupled
lasers showed that the response lasers were reacting to the drive laser, but we did
not see high quality synchrony. Better synchrony might be achieved by matching

the lasers’ parameters with more accuracy.
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These are just some of the many directions that could be investigated. The
fiber lasers studied in this work are fascinating, high-dimensional systems. They

will present many puzzles and insights for future researchers to explore.
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