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Smartdust is the evolution of wireless sensor networks to cubicmegati

dimensions or less. Smartdust systems have advantages in cadsijtfieand rapid

deployment that make them ideal for many military, medicald @ndustrial
applications. This work addresses the limitations of prior workseséarch to
provide sufficient lifetime and performance for Smartdust senseovonies through

the design, fabrication and testing of a novel low power receiveruse in a

Smartdust transceiver. Through the novel optimization of a malfjest NA design

and novel application of a power matched Villard voltage doubler Giecdit0 V, 1.6

mW low power On-Off Key (OOK) receiver operating at 2.2 Gslfabricated using

0.13 um CMOS technology. To facilitate data transfer in adveFs@rBpagation

environments (1#loss), the chip receives a 1 Mbps data signal with a sensifvity

90 dBm while consuming just 1.6 nJ/bit. The receiver operates withewddition



of any external passives facilitating its application in Bdust scale (cf) wireless
sensor networks. This represents an order of magnitude decrease @m pow

consumption over receiver designs of comparable sensitivity.

In an effort to further extend the lifetime of the Smartdushdceiver, RF power
harvesting is explored as a power source. The small scaBmaftdust sensor
networks poses unique challenges in the design of RF power scaveysiams. To
meet these challenges, novel design improvements to an RF g@avenging circuit
integrated directly onto CMOS are presented. These improvenmaitdde a
reduction in the threshold voltage of diode connected MOSFET and soficssuit
parasitics that are unique to integrated circuits. Utilizimgse improvements, the
voltage necessary to drive Smartdust circuitry (1 V) with atgrethan 20% RF to
DC conversion efficiency was generated from RF energy lawelasured in the
environment (66 uW). This represents better than double the RF to DC sionver
efficiency of the conventional power matched RF energy harvestingit. The
circuit is integrated directly onto a 130 nm CMOS process witbxternal passives
and measures only 300 um by 600 um, meeting the strict form facfoirement of

Smartdust systems.
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Chapter 1: Literature Survey

Introduction

A topic of intense interest in radio frequency (RF) wireless resestblat of wireless
sensor networks. Wireless sensor networks are characterizethebyad-hoc
distribution of many tiny sensor devices in an area. These deareecapable of
sensing data, performing data processing, and wireless tsmsmio other sensor
nodes. When distributed in a random fashion in an area, these sensoorgades

themselves into a network capable of routing data back to a central access point.

Unlike existing wireless networks, wireless sensor networke Imawvimal bit rate
requirements. These requirements are typically on the order opéit day [1].
Because these networks often must operate in areas withoutxigireee
infrastructure, they are typically required to operate for extbpeeiods of time on a
single battery charge. Thus, low power design and techniques foctegranergy

from the environment are important technologies for wireless sensor networks.
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Fig. 1  Smartdust sensor node.

Smartdust systems are the evolution of wireless sensor netteockibic centimeter
dimensions or less (Fig. 1). Such small scale integration ef urious
subcomponents (transceiver, microcontroller, memory, etc.) poses whigllenges
in the design of Smartdust systems. One of the most diffahdtlenges in the
implementation of Smartdust systems is the difficulty in z&adi long term operation

given the limited availability for on-system energy storage.

This work seeks to help resolve this issue in two ways; firetitjir the development
of a low power receiver design compatible with the form fact@mértdust systems;
and second through the novel improvement of RF energy scavengingrgitoui
extend the operational lifetime of Smartdust sensor nodes. Towasdgoal, this
work first assess the availability of RF energy in the envieminthen identifies the
performance limitations of RF energy scavenging, and lastiyudfr various means,
improves and applies RF energy scavenging technology to enharngerfitvenance

of Smartdust sensor networks.



The first aspect of this work, summarized in Chapter 2 is a corapsese survey of
the RF energy present in the environment due to the cellular aachigh frequency
(UHF) TV infrastructure. The goal is to characterizedtailability of RF energy in
the environment that can be scavenged to recharge the batei§neértdust sensor

node.

Chapter 3 summarizes the development of an analytical model bgh whe
performance of the power matched Villard voltage doubler circugnaRF energy
scavenger can be examined. The model is applied as a tool totlséudifect of
various parasitic sources on scavenging performance. Subsegaetghgrmination
is made of the dominant parasitic losses under different opeidatonditions.
Furthermore, this model has the novel ability to enable swifinipdition of a multi-
stage power matched Villard voltage doubler over multiple desiganers

including transistor width and number of stacked stages.

Novel modifications to the power matched Villard voltage doublempaesented in
Chapter 4 to reduce the performance degradation of the peradisdt were identified
in Chapter 3. Techniques to reduce the body effect, threshold voltags, lessl
parasitic input losses are examined. These design improvemertite d¢ha
fabrication of an RF energy scavenging circuit that is muaa twice as efficient as
the conventional RF power harvesting circuit. This representscisutfi RF

scavenging performance to recharge the battery of a Smaddnsor node by



beaming power from an RF source or even from scavenging RFyelefgs

detected in the environment as reported in the survey presented in Chapter 2.

The last topic of this work presents a novel receiver design that implements #re pow
matched Villard voltage doubler as a non-coherent demodulator to realinéira

low power on-off key receiver compatible with the cubic centimfgem factor of
Smartdust systems. Furthermore, to meet the link range neguite of Smartdust
sensor nodes, a novel methodology is presented for optimizing a mgéiiew
noise amplifier (LNA) to achieve a desired sensitivity atrtiieimum possible power
consumption. This work culminates in the fabrication and verification of a low power
receiver requiring an order of magnitude less power per bit teaeivers of

comparable sensitivity.

The contributions to the field of wireless sensor networks include:

o0 (Chapter 2) RF energy survey of the environment
= Study received variation in received RF energy as function of
time
= Survey RF energy received in environment as a function of
location
o0 (Chapter 3) Identify and study the effect of parasitic sources on

performance of RF energy harvesting circuits through the development



and application of an analytical model of the RF energy harvesting

circuit.

Identify dominant parasitic loss mechanisms in the Villard
voltage doubler as an RF energy scavenging circuit.
Model and quantify the effects of stacking multiple Villard
voltage doublers in series.

Utilize model to optimize design parameters of a Villard

voltage doubler.

o0 (Chapter 4) Study novel enhancements to RF power harvesting circuits

to improve power harvesting efficiency, generate sufficient voltage at

lower RF power levels to power a Smartdust node, and more

efficiently demodulate RF signals.

Reducing body effect

Novel sacrificial current biasing

Novel parasitic resistant matching

Design and layout circuits that meet performance goals while

meeting DRC/Antenna/Floating Gate rules

0 (Chapter 5) The novel implementation and performance analysis of an

RF power harvesting circuit as the demodulating element in an on-off

keyed

(OOK) receiver.
Studied and quantified the gain improvement of the power
matched Villard voltage doubler as opposed to the

conventional voltage rectifier.



= Study and quantify the novel gain control characteristics of a
RF power harvesting circuit as a receiver demodulator.

= Study and quantify improved RF filtering resulting from a RF
power harvester as the demodulating element in a receiver.

0 (Chapter 5) Optimize LNA and RF amplification stages of an OOK
receiver for low power operation through determination of optimal
number of stages and proper biasing between weak and strong
inversion operation.

= Development of a novel methodology from optimizing bias
point and number of stages in a multistage LNA to achieve
desired receiver sensitivity at minimal power cost.

= Study improved RF filtering of multi-stage LNA design.

o0 (Chapter 5) Integrate complimentary metal on silicon (CMOS) RF
receiver circuits (low noise amplifier, RF power harvester, basd b
amplifier and comparator) under ultra low power constraints

= 1V supply

= ~1 mW power draw

To better illustrate how this work is the necessary evolutionviogless sensor
networks, the remainder of this chapter will begin with a bristolny of wireless
sensor networks. In addition, to properly motivate this work, the economaokut
and market applications for this technology will be reviewed. Kindlis chapter

will present the characteristic and challenges of wirelessa networks along with a



comprehensive survey of prior work in the fields of wireless @enstworks and
energy scavenging to illustrate how this work addresses rexiptioblems in the

development of Smartdust sensor networks.

Brief History of Wireless Sensor Networks

The origins of the modern wireless data networks can be trackdd#de ALOHA
system. Developed in 1970 at the University of Hawaii, ALOHA was thedystem
to employ random access control. It spanned four of the Hawaidsslatilizing a 24

kbaud link operating at 400 MHz [2].

Research continued in the 1970s, thanks largely to support from the U.&l fede
government. In 1972, the U.S. Defense Advanced Research ProjectsyAgenc
(DARPA) initiated a program called the DARPA Packet Radiowsdek (PRNET)

[1]. PRNET showed significant advancement over prior wiretikg$al networks

such as the ALOHA system. It utilized direct sequence smpeactrum to enhance

its performance in the presence of multi-path interference. Sufgowireless
sensor networks continued in 1980 when DARPA initiated the Distribbéstsor
Networks (DSN) program [3]. Support for wireless data netwoyk©®ARPA has
continued through the 1990’s. As an example, the SensIT program douim#898

by DARPA has funded twenty-nine wireless network programs [1].



Support for wireless data networks in the commercial sector hegamaterialize in
1997, with the establishment of the 802.11 Wireless LAN (WLAN)dzteth by the
Institute for Electronics Engineers [1]. These networks repredgemtmajor leap in
wireless performance and at 54 Mbps rivaled the data rategexf connections at

the time [3].

More recently, there has been a trend towards smaller, lowrpwteorks called
wireless personal area networks (WPANs) based on the 802.15 stahydid |
These networks are typically characterized by wirelegs lof a few meters. While
there are several examples of WPANS, Bluetooth is the maston and successful
standard for personal area networks [1]. At only 1 Mbps, dataaetesignificantly

lower than those of WLANS.

Initiated in 1993 at University of Los Angeles and Rockwell &woteCenter, the
Wireless Integrated Network Sensors (WINS) system waéir8tevireless network
to sacrifice data rate and range to extend operational lifetilnethis manner it
became the first example of the modern wireless sensor netidaté. rates were
limited to less than 100 kbps and multi hop protocols were used tottienppower
used during transmission. In addition, time division multiple acCEBMMA) was

used for media access and a spread spectrum radio was utilizgthdace the

performance of nodes in the presence of multi-path interference [4].



Development of wireless sensor nodes has continued with Picoradio, u/kiiP e
Smart-Dust project. Picoradio, under development at Berkley,ystans on a chip
approach to wireless sensor networks utilizing a spread spettamsceiver [5].
This approach offers the potential for very low cost manufaetdes a continuation
of the trend for smaller, lower power designs. UAMPS is an Mbject with the
principal goal of lowering node power consumption [6]. A defining attaristic of
the system is the LEACH protocol, which spreads cluster formagisponsibility
among varying nodes in the network to enhance node lifetime [1]. -Busitis
another MIT project with the goal to create a sensor node so #malit can be
suspended in air. This requires a system volume on the orderubiamillimeter.

Towards this goal, optical communication is being pursued [7].

Motivation for Research

The market for wireless sensor networks is projected to exgeri@apid growth in
the next few years. In 2005, there were 200,000 deployments of ssiredmsor
nodes worth 100 million dollars [8]. By 2011 the wireless sensoronktmarket is
expected to be worth 1.6 trillion dollars [9]. That represents growtfour orders of

magnitude in market value.



Such large growth projections are largely a function of the broadrspeof
potential applications for wireless sensor networks. Among the wuwsmon

applications are [1][5][7][10][11][12]:

» Security and Military Sensing
* Industrial Monitoring

* Asset Tracking

* Environmental Sensing

* Health Monitoring

The application of wireless sensor networks in these industries promises te t@ang
way we live. Low cost, miniature sensor nodes could be sprayedraeganto
roads, walls, and machines; flooding human perception with a wealth of
environmental knowledge ranging from traffic patterns to supplinsHa3]. Even

the human body could have wireless sensor nodes literally swalltovpdovide
critical information on the condition of the human body. Access would be a dained
a database of current environmental data that would never be outdateguive

refreshing [13].

All of these applications have distinct requirements that make thghly suitable

for the application of wireless sensor networks.
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The first is that these applications require deployment in@samhere a networking
infrastructure does not currently exist. For example, in sgcsehsing, possible
deployment scenarios involve rapid deployment after a natigastéir. In a natural
disaster such as a hurricane, the traditional networking infrasteugnay be
inoperative. Wireless sensor networks could provide a fast megashir real time

data on conditions shortly after such a disaster.

In addition, these applications share the need for wireless nattes wery small
system form factor. Health monitoring could utilize “dust siggstems on the order
of a few millimeters cubed to deploy wireless sensor netwonexcttli into the
human body. Such systems could provide real-time feedback to suegebdectors

on a patient’s condition without the use of more invasive procedures.

A third characteristic shared by these applications, is the fugedetworks that
organize themselves in an ad-hoc fashion. Asset tracking involvesetdson of a
network of nodes that are constantly being moved spatially. Htalsmovement of
the nodes translates into an ever-changing link configuration eetwedes and
network routing must be able to dynamically adjust routing togd®im the network

topology.

The ability to operate for long periods of time unassisted is dhfalvaracteristic

desired by the applications. Environmental sensing is genetahacterized by the

ability to deploy wireless sensor nodes into remote locations.h &utocation

11



requires a network node that can last for long periods of tirlowuti access to a

power infrastructure, maintenance or recharge [12].

Given the scale of possible deployments of wireless sensor ntd#sthe example
applications require that individual nodes be very low cost. Giverdésee to
maximize profit, asset tracking and industrial monitoring nexjthat wireless sensor
networks cost be minimized such that the there is a net overatl fpoof their use.
In addition, military and health monitoring requires that node lsesminimized to
prevent large deployments of wireless sensor networks from lreggorohibitively

expensive.

Defining Characteristics of a Sensor Network

Wireless sensor networks represent a major research challemgetter understand
the scope of that challenge, one should look at the defining characdeds a

wireless sensor network:

. Sensor networks are made of tiny sensor nodes [4][14] — Tampst for

nodes are on the order of a centimeter cubed. Among the componenteth&b be

12



incorporated into this confined space are the microprocessor, mesenygors,

transceiver and power sufficient to perform sensing and networking.

. Sensor nodes will be randomly distributed [13][14] - Sensor nodes will also be
expected to operate efficiently no matter how they are orient&dvironmental
obstruction may be common and ideal orientation of the antenna or itraarsim

receive structures cannot be guaranteed.

. Sensor nodes are self-contained [1][13][14] — Sensor nodes wéljoeed to
maintain operation for long periods of time (> 1 month). Due tcite restrictions
on sensor nodes, extremely small batteries must be used. Therptwer
consumption must be kept to a minimum to allow for adequate bafferyRower
harvesting from the environment may be possible to extend nodeSdkar power,
kinetic energy, radio frequency, and thermal power are among thiblpassternal

power sources under study.

. Network topology changes frequently [12][14] — Sensor nodes will be prone
to failure due to a variety of reasons. Changing environmental acomglitan weaken
transceiver links. Power restrictions can require motes to gdineffeither
temporarily or permanently. In addition, network topology can change dtleeto

actual movement of sensor nodes.
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. Sensor nodes will be deployed in large numbers [12][14] — Sensor ketwor
may be deployed with nodes numbering in the hundreds to thousands. Adt,a res

sensor networks need to be highly scalable.

. Sensor networks broadcast information [12] — A sensor networkisapyi
function is to move information from the sensors back to the access. point
Traditional networking protocols use global identification to enablatgotpoint
communication. Due to the sheer volume of sensor nodes deployed waknet
global identification is impractical. Therefore, access pointismake requests for
data types to the network, and the nodes that can address thaé&meoui will

respond.

Challenges in Physical Layer Implementation

The characteristics of wireless sensor networks have implications atysiegbthayer
of the network. For example, wireless sensor networks must hborey difetime.
This facilitates the need for a physical layer that is V@mypower. The modulation
format must be carefully chosen to minimize the energy sacgdo transmit and
receive each bit of data. Furthermore, given that dats aatelow, and it is desirable

to minimize the time spent broadcasting, data is best broadcast in shortIjrsts [

14



Another characteristic with important implications to physical lagsigh is the need
for small size. Dimensions of less than a cubic centimeteralg limit the amount
of energy that can be stored on a system’s battery. This tagditates the need for
low power transceiver design, but also makes the use of ermggnging from the
environment attractive. In addition, the small size requirementireless sensor
networks translates into a small antenna. Smaller antennazlgenequire the use
of a higher carrier frequency for transmission. Higheri@afrequencies require
higher power requirements; therefore, a system optimization essey to balance

the requirement for small size and low power.

Given that sensor nodes will be deployed in large numbers, the cosiivatiual
nodes is an important consideration. To drive down the price, is itadesito
implement the design directly onto CMOS. This is also consistémthe desire for

a small system size.

Lastly, since sensor nodes are randomly distributed, the physyealrhust be able to
cope with the possibility of a non-optimal orientation or placemduonder ideal
conditions, signal power degrades as the inverse square of the disidnoe the
transmitting source (. Given that sensor nodes could be located behind
obstructions or directly on the ground,*ftee space path loss is unlikely. Therefore,
the physical layer implementation of the transceiver must haeasitivity sufficient

to bridge air gaps even when®dr even 1/t path loss is encountered [4][16]-[20].
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Current Research in Wireless Sensor Network Transceiver Design

A literature survey in the fields of low power wirelesangceiver design and RF
power harvesting provides the context for contrasting this work pvitr works in

wireless sensor networks and energy scavenging.

Coherent Modulation

Given that low power operation is a critical requirement foeless sensor networks,

it is important to choose a modulation technique that is optimalofer power
consumption. Typically transmission systems are designed tpelograly efficient
utilizing coherent modulation and demodulation techniques. Coherent demodulation
and modulations refers to mixing an RF data signal with a syntdeseaguency of
known phase. In this manner, data can either be stored or extremtedand

combination of the phase, amplitude and frequency of an RF signal.

16
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Fig.2  Typical transceiver design [21].

The coherent architecture in Fig. 2 is necessary for spgcetitient phase shift
keying (PSK) and quadrature amplitude modulation (QAM) transciveSK and
QAM are very popular modulation techniques. PSK stores the tria@dmi
information in the phase of the RF signal, while QAM stores infdoman both the

phase and amplitude of the transmitted RF signal.

However, this system architecture requires the use of RF snipkase locked loops
(PLL) and voltage controlled oscillators (VCO). These componentsndde the
power consumption of the transceiver due to long turn on times [22]. n Ginag
sensor node communication is characterized by short bursts of dajardosient
start up times result in a large amount of wasted energtatoup the transceiver
[21]. The importance of minimizing start up time can be furthiestrated by
plotting energy consumption per bit versus transient start up ¢sintbd transmission

of a single data packet.
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Energy Consumption vs. Transient Start Up Time
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Fig. 3  Energy consumption vs transient start up time fb0@ bit packet transmitted at 1 Mbps [23]

Several efforts in wireless sensor node transceiver designdhampioned the use of
spread spectrum as the digital modulation scheme [4][5][24]. &ppEctrum shows
strong performance in the presence of multi-path [25]. Spreatt@peefers to the
practice of mixing an RF data signal with a chipping sigrahfa pseudo-orthogonal
set that is faster than the symbol rate of the RF signal. sigin@l’s spectrum in the
frequency domain becomes flat and spread out resulting ignal sihat can be
difficult to distinguish from the thermal noise. The spread sigffars an inherent

immunity to narrowband interference sources. The original R& slghal can be
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retrieved by remixing the spread signal with the origirfmapging code. Like PSK
and QAM modulation, spread spectrum has a start up time limiteédebgransient
turn on time of the frequency synthesizer [24]. Therefore, nbtsoptimal for low

power communication.

Non-Coherent Modulation

The need for a transceiver system with a fast transient turtimanfavors non-
coherent modulation and demodulation techniques. Non-coherent modulatisn refer
to the addition or recovery of data from an RF signal without knowletijee phase

of the RF signal. Work has been proposed that favors the use obherewat
frequency shift keying (FSK) modulation [26]. FSK modulation stotles
transmitted data as the instantaneous frequency of the RF sidreakimplest binary
implementation of FSK modulation refers to indicating a binary ongrdmsmitting

at a given frequency during the bit period, or indicating a binaxy lzgtransmitting

at another tone during the bit period.

Through the use of a fractional N synthesizer with sigma ded@ulation, transient
turn on times as low as 10 us can be realized for an FSK titearsnHowever, such
a design requires an estimated transmit power on the order of 12V of the

transmit power is required to operate the fractional N frequeyicthesizer. Given
that the design is estimated to transmit O dBm, the systeievas a power out to DC

power draw efficiency of only 8.3%. Although this design minimieeergy
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consumption from a transient turn on time perspective, it clelmdg not achieve a

high power efficiency.

On-off keying (OOK) modulation is another technique that can Ipdemmented in a
non-coherent manner of reception. OOK modulation stores the transdatids
the amplitude of the RF signal. The simplest form of OOK moduat binary
OOK and indicates the state of digital data through the presenaksence of RF

energy during a bit period.
A criticism of OOK modulation has been the perception of poor perfarenan

compared to FSK [27]. This assumption is not entirely valid. Theapiliy of a bit

error for non-coherent OOK and FSK can be expressed as:

1 [1 SR
P =—|1+ e 4
error,OOK 2( T SNRJ

Eqgn. 1. Probability of error for an OOK signal [28].

SNR
.e 4

P

error,FSK =

N =

Eqn. 2. Probability of error for an FSK signal [28].
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Where signal to noise ratio (SNR) is the power of the desiredsitznal to the power
of the noise in the RF signal. The Nyquest theorem can beedtilizdetermine the
relation between SNR and the ratio of the total signal erterggise energy in a bit

period (B/Ng) assuming non return to zero (NRZ) signaling.

SNR:ﬁ
B.

0

Eqgn. 3. Relation of SNR to the energy per bit)Enoise per bit ()Y, channel data rate.}f and
bandwidth (B).

By plotting the two equations (Eqgn. 1) and (Eqn. 2) agaigidtoFEit can be concluded
that there is very little difference between the probakility bit error (BER) for non-

coherent FSK and non-coherent OOK modulation (Fig. 4).
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BER for OOK and FSK Modulation vs. the Ratio of
Signal Energy to Noise Energy
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Fig.4  Plot of Bit Error Rate (BER) for OOK and FSK modida vs the ratio of signal energy per
bit to noise energy per bit (o).

Another criticism of OOK transmission has been its performamdkbe presence of
co-channel interference. To refute that criticism, the prababil error for a signal
of interest in the presence of an interfering signal in an @@#sceiver is derived in

the work by Anthes [29].

P :EP +£P +EP

err miss false_alarm jam
2 4 - 4!

Eqn. 4. Probability of error from co-channel interferendean OOK signal
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WherePpiss is the probability of error when a one is presemtthe desired signa
Praise_alarm IS probability of error when both desired signaldanterfering signa
transmit a 0. AndPjanm is the probability of error when trdesired signal is a O al

the interfering signal is a ot

The probability of each error condition is expresas

vi-Sq 7
P :if c e 2dz

miss m .

Eqgn. 5. Probability of eror when the symbol “1” was transmittgdsen a decision threshold
V,, received signdkevel of S and standard deviation &F [29].

P = j e_2dz

false_alarm — /—

Eqgn. 6. Probability of an error when a zero is transmitted the interfering signal transmit:
zerogiven a decision threshold o} and standard deviation &f [29].

2

P She 2dz

jam = \/7 J‘

Eqn. 7. Probability of an error when a zero is transmitied the interfering signal transmit:

onegiven a decision threshold ot, received signal level of Sand standard deviation @
[29].

When theprobability of error Pey) is plotted versus the difference between des

signal and interfering signdn decibels, it can be seen that fd& dB of SNR, ¢
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minimum delta between the desired signal and interfering signal of 13 dBdisdiee

prevent a significant increase in BER (Fig. 5).

BER for A Signal In The Presence of Co-Channel
Interference

a1

= Deesired SNE. = 10 dB
10-® - - - —— Desired SNE = 15 dB
Deesired SNE. = 20dB

Probability of error (BER)

1p-10

TRL

p-14

113
] 10 15 20 25 30 35 40

Ratio of desired signal strength
to interfering signal strength (dB)

Fig.5 BER versus the ratio of the desired signal to fetérg signal (in dB) for the indicated
desired signal SNRs of 10 dB, 15 dB and 20 dB. [29]

In contrast, FSK should theoretically be immune to an interfesiggal, until the
interfering signal strength is larger than the desiredasig For this reason, FSK
clearly demonstrates superior performance in the presencecbbooel interference.

However, wireless sensor networks must be able to operate in ¢éeenpe of
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unreliable link communications [12]. Therefore, a certain suscefytibol channel

interference may be acceptable.

Given that rejection of channel interference is not a critlealgn parameter and that

a non-coherent OOK transceiver is the simplest and thus, hasadteebmponents to
draw power, non-coherent OOK modulation is an attractive option fetess sensor
networks. Daly and Chandrakasan propose the use of a non-coherent OOK
transceiver for wireless sensor networks [30]. The transmgtar simple surface
acoustic wave (SAW) resonator connected to a power amplifiehe r€ceiver
consists of an LNA, followed by a series of differential &#plifiers. The signal is

then fed into a differential voltage rectifier and then amplifisthg a base band
amplification circuit. Operating at 916.5 MHz, the system conswngs2.6 mW

when receiving a 1 Mbps signal. This is a significant reduciiorthe power

requirements compared to other works in the field [4][5][6].

However, the system Daly and Chandrakasan is not without itstionga Receiver
sensitivity is limited to only -65 dBm [30]. This translates about 20 m of
transmission range using the ideal free space path loss modein Bat typically
path losses on the order dfand even‘rcan be expected, -65 dBm is not sufficient to
meet the 10 m goal of wireless sensor networks [4][16]-[20].ddfitian, transmitter
efficiency is poor due to a transmitter that requires over 9butWransmits only -2.2

dBm. Furthermore, due to the SAW oscillator having a turn on tieeggrthan a bit
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period, the transmitter cannot be turned off during the transmissioreod diz. This

effectively doubles the average power requirement of the transmitter.

M-ary vs Binary Modulation
A reduction in transmit time to send a packet could directly teaghergy savings
and extend the operational life time of a sensor node. It then staresson that m-
ary modulation which transmits more than one bit per symbol could rguhveer
consumption. However, the m-ary transmitter is significantly nsoreplex and as a

result requires more power than a binary modulated transmitter.

PFS_BKL ’ﬁjT +(1- ﬂ)‘l’st}

P od-B T,

m on

a<nl+

Eqgn. 8. a is the ratio of energy required for m-ary modulatto the energy required for binary
modulation.

Through the derivation and analysis of Egn. 8, the work by Shih etradludes that
the transient start up time must be less than the packemitamsie for m-ary
modulation to operate at lower power than binary modulation [22]s the ratio of
energy required for m-ary modulation to the energy required forybimadulation
and is a function of the power draw of the frequency synthesR&fs)(and
modulator (Rog-s) Of a binary transceiver; the ratio of power draw for a m-ary
frequency synthesizer versus binary frequency synthegizéne transmission time

(Ton) and startup time §)); and n is the number of bits per symbol. The paper
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admits that this analysis is only valid if the output power of taesmitter is very
small compared to the DC power draw of the transmitter. I @tbeds, the power
of the transmitter must be dominated by the modulation circpdwer requirement,
not the power amplifier power requirement. This is not desiratdegower efficient

transmitter.

Weak Inversion

Up to this point, alternative system architectures and modulatiomafsrhave been
explored to improve the power efficiency of a Smartdust receivéowever, the
circuit design and physical implementation of a receiver is atgortant design
criteria for low power receiver design. For example, worlEhy et al. on the EKV
model (hamed after the authors Enz, Krummenacher, and Vittoz) ssidigatthe
operation of RF circuits in weak inversion represents an effecteans to lower the
power consumption of receiver designs regardless of the syateimitecture or

modulation format used [31].

The operation of a transceiver in weak inversion has been exanyimeddarchers at
the Swiss Federal Institute of Technology [32][33][34]. Givesupply voltage of
only 1 V in the .5 um AMI process, the best inversion coefficigd}t éichievable was
10. The inversion coefficient is a measure of the level of inmersf the metal on

silicon field effect transistor (MOSFET) channel and is defined as:
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Eqgn. 9. Inversion coefficient of a MOSFET as defined by EKiédel [31].

Where } is the drain current and Is the specific current which is defined as a
function of the thermal voltage ¢}, gate oxide capacitance £§; gate dimensions
(W, L), electron mobility (&), and transconductance of the gate Jjgend source
(gm):
|, = 2.[%}.% 'Cox'V—V'VT2

gm, L

Eqgn. 10.Specific current of a MOSFET as defined by the Eidvdel [31].

Maximum Frequency vs. IC for Varying MOSFET
Gain Levels in the AMI .5 Um Process
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Fig.6  Maximum frequency (f) versus inversion coeffici€¢i€) for the indicated current gains (G)
in the AMI .5 um process [32].
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Fig. 6 above illustrates that with an IC of only 10, a gain of 18 dB wasshiévable
at 433 MHz. Although weak to moderate inversion has a negativectropathe
bandwidth gain product of the MOSFET, it offers a better trans-contiecta DC
current draw ratio [31]. The system achieved the impressiveofdsansmitting 24
kbps with a -95 dBm sensitivity and the transmitter was fortggue efficient with
10 dBm output power. However, limiting the carrier frequency to 433 ,Mpléres
constraints on the minimum antenna size. In addition, the system relied upon external

passives, which also places constraints on minimal system size.

Optics
The use of optical communication has been proposed in the Smanpogsam at
MIT. The goal is to create a sensor node so small thahibeasuspended in air.
This requires a system volume on the order of a cubic millim{@&ler Optical
communication is well suited for small form factors since aprard is unnecessary.
In addition, the power necessary to transmit and receive over etdlindistance is
small (sub milliwatt) [7]. However, optical free spacencnunication requires line
of sight. Akyildiz et al. indicate that line of sight may notdependable in wireless

sensor network communication [12].
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Passive Tags/RFID

Low power transceivers have been proposed that utilize RF powerstiagvéo
directly power the system. These designs, which are often referreghéssive radio
frequency identification (RFID) tags, rely on a capacitordoergy storage and do
not carry a battery. Therefore, they must receive enough inpuh&gyeto supply
the instantaneous current demands of the transceiver. Facen and @mwsepa
system that utilizes a full wave rectifier and charge pumpawer the transceiver
from the 895.5 MHz received data signal. This system has acfg@dperational
range of only 5.3 m [35]. Gregori et al. propose an alterndegeyn that utilizes a
power matched half wave rectifier circuit [36]. This desiggumes 250 uW of
energy to correctly function. These designs illustrate thegpyindisadvantage of
passive tags. They typically only operate at close range i1 strong power

sources.

Current Research in Energy Harvesting

As the demodulating element in the low power receiver and ersengyge for the
system, RF energy harvesting is a critical component of Heareh presented in this

work.
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Alternative Sourcesfor Energy Harvesting

Many works in the literature have proposed alternative sourcenéogy harvesting.
By reviewing the work done on these alternative techniques, distitveintages of

RF power harvesting become apparent.

Vibrational energy has been a popular topic for energy harvestsegrch. The three
techniques for converting vibrational energy to electrical ggnare piezoelectric,
electrostatic and electromagnetic. Roundy et al. reportugnab 300 uW/crh of
electrical power could be generated form vibrational energyarenvironment [37].
Measurements on fabricated systems in the same work reporu\A@ent of
electrical power generated when exposed directly to the vibraseaf an operating

microwave oven.

There has been additional work in vibrational energy harvestingork Wy
Shearwood and Yates, and Williams et al. reports .3 uW generatecafdr4 kHz
source using electro-magnetics and MEMS [38][39]. Meningal. @odel a system
that could generate 8.6 uW [40][41]. Work by Kulah and Najafi reports 2.5 uW at 150

mW theoretical output [42].
The human gait has been examined extensively as a source of fameripyational

energy scavenging [43][44]. Amirtharajah and Chandrakasan theawireuch as

400 uW could be generated from the human gait [43].
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All of these works share one common problem. They all requirehatibrational
energy-scavenging device be connected to specific environmentaes that are
known to have high densities of vibrational energy. Useful environmsotates
seem to be limited by close proximity to microwaves, millingchines, kitchen

blenders, etc [37].

Solar cell efficiencies of twenty five to twenty seven perdeante been realized in
recent works [45][46]. Theoretical modeling predicts efficiem@e high at 46.6%
but this has not yet been measured experimentally [47]. Solar gi®nsity ranges
from about 100 mW/cfmoutdoors on a sunny day to 100 uWcfor office light
conditions. This ranges from a generated power density of 27 nfWfra7
uW/cnf. Solar energy is currently under investigation as the poweresdorche

Smart-Dust program at the University of California at Berkeley [48][49].

Solar energy shows significant potential for outdoor environments,sbundecated
by the lower power density for office lighting conditions, hastédhvalue for indoor
conditions. In addition, the orientation of the solar cell is a atiparameter in the

use of solar power and may not be controllable in a wireless sensor network.

Several works have investigated the generation of electricagyerfieom thermal

temperature gradients. The efficiency of converting thermal pdweelectrical

power is limited by the Carnot efficiency [50].
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Thigh

N = Thigh = T,

Eqgn. 11. Carnot efficiency of electrical to thermal conversdefined as a function of the high
(Thigr) and low (Tw) temperatures of the thermal gradient.

Useful energy levels are reported for temperature gradanéssfew degrees over
short distances (millimeters). One work reported the geoerat 40 uW from only

a 5 degree (Celsius) temperature gradient [51] . The deviceSwast by a few

millimeters thick. Other groups have reported similar sisases Thermolife is a
device measuring only 1.4 mm thick and 9.3 mm in diameter and iscagénerate
up to 100 uW from a 10 degree (Celsius) temperature gradient fRfdeur and
Stark report 20 uW generated from a 20 degree Celsius teomgegaadient [53]
while Strasser et al. have successfully generated 1 uW frédmdegree Celsius

temperature gradient [54].

Thermo electrics haven’'t been confined to low power. Ono et al. rég@nnW
generated from 64 degree Celsius temperature gradient [55prtudtely, system
performance degraded to 5.6 mW after 10 days due to increastvitgsof the

Na-;Co0..

Techniques are also being developed to improve the performance ofaltherm

scavenging. V-VI materials as well as nano wires areongmthe device

improvements being investigated [56][57]. A system improvement under

investigation is the use of pulsed outputs to generate a higher exargayit power

[58].
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Novel applications and structures for thermal energy harvestiagalso under
investigation. Work by Rahman and Shuttleworth has demonstrated angvorki
system to operate a computer off of thermoelectrically-gesctranergy [59].
Fleurial at al. have proposed a battery hybrid that can bergeththermally [60].
Among the more novel structures under investigation, Hasebehetval successfully
fabricated flexible devices for scavenging thermal energydwatgenerate 15.4 uV

per degree Kelvin [61].

The human body has been proposed as a source of thermal energy gy ener
scavenging. Jacqout et al, theorize that 60 uW could be genematedhie waste

heat of the body [62]. However, this has not yet been realized experimentally.

Unfortunately, little information is available on how common 5 to 10 degree (Qelsius
temperature gradients over short distances are in the environmeatyclAul and
Mikityuk report that thermal differences in soil are highlysseeal [63]. At 25 to 30
cm under the surface, temperature gradients of 15 to 30 degseaesCeke common
in the summer but only 5 to 8 degrees is typical in the wintezrefore, the ability to

use thermal energy as a source of energy for wireless sensor netwpréstisnable.
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RF Energy Harvesting

The environment is full of radiated emissions. Even at a kiloragtay from an FM
radio tower, peak indoor power densities better than .5 uf\¢ambe detected [64].
Similar power densities can be detected at higher frequenaiesiding cellular

bands) both domestically and internationally [65][66].

Given a radiated frequency of 900 MHz from a cell tower and @lsimuarter
wavelength antenna at the RF power harvesting circuit, .5 uiVézates to
approximately 60 uW of received power (Egn. 12 and Eqgn. 13). This povetride
consistent with the expected received RF energy 150 meters draeil tower

transmitting at 100 W.

2
A, ~= A :%(?j ~134cn?

Eqn. 12 Effective area of quarter wavelength antenna ametibn of the signal wavelength) (or
the speed of light (c) and the signal frequency (f)

Preceved = Ay 5 ~ B6UW

received —

Eqgn. 13 Power received from a 900 MHz source on a quaréerlength antenna from an electric
field intensity of .5 uwW/crh

Fundamentally, approximately 60 uW of power is available to recleaitugtery or
power a system from the radiated RF power from a cell toigealsat a distance of

over a 100 m.
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Roundy et al. questions the usefulness of the expected power defusitRF- energy
when applied to wireless sensor networks [37]. However, the reportedr pow
densities for RF are for the average amount of RF energy fourwdharg in the
environment as compared to energy densities right next tamagstibrational or
thermal source. If one was to place the RF energy harga$tivice within .1 m of
an RF energy source commonly found in the environment, as is donedasth®f
reported vibrational and thermal power harvesting experiments [3[p¥b2], one
could easily achieve power densities of greater than 450 uW¥\ffom a 250 mwW
transmitter such as cell phone. This compares favorably with eepe@nergy

densities for thermal and vibrational energy scavenging.

Voltage Doubler

To generate voltages sufficient for powering wireless @ensdes from ultra low
power levels, the voltage doubler has been a popular topic for Riyemarvesting

research.
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Fig. 7  Single stage of a voltage doubler circuit.

Fig. 7 illustrates the basic voltage doubler circuit. An titeiunderstanding of this
circuit can be gained by first examining what occurs when cufiews in the
direction ofl; (the down swing of the AC current)D, blocks the flow of current
throughC,. As a result, all the current goes acr@gs This charge€; up to roughly
the same level as the peak of the AC voltage. Once, the upsinrimg AC cycle ()
is reached, the voltage across both the AC sourc&andop acros€,, charging it

to approximately twice the peak voltage of the AC signal [67].

Joe and Chia propose a more rigorous analysis that is based ondéeguivalent
model [68]. The analysis relates the input power to the voltageeahput of the

voltage doubler through a matching circuit as:

V,=2-R,-P

n

Eqgn. 14 Voltage at input to energy harvesting circuit frdoe and Chia model.
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R4 is the real part of the diode equivalent model impedance gns tRe input RF

power. V1 is then related to the output voltage of the AC model as:

VP
o-R,-C,

Egn. 15Voltage at output of RF energy harvesting circtotd Joe and Chia model.

WhereCy is the effective capacitance of the diode equivalent model atetieed
angular frequencyp. Finally, the output DC voltage is defined as the AC output
voltage in series with an internal resistance. The inteesétance is defined as the
inverse of the slope of the diode characteristic curve when theubént approaches
zero. This is an approximation that assumes the diode actmaargunction when

forward biased.

In the case where the diodes are replaced by diode connectes N¥#0 et al.
provides for an analysis of the expected efficiency of the voltage idgudifcuit

[69]. The power lost in a diode connected MOSFET is derived to be:

anosloss = %Vlz(%_i_ Rc ’ a)z ’ szj

Eqgn. 16 Power loss in NMOS of RF energy harvesting circuit.
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WhereR; andC, are the junction resistance and capacitance in the diodeatsuiv
model for a diode connected MOSFEi ,is the angular frequency, and ¥ the
incident AC voltage to the voltage doubler. Yao et al. useatialysis to show that
the efficiency is maximized at a single distinct load resistf@@p This result is

supported by the analysis in Joe and Chia [68].

Resonant Voltage Boosting

The work by Yan et al. provides a methodology for boostiagput voltage from a

voltage doubler utilizing a resonant tank [70]. A resonark imillustrated in Fig. 8.

Fig. 8  Resonant tank boosting circuit.

From the circuit parameters presented in Fig. 8, the bwigtage of the resonant

tank which is the source voltage for the voltage doublerrigatkby Yan et al. to be:
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Eqgn. 17 Output voltage from resonant tank circuit and \gétaloubler as a function of the circuit
parameters defined in Fig. 8.

In the ideal case where Q is extremely high, this can sintptify

1
Vout=—- L/ v,
R, /C

Egn. 18 High Q approximation of output voltage form resanamk circuit.

The analysis assumes that the input impedance to the volbagéedis orders of
magnitude larger than the inductance used in the resonant t&mken typical

junction capacitances for diodes, this may not be true rfige imductances.

Energy Harvesting with Multiple Antennas

Mi et al. propose the use of multiple antennas in the sanoe £pay. 9) to increase

the energy generated through RF power harvesting [71].
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Fig.9  RF Energy harvesting utilizing multiple antennaghiea same space.

The proposed multi antenna design is impedance matchedvédtage doubling
circuit with each antenna connected to its own voltage doubliegitc Circuit
topologies for connecting the RF energy scavenging antenrsezies and parallel

are presented and analyzed.

RF Power Harvested vs. Distance from an RF
Source for Various Multi-antenna RF Energy
Harvesting Designs
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Fig. 10 Power generated from board 1 (single antenna) dbd#étwo antennas), and board 3 (four
antenns) at various distances form an RF energgsou

A parallel circuit is chosen and experimental measurementi@)g:onfirms that the
combined RF power scavenged from a multi-antenna desigar times greater than
the RF power scavenged from a single antenna desige. fattor of four power
increase is obtained at an increase in form factor of By times the single antenna
area. Thus, the work demonstrates a 300% increasewiar pehile utilizing only

83% more space.
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Substrate L osses
The work by Heikkinen et al. studies the effect of sulestlass on surface mount
voltage doubler circuits used for RF power harvesting [B2]rface mount substrates
were modeled and compared including RT 5870, RT 60&0FRR4. RT 5870 was
shown both through simulation and through measurement dwider the best
performance. The work supports that the substrateiftace mount designs must be

chosen to minimize parasitic losses.

Alternative Designs

Inductive coupling utilizes the flux from an electromagnetic f{@y through a loop

of area A, and resistanced3 to generate current.

__d(§Bda)  A(B-Acodg))
_ d At
I:\)Ioop I:\)Ioop

Eqgn. 19 Current generated on wire loop from electromagrfatic

Inductive coupling is a near field technique and as suchirh@ed range. Work in
the literature has reported maximum ranges of 28 mm &oRRF signal described

only as high power operating at 4 MHz [73].

The full wave rectifier depicted in Fig. 11 is another altereattivthe voltage doubler

circuit.
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Fig. 11 Full wave rectifier circuit.

However, each swing of the input voltage must overcome digde threshold
voltages. This is in contrast to the voltage doubler, which aténuates each swing
of the input voltage through one diode threshold voltage. eftwe, the
characteristics of the full wave rectifier are less favoratmeRF power harvesting.
In addition, the maximum voltage out of the full wave rectifgethe voltage at the
input of the rectifier as opposed to twice the input voltage dlseixase with the

voltage doubler circuit.
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Pseudo-Schottky Diode

Pseudo-5Schottloy

NMOS
C1

i 1
71 — .

ac () NMOS ——

Fig. 12 Pseudo Schottky RF power harvesting circuit design.

A new approach under investigation is the use of bodydfMOS FETSs to reduce
threshold voltage (Fig. 12) [74]. These devices arestiams referred to as Pseudo-
Schottky diodes. The Pseudo-Schottky diode is an NMOSedwith the body
connected to the gate. Such a device does reducediieetiect and thereby increase
efficiency. However, since one of the MOSFET bulk terisina connected to
ground and one terminal is connected to a voltage othergiiwaimd, isolation must
be provided between bulk terminals. This can be achieyesing a CMOS process
with an n doped substrate and placing the NMOS devicedap@d wells. However,
given that the body of the Pseudo-Schottky diode is driyeanbRF signal, such a
device would result in lost efficiency due to excess capadthetween the n doped

bulk and p doped well. Another alternative is to use a sH@woinsulator process.
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However, such processes are not as well characterizéaliesCMOS processes

resulting in longer development times and added expense.

Voltage Doubler Stacking
These circuits can be stacked to repeatedly double the infiisl peak AC voltage
(minus any parasitic losses) to achieve the desired outpugeoltiig. 13 shows a

chain of four of these circuits stacked together.

5 | W y | LBy \ | U4 y | Ll
I c=C J T C3C A C¥C 7l C¥C
it | | | |
L1 L1 L1 L1
Ay Ay Al AY |
A A 71 P
C4 Ch - -CT c15
C=C C=C .C=C C

Fig. 13 Stacked stages of voltage doubler circuits.

Yao et al. proposes a treatment of the voltage doubleréi@rrdining the output
voltage of the voltage doubling circuit [69]. Through remursthe voltage at the

output of a stacked voltage doubling circuit consisting of gestés defined as:

v, =20V, -V,)

n

Eqgn. 20.0utput voltage at nth stage of stacked voltage dosb
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WhereV,; is the voltage incident at the input of the first voltage dowsibye and/y

is the threshold voltage of the diode or diode connected NEDSMHarrist proposes
an alternative treatment that defines output voltage as a furaftitte DC output
voltage and internal resistance of a single voltage doublee $6&¢. Under this

treatmentV,,; for an n stage voltage doubler is defined as:

n-V, R _V 1

R n

Eqgn. 21 Output voltage of stacked voltage doublers as atiom of the output voltage from a
single stage with an open load, the load resistaaret the internal DC resistance of the diode.

WhereR_ is the load impedanc&, is the internal DC resistance avglis open load
voltage of the output of the voltage doubler. A central &gof merit for power
harvesting circuits is the ability to convert input power to apwuwoltage. Neither

treatment models this effect. Thus, a more comprehensahgsis is desirable.

Conclusions

Given the limitations of the prior works of research to prigpaddress the design
challenges in providing sufficient lifetimes and performanae Smartdust sensor
networks, the purpose of this research is to designicébrand test a novel low
power receiver for use in a Smartdust transceiver. Antloagperformance goals of
the Smartdust receiver are to demonstrate adequate sensitvityreliable

transmission over 10 m from a 1 mW source in poor gaii@an environments (close
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to ground plane, walls, etc.), a receiver power draw enadtfder of 1 mwW, and
integration directly onto CMOS without any external passivéewards this goal,
several techniques and novel ideas are proposed foovingrsensitivity. Among
them is the use of a RF power harvesting circuit for dirdation and development
of an analytical methodology for optimizing a multistage LNA teemsensitivity
requirements at minimal power draw. In addition several obferefits of the
proposed ideas will be explored including Automatic Gain Con#@C) and

increased RF pass band filtering.

In an effort to further extend out the lifetime of the Smattthamsceiver, RF power
harvesting is explored as a power source. Work by &oet al. has reported that
there is not enough ambient RF energy in the environmeriffeictieely act as a
power source for wireless sensor networks [37]. Thiskvseeks to disprove the
conclusion of Roundy et al. through a careful survéythe RF energy in the
environment and through the application of novel improvemémt&kF power
harvesting circuits that will improve RF power harvesting efficieover what has
previously been reported in the literature. To better utatedsthe performance
limitations of power harvesting circuitry, an analytical madaiieveloped by which
the dominant parasitics can be identified under various regifriseration. The goal
of this work is to generate sufficient voltage to drive analog digital electronics (>
1 V) from RF energy levels that can be detected fronsdifces such as cell towers.
This is in contrast to previous works that have required gioseimity to an RF

energy source (<15 m).
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Chapter 2: Survey of Ambient RF Energy Sources

Introduction

RF wireless electronics play a crucial role in collecting aldymg information in
modern society. To support the wireless transfer of datagxtensive wireless
infrastructure has been established across the couftamples of this infrastructure
range from the radio and television networks established i1986’s and 1940’s
respectively [75] to the more recently established GSM @BiMAone cellular

networks.

As a result of wireless networks, significant RF energy ba detected in the
environment. Even at a kilometer away from an FM radwetp indoor power
densities better than .5 uW/€ran be detected [64]. Comparable power densities
can be detected at higher frequencies both domesticallynterdationally [65][66]

including the cellular bands near 900 MHz.

Through efficient conversion of this RF energy to DC powie wireless
infrastructure could serve not only as a communicationcepbut also as a source of
power. This power source would require no physical tethatilize. In addition, the
cost of utilizing this source of power represents no additioost to the wireless
network providers, as RF power harvesting effectiveljams RF power that would

be absorbed by the environment.
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The major reluctance in implementing RF energy scavenfimg the wireless
infrastructure is whether sufficient RF power to operatdapte electronics can
reliably be received. This work seeks to answer thestipn through an examination

of the amount of RF energy present in the environment.

Survey Methodology

The goal of this research is to perform a comprehessiigey of ambient RF energy
in the environment due to cellular and UHF TV band emissidifgs work studies
the RF energy present in the urban and suburban enwrdantas opposed to rural
areas), because of the abundance of RF wireless sopresent to facilitate
communications for the higher population densities charactesfdfi@se areas. This
work will be used to better predict the RF energy levelsdiatbe expected in urban

and suburban areas from RF energy sources comntba environment.

The survey methodology was divided into a spatial and timeantosurvey. The
spatial survey was conducted by driving through variobamuand suburban areas
recording periodic samples of the received RF signal strdrgm a ¥ whip antenna.
The origin of the survey measurements was identified aanudy suburban to

indicate the effect of population density on RF energy levels.

Urban areas are defined as areas characterized by gemulation and large

commercial development. Environmental features are chdaracteby roads
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typically laid out in a grid structure between large multi-staujydings. Urban areas
are located in areas that have been incorporatedigsamnd represent focal points of

trade and commerce for the region [76].

Suburbs are commonly defined as residential areas ro#gra large town. Suburbs
are characterized as a collage of large residential zmressting of single family
homes or multifamily dwellings and commercial zones primaxdlgsisting of single

story buildings [77].

In addition, measurements in suburban areas were suldliint® five additional
categories to compare the effect of different districting typesimercial densities,

and road types on expected RF energy levels.

Highway -Highways are major multi-lane roads with controlled access for
entering and exiting traffic. Highways often pass through bothmercial and

non-commercial zones [78].

Commercial Road Eommercials Roads are characterized as roads populated
by retail stores including strip malls, shopping malls, chaite@snts, and
retail parks. These areas are characterized by retail buiklsngd automobile

parking [79].
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Non-Commercial RoadNon-commercial roads are characterized by the
absence of commercial or residential buildings. They are sftailer roads
that provide access between commercial and residential ateag paths of

lighter traffic density.

Residential Residential areas consist of small plots of land populated biesing
family or multi-family homes, or larger plots of land populateGpgrtment
buildings with residual parking lots in between them. Some daiudiis are
isolated form retails areas, offices and other subdivisions tifyczal walls and
natural barriers. Most subdivisions are surrounded on alkesitly large, multi
lane roads to handle large concentrations of traffic due tdable of through

streets inside the subdivision itself [80].

Campus Campus designs are common for public buildings and corfsist o
complexes of two or more religious, commercial, industrialeguwental, or
educational buildings grouped on a plot of land. Instead ofrdditional front
yard and backyard design, the land area is laid out in aensomplex system of
spaces between buildings. The spaces between buildiagsonsist of
courtyards and quadrangles. Colleges are typically laidioat campus

arrangement [81].
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The survey required the ability to log both abselpbsition and record RF ener
levels at regular intervals. To meet this requiretmine RF measurement syst

depicted in Fig. 14vas designed

Spectrum Analyzer

oy,
USB | spectrum '
analyzer

o \ .
%...‘.000000000'.-4 I.I--
A A A A A AA A AT

laptop

(b)

Fig. 14 Photoof RF energy survey systi(a) and illustration of a car mounted survey systg).
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The system consisted of a ruggedized laptop with built in @GRS an Agilent
Technologies N9340A Handheld Spectrum Analyzer condeiea RE1903U-SM
magnetic mount omni-directional antenna. MATLAB scripting wascuted on the
laptop utilizing the Instrument Control Toolbox to remotely intgate the handheld
spectrum analyzer through a USB port and laptop GR#ighra serial port. The
Instrument Control Toolbox provides access to USB anihlsports through the
VISA IO standard. A VISA device driver provides a gementerface by which

MATLAB can communicate with various 10 devices includin§®Jand serial ports.

For surveys of spatial fluctuations in received RF enetgy, position and signal
strength of the six strongest signal peaks was averagedtweesamples and
recorded on the spectrum analyzer every six secddigsal peaks were identified by
remotely triggering a marker peak search on the spe@natyzer remotely from the
MATLAB script running on the laptop. Each RF measurenaerg associated with a
spatial position measurement obtained through serial interrogsttbe internal GPS
in the laptop. The GPS data acquired from the laptop i®mess$ in the industry
standard NMEA format. When measuring fluctuations in receRF signal strength
over time, time stamp data was logged in addition to the possioength and
frequency of RF measurements. The full set of datasamed to a tab delimited
ASCII text file. In addition, for spatial surveys of RFeegy the data was saved to a
KML script with color coded pictorial representation of signaeragth for easy

import into Google Earth. An illustration of the algorithm impletednby the
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MATLAB code to acquire spatial and temporal datg@rssented itFig. 15, and the

full code utilized to acquire and process dataésented in Appendix

Acquire file name to save
data to

A4

Initialize laptop GPS

A\ 4

Initialize spectrum analyzer
through VESA USB interface

v
Read GPS NMEA data

through serial port to
acquire position

>

Perform spectrum analyzer
peak search. Acquire the six
strongest signal peak
amplitudes and frequencies
from marker positions

Store Data and pause for 1
minute.

no

K=y

presss

Store data to tab delimited
ASCII text file

(@)

KML and ASCII data to

\

Acquire file names to save |

Initialize KML file I
Initialize laptop GPS I

¢

Initialize spectrum analyzer
through VESA USB interface

Read GPS NMEA data
through serial port to
acquire position

g

Perform spectrum analyzer
peak search. Acquire the six
strongest signal peak
amplitudes and frequencies
from marker positions

v

Generate KML code from
signal strength data

\

Store Data and pause for 6
seconds.

no

Kay

presse

Store raw data to tab
delimited ASCII text file and
store visual representation of
data to KML file

(b)

Fig. 15 Algorithm utilized in monitoring temporal fluctuatis in reeived RF energy (a) and spai
fluctuations in received RF energy (b).
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The RF energy survey targeted RF frequency banasnomly utilized throughout
the country. The UHF TV band located between 470 abd\Mii8z and the cellular
CDMAoNne/GSM bands located in the frequency bands of &8®4MHz, 869-894
MHz, 896-901 MHz, and 935-940 MHxe utilized in communications infrastructure
where very broad coverage is required. This coveisgehieved for the UHF TV
band through a high power source (up to 1 MW) cengdlito one tower. These
systems utilize one tower to cover areas greater than 50[BflesCellular systems,
on the other hand, utilize many lower power (< 500 Wabdoast towers to cover an
area. The area that each cellular tower covers variaflygrbut is typically limited
to a few miles [83]. Thus, given the wide coverage ofU& TV and cellular
bands, the RF frequency band between 500 MHz and A V&4 monitored. This
range was large enough to sample the RF bands ofsptbr small enough to allow

a new sample every six seconds.

The antenna used for measurement was the RE1903U-8MI880/1900 MHz tri-

band 3 dBi magnetic mount omni-directional antenna. To eadibthe antenna
measurements to a 0 dBi monopole, the signal strength edcewthe antenna from
a known power source was measured from 100 MHz %0GHz over a known
distance of 1.25 meters. The gain of the antenna couidbthealculated from Eqn.

22 [84].
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Eqgn. 22.Gain as determined from two matching antennas @atistance d from each ot.

Fig. 16 presents the resulting gain as a function of frequefor the collectior

antenna.
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Fig. 16 Antenna gain of RE1903U anetnna versus frequ

By subtracting the antenna gain from the measurgdel strength, the receive
signal incident on a 0 dBi monopole could be calted The lowest antenna ga
detected in the survey range (500 MHz to 1GHz) alasut-21 dBm. Therefore th
scope sample bandwidth was set to enable a scoys#tiwéy of -85 dBm. This
enables a measurement sensitivit-65 dBm after calibrating to the theoretical ur

gain monopole antenna.
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Spatial Survey Measurements

A spatial survey was conducted of the RF energy levetseptan the environment.
The test was conducted between the hours of 9 am toeghpaeekdays between the
dates of April 18, 2008 and June 152008 in the greater Baltimore-Washington
area. The survey was conducted in both urban andlmrmbenvironments allowing
for analysis on the effect of population density and lase&l an expected RF signal

strength.

Suburban

Measurements for RF energy levels present in suburleas arere carried out in the
1-295/95 corridor between Baltimore, Maryland and Washingibb@. As described
in the previous section on survey methodology, measurementstaken in a variety
of settings ranging from residential and campus areas tonecrial roads and
highways. Received RF power was normalized to the uaity mmonopole antenna
and then converted to KML format with RF strength indicatgdddor coded circles
at measurement locations. Fig. 17 and Fig. 18 give examglges of RF signal

strength measurements in suburban settings.
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Fig. 18 Overhead views of RF signal strength for campua.are
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The first metric by which thesuburban areas was evaluated by was the pee

signal strength detected during the sur

Comparison of Max Signal Received on
Monopole Antennain Suburban Zones

-10

-15

) I l
L0 = B 0 A

Commercial Rd Non Highway Residential Campus
Commercial Rd.

Strongest Received Signal {dBm)

Fig. 19 Peak RF signal strength received by survey systeradoh suburban landscape t

As indicated by Fig. 19RF energy levels as high-11.7 dBm can be detected on
commercial roadways of the suburban environmena byonopole antenna. T
peak signal levels detected in the other four megiavere not quite as hi but still
represented significant energy levels -20 dBm. Even in the absence of ante

gain, this represents tens of microwatts of aviel&tF energy

To better understand tllikely hood of receiving such strong RF levedistribution
curves of theRF powerreceived by the stronge®F source (narrowbancwere

plotted in Fig. 20.
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Fig. 20

Fig. 20 iows that strong peak RF levels on the orde-20 dBm or better are on
available in significant quantity along commel roadways.
RF levels were generally limited -25 dBm or lower. RF levels were particula

weak in residential areas and along non commeroatls with over 97% of tr

Distribution of Peak Signal Strength in Suburban
Environment
for Various Landscape Types

= Commercial

o Roadway
Non Commercial
Fa \ Roadway
r \ Residential
m\
i y 7 \ Highway
/ 5_ AN

/ \\_ —Campus

=20 -20t0-25t0 -30t0o -35t0 -40to -45to -501t0 -55t0 <-60
25 30 35 40 45 50 55 -60

Signal Strength (dBm)

Distribution of peak RF signal strength receivgdsbrvey system fceach suburba
landscape type.

samples detected at RF levels-25 dBm or less.

Broadband collection of RF energy has been prop@se@ way to increase t
amount of energy collected from the environm[85]. Fig. 21presents the averai

increase in RF energy detected by summing the tsixgest RF sources collect

(broadband) collection over narrowband peak catbedior each suburban sett.
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Increase in Avaible Energy from Broadband
Collection Over Narrowband Collection

3.5

2.5

15

0.5

Increase in Received Power (dB)

0 .

Commercial Rd. Non Commercial  Residential Highway Campus

Suburban Area
Fig.21 Increase in avaible energy from broadband collaabieer narrowband collecti.

This demonstrates that integration over a broadggnspectrundoesincreas total
received RF energy. Howev the increase is only about 3 d8 opposed to tt
order ofmagnitude increase one might hope for. This msalt of the large variatic
in the strength of RF energy received by variousraes. The strongest RF sigi
source tends to dominate received RF er. However, in the case of commerc
roadways, his represents RF levels -25 dBm or higher present during almost

third of the measuremeniFig. 22).
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Comparison of Narrowband and Broadband Received
Signal Strength in Commercial Environment
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Fig. 22 Comparison of the distribution of received RF sl strength ér narrowband collection ar

brecadband collection in a commercial setting

UHF TV broadcast and cellular signals are knowrnreeaiof RF power in suburbi

communities. The data indicates that there isifsogmtly more power in the UH

TV band than in the cellular barin suburban areas.This result is particularl

pronouncedn the residential areas and -commercial roadways and appears tc

the result of poorer cellular coverage in thoseasuTo illustrate the difference i

received energy in the UHF TV and cellular barFig. 23plots the increase in pe:

RF signal detected ithe UHFTV band over thatetected in the cellular band in ee

type of suburban setting.
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Increasein Available Energy from UHF TV
Sources Over Cellular Sources
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Fig. 23 Increase imeceived RF signal strengtor UHF narrowbandollection ove cellular
narrowband collection invarious suburban areas.

On average, over 16 dB more power was detectedeirJHF TV band than in tt
cellular band in residential suburban settings. wele|, the amount of RF ener
present in the UHFTV and cellular bands is more equitable in the camal
roadways, highways and campus settings.  Thikety due to the increased ci
volume resulting from the higher population densdf these areas over n
commercial and residential areas. increased demand necessitdtesuse omore

cellular channels [86Rnd & a resultmore RF energy is present in the environme
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In summary, a link was demonstrated between the availabflifgFoenergy and
population density. A greater average RF energy wéanatble in more densely
populated areas such as campuses and commercial r@athaayin the more lightly
populated residential and non-commercial roadways. In additamadband collection
of RF energy showed only a limited 3 dB increase in Ré&fggncollected. This is
likely a result of the low number of carrier channels nesgsto meet the call

demand requirements of areas with lower population density

Distinctions were also present in the availability of RF enemgyéen UHF TV
bands and cellular bands. The suburban environmentradrated that RF energy
present in the UHF TV band is on average stronger tharfabhad in the cellular
band. In residential and non-commercial roadways, ifferehce in energy available
in the two bands was dramatic, resulting in up to 16 dB difieg in average energy

received.

Urban

The measurements for an urban environment were cteauc Baltimore, MD and
in Washington, DC. As was done with the suburban measumts, the measured
data normalized to the gain of a unity gain monopole antemsasaved in KML
format enabling the data to be plotted using Google earth. Cotting was used to
indicate RF signal strength at the indicated positions. Fign@4-gj. 25 illustrate the

data that was measured in both Baltimore, MD and WashinBton

65



Fig. 24
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Overhead view of RF energy measurements in BalgmidD.
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Fig. 25 Overhead view of RF energy measurements in WagmnC.

Although the peak RF signal level measured in the urbamoanvent of -15.2 dBm
is lower than the peak signal received in the commercial afea suburban
environment, it is apparent after conducting the survey thatall the urban
environments host significantly higher RF energy levels guburban regions. This
is supported in Fig. 26 which compares the distribution sunfethe strongest
received narrowband signal in an urban environment tondreowband signal

strength in the suburban environment.
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Percentage of Samples Received at Signal Level

Fig. 26

Urban environments have on averaover 4 dB more eneygthan suburba
environments. However, as was the case in suburban environméntsdbanc
collection yields only about a 3 dB increase inlexied RF energy. Therefol

despite the presence of more RF energy, the tatalgg collected is still domined

Comparison of Peak Signal Received in Urban and
Suburban Areas
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Comparison of the distribution of peak receiveddifhal strength in an urban and subur

setting.

by the presence of one or two particularly stromgrses in any one sp

In suburban areas it was apparent that UHF TV \masstrongest source of F
energy. However, in urban areas, the level of pawvailable from cellular and UH
TV is considerably more equitablFig. 27). This would appear to be the result

much stronger cellular coverage and is likely du¢he use of many cell sites wit|

a smaller coverage range to meet call demand mgeints in urban are
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Fig. 27 Comparison of the distribution of peak receivedd®fhal strength in the UHF and cellu

In summary, the urban environment demonstrated rRétecrergy available fron
cellular and UHF TV sources than its suburban cenpatrt. RF energy was equa
abundant in both the cellular and UHF bandHowever, as with the suburbg
environment, in an urban environment the abilitycamduct broaband RF enely
scavenging showednly a 3 dB improveme in collected energy over the enel
available from narrowband collection of the peakiea Thus, available RF ener

in the environment in the cellular and UHF TV baaggears to be dominated by ¢

Comparison of Power Recevied in UHF TV and
Cellular Band in Urban Area
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bands of an urban setting.

or two grong RF source
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Time Domain Survey Measurements

The energy received from cellular and UHF TV sourcay wveth time [86]. To

determine the extent of this power fluctuation, the RF signathgth received at two

different locations was monitored over a week long periéd. was done with the

spatial measurements, the frequency and amplitude of theiXxdpF signal levels

were recorded. Samples were recorded every minutthaneceived signal strength

was averaged over two samples. The spectrum was nezhitom 50 MHz to 2.95

GHz. Both cellular and UHF band data was gathered atidacd. At location 2,

while cellular data was gathered, the UHF signal was belovdB30 and therefore

Nno measurement was obtainable.

TABLE |

UHF SIGNALS OVER TIME.

STATISTICAL MEASUREMENTS OF THERECEIVED SIGNAL STRENGTH OFCELLULAR AND

UHF TV Location 1

Cellular Location 1

Cellular Location 2

Maximum -21.19 -47.20 -38.37
Minimum -32.08 -59.36 -48.83
Mean -27.71 -56.81 -43.48
Median -27.85 -56.90 -43.17
Standard

Deviation 1.356 .878 1.528
Range 10.89 12.16 10.45

TABLE | presents a statistical summary of the data gatheksdexpected, the power

received varied greatly. The range over which the &gy was received varied for

both the cellular and UHF TV measurements was approxiyndi@l dB. This
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represents a variation of up to an order of mageitin received RF energy. SL
large variation in received energy suggests that diailability of sufficient RF
energy for RF energy scavenging may bermittent. Thus energy storage will
necessary to allow the energy received to be iatedrover time. This variation ov

time is illustrated irFig. 2¢ through Fig. 31 below.

Measurement of Peak Cellular Signal Strength
Received Over Time at Location 1

48 ].'

RF Power Received (dBm)
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K
P
—
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Fig. 28 Measurement of peak sial strength received over timetime cellular band at location

The arrows indicated iRig. 2¢ illustrate the increase in received RF emanatiare
to close proximity to a cellular handset engagednractive call. This demonstra
that proximity to an active handset presents aifsigmt but short lived source of F
energy. The RF energy leived as a result aflose proximity to a hand sis up to

10 dB greater than the average strength of the receivedkfgsm the cell towe
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An additional feature of interest found Fig. 28is that the variation in received F
energy is significantly lower during the first sealedays than during the followir
days. The first two days represent the fourthuby weekend and would suggest t
major holidaysrepresent a period of lower cell phone use andemprentially lowel

levels of RF energy present from cellular commutioces

In addition, Fig. 28eems to sho a periodic pattern as the average amount o
energy rises and falls during the course of eagh da better illustrate this behavic

Fig. 29 plots the receideRF measurements as a function of the time of

Peak Cellular Signal Strength Received During the
Course of the Day at Location 1

Received Power (dBm)

12 am 6 am 12 pm 6pm 12 am
Time of Day

Fig. 29 Measurement of peak sial strength received over timetime cellular band at location 1 a
function of time of day.

72



Fig. 29 clearly indicates that on average, received RFygng greatest during the
morning period and decreases trough the afternoon unthirgaa minimum during
the early evening. However, the periodic nature of theived RF energy from a cell
tower during the course of a day results in less than B Yadiation in average

received RF energy.

Measurement of Peak Cellular Signal Strength
Received Over Time at Location 2
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Fig. 30 Measurement of peak signal strength received awer in the cellular band at location 2.

Like the measurements of received RF signal strength irethéac band in Fig. 28,
Fig. 30 clearly indicates a periodic structure in transmittedeRérgy by the cell
tower near location 2. However, unlike the measuremenigin28, the periodic
structure in RF energy manifests itself as a reduction in mmifRE energy received
by the cell tower for 24 hours every fourth day. THe éhergy clearly drops at

midnight before returning to normal levels 24 hours latenis Dehavior appears to
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be intended by the operators of the monitored cell towerweMer, during these
periods of low minimum power, peak signal levels comgartabthat detected during

periods of higher minimum power were still detected.

Measurement of Peak UHF TV Signal Strength
Received Over Time at Location 1
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Fig. 31 Measurement of peak signal strength received awer in the UHF TV band at location 1.

The received RF signal strength from the UHF TV towerr hecation 1 showed no
periodic structure as indicated in Fig. 31. Significant variation received RF
energy did occur as illustrated by the rise in RF energgived on 4/6/08. Given
that UHF TV does not implement power management, thesativas in signal

strength are likely the result of environmental conditions.

In summary, fluctuations in received RF energy of up tdRQ@vere observed during

the measurement period. In addition, close proximity to adtelrilar handsets
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represents an increase of up to 10 dB over the avpmager available from the cell
tower, but is available for only brief durations (minutes)pekiodic structure in the
received RF energy received from a cell tower was obdeat two measurement
locations while the received RF energy from UHF TV transiois demonstrated no
periodic structure. This suggests that daily variations twar& demand and power
management techniques implemented by cellular systems hanedast but

predictable impact on the average RF energy levels deiadieg environment.

Conclusions

The RF energy survey presented in this work represemigj@ investment in time
with over thirty thousand samples collected and two hunahikes driven over a two
month period. This data provides a tool by which the gdndity of receiving a given
RF power level can be predicted under a variety orrbaouand urban landscapes.
In addition, time domain analysis has resulted in a cleacturp of how signal

power received from both UHF TV and cellular sourcesfiactuate with time.

The strongest signal measured during the course of thik was -11.7 dBm,
supporting the result of prior works that RF energy levelsigis as -12 dBm can be
detected in the environment from UHF and cellular sourcesaddition, by
examining the distribution of energy levels present in the emviemt, this work

reveals that RF signal levels on the order of -20 dBm ansistently detected in
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close proximity (< 200 meters) to cell towers and are @meoed about five to ten

percent of the time during travel in urban and commerogasar

In addition, this work has revealed some of the propesiescharacteristics of RF

energy present in the environment from cellular and subwbarces including:

1. RF energy levels are on average higher in urban greasuburban
areas.

2. Cellular towers are typically placed at the intersections gémnaads
resulting in stronger RF energy levels.

3. RF energy present in the environment from UHF TV signate iaverage
stronger than that of cellular signals in suburban areas.

4. In urban areas, power present form UHF TV and celedarmunications
are comparable.

5. Over time, signal levels received from both UHF TV and cellula
communications vary by an order of magnitude or greater.

6. Close proximity to cellular handsets presents opportunitiesdaificant
increases in RF energy received over short durations.

7. Holidays can significantly affect the peak available RFgnéom
cellular networks.

8. Fluctuations in the demand for cellular networks over theseooir a day

result in a modest periodic change in average receivezhBfgy.
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9. Power management techniques implemented by cellular proaers
result in periodic variation over the course of severas dagxpected
received RF energy from a cell tower.

10.Broadband collection of RF energy represents, on aveastjdB

increase in received RF energy over narrowband reception

The RF to DC conversion efficiency of RF energy scgien systems is highly
dependent upon the power of the RF signal received.ayegng expected signal
strength data over time and for various landscapes, this pvesents the necessary
information by which the ability of past, current, and futtesearch in RF energy
scavenging systems to provide efficient conversion of RBP®@ power can be
measured. Thus, the suitability of an RF energy scawvgrigchnology for a given

deployment can be more effectively predicted.
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Chapter 3: Modeling the Power Matched Villard VgkkaDoubler

Introduction

A common approach to RF energy scavenging employpdtwer matched Villard
voltage doubler circuit. In solid state circuits, the diodesl dse rectification are
typically replaced with diode connected MOSFETs. This @gyr facilitates the
integration of these circuits directly onto CMOS by using distlectures that are
easily realized on most CMOS processes. The difficultyhan design of Villard
voltage doublers that employ diode connected MOSFETSs isothaetermining

proper sizing for the MOS transistors.

Fig. 32 lllustration of a cascaded multi-stage Villard agjé doubler.

The core cell of the Villard voltage doubler can be stadesflientially to repeat the
doubling effect of the input voltage (Fig. 32). Severatesys have demonstrated
this technique to good effect and realized improved RF tac®@®ersion efficiency

at lower input power levels [67],[69]. However, as is ¢hse with transistor sizing,
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determining the number of stages for optimal RF to DC asive presents a

challenging problem in the design of multi-stage Villard voltdgebler systems.

The most common technique used to optimize transistor sizilhgh#nnumber of
stages in Villard voltage doubler system is an iterative apprdaah relies on
harmonic balance or time domain circuit simulations. Thigaggh is both time
consuming, difficult to optimize for multiple design variables, &its to provide a

tool by which the effects of device parasitics can easikxpéored.

An alternative solution is to develop an analytical model by kvhie relevant
system variables including transistor size, number of stastagks, and threshold
voltage for an energy scavenging circuit can be optimiz&tevious works in
modeling RF energy scavenging circuits predict performaves a fairly narrow
region of operation and often fail to analytically relate thgsptal design parameters
(transistor width, number of cascaded stages, parasitidbetperformance of the
circuit [69],[68]. These restrictions limit their suitability for rfieming design

optimizations of the Villard voltage doubler circuit.

This work expands upon these previous works througbetelopment of a model of
the Villard voltage doubler that is derived directly from its bl realization and
design parameters. This model provides a unigue tookamiee the complete
design space of the Villard voltage doubler and quicklyrdete the single most

efficient design to meet the output voltage and load requiresreg the minimum
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possible input RF power. In addition, this model allows identiboaof the
fundamental limits of RF to DC conversion efficiency as cir@datameters are

changed and parasitics are added or removed.

Design Methodology

TABLE Il MODEL PARAMETERS

Process Variables

Vin MOSFET threshold voltage

Wiingle Width of a single finger of the MOSFET gate
Let Effective length of MOSFET gate

n MOSFET capacitance ratio

Vi Thermal voltage

FC Forward-bias depletion capacitance coefficient
M Bottom junction capacitance grading coefficient
Eox Permittivity of gate oxide

Tox MOSFET gate oxide thickness

Ries Sheet resistance of MOSFET gate

Ny Number of fingers for MOSFET gate

lyth drain-source current at threshold voltage

Rs Contact and metal resistance of gate

Ciarea Depletion region capacitance per unit area
Ci per Depletion region capacitance per unit length
Y Channel length modulation parameter

U Mobility

Rsx Source resistance due to velocity saturation
Y Junction potential

Aiunc Area of PN junction

Piunc Perimeter of PN junction

Circuit Variables
Vout'Vinc

f

Rout

Ng

Dependant Variables

input AC voltage or DC output voltage

RF frequency

Impedance of output load

number of stacked voltage doubler stages

Cox Eox/Tox
K (Up*COoX*W gl Ler)/2;
Weff nf*Vvsiane

81



The development of an analytical methodology for solvingptiveer matched Villard
voltage doubler begins with the derivation of an analyticadehéor the diode. The
variables necessary for this model are presented unutergsrvariables in TABLE II.
This diode model is used to determine the performance ofeittédying element
when inserted into the Villard voltage doubler circuit. Upon gletion of the diode
model, proper analysis of the Villard voltage doubler circuitoives DC loop
analysis and AC nodal analysis. The DC loop analysi®eseas the tool by which an
output DC voltage can be related to the incident AC voltadee AC nodal analysis
provides the means by which the input RF energy negessagenerate a given

incident AC voltage can be determined.

Modeling the Rectification Structure

Due to the popularity of integrating RF scavenging circuitsctyeonto CMOS, the
diode connected MOSFET is a common choice as the rectificatmment in a

Villard voltage doubler (Fig. 33).

Cod +
Rg

el

Fig. 33 lllustration of diode connected MOSFET

Rds Rleak

£
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To determine a large signal model, it is necessary to idahtfyresistance of the

rectifying structure, as well as any sources of parasiticdanee.

1
| | { Gate

Body Source Drain

s

== Cgd

Fdz

A
A Chd =

Fig. 34 lllustration of substrate connections for dioderm@rted MOSFET and the associated sources
of parasitic.

Fig. 34 illustrates the physical realization of the diode coede®OSFET and

identifies the MOSFET elements and parasitics that contribute deling the diode

connected MOSFET.
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— drain terminal

1
Cod | HTOM

Ced
Vs R‘g .%Rds é - — 4

B ideal *%
- diode
.
gate, source, body
terminal
(a)
drain terminal
+ ain termin '

XL .'
kT !
Cod | —) s ! ideal

diode

T —
Vds Re3 ‘_ié\mus.- é Cﬂ_:_ -
-—[:) Rt% ‘g\RInk

- .
gate, source, hody
terminal
(b)
ideal
Rds Cxlll ! diode

—— Chd
ideal Re \g\ﬁluk
diode

()

Fig. 35 Large signal model of diode connected MOSFET th&diward biased (a), reverse biased (b)
and general case (c) .
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The resulting large signal model for the diode connected NEDSHRat has been
forward biased, reverse biased and a general model thalidsin either regime of
operation is presented in Fig. 35. In Fig. 35b, the faththe gate parasitics is
dashed to indicate that although preseng, i€ approximately zero when the diode
connected MOSFET is reverse biased, effectively negatiggcantribution to the
impedance presented by the diode connected MOSFET. tdthke impedance
presented by the diode connected MOSFET is the cumulasuét of the rectifying
channel resistance when forward biaseg(tR the gate parasitics,gft) and Rq(t);
the parasitic capacitance due to the PN junction at the drgif); @nd finally the

leakage current across the MOSFET channel when relviessesd, Raqt).

The channel resistancegqf®) due to the rectifying path is derived from the channel
current for the MOSFET. As indicated in Eqn. 23, the chhoarrent for a diode
connected MOSFET that is forward biased is modeled by #Hresdonductance
equations for a MOSFET in three separate regions bas#gtdeavel of inversion of

the channel between the drain and source whgfg ¥ equal to Vq(t) [87].

l4(0)=0 Vas(t) <0
| (1) = Wer | | -ex;{vds(t)—_vth]{l— ex;{— Vd—(t)ﬂ 0<V,.(t) <V,
Leff n 'VT VT

(Vds (t) Vi )2 ) (1+ 7 Vs (t))
1+2-K- Rsx ) (Vds(t) _Vth)

ls(t) = K- Vi (t) >V,

Egn. 23.Channel current of a diode connected MOSFET.
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The parameters used in Eqn. 23 include the dimensiong MI@SFET (Wi, Les),
channel length modulation parametgy, Gource resistance due to velocity saturation
(Rsx), MOSFET capacitance ratio (n), thermal voltage)(\drain source current at

threshold (J,), and parameter K defined in TABLE II.

It's important to note that the PN junction formed between tidy lamd drain is
forward biased at the same time that i¢ greater than y/allowing current to flow
across the channel of the MOSFET. However, current lastet@N junction ¢h) is
very small compared to the channel currep,ahd can be modeled simply as a
reduction in threshold voltage [88]qs tlominatesd, because the MOSFET threshold
voltage is less than the junction potential of the PN junctiontlauml turns on more

quickly.

Given that \4{t) and k4t) are a function of time, and the performance of thautirs
governed by the average resistance over a period ahple RF signal presented

between the drain and sourcgg R derived to be:

Vo™ f

RS,

t

S

Eqn. 24 Effective large signal channel resistance of a elicahnected MOSFET.

Where \4s™ is equal to the rms value ofi{t) while forward biasing the rectification

structure.

86



The second path is a result of the AC coupled path betiheagate and the drain and
is a product of the combined contribution of the gate capaeit@md the gate
resistance derived in Egn. 25 and Eqn. 26. Fig.r8demts a simplified view of the
gate resistance as the sheet resistance of the polysiiten 4 more complex view
of the gate resistance used in this analysis is presentad imork in [89] and models

the gate resistance as a function of the polysilicon shestaece and the channel

resistance.

2
ng = § ’ C:ox 'Vveff ) Lef'f Vds(t) <0
ng =0 V() >0

Eqgn. 25.Gate capacitance of a diode connected MOSFET.

Rg: i.Rres'Weff +RS+ i I—eff
12 n2.L 12 n-W,, -u, -C, -V,

Eqgn. 26 Gate resistance of a diode connected MOSFET [89].
The gate resistancey B a function of the sheet resistance of the gatg) (Ransistor
size (W, Lerr), Nnumber of gate fingers inmobility (u,), oxide capacitance per unit

area (Gy), thermal voltage (¥), and total resistive losses due to layout connections to

the gate (§. The quantity 1/12 is a fitting parameter.
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The third path is formed at the PN junction between the dralrttee body indicated
in Fig. 34. This path contributes to the parasitic capacitahdée junction. The

resulting expressions for,&is a time average of the junction capacitangé)j@ver

a single period of the RF signal.

Eqn. 27 Large signal capacitance of the PN junction forinetiveen the body and drain.

Where Qt) is the time dependant instantaneous capacitance of tharletibn as

modeled under the BSIM 3.3 model [90].

C A +C P

Cj (t) _ j,area junc ],'p\)/ler junc Vds(t) < FC Y
(1_Vds(t)j
Y
C. A +C. - P.
. j,area junc i, per junc

a0 = (@-Fc)"
A1+ —x(V () -FC-Y V() > FC-Y
( vearo) Vel )j (0

Eqgn. 28.Instantaneous capacitance of the PN junction forbetdieen the body and drain [90].

The instantaneous capacitance of the PN junctigi)(@ a function of the per unit

area junction capacitance;ffe), per unit perimeter junction perimeter; {€), area of
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the junction (Auc), perimeter of the junction {R), junction potential (Y), grading

coefficient (M), and forward bias depletion capacitancéficoent (FC).

The final path is a result of the leakage current througtMBSFET that is reverse
biased. An ideal MOSFET allows no current to flow when lodit in practice small
amounts of current flow when in the off state. This eftact cause minor impedance

changes for a voltage doubler under low power operatidnsamodeled by R

_ Vds, reverse
Rleak -

e W IV Mool e ]
vth n-Vv

Leff

Eqgn. 29.Leakage current through the reverse bias diodeemted MOSFET.

Eqgn. 29 approximates g as the current and voltage drop across the diode codnecte
MOSFET at the maximum reverse bias voltagg,&/erse AS Will be seen in the next
section on DC loop equations, the maximum point of reveese ib approximately
equal to 2*\(,,, where \{c is the magnitude of the voltage incident on the Villard

voltage doubler.
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At this point, a model and analytical expressions for the behaf the diode
connected MOSFET have been established. This mode&lssasvthe basis for the

DC loop analysis and AC nodal analysis to follow.

The DC Loop Equations

The DC solution is derived through the application of Kirciedbop analysis and
provides a means to relate the voltage incident on a sés¢acked voltage doublers

to the resulting output voltage.

GND= ==

- . peak
\/Peak |"'{IH‘J'F-C|"“H'5 )
Vine as GND ¥ = -
: Vds
e S
| 3’ T Vout
ool -7 ) d
+
Vds

M, loc
e Rout
T

Fig. 36 lllustration of the operating voltage levels andrent through the DC loop of a single stage
of the Villard voltage doubler.

Fig. 36 presents an illustration of the DC loop for a sintgges Villard voltage

doubler.
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The periodic incident voltage gives rise to a current acash rectifying MOSFET
(M1 and Mp). The rectifying diodes are in series in the DC loop pencllel to the

charge storing capacitors. Therefore, Eqn. 24 is mddiéisulting in an B of:

i (Vdspeak)z ) (Vdspeak)z
o P ®) Vo T ©)

Eqgn. 30 Effective DC resistance of a diode connected MOSKHTRe Villard voltage doubler.

Where RBswudt) is the average power over one period throughdinde connected
MOSFET, ksuA(t) is the current through the diode connected MEBRNd \4s mr(t)

is the time domain voltage drop across the diodemected MOSFET, Mwhere n
equals 1 or 2 (Mor My). VgP®*is the maximum forward bias across the diode
connected MOSFET as depicted in Fig. 36 for diode relulting from the voltage

incident on the rectifying diodes following the MHcking capacitor.

91



(@]
-
‘/

i

and conducts curren

O uA

23l
-|E|S_.|'V]J.(Vdsp ’ )
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Fig. 37 The voltage drop, g4smi( (8), current, ds mi(t) (b), and power dissipatedyska(t) (c) across

diode connected MOSFET,M
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The voltage, resulting current, and power dissigbaeross M (Vgsma(t), lasma(t),
Pasmi(t)) and M2 (MismAt), lasmAt), PasmAt)) over one period are illustrated in Fig.
37 and Fig. 38. Peak forward bias across the diodaected MOSFETSs,/**and
the mean power dissipated across each diode ceuheuisfet (R migand Rs vz

are also indicated in Fig. 37 and Fig. 38.

From Fig. 37a and Fig. 38a, it can be seen thattlfervoltage doubler circuit,

Vs mi(t) is:

Viems (1) = ~(Vio |- Sinaft) + V| - Vo ™).

Eqgn. 31Voltage difference between the drain and souraaitels of a diode connected
MOSFET in the Villard voltage doubler.

And Vygs mAt) is:

Vds,Mz(t) = ([\/inc| -sin(2zft) — [\/inc| +Vdspeak).

Eqgn. 32 Voltage difference between the drain and souraaiters of a diode connected
MOSFET in the Villard voltage doubler.

Since, both 4 wi(t) and ks vAt) are approximately equal to zero while the retipe
diodes M and M are reverse biased, when calculating power digsipacross the
diode connected MOSFETSs (Mnd M), Vs approkt) Can be used as an approximation

of Vds,M]_(t) and Vds,|\/|2(t).

94



K -
Vds,Mn(t) ~ Vds,approx (t) = Vds Pest. Sln(2 - t)

Eqgn. 33 Approximation of the incident voltage across thainiand source terminals o
MOSFET valid when solving the DC loop equati.

\/ {+} \YJ {+3} \/ {+)
Vds,MIVY Vg, ML Vds,approx\*/
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s ] ]
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i \ B Y B0
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v i i meak ) \ [ ] [ R | [ ] [ R
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i i [ ] COi [ ] conaucts
\ ) [ | - [ | P,
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Fig. 39 The voltage drop across M1 and M ggwa(t) and Vis mAt)) and Vs approkt) Which is a valic
approximation for botV gs ma(t) and Vs mAt).

The waveforms Y mi(t), VasmAt) and the resulting approximatioNgs approkt) are

illustrated in Fig. 39. s appro(t) provides an approximation of the conductiveioag

(lasmr(t) # 0, were n =1 or 2) for botVgs mi(t) and Vs wAt).
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+ 2XNg X Ve -

Fig. 40 Model of the multi-stage Villard voltage doublera®C power source.

With the capacitive elements acting as charge gtoi@devices for the rectifying
elements, a Villard voltage doubler of DC loops can be modeled as indicated in
Fig. 40 [91]. From this model, utilizing the simeptelationship, V=I*R, the DC
current across the output load,(fRand DC current across the effective MOSFET

resistance (K:) can be derived.

ng - (2 ’ [Vinc| -2 'Vdspeak)
PO R

Eqgn. 34DC current across output load, R
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Eqgn. 35.DC current across effective MOSFET resistangg, R

By equating these two currents and algebraic méatipn, the second equation for

Roc presented in Egn. 36 can be extracted whgisethe number of stacked stages.

\/dspeak ' Rout
n,- 2V, [-2:v,, P

Eqgn. 36.DC resistance of the diode connected MOSFET deifnard the model depicted in Fig.
40.

RDC =

By setting Eqn. 30 and Eqn. 36 equal$can be solved for. This equality is best
solved through numeric methods. Oncg’$% has been determined,) can be

evaluated from:

Vout =Ng- (2 ’ I\/inc| -2 'Vdspeak)

Egn. 37 Output DC voltage of a multistage Villard voltageuthler.

Alternatively, one can determine;]f from a given V., by expressing kit as:
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eak
= M
V

out

Roc

Eqn. 38 Effective DC resistance of diode connected MOSFEfiveéd from Fig. 40 arranged as a
function of Vs

Once again W**can be determined from Eqn. 30 and Eqn. 38 while B7 can be

rearranged to expressiy as a function of Y.

V k
out + 2 'Vds peal

ns
[Vinc| - 2

Eqn. 39.Input incident voltage for a multi-stage Villardliame doubler as a function of output
voltage.

Thereby, one can determinguas a function of |\;| or [Vnc| as a function of Y

The AC Nodal Equations

Impedance
Matching Pinc AC lds m2 + Vds —
= ot —— [
RF — =" -
Source Vinc 'ds,ﬁl M2 :
g + M1 1 AC
r Vds 1 short
QY _ |
J

Fig. 41 lllustration of the Villard Voltage doubler withdrdent voltage and resulting AC current.
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The AC analysis of the diode connected MOSFET isentmmplex than the DC
analysis. Fundamentally, the AC input equatiores ar application of Kirchhoff’'s
Current Law. Therefore, as illustrated in Fig. #ie AC current incident on the
voltage doubler is the summation of the currentsugh both diodes,qdmi(t) and

lasmAt). lasma(t) @and ks mAt) are functions of ¥ mi(t) and Vis uAt), respectively, (or
Vs, approkt) @s previously discussed) as illustrated dutirgDC loop analysis in Fig.
37 and Fig. 38. The current draw of a single stafgthe Villard voltage doubler

represents a real resistance equal to:

(V) (Vi 0]

2. F’inc(t) 2'(\/mc(t)’(| ds,Ml(t)+ Ids,MZ(t)))

Eqn. 40 Effective AC resistance of the drain source chafmeh diode connected MOSFET in a
Villard voltage doubler.

AC

Rac represents a diode structure with no parasiticegxthe threshold voltage. As
illustrated in Fig. 41, ¥(t) is the time domain voltage incident on the &fill voltage
doubler;?c(t) is the average power draw of the Villard voeiadpubler; andgl ma(t)
and ks mAt) are the time domain current through the dioolenected MOSFETs, M

and M.
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Fig. 42

The inputvoltage to the Villard voltage doubler;n(t) (a), sum of currentgs ui(t) and
l4smAt) (b), and power input to the Villard voltage dbber, Fi.c(t) (c).
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Fig. 42 plots example waveforms for,Mt), the sum of g mi(t) and ks mAt), and
Pnc(t). The average power entering the Villard voltageubler, Rc(t) is also

indicated.

It is assumed that a matching circuit is usednasig. 41, to match the input power
source to the impedance presented by the cascaultdjer doubler of nstages.
Therefore, the power necessary to generate thdeintcivoltage from the DC loop

equations when no additional parasitic are presentd be expressed as:

Eqgn. 41.Input AC power draw of a multi-stage Villard voladoubler without the presence of
parasitic losses.

Stage 1 Stage 2 Stage Ng

- - L 3

RaCY ng_ll_ cbd R'Ei’tgbd % _l|_= %
J %

. * 3

Y
L aa—| —

L L1 ]
Forward Reverse
Biased Biased

Fig. 43 The AC impedance model of a Villard voltage doulgiensisting of nstages including the
parasitics of CMOS integration.
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However, as indicated previously, while determiniti;e model for the diode

connected MOSFET, there are parasitics that affectimpedance presented at the
input to the Villard voltage doubler. Given thditetDC bypass capacitors are
sufficiently large to appear as shorts at the Rérafng frequency, a Villard voltage

doubler can be modeled as in Fig. 43 and the ilofadance can be expressed as:

RAC ”Zgate ” Xpn ” RIeak
n

in —
S

Eqgn. 42Input AC impedance of a multi-stage Villard voltadpubler in the presence of parasitic
losses.

Where ReaxWas defined in Eqn. 29, whilg£and X, can be expressed as:

-]
Z =|R +— P
e (g 2'”'f'cgate}

Eqn. 43 Parasitic impedance of MOSFET gate.

Cgate refers to the gate capacitancey @hen the diode connected MOSFET is
forward biased. Therefore yfeis equal to G Wwhen Vs is less than zero from Eqgn.

25.

X =1
o\imie)

Eqn. 44 Parasitic impedance of the PN junction formed betwiée body and drain of the diode
connected MOSFET.
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The power transferred to a cascaded Villard vol@dgebler of g stages to generate

[Vinc| at the input to the Villard voltage doubler beesm

2
P, = real{—N”J J
2.7

n

Eqgn. 45.Input AC power draw including parasitic losses.

While the DC loop analysis provides the means limte@eghe DC output voltage to the
input AC voltage, the AC nodal analysis provides thol to relate input AC voltage
to input RF energy. Thus, the input RF energydeit on the power matched Villard

voltage doubler can be related to the resultingutxoltage.

Model Validation

From the analysis presented, a model has beenapextlfor the diode connected
MOSFET. The DC loop equations were presented ftating the AC voltage
incident on the Villard voltage doubler to the D@ltage generated at the output and
AC nodal analysis was used to determine the poeeessary to generate the voltage
incident on the voltage doubler due to matchinghbwith and without parasitic
effects. To validate this model, the output vodtags predicted by this model from a
900 MHz RF power source, was compared to harmaanbe simulations using the
BSIM 4.0 model provided by a 130 nm IBM processll réquired performance
metrics for the model were either obtained from lighled values or were

experimentally determined.
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Accuracy of the Analytical Model As Compared to the BSIM 4.0
Model in Predicting the Output Voltage vs. Input Power
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Fig. 44 Input power vs output voltage as determined byatedytical model presented and a

harmonic balance simulation using the BSIM 4.0 nhéolea single stage power matched Villard
voltage doubler (a) and eight stage power matchiary voltage doubler (b).

Accuracy of the Analytical Model As Compared to the BSIM 4.0
Model in Predicting the Magnitude of the Input Impedance for A
Single And Multi-Stage Villard Voltage Doubler vs. Input Power
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Fig. 45 Magnitude of the input impedance vs input powedetermined by the presented analytical

model and a harmonic balance simulation using tB#v/B4.0 model for a single stage power matched
Villard voltage doubler (a) and eight stage powetahed Villard voltage doubler (b).
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Accuracy of the Analytical Model As Compared to the BSIM 4.0
Model in Predicting the Real Input Impedance for A Single And
Multi-Stage Villard Voltage Doubler vs. Input Power
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Fig. 46 Real component of the input impedance vs input p@asealetermined by the presented
analytical model and a harmonic balance simulatising the BSIM 4.0 model for a single stage
power matched Villard voltage doubler (a) and egjage power matched Villard voltage doubler (b).

Fig. 44 through Fig. 46 demonstrate the accuracwbigh this model matches the
results of the more complex and time consuming baimbalance simulation with
the BSIM 4.0 model under a variety of load conaitipinput powers, and number of

stacked voltage doubler stages.

Further validation of the analytical model was agkd through its application in
fabricating the optimal RF energy scavenging ctrénia 130 nm IBM process
designed to generate 1 V across a 80dad from a 2.2 GHz RF power source. The
matching circuit was assumed to be an L circuits@gimg of an inductor and

capacitor in either a series or shunt configuratiofrom previous experimental
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measurement, the power loss at 2.2 GHz from th&efi@ of the inductors was

determined to be ~6 dB in the 130 nm IBM procegslder fabrication.

RF to DC Conversion Efficiency
vs Number of Stacked Stages and Gate Width
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Fig. 47 Conversion efficiency vs. gate width and numbestatked voltage doubler stages

Fig. 47 illustrates that the peak efficiency ocaussig one voltage doubler stage and
a total gate width of 13.6 um. To validate the mptlee optimal circuit design as

predicted by this model was fabricated using thd [BBO nm process.
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Output Voltage vs. Input RF Power
(50 kohm load)
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Fig. 48 Modeled and measured input power vs output voltdd®~ energy scavenger design.

Fig. 48 shows very good agreement between the pwipltage versus input RF
power predicted by the analytical model and thesuesd data. The optimal design
yielded an output voltage of 1 V representing antRBC conversion efficiency of

~14% with only -8.5 dBm of input RF energy.
Thus the analytical model has been validated throogmparison to harmonic

balance simulation of the BSIM 4.0 model and thiougptimization and

measurement from a chip fabricated in the modeB&drin IBM process.
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Effects of Parasitics on Energy Scavenging Perfocea

Having been validated against the BSIM 4.0 modédl against measurements from a
fabricated chip, the analytical model presentethis paper provides a useful tool by
which the effect of performance degrading parasiten be examined under different
regimes of operation. The two types of parasiiegrading the performance of the
power matched Villard voltage doubler are the lsshee to the threshold voltage and
parasitic capacitances and resistance formed frargate of the rectifying diodes.
The different sources of parasitics dominate thiopmance of the circuit in different
regimes of operation. By plotting RF to DC convamsefficiency from a 900 MHz
RF power source versus output load resistance agphitnde of the parasitic effect,
Fig. 49 through Fig. 51 illustrate when the twogsatic sources, threshold voltage
and parasitic gate impedance, will limit the perfance of the power scavenging

circuit.

RF to DC Conversion Efficiency vs. Output Resistance and Threshold Voltage
No Gate Parasitics

Conversion 0.8
Efficiency

Fig. 49 RF to DC conversion efficiency versus output laagpeédance and threshold voltage without
losses due to parasitic gate impedance.
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RF to DC Conversion Efficiency vs. Output Resistance
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Fig. 50

Output Load Impedance (ohms)

RF to DC conversion efficiency versus thresholdage with parasitic gate impedance losses.
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Fig. 49 examines the effect of threshold voltaggower scavenging efficiency for a
single stage power matched Villard voltage doublgs. illustrated, given a constant
incident voltage (.5 V) in the presence of a thobdoltage, as output load decreases
(load current increases) the conversion efficieiscyeduced. As threshold voltage
increases, the reduction in conversion efficienoguos more swiftly than the
reduction in output load impedance. Thereforegduction in the threshold voltage
improves performance when high output load curraresexpected. The power loss

due to the threshold voltage is modeled gs iR Fig. 40.

Alternatively, increasing the parasitic capacitapoetion of the gate impedanceg(R
and Gg in Fig. 35) decrease RF scavenging efficiencyhasoutput load increases in
magnitude (load current reduces). This is illustlan Fig. 50 by plotting RF to DC
conversion efficiency versus output resistance @ardsitic capacitance factor. The
parasitic capacitance factor is a constant by wttiehexpected parasitic capacitance
of the gate is scaled while the parasitic resigasfdhe gate remains unchanged. In
this way, the power lost to the resistive gate idgmee is increased or decreased as
the gate capacitance is increased or decreasgcte®ly. In addition, to remove
the effect of the threshold voltage it was necessat K and Jy, defined in TABLE

Il approach infinity and ¥ approaches zero. The power loss due to gateiiesas
modeled in Fig. 40 as a reduction in the resultifig for a given input RF power

level.
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As a result of the threshold voltage dominating @oless when the load current is
high, and the parasitic gate impedance dominatowgep loss when the load current
is low, for a defined incident voltage there isapiimal load resistance. By plotting
RF to DC conversion efficiency as a function ofetiitold voltage and load
impedance, Fig. 51 illustrates that there is optiwed resistance when the capacitive
parasitics are included in the modeling. In thase; the optimal load resistance is

about 50 K's.

This is an important result. Previous works in fiedd have targeted reducing the
threshold voltage of the rectifying element to ioye& power scavenging performance
[69],[74],[92]. This work supports that approachrproving system performance as
the load resistance is lowered. However, consienaew research is aimed at very
low power RF energy scavenging for trickle chargadpattery. Trickle charging

presents a high load impedance. As a result, tbik wdicates that for low power

RF scavenging systems, the dominate power lossanexh is due to parasitic gate

impedance in the rectification structure.

Effect of Number of Voltage Doubler Stages on RéréanScavenging Performance

As discussed previously, Villard voltage doublergsts can be stacked to increase the
output DC voltage. This effect can be thought ©irecreasing the resulting source
voltage of the DC power supply created at the dugfithe RF energy harvesting

circuit as depicted in Fig. 40. However, as alsdidated in Fig. 40, additional
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stacked Villard voltage doubler stages result inneneased source resistance for the
output DC power source created from the RF eneagydsting circuit. This reduces
the ability of stacked voltage doubler stages twedlower output load impedances
(high load currents) and necessitates the staakingltage doubler stages be used

only when driving high output load resistances.

RF to DC Conversion Efficiency to Generate 1V
Across a 50 kQ Load Vs. Gate Width and Number
of Voltage Doubler Stages

0.5

0.6

Efficiency
=
i

e e e e

40

20

5 10 Number of 2.08 um
Mumber of stages 0 gate fingers

Fig. 52 RF to DC conversion efficiency to generate 1V ag@$0 K2 load versus gate width
(number of 2.08 um fingers) and number of voltagelder stages.
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RF to DC Conversion Efficiency to Generate 1V
Across a 10 MQ Load Vs. Gate Width and Number
of Voltage Doubler Stages
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Fig. 53 RF to DC conversion efficiency to generate 1V as@40 M2 load versus gate width
(number of 2.08 um fingers) and number of voltagelder stages.

This effect is illustrated by Fig. 52 and Fig. &ich depicts RF to DC conversion
efficiency when generating 1 V across a high outpad (10 M2) and low output
load (50 K2) versus gate width (number of 2.08 um gate fingarsl number of
voltage doubler stages. The model assumes th#Bih& 30 nm process is used and
the RF energy scavenging circuit is power matcoeal 900 MHz RF source. In Fig.
52, one can see that the maximum RF to DC conveesficiency is achieved for a

gate width of 41.6 um and only one voltage doubtage. However, once output
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load impedance is increased to 1@Mnaximum RF to DC conversion efficiency is

achieved by stacking 8 voltage doubler stages &lizing a gate width of 20.8 pm.

Optimization example

A significant benefit of the analytical model pretsd and validated, is its application
to predict the optimal design of an RF energy sagivey circuit. To illustrate, the
analytical model developed was used to determiaeofitimal transistor width and
number of stacked stages for an RF energy scawgegituit designed to generate 1

V across a 1 @ load from a 900 MHz RF power source.

The matching circuit was assumed to be an L Circoiitsisting of an inductor and
capacitor in either a series or shunt configuratiorhe value of the inductor and
capacitor, as well as, the choice of a series antsh circuit was governed by the
input impedance to the multi stage Villard voltad@ubler. As the width of the

transistor and the number of cascaded voltage dowbhges was varied, solutions
that required unusually large inductors, small cépes, or had a real component to
their impedance nearing the parasitic resistandbeotircuit were discarded. To this
end, the inductor was limited to 30 nH or smaltbg capacitor was limited to .1 pF
or larger, and the real component of the input dapee of the Villard voltage

doubler was limited to larger thar(h
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3D View of RF to DC Conversion Efficiency vs.
Transistor Width and Number of Cascaded Stages
with Boundary Conditions
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Fig. 54 3-dimensional view of the efficiency of an RF saagiag circuit as a function of the number
of 2.08 um fingers and the number of cascaded geltlubler stages.

Top View of RF to DC Conversion Efficiency vs.
Transistor Width and Number of Cascaded Stages
with Boundary Conditions
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Fig. 55 Top view of the efficiency of an RF scavenging git@s a function of the number of 2.08 um
fingers and the number of cascaded voltage dostdges.
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Fig. 54 and Fig. S5%lustrate the efficiency of the design over thengée space an
clearly demonstrate that there is an optimal sotutionsisting of 30 fingers resing
in a transistor 62.4 um wide and with six voltagribler stages cascaded togetr
This results in a total efficiency of approximat@§% while requiring only abo~25
dBm of input RF energy. This assumes an ideal kchmaircuit. Thus, a physic
realization of such a design would require a largput RF energy due to the finite

of the inductor and capacitor used for the matclingypit.

Input Power and Efficiency vs Output
Voltage of Optimal RF Scavenging Design
Simulated Using BSIM 4.0 Model
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Fig. 56 Harmonic balance simulation of RF to DC conversffitiency and incident input pow:
versus outputoltage for the optimal design determined by thalgital model using the BSIM 4
model.
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This result was validated by performing a harmdométance simulation using the
BSIM 4.0 model. As indicated in Fig. 56, the BIM)4ased simulation yielded an
output voltage of 1 V with an RF to DC conversidficeency of 25% with only -25

dBm of input RF energy. This agrees very closely whe optimal design predicted

by the analytical model.

Conclusions

A model has been presented for the analytical nmugledf a multistage Villard

voltage doubler for RF energy scavenging. The m@desented is completely
analytical and relies only on twenty-five paramgt@f which most model a physical
effect (TABLE Il). This is in contrast to simulahs base on the BSIM 4.0 model,
which have over 250 parameters, of which a sigaifichumber are empirically

derived fitting parameters [93].

The model has been validated and shows excelleeeagnt with the harmonic
balance simulations using the BSIM 4.0 model ovewnide range of simulation

parameters including transistor width, number ofcealed stages, and load
impedance. In addition, the model presented atalyrpredicted the performance of
an RF energy scavenging circuit fabricated in tB& 1130 nm CMOS process.

While this work utilized the diode connected MOSF&S the rectification structure
in the voltage doubler, any diode structure inaigdPN junctions and Schottky

diodes could be modeled and applied to the analytiethod presented.
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Furthermore, the analytical model was used to egploe effect of circuit parasitics
on system performance. This analysis indicatesuhder low power conditions (<
mW), threshold voltage is the performance limitpagasitic when the load resistance
on the DC output is low (< 1QXX. However, when the output load resistance ik hig
(>10 kQ), as is the case under trickle charge condititims,gate parasitics of the

diode connected MOSFETS are the performance ligygarasitics.

Lastly, the analytical model presented was usedetermine the most efficient RF
energy scavenging circuit design for generating ldvoss a 1 I load at the
minimal RF input energy. The optimization was teai to solutions that presented an
input impedance which can be matched using L dscrealizable in the typical
CMOS processes. The analytical model developeldisnwork predicted an optimal
design with six stacked stages and transistors @#2.4vide resulting in an efficiency
of 25% at an input RF energy of -25 dBm. This imgreement with the 25% RF to
DC conversion efficiency at -25 dBm input RF enemgdicted by a harmonic

balance simulation using the BSIM 4.0 model ofghedicted optimal design.
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Chapter 4: Improved RF Enerqgy Harvesting Circuit

Introduction

The ability to harvest energy from the environmeaiuld greatly extend the
operational lifetime of wireless sensor networksl aeduce their size. The small
scale of Smartdust sensor nodes (cubic centime¢egssitates the integration of RF
energy scavenging systems directly onto CMOS. Heweparasitic sources and
physical effects inherent to on chip CMOS integratpose performance limitations
and present significant challenges in the desigeffiéient RF energy scavenging

circuits.

Efficient RF scavenging technologies reported m ltterature make use of very low
loss, high quality surface mount passives and s$tuming networks for external

matching to the rectification circuitry [70][92However, the aggressive form factor
of Smartdust systems makes the use of externaldampe matching techniques
difficult, facilitating the need for on-chip impeaize matching. Given the lossy
nature of CMOS passives, on chip integration ofdbmplete RF energy scavenging
network poses unique challenges and opportunitiesrfprovement in the design of

such systems.
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Fig. 57 Improved RF power harvesting circuit

This work presents a modified power matched Villaatage doubler circuitFig.
57) compatible with modern CMOS processes that detrates an inherer
resistance to the parasitics and performance degyadffects that plague tt
traditional CMOS implementation of the RFnergy scavenging circuit. Tl
modifications presented in this work can be impleted in a typical CMO:!
fabrication process without any additional maskelayor feature sets. Given |
economies of scale in the mass deployment of Senstrknsor netwks, the ability
to rely only on features standard to an analog CM®&cess would result

significant cost savings.

Design Methodology

The design goal is to generate sufficient voltand powerto operate a wireles

sensor node from RF energy levmeasured in the environmef@t uW)in a form
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factor compatible with Smartdust systefig.meet this requirement, the complete RF
scavenging network including matching will be plda@a chip. Design consideration
will be necessary for the increased parasitics reritein on-chip inductor and

capacitor structures.

Several low power transceiver architectures ardabta that operate from a supply
rail at or below 1 V [15][30][32][33][34][94][95]. Therefore, DC power must be
efficiently coupled to a load at 1 V from a souRE energy level as low as 66 uwW
received due to ambient sources (GSM, FM, ISM, UNFbands). The RF to DC

conversion design goal was defined as >20% effigierAt this point, sufficient RF

energy is delivered to the out load that a 1 mWdtaiver architecture could be
operated with a 1% duty cycle. Thus, the RF endiggvesting design could
facilitate sustained operations of a Smartdust@emsde near a cell tower, UHF TV

source, or dedicated RF power source over an imtkeferiod of time.

To prevent the RF energy source form interferinthidM band electronics during
testing, 2.2 GHz was chosen as the initial desigguency for the RF energy
harvesting circuits. This frequency is also conipatwith related research works in
Smartdust technology. Parasitics at this frequemeygreater than those experienced
at 900 MHz and 1.8 GHz, and are comparable to tab24 GHz ISM band. Once
RF energy harvesting from ambient RF energy leigaliemonstrated, the designs can

easily be re-tuned to UHF TV, cellular or ISM bands
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To accomplish this goal, power matched Villard agk doubler circuits are
employed utilizing diode connected MOSFETs [69][9d}ree circuit modifications
compatible with CMOS technology are presented rfguroving the efficiency of the
Villard voltage doubler and meeting the requiredVloutput voltage at 20%

conversion efficiency from 66 uW of received RFrgrye

Design Improvements to RF Power Harvesting Circuit

The modified power matched Villard voltage doubdiemonstrates a resistance to
several key problems that plague the traditiongl@mentation of the Villard voltage
doubler. The primary means by which the circuipioves upon the traditional
design is through the implementation of a matchiegwork resistant to parasitic
losses, through a form of self-biasing to reduectitheshold voltage inherent in diode

connected CMOS, and by floating the body of a PM@&duce body effect losses.

PMOS with Floating Body to Reduce Body Affect

The traditional implementation of the Villard vai@ doubler is implemented with

diode connected NMOS (Fig. 58).
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Fig. 58 Conventional RF power harvesting circuit.

Under normal operation, the source of the outpodeiconnected NMOS will float at
a voltage higher than the bulk potential. Thisegivise to an increase in the threshold
voltage of the diode connected MOSFET due to thiyledfect that is expressed in
Eqgn. 46 where ¥ is the 0 \4g threshold voltagey is the body effect parametergg/

is the potential difference between the sourcelanaty, andg is the surface potential

of the bulk substrate.

Vin =Vino +7(\/VSB+2'¢ _\/2'¢)

Eqgn. 46.Threshold voltage of a diode connected MOSFET tiegufrom the body effect.

Therefore, for a conventional Villard voltage daerbimplemented in CMOS, higher

output voltages cannot be achieved without increpgarasitic losses.
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Fig. 59 Power harvesting circuit with NMOS 2 replaced B9MOS with floating body.

To minimize the body effect, NMOS 2 can be replagéll a diode connected PMOS
(Fig. 59). The PMOS has the body, gate, and drage connected too\ and the

source node connected to the voltage at the dfairealiode connected NMOS. The
body effect of NMOS 1 is already minimized andresated exactly as in the previous
circuit. The PMOS only conducts when the gateeiew the source. Since the gate
has been connected tgV this occurs when the AC voltage at the inputasifve

with respect to ground. Since both the body arel sburce of the PMOS are

connected to ¥ there is no increase in the threshold voltagetdule body effect.
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Channel Current (Igs) as Body Effect Increases
(Vsp) for Competing MOSFET Diode Structures
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Fig. 60 Improvement to drain currenty{) for a given \js(.3V) as \fsis varied for a diode connected
PMOS (27.2 um/.25 um) and diode connected NMOS35(lin / .25um) as depicted in Fig. 58 and

Fig. 59.

Fig. 60 illustrates that when the body effect isnimial (Vs, < .08 V), the diode
connected NMOS (13.6 um / .25 um) demonstratesrsugs (stronger turn on) for
a given \4s (.3 V). However, as the body effect is increafeg > .08V), the diode
connected PMOS (27.2 um / .25 um) demonstrategisupg (turn on current) for a
given Vgs (.3V). Vg is the potential difference between the sourchefMOSFET
and the bulk silicon substrate. In the case ofdibde connected NMOS, the bulk is

also the body of the device.

In order for this design to work, it is criticalahthere is sufficient isolation that the

body of the PMOS can be connected tg; Without any current flowing from the
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PMOS body to the bulk substrate. The body of alelioonnected PMOS can be
connected to ¥ due to the fact that PMOS FETSs are placed in type-doped well

inside of the p-type substrate.

€l PAOS

|

Eu.d_:; : :~'-\J:-'|'|'|_ =fri" ) & Dkt 30-:1}' ! Dira "] 2 Gate ! _'-;ﬁ_.._-.i
1 1 3 [ —l —i s - a i -

P substrate

Fig. 61 Layout of NMOS and PMOS device with appropriateramtions for RF power harvesting
circuit indicated. The voltage across the PN jiamcis labeled to show how diode is reverse biased
and current will not flow under operating condiogince V; is always greater than the circuit
ground.

As seen in Fig. 61, PMOS is built in an N well.n& the junction from the N well to
p substrate acts as a diode, if the voltage pateimtithe N well is higher than the
voltage potential in the P substrate, current nalt flow. Generally, proper biasing
of the n type well is achieved by connecting toosijive externally applied supply
voltage. Such a source does not exist in thisiegtpn. However, for the proposed
Villard voltage doubler, ¥ is at an inherently greater potential than thessalte

voltage since the output voltage is a result ofgbsitive rectification of the incident
AC signal and as a result satisfies the biasingirements of the n type well. The

junction capacitance between the n type well amdsthibstrate is parallel to and is
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several orders of magnitude lower than output dégrase (G) of the Villard voltage

doubler. Therefore, it has no significant effecttbe circuit performance.

Parasitic Resistant Matching Network.

Power matching is an important step in maximizing tonversion efficiency of an

RF energy harvesting circuit.
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b Ilatching zﬂl: lin
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Fig. 62 Villard voltage doubler power matched to RF source.
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Fig. 63 Villard voltage doubler not power matched to RFrseu
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To illustrate, the output voltage resulting frone thower matched Villard voltage
doubler presented in Fig. 62 is derived in Eqn.aAd the output voltage resulting
from an unmatched Villard voltage doubler as presgim Fig. 63 is derived in Eqgn.

48.

V,ou = V.

output —

_ 2-V,
o Rsource ) COS(¢) "

Eqgn. 47 Output voltage of the Villard voltage doubler resg from the RF power source
depicted in Fig. 62 (Derivation Appendix A).

V

output —

2-V

source

2-V,,

Eqgn. 48 Output voltage of the Villard voltage doubler unotedd to the RF power source depicted
in Fig. 63.

Eqgn. 48 assumes;j>> RourceWhich is true when the diode connected MOSFETS in
a Villard voltage doubler circuit are not strondbyward biased. This is common
under low incident power conditions (sub milliwattFrom Eqn. 47 and Eqgn. 48,
relationship Eqn. 49 can be derived, indicating axn@that conditions the output

voltage will be greater when power matching is egapl

A >2
U Rsource ’ C0i¢)

Egn. 49 Conditions under which the power matched Villardtage doubler will outperform a
non power matched Villard voltage doubler (DerioatAppendix A).
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This relationship demonstrates the necessity otaapce matching to the RF power
source (generally an antenna) ag| [ficreases and, the phase difference between
the real and imaginary components of the input olapee, approaches 90 degrees.
The input impedance of a Villard voltage doubley)Dperating at RF frequencies

with a low incident power represents a large amrdtree impedance that is orders of
magnitude larger than the source impedance of i@alypower source such as an
antenna. Thus, power matching is a critical eldnmenhe design of an RF energy

harvesting circuit.

Given the importance of power matching to maximR& to DC conversion
efficiency, care must be applied in the design led power matching circuit to
minimize parasitic losses. Fig. 64 illustrates @idsl impedance matching design and

the resulting parasitics.
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Fig. 64 Step-by-step simplification of equivalent effectiniecuit impedance of conventional
matching circuit.
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In the presence of the parasitics inherent in CMI®Sign, a significant performance
enhancement can be achieved by moving the impedaatghing inductor into the
Villard voltage doubler as illustrated in Fig. 65While theoretically these two
schematics are equivalent, it becomes apparent egmination of the parasitics
incurred during layout that the schematic in Fig.i$inherently less sensitive to the

parasitics associated with the capacitor C1.
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Fig. 65 Step-by-step simplification of equivelent effectiiecuit impedance of parasitic resistant
matching circuit.
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The impedance of the voltage doubler at point Griop 64a is dominated by the
junction capacitance of the diode and is highlyctiga. C1 is orders of magnitude
higher than the junction capacitance, thereforeappears as a short at the RF
frequency. The impedance at point B is also largd eeactive. The parasitic
resistance and capacitance of C1 results in a @mpipedance parallel to the input
impedance at point B (Fig. 64b). Both the parasitimplex impedance of C1 (Rs
Csarg and the complex impedance of the voltage douB&fu, Csiour) presented at
point B can be converted to the equivalent paratkdistive and capacitive
components as is done in Fig. 64c. The parallgktance of the Villard voltage
doubler (Rpoun) is comprised primarily of the effective sourcedi@in resistance of
the diode connected MOSFETs. Under low power ¢mmdi, the diode connected
MOSFETs are only weakly forward biased and the whhmresistance which
comprises Rpuy is greater than the equivalent parallel impedavfcthe parasitic
resistance (Rf9. Thus, significant current flows across the pitiasesistance
representing a power loss and results in a redudtio RF to DC conversion

efficiency.

Alternatively, this work proposes a parasitic resis matching network by
implementing the DC block capacitor, the sourcéhef parasitic losses, prior to the
power matching circuitry as indicated in Fig. 65aompatibility with gate tie down
requirements and antenna rules are preserved thtbegpplication of a PMOS with

a floating body.
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For the parasitic resistant matching network pregdas Fig. 65a, it can be seen that
the reactive part of the impedance at points CRrdhs been tuned out, putting the
series resistance (Rs) presented by the voltage doubler in parallel whih parasitic
impedance (RpraCpharg Of capacitor C1 (Fig. 65d). The relationship betw Rgoun
and Rpoun Ccan be derived as a function of the series cagramtof the Villard voltage

doubler (Eqn. 50).

2
1
R =R 14+
pdoub SﬂOUb [ (a) . RSjoub : CSdOUbJ J

Eqn. 50 Effective parallel resistance of the Villard voleadoubler.

At RF frequencies (> 100 MHz), typical values foetreal (R&uy) and capacitive
impedance (Gguy of the voltage doubler result in R >> Rsioun AS a result, even
under low power conditions where the diode conme8©®©SFETSs are not strongly
forward biased, Rgu, is orders of magnitude smaller than,Rp Thus, very little
power is lost to current flow across Zpand the parasitic resistant matching network
proposed in Fig. 65 shows superior performancééocbnventional power matched

Villard voltage doubler in Fig. 64.

It should also be noted that modern CMOS fabricapimcesses require that a certain
ratio of gate tie downs to metal area be maintain@dnnecting the inductor directly
to the gate of an NMOS in a Villard voltage doublevuld require an unrealistic

number of tie down contacts. Therefore, this tegm is only suitable for designs

132



that use a PMOS with gate and body tied to theutwtp opposed to a NMOS which

would result in the inductor tied directly to thate.

Sacrificial Biasing
In the typical implementation of the Villard voleagdoubler, the gate threshold
voltage of the diode connected MOSFET limits thevarsion efficiency of the RF
power harvesting circuit. Work by Mandal and Salhgar utilizes floating gates to
reduce the threshold voltage of diode connected FMEIS [92]. This technique
relies on the availability of a second polysilicteyer which is not a feature
commonly found in CMOS processes, and when avaiablcurs additional cost.
Thus, this approach is not economical for wirelgsssor networks consisting of a
large number of nodes in which the cost of indigidnodes must be kept to a

minimum.

In addition, previous works have attempted to imprdRF power harvesting
efficiency by using special MOSFETS with reduceteghreshold voltages [69],[74].
However, as is the case with a second polysilicyen, low threshold voltage

MOSFETSs are a feature available only at additi@oat during fabrication.

The solution proposed by this work achieves thdopsance gains of threshold
reduction techniques without the additional expesfssostly fabrication options. To

achieve this, the work presented reduces gatehiblicesoltage through the sacrifice
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of minimal amounts of output current to generatkias at the gates of the diode
connected MOSFETs. This technique is immune to réli@bility concerns and
requirement for a second polysilicon layer thatgpk biasing implementations

utilizing floating gates [92].

Current Through Diode Connected
MOSFET vs Incident Voltage
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Fig. 66 Plot illustrating the reduction in turn on voltaige diode connected MOSFET with gate
biasing versus a standard diode connected MOSFET.

134



= s —| P o

e )

F.F Soure

Fig. 67 Biasing the gate of diode connected MOSFETSs toaedie threshold voltage.

Fig. 66 illustrates the concept by plotting curreéhtough the diode connected
MOSFET when the diode structure is forward biased/ia falls below the circuit
ground. By applying a DC bias to the gates of litiile connected MOSFETSs (Fig.
67), the turn on threshold voltage can be redu&@dce a PMOS with floating body
has been implemented, both gates are connecte€ toddes. The gates act as an

open load at DC and no power is lost to the pacasif the gate.

This approach does increase the leakage currei tiei diode connected MOSFET
is reverse biased, but this current is orders ojmtade lower than the forward
biased current. Therefore, the MOSFET that is fodwaased dominates the current

flow.
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Fig. 68  Circuit design illustrating the use of sacrifictalrrent biasing to reduce the threshold voltage
of diode connected MOSFETS.

EF Source
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Although possible, in practice it is not suitabte tang voltage sources off of the
gates of the diode connected MOSFETS in the RF pbaevesting circuit. A more
practical approach is to use the desired outpuiagel to create the bias voltages
through a voltage divider network (Fig. 68). Theshnique sacrifices some current
to create an overall improvement to system efficyen Again, it is necessary to
replace one of the diode connected NMOS with atifigabody PMOS for two
reasons. The first is that the threshold voltafethe output diode connected
MOSFET must be below : to be obtainable through a voltage divider network

The second reason is so that the gate is connecteBC node in the circuit.

Sufficiently larger resistors are used in the dividetwork to reduce power dissipated
due to the bias current. This power dissipated lmandesigned to be orders of
magnitude below the increase in output power dubda@pplication of a bias voltage.
Practical limitations are placed on the size ofrdsstors used in the divider network

due to an increase in the time necessary to ackteagly state. This is a direct result
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of the RC time constant of the voltage divider retwand gate capacitance. This
approach does increase the leakage current whel@ittde connected MOSFET is
reverse biased, but the bias point is chosen tp #tepower lost to leakage currents

less than the power gained through a reductiohrgshold losses.

Current Through Diode Connected
MOSFET vs Incident Voltage
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Fig. 69 ldeal diode response vs diode connected MOSFETrefihlar FETs and diode connected
MOSFET using low threshold voltage FETSs.

Previous work in the literature has concluded thatuse of low threshold voltage
MOSFETSs provides the best performance for RF pdvaevesting [69]. This work
challenges that assertion by demonstrating that pitegposed technique enables
traditional MOSFETs to outperform low threshold tage MOSFETs. This is
because the ability of sacrificial current biastogreduce the threshold voltage of a

MOSFET is limited due to the finite slope of th& leurve resulting from the non-
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ideal transition of the diode connected MOSFET framopen to a closed circuit.
This is illustrated in Fig. 69. Regular MOSFETwéa sharper transition than low
threshold voltage MOSFETS, resulting in a fasten ton when transitioning to the
open state, and therefore, show better RF conveedfiwiency since propoer biasing

can effectively remove most of the threshold vadtag

Design and Simulation

RF power harvesting circuits were designed and lsitedi using the IBM 130 nm
CMOS process. The circuit was designed to be dapztbpowering a low power
transceiver indicative of that found in a Smartdagtem [33][94][95]. Given this
goal, the systems were designed to generate 10ésar70 K load from less than 66
uW of input RF power at 2.2 GHz. Due to the preseof minimal RF energy from
consumer electronics, 2.2 GHz was chosen so tharttount of RF energy received
could easily be controlled. This is important fiesting due to the flood of RF energy

in the environment at 900 MHz, 1.8 GHz and 2.4 Gidm wireless electronics.
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Fig. 70 Image of test chip layout with RF power harvestirguits comprised of various
combinations of the design improvements discussélis work. Design was implemented in a 130
nm IBM process.

Four RF power-harvesting circuits were designedhukited, and laid out for
comparison. The reference design utilized a \arhatural capacitor at the input of
the voltage doubler to meet layout requirementspaadent forward biasing of the tie
down diodes that are required for Metal-Insulat@tdl (MIM) capacitors. MIM

Caps were used for all other designs since forkéasing of the required tie down
diodes would not occur for these designs. Lowstho&l voltage MOSFETs were
utilized unless otherwise noted. The largest aesiglizing all three design

improvements took up only 600 um by 300 um of totap space.
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RF Energy Harvesting Circuits Tested:

1.

2.

Reference design with no improvements.

Design utilizing a PMOS with floating body and tlparasitic resistant
matching network.

Design utilizing all three improvements with lowekhold voltage MOSFETSs
Design utilizing all three improvements with norm#ireshold voltage

MOSFETs

All designs utilized an on chip impedance matchimgtwork to match to the

imaginary and real components of the voltage douinipedance. The predicted

results from simulation are given in TABLE lll. Aombined improvement of 113%

was predicted over the reference design of a cdiovert RF power harvesting

circuit.
TABLE Il OUTPUTVOLTAGE AND EFFICIENCY OFPROPOSEDRF POWERHARVESTING CIRCUITS.
Percent

Matched Increase
Impedance Over

Improvement (ohms) Vout | Pin (uW) | Pout (uwW) | Efficiency | Reference

Reference 72 0.707 | 66 7.14 10.8%

PMOS+ Matching | 94 0.943 | 66 12.7 19.24% 80%

PMQOS + Match +

Bias 110 1.007 | 66 14.49 21.95% 103%

PMQOS + Match +

Bias + Regular

Vth FET 104 1.03 | 66 15.16 22.97% 113%

140




Measurements

These circuits were taped out and fabricated ifBam 130nm run utilizing the 3-2

DM metal stack (Fig. 71).

Fig. 71 Image of test chip with RF power harvesting cirs@idmprised of various combinations of
the design improvements discussed in this papesigh was fabricated in a 130 nm IBM process.

This process provides for higher performance immhsceind metal-insulator-metal
capacitors.  Careful attention was paid towardetmg metal fill requirements

without adding unnecessary parasitics in the pasehthe inductors. Gate tie down
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requirements were met at DC nodes to prevent lodgesto parasitic capacitive

losses from the tie down diodes.

TABLE IV  COMPARISON OFMEASURED ANDSIMULATED RESULTS OFRFPOWERHARVESTING
CIRCUIT TESTING.

Percent
Increase
Over
Unmatched | Sim. | Measured | Simulated | Measured | Measured
Improvement Pin (uwW) Vout | Vout Efficiency | Efficiency | Reference
Reference 61.6 .672 | 0.658 10.5% 10.0%
PMOS+
Matching 56.2 .844 | 0.82 18.1% 17.1% 71%
PMQOS + Match +
Bias 54 .888 | .889 20.9% 20.9% 109%
PMQOS + Match +
Bias + Regular
Vth FET 55.6 .930 | .938 22.2% 22.6% 126%

TABLE IV shows that at 2.2 GHz, the output voltagad RF to DC power
conversion efficiency show excellent agreement betwsimulation and measured
results. The measurements verified that the inppedances were within@3s of the
impedance predicted by simulation. The input porseged from 54 uW to 61.6 uwW
and was a function of the RF source power (66 uWijumthe cable loss and
impedance mismatch loss between the RF energy rsgiagenetwork and the 50

power source.
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Conversion Efficiency vs. Output Voltage for
Biased and Unbiased RF Scavenging Circuit
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Fig. 72 Comparison of measured RF to DC conversion effayers output voltage across a 200 k
load for both an RF energy harvesting circuit viithsing and without biasing.

It's worth noting that unlike the improvements teduce the body effect and
matching circuit parasitics, sacrificial currenaging is optimized for a given output
voltage. As increased input RF energy resultsnimatput voltage higher than the

optimal output voltage, the diode connected MOSBEH®&akage current increases.

143



This is a consequence of larger output voltagadtieg in larger bias voltages on the
gate preventing the diode connected MOSFET’s frgar &lly turning off. Fig. 72
shows that efficiency is at a peak at the optimapuot voltage of 1 V. The optimal
output voltage is the output voltage that the bigsietwork was designed to operate

at.

Output Voltage Generated by the Power Matched
Villard Voltage Doubler vs. Input Power for 70 kQ
Load
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Fig. 73 Measurement of Y vs input power for the RF energy harvesting ciratilizing all design
improvements with a 70¢k load.
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The design goal was to generate across a 70®& load from 66 uW (1.8 dBm)of
input RF energy. As indicated inFig. 73, that design goal was meith 1.02 V

generated from a 66 uW sourresulting in 22.% RF to DC conversion efficienc

Comparison of This Work to Recent Works
Commercial and Academic Works Operating at
Comparable RF Power Levels and Output Loads
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Fig. 74 Comparison of this work to recent works commerarad academic works operating
comparableRF power levels and output loads

As demonstrated blyig. 74, this workcompares well with other recent works bott
the academic and commercial communities designeop&rate at comparable |
energy levels and output loads. This work demotes$réwvo to three times the RF
DC conversion effieincy of the RF energy scavengigstem by the commercial F
wireless IC design company, Broadc([96] and about ten times the performance

the academic work reported by Umeda ¢97].
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Comparison of This Work to Recent Academic
Works in the Literature
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Fig. 75 Comparison of this work to recent works tested wisiteilar output loads and input power
conditions.

Comparisons to prior work in the field can be diflt since performance is often
measured at different input power and output loaadtions. However, despite the
fact that this work was optimized for operatiorabbut -12 dBm input RF power, and
operates at over twice the RF frequency (2.2 GH20&sMHz) which results in more
parasitic loss, this work compares well with priecent academic works that were

optimized for very low input RF power levels (Fih).
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Conclusions

This work successfully demonstrates that despitgtricions inherent in the
aggressively small form factor of Smartdust systetine voltage and power levels
necessary to operate Smartdust sensor nodes caenseated from RF energy
scavenging. Several improvements to the standankmpoatched Villard voltage
doubler enable 1 V to be generated with greater #2%6 efficiency from RF energy
levels as low as -12 dBm while utilizing all on glgomponents. This is twice the
efficiency of the reference power matched Villardltage doubler RF energy
harvesting circuit. The system consumes only .18%nof chip space while
integrating all necessary impedance matching d¢imcdirectly onto the CMOS chip.
Furthermore, the improvements presented in thigmpean be implemented with the
features standard in any CMOS process, reducingdsieof large scale deployments

of RF energy scavenging technology.

This research demonstrates significant increasebfanperformance of RF power
harvesting integrated completely onto CMOS. Withsth performance increases, a
Smartdust system could potentially operate off lid ambient RF energy in the
environment due to cellular/television networks awickless consumer electronics.
With recent advancements in on-chip antenna dg4ig0][101], coupling this RF

energy harvesting system to a novel 1 V batterymistey [102] would enable a

Smartdust node to self recharge from received Risstoms and provide continuous,
sustained operations for an indefinite period wietwhile occupying less than a cubic

centimeter of space.
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Chapter 5: Improved Low Power Receiver Architecture

Introduction

Smartdust networks are characterized by the addistgbution in an area of many
dust size sensor devices. Ad-hoc distribution tesual the non-optimal orientations
and placements of wireless nodes. Therefore, hiysigal layer implementation of
the transceiver must have a link margin sufficienbridge air gaps even when>1/r
path loss is encountered [16]-[20]. Given the 10 transmission distance
characteristic of sensor networks [30], this resutt up to 90 dB of path loss for
transmission in the ISM bands. Despite efficieatver amplifier designs (>30%)
[32],[103], the limited power delivery capabilityf eniniature battery technology
places an upper boundary on the output power ofrémesmitter to a few mw [34].
Furthermore, the random orientation of the tranv&renecessitates a monopole
antenna design, limiting antenna gain. Thus, thltyato meet a 90 dB link margin
to overcome 17 path loss over ten meters is largely a functionthef receiver

sensitivity.

Because these networks must often operate in amh®ut any pre existing

infrastructure, they are typically required to agierfor extended periods of time on
single battery charge. Unlike existing wirelessanmeks, wireless sensor networks
have minimal bit rate requirements. These requirgsnare typically on the order of
bits per day [1]. Therefore, wireless sensor napend the majority of time ready to

receive data as opposed to actively transmittintga d84]. Such low channel
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utilization results in a transceiver dominated bg average power consumption of

the receiver architecture.

Given that average transceiver power consumptioth lamk margin is largely
dominated by the performance of the receiver, chdgsign and optimization of the
receive architecture will have the most impact ba performance of a wireless
sensor network. For this reason, this work idesgifthe performance limiting
features of the non-coherent OOK receiver, propaseseiver architecture to reduce
these performance limitations, and presents a rdetbgy for optimizing the
multistage LNA of the receiver to meet a sensijivequirement with minimal total

power consumption.

Design Methodology and System Architecture

LNA DEMOD BASEBAND
Optimized RF Energy Differential
n-stage LNA Harvester Base Band
Demodulator | Amplifier Comparator
I_
3 I Digital
+ Qutput

Fig. 76 Proposed low power receiver architecture implenmgn®F energy scavenging circuit for
demodulation and an optimized multi-stage LNA.
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To meet sensitivity requirements at the lowest iptspower consumption, the non-
coherent on-off keying (OOK) receiver architecturdrig. 76 is proposed. OOK is
less spectrally efficient than the more common efssft keying (PSK). However,
OOK can be implemented in a non-coherent architectiherefore, it provides

opportunities to reduce power consumption [94].

To provide reliable communications over 10 m distanin the presence of 4 frath
loss, the receiver must meet a -90 dBm sensitiaityl Mbps. A BER of 16
necessitates a peak SNR of better than 17 dB famacoherent OOK receiver, and
thus, a receiver noise figure (NF) of 7 dB is neaeg to meet the performance goal

(Egn. 51).

NFreceiver= Sensitiviy,,, +174dBm- BW,, — % .
NFreceiver=-90+174-60-17=7dB

Eqgn. 51 Required NF of the reciever to meet the -90 dBnsisigity requirement for OOK
receiver operating with a FBER. 1 MHz receiver bandwidth is assumed.

The receiver was implemented at a carrier frequeoicy2.2 GHz to maintain
compatibility with several Smartdust related reskaworks [101][104][105], but
could easily be implemented at the 2.4 GHz ISM baf@ enable operation from
ultra small batteries and minimize power consunmpttbe receiver was designed to
operate from a 1 V supply rail. In addition, to eh¢he mm scale dimensions

required for Smartdust systems, no external passieee used.
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Eqn. 52 applies the Friis formula to determinenbese figure of the receiver for the

proposed non-coherent OOK receiver architecture.

NFg;

GDEMOD ) GLNA

NF

receiver —

NF a1

Eqgn. 52 Noise figure (NF) of the non-coherent OOK receigepicted in Fig. 76 (Derivation
Appendix A).
Given that the power loss of a conventional volteggifier used for non-coherent
demodulation results in a gain of approximately eifor a weak input signal, the

receiver NF is dominated by the second term of Bgn.

There are two primary means by which the receimsenfigure can be improved.
The first option is to reduce the loss incurredhfdhe rectifying demodulator. The
second option is to increase the gain of the LNgystwithout significant degradation
to the LNA noise figure. Since, the proposed ajpion is for power limited

Smartdust systems, the improvement to gain mustdm®mplished at minimal

additional power consumption.

Power Matched Voltage Doubler for Demodulation

As stated previously, the sensitivity of an OOKaeiger is degraded significantly due
to the lossy nature of the rectifying demodulatovppsed in Fig. 76. To reduce
signal power loss and improve S/N ratio, a powetchred Villard voltage doubler

implemented utilizing diode connected CMOS is pggmb as the non-coherent
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rectifying element in the receiver architectureg(Fi7). Improvements to the lossy

nature of the rectifying demodulator directly résuh less RF loss and, hence, less

=1 00 \——=

supply power required to meet the receiver seisitiequirement.
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™= Bscrce I
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b
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Fig. 77 Villard voltage doubler power matched to RF source.
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™= Fsource
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\ |
J

4¥ i Vacrce

Fig. 78 Conventional envelope detector connected to RFepgaurce.

The Villard voltage doubler rectifies the full wate deliver twice the voltage to the
base band circuitry than the more common half waetfier (Fig. 78). In addition,
power matching increases the voltage incident & r#ctification circuitry, which
more strongly forward biases the diode connectedSMEXs. Stronger forward
biasing results in less power lost to the chanasistance of the diode connected

MOSFETs. Eqn. 53 presents an analytically derigegression for the gain of a
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power matched Villard voltage doubler over a tiadil half wave voltage rectifier
in terms of the input impedance, source resistgpitase angle between the real and
imaginary components of the input impedance, asd foom the power matching

circuit.

, |Zin|
P G =10-1 — LOSS,achi
owerGaing og( R _-codp) 0SShatching

Eqgn. 53 Power gain of RF energy harvesting circuit ovenatiional envelope detector.

The input impedance of the Villard voltage doub(g&r) with a low incident RF
signal power represents a large and reactive inmpedthat is orders of magnitude
larger than the source impedance at the outpundiNA. Typical values of &,

Rsource LOSS$natching @and @ represent a 17.6 dB gain over the traditional kEpee

detector.
Output Voltage vs Incident Input Power
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Fig. 79 BSIM 4.0 simulation of power gain of Villard voltagloubler over a conventional envelope
detector.
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Fig. 79 presents a BSIM 4.0 simulation of the otimitage generated from a given
input power level for a power matched Villard vggadoubler and for a traditional

half wave envelope detection circuit. By identifyithe input power levels points at

which each circuit achieves a given output voltdlge,gain can be calculated. In this
case, by choosing 1 mV as the target output vaolthgesimulations result in a gain of

approximately 16 dB. This compares well with the61dB theoretical predicted gain

and validates the analysis represented by Eqn.As3previously demonstrated from

Egn. 52, a 16 dB reduction in the loss factor & #mvelope detector corresponds
directly to 16 dB less gain required by the powendry LNA section of the OOK

receiver to meet the desired sensitivity.

The use of an RF power harvesting circuit for deofaitbn also provides for
additional benefits beyond demodulation gain. RWwer harvesting circuits have the
interesting property of attenuating large signalslevallowing small signals to pass

unaffected. This effect is illustrated in Fig. &@d Fig. 81.
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Output Voltage of Demodulator vs RF input
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Fig. 80 Normalized transient response of the Villard vodtalpubler to a strong input signal (-13
dBm) and weak input signal (-43 dBm) modulated &tHz.
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Fig. 81 Normalized transient response of the Villard vodtalpubler to a strong input signal (-13
dBm) and weak input signal (-43 dBm) modulated &tHz.
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As expected, strong signals show a faster chamge ds the junction resistance of the
diode decreases. However, as the incident RF gnecgeases, the discharge time
increases. The longer discharge time correspondslanger RC time constant and
thus dominates the frequency response of the tiresulting in a lower bandwidth.

By decreasing gain as signal strength increasesetfect can be used as a form of

automatic gain control and thus, increase the dymeaange of the system.

This effect can better by understood by examinatidnthe equivalent circuit
modeling the demodulator and load at time t=0 aféanoval of the incident RF

power (Fig. 82).
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J |

=0,X=V.. Y=V,
(b)

Fig. 82 Power matched Villard voltage doubler acting as aldufator of on-off keyed RF sigal (a)

and equivalent impedance presented to the demedutégnal after the RF signal has been
removed(b).
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In the absence of an RF signal, NMOS1 and NMOS@ltres a leakage current as

demonstrated by the equation for the drain cuweéatMOSFET when ¥s=0:

W, v V.. (t
() =—2 1, -exp{ th J{l— exp{— Ves(©) )H
Lo n-V; Vi

Eqn. 54 L eakage current of diode connected MOSFET whenfgignal is present

By approximating the resistance due to the leakagent as:

_ Vds(t = O)
| ds(t = O)

Eqgn. 55 Approximation of MOSFET resistance due to leakageent and amplitude of
demodulated signal.

I:qeak

And Expressing Bag as a multiple of Rk

|:"Ioad =n- I:\)Ieak

Egn. 56 .Representation of load resistance as a multipteeofeakage resistance from the diode
connected MOSFETSs.

The output voltage as a function of time at poirdax be derived as:

X=K,-e"'+K, e
Eqgn. 57 .General solution to transient response of dischgrgoltage on Capacitor;{Derivation

Appendix A).

Where:
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RIeak 2

Eqn. 58 First root of the auxiliary equation to the diffatial equation describing the circuit
presented in Fig. 82b (Derivation Appendix A).

Rleak -2

Eqgn. 59.Second root of the auxiliary equation to the défefal equation describing the circuit
presented in Fig. 82b (Derivation Appendix A).

And

K,

(Reak C o1’ +(1+ ij ')-Vl -V,

Rleak'cl'(—i_rJr _ri)

Eqgn. 60.First constant to Eqn. 57 derived from the boundannditions (Derivation Appendix A).

(R'eak C,er’ +(1+ ij j V, -V,

) Rleak'cl'(+r+_r_)

Egn. 61.Second constant to Egn. 57 derived from the boyndamditions (Derivation Appendix
A).
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A quick plot of the discharge after time t at poihtor a starting output voltage of 1V
and .001 V in Fig. 83 corresponds well with thecHerge rate of the BSIM model in

Fig. 81.

Comparison of Discharge Curves of a Weak and
Strong Voltage at the Output of Villard Voltage
Doubler in the Absence of an Input RF Signal
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Fig. 83 Normalized discharge curve of strong and weak demaded signal from the Villard voltage
doubler.

In addition, given that'r(Eqgn. 59) represents the largest RC time consthtie
demodulator, the bandwidth of an AC signal appiedode X from the demodulated

signal can be derived as:
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BW =

Rleak -2

Egn. 62.Demodulation bandwidth of the Villard voltage doe{Derivation Appendix A).

As expected, the bandwidth (BW) of the demodula®ra function of the

demodulated voltage.

Demodulation Bandwidth of Villard Voltage
Doubler vs. Demodulated Signal Strength

bandwidth (Hz)
Sl:l'.l

107 ——— e

10” 10° 10" 10
Vdemod (peak to peak)

0

Fig. 84 Demodulation bandwidth of the Villard voltage doaibhs a function of demodulated signal
amplitude.
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For typical values of n, £ C, and MOSFET parameters, sufficient bandwidth is
present to pass a weak demodulated signal at 1 Whil& the limited bandwidth of
the demodulator passing a strong 1 MHz signal resllt in significant attenuation

(Fig. 84).

Another advantage of the RF power harvesting tirewer the traditional voltage
rectifier utilized as an envelope detector is ttegdiency selectivity of the RF power
harvesting circuit. This frequency selectivityydtrated in Fig. 86, can be compared

to the frequency response of a traditional envetigiector in Fig. 85.

Frequency Response of RF Power Harvesting

Circuit
@
o
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o | ] |
0 75— '
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© ) \
£ .25 i \
) Jd__ | \
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0 1 | | — | |

0.0 50EE 1.0E9 1.5E9 2.0E9 2.5E9 3.0E9 3.5E9 4.0E9 4.5E9
Frequency (Hz)

Fig. 85 Normalized output voltage vs frequency for an Rv@oharvesting circuit with 3dB
bandwidth points indicated by arrows.
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Frequency Response of Conventional Envelope
Detector
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Fig. 86 Normalized output voltage vs frequency for an uraied rectifier circuit.

An approximation to the 3 dB bandwidth of the RFwpo scavenging circuit
implemented in Fig. 77 can be derived by assuntiegRF scavenger acts as a square

law detector when demodulating the RF signal:

BVVSdB =N \/E -1 (Rsource + Rscavenger+ Rparas)' T f02 ’ Cscavenger

Eqgn. 63.3 dB bandwidth of the power matched Villard voltatpaibler (Derivation Appendix A).
Where

j
w-C

scavenger

Zin = I:ascavenger_
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Eqgn. 64.Input impedance of the Villard voltage doubler aégd in Fig. 77 as a function of its real
and capacitive elements.

f, is the frequency at which the RF power scavengertdeen power matched to RF

source and Rras represents the resistive losses resulting fromfitiiee Q of the

matching inductor .

Typical values for the sum 0OfsRrce Rscavenger aNd Rarasare 1002, and GeavengedS
about .2 pF resulting in a bandwidth of 390 MHZzhisTis consistent with the 3 dB

points indicated on Fig. 85 where the voltage & bf the peak value.

This bandwidth reduction serves to help filter teeeived signal from interference
sources, reducing the need for additional RF filter Given that power loss must be
minimized in the circuit, Ravengermust be approximately equal tQofRee and Raras
must be very small compared te:Renge@nNd Rouce Therefore, inspection of Eqn. 63
reveals that to minimize bandwidth and thus interiee rejection while preserving
the sensitivity of the demodulator, it is importatt minimize the capacitive
component of the RF power scavenger impedancehengarasitic resistances in the

network.

This reduction in bandwidth reduces the maximunesgsdata rate, but given that
high-speed communication is not important for vessl sensor networks, the
reduction in bandwidth is less important than thgrioved performance in the

presence of interference.
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Optimization of a Multi-Stage L NA

A reduction in the lossy nature of the non-cohereantification circuitry alone is not
enough to meet the sensitivity requirement to bdjimommunicate over 10 m in a
high loss environment. As shown previously in EG8, a strong LNA gain can
affectively negate the increase in noise figure doethe lossy nature of the
rectification circuitry. The challenge is to rieal a large RF gain in the multi-stage

LNA while consuming the minimal DC supply power.

Work by Meindl and Hudson studies how gain and poseale as a function of the
number of stages in various multi-stage amplifiesigns with emphasis on bipolar
technologies [106]. In continuation of that workalip and Chandrakasan build upon

this approach through the efficiency metric:

Efficiency= M

LNA

Eqn. 65 Efficiency metric utilized by Daly and Chandrakasan

This metric defines efficiency as a function ofrgand power consumption of an
LNA and is used by Daly and Chandrakasan to opénaiz untuned RF amplifier
topology (Eqn. 66). The contribution of NF and raenof amplification stages on

the efficiency of a multistage is neglected [94].
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_ 0 Iog(GLNA)
0= 2 20 Buw) (4)

LNA

Eqn. 66 Optimization of efficiency metric for variable X.

The methodology presented in this work expandshupese previous works by
recognizing that in addition to the gain and poe@nsumption of each LNA stage,
the efficiency of an LNA design for a receiver ependent upon the noise figure and
the number of RF amplification stages cascadedhegén the receiver. Under these
constraints, an analytical methodology for meetegiver noise figure requirements
at the minimum total power consumption of a mulige power constrained common

source LNA design is derived.

Through application of the Friis formula (Eqn. 6fFe total NF of a receiver can be
divided into an equation defining the NF of a matage LNA as a function of the
gain and noise figure of the individual LNA sta@Egn. 68) and an equation defining
the NF of the receiver in terms of the NF from blaseband circuitry, NF of the multi

stage LNA, and gain of each LNA stages (Eqn. 69).

NF,-1 NF-1 NF-1
Gl Gl'Gz Gl'Gz'Gs

NF = NF, +

Eqn. 67 Friis formula. Determines total NF or a receiveraaunction of each stage’s noise figure
and gain.

n
NI:LNA
n LNA_stages

i=1 GLNA

Eqgn. 68.NF of multi-stage LNA.
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NE . NFBB&DEMOD -1

n_LNA_stages ' G n
LNA

NF,

receiver

Eqgn. 69 NF of the receiver depicted in Fig. 76 comprisednotti-stage LNA, demodulator, and
baseband circuitry.

The summation in Eqn. 68 can be recognized asmefec series and simplified to:

NFn LNA_stages — NFLNA_l ( L _1)_'_1 ne [ OO]
_LNA_ 1lG n
}/GLNA LA

Eqgn. 70.Simplification of Eqn. 68 as a geometric sequence.

Eqn. 69 and Eqn. 70 can be combined to determaeetjuired number of stages as a
function of the NF of the non LNA stages, desire& For the receiver, and
performance parameters (NF and gain) of the indalicstages of the multi-stage

LNA (Egn. 71).

NF . —1
NFreq-1+—— "M~

}/GLNA _1

NF -1

oo Yo,

Egn. 71 Minimum number of LNA stages to meet receiver ndigere requirement.

log
NFgs -1+

By assuming power consumed by the baseband stageyismall compared to the
power required by the RF amplifier stages, thel fmdaver consumed by the receiver

is approximately equal to the sum total of the posaasumed in each LNA stage.
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P

receiver —

n- PLNA

Egn. 72 Power consumption of optimized multi-stage LNA.

By performing an optimization of the total poweawrof the multi-stage LNA as the
NF.na goes to zero, this analysis converges to the dessrate power and gain
analysis of previous works in the field representgdEqn. 65 and Eqn. 66. This
result demonstrates this work to be a more completiecomprehensive analysis than

the analysis of prior works.

Fls —1
NFreg—1+— M=
o,

|Og LNA
NF,, 1+ run~1

rest
-1
P _ P I }/GLNA
draw_total — N-Fya = Ilm

NF na—0
log(}/GLNA)

NFreq-1
Iog —_—
NF 1 C'PLNA _ _C'PLNA

= . rest . PLNA _ —
109(Gyyn)
Iog(}/GLNA) "

draw_total —
log(}éLNA)

Eqgn. 73.Convergence of the optimization methodology propdsethis work to the inverse of
the metric utilized by Daly and Chandrakasan af\fie LNA converges to zero.

’ PLNA

OziPdraw total =—-C - 0 Pia — 0 Iog(GLNA)

a X a X Iog(GLNA) a X I:)LNA
o0 109(Giy)
a X I:)LNA

Eqgn. 74 Equivalency of an optimization performed on the meblogy proposed by this work to
an optimization of the metric utilized by Daly aBtandrakasan as NF of the LNA converges

to zero.

168



We now have the total power consumption of theiveceas a function of the gain,
NF, and power consumption of a single stage ofb#istage LNA; noise figure of
the baseband of the receiver; and required receivise figure (Eqn. 71 and Eqn.

72).

Up to this point, the treatment presented is a igdization that applies to a receiver
utilizing a multi-stage LNA comprised of any RF difipr topology. In this work,
the power restricted common source cascode LNA ctlpiin Fig. 87 was

implemented due to its good noise performance anew band operation.

-

Vbias

Lin

P FH[ M1

Fig. 87 Common source cascode low noise amplifier implethetéhe multi-stage LNA design of
this work
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For the common source LNA, all three performancampaters (supply power, gain,
and noise figure) are determined by the level @inctel inversion of the MOSFET,
M1, in Fig. 87. Proper optimization between weall atrong inversion is necessary
to optimize between the superigy gf sub-threshold operation and the largesffa
MOSFET operating in strong inversion. The levelirofersion is a function of the
bias voltage (Va9 indicated in Fig. 87. Thereforeu¥: is the variable over which

the gain, noise figure and supply current mustierozed over.

There are several methods for determining the pednce parameters of the LNA as
a function of \4as including the application of a spice based sinmulair direct
measurement through fabrication. The method chosénis work is to analytically
model the power supply consumption, gain, and rfagsee of the LNA as a function
of the performance limitations of the common soupsscode LNA topology
implemented in CMOS. This methodology will be dalied against both simulated

and measured data.

Power consumption for the common source LNA candbéned as the supply

voltage times the channel current of the MOSFET.

PLNA = Ids V,

Supply

Eqgn. 75Power supply consumption of a single common socaseode LNA stage.
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Where }sis modeled as an exponential function (Eqn. 76%td-threshold operation

and quadratic function (Egn. 77) when operatingtiong inversion [87].

I _ UG W (Viias = Vi )2 '(1+ A 'Vsupply)
strong —
2 L 1+u,-C, VI\_/ Rsx (Vbias _Vth)

Eqgn. 76.Supply current of LNA biased in strong inversion.

os v
I weak — W It ex \M 1-exd — supply
L n-V, V,

Eqn. 77 Supply current of LNA biased in weak inversion.

Where transistor gate length is the minimum supgbhly the process and optimal
transistor width can be approximated for a powstrided common source LNA

operating at 2.2 GHz as 114 um [107].

_ 250um-GHz
T fregy,

Eqgn. 78 Optimal transistor width for power restricted commsmurce cascode LNA.

The transition between these two modes of operasomodeled as a weighted

average.

M+l A—M)

I ds = I weak ’ strong

Eqgn. 79.Supply current of common source cascode LNA asighted average of the drain
current modeled by weak and strong inversion.
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Where the weight factor, M, is defined as:

M :1 Vblas—\/th

1 ias
M =( an V th j V <Vb|as (Vth+2'n'vt)
MZO Vblas—(\/th+2nv)

Egn. 80 Weight factor used to properly model the drain entiof a common source cascode
LNA.

Assuming the LNA has been power matched at bottiapd output, circuit analysis
of a cascode LNA implemented in CMOS and associpéedsitic sources reveals an

analytical expression for the gain of the LNA as:

P (dB) =10. Iog@o..n g [T Rsoume]

Eqgn. 81.Power gain common source cascode LNA (Derivatiopefglix A).

Where Rource IS the impedance of the RF source driving the L& Ryaq is the
output resistance at the output of the LNA;, ® the voltage gain due to the input

matching circuit and is expressed as:

1
Q.=
2-7- f . Cgate : (Rsource+ Rgate)

Eqgn. 82 Voltage gain of input power matching circuit fomemon source cascode LNA.

Where Gaeis derived from the gate dimensions and the ogapecitance:
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2

C —-C, W, - L
3 0X eff eff

gate —

Eqgn. 83 Parasitic gate capacitance of common source casddéle

And the work by Jin et al. provides an analyticald®l for the gate resistance [89].

1 Rres 'Weff 1 LEff
Roe=| 755 |+ R+ 75
12 n," Ly 12 n-W, -u,-C,, -V,
Eqgn. 84 Parasitic gate resistance of common source cadddde

Finally, by recognizing that the input matchinguitbr is resonantly matched to the

gate capacitance of M1, the noise figure can beeteddrom the analysis in [108].

R Ryourcet R
_ gate 2 ource gate g do
NF s =1+ + M 5 -
source fT source

Eqgn. 85.Noise figure (NF) of common source cascode LNA.

Where the parameteggepresentsgevaluated when \is equal to 0 V, and is a

fitting parameter.

We have now developed completely analytical expoasgo predict the performance
parameters of an individual LNA stage. To validdite model, the power restricted
common source cascode LNA was fabricated in a I8@rocess. Fig. 89 through
Fig. 91 illustrate the strong agreement betweenati@ytical models and measured

performance of the common source cascode LNA asd@ibn of bias voltage.
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Fig. 88 Image of fabricated common source cascode LNA.

Power Gain vs. Bias Voltage for Common Source
Cascode LNA
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Fig. 89 Comparison of measured and analytically modeledep@ain of common source cascode
LNA as a function of bias voltage.
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Power Consumption vs. Bias Voltage for Common
Source Cascode LNA
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Fig. 90 Comparison of measured and analytically modeledsDply power consumption of
common source cascode LNA as a function of biasgel

Noise Figure vs. Bias Voltage for Common source
Cascode LNA
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Fig. 91 Comparison of measured and analytically modeledenfigure of common source cascode
LNA as a function of bias voltage.
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As stated, the design goal was to achieve a sanhsitif -90 dBm at a data rate of 1
Mbps. Thus, a receiver NF of 7 dB is necessarydet the performance goal. Given
the LNA performance metrics provided by Eqn. 75nEgL and Eqgn. 85, in addition
to the baseband NF, the required number of stagg$otal power consumption can

be plotted as a function ofy)sfrom Egn. 71 and Eqn. 72.

Total Power Consumption vs. Bias Voltage for the
Optimal Multi-Stage LNA Design
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Fig. 92 Comparison of measured and analytically modeleal pmwer consumption of optimized
multi-stage LNA as a function of bias voltage.
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Number of Stages vs. Bias Voltage for the Optimal
Multi-Stage LNA Design

8 - — Model i
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Number of Stages
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0.34 036 0.38 0.4 042 0.44 0.46
Bias Voltage (V)

Fig. 93 Comparison of measured and analytically modeledbeuraf LNA stages necessary to meet
receiver noise figure requirement as a functiohia$ voltage.

As shown in Fig. 92, the analytical model and theasured data predict that the
required receiver noise figure of 7 dB can be migh wnly 1.32 mW of total supply
power by electing a bias voltage of .38 V. Thisute requires four stages of

amplification to meet the —90 dBm sensitivity (F3g).
Receiver design is often a series of trade offs aptimization between design

parameters. Chip die area is an important desayanpeter. Four stages of RF

amplification consumed a prohibitive amount of dipace. For this reason,
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minimizing the number of amplification stages isiaportant design goal. Towar
that goal, through an exination of Fig. 92 and Fig. 93ve can see that reductions
the numberof RF amplification stages can be realized thronghor increases i
supply power draw. Therefore, the bias point wetsas .41 V, requiring only thre
stages of RF amplification and 1.6 mW of total powdeaw as predicted froi
measured performance ameters. This results in a mudtiage LNA with 46 dB o

power gain and a noise figure of 2.85

Lastly, to complete the characterization of thevittial LNA stages, the thirdrder

intermodulation product and 1 dB compression paiete determine

Output Power vs. Input Power for Fundamental
and 3rd Order Tone (2.2 GHz, .41 V bias)
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Fig. 94 Output power vsriputpower for fundamental (blue data pts) and 3ikotone (red data
pts). The intersectioof these two lines determines the third order mteulation point (IIP3 an
OIP3).
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Because the LNA is a narrowband device the two tims¢ was used. This te
requires two closely spaced balanced tones to jeztéd into the LNA at th
operational fequency. By plotting the intersection of the atpower level of the
fundamental tones with the third order tones verthes input power, we ce
determine the third order intermodulation poinfP@). This measurement and
resulting 1IM3 for the LM operating at a .41 V bias voltage are plotteFig. 94.
The resulting IIP3 and output third order intercppint (OIP3) are-18.5 dBm anc-

3.5 dBm, respectively.

Output Power vs Input Power for Fundamental
Tone (2.2GHz, .41V bias)

QOutput Power {dBm)

-35 -30 -25 -20

Input Power (dBm)

Fig. 95 Output power vsrputpower for fundamental tone (2.2GHz, .41V biaghis plot is used t
determine the 1 dB compression point.
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By plotting the output power level of the fundanarbne versus the input power,
we can determine the 1 dB compression point. Thet pvhere the measured gain is
1 dB less than the expected linear interpolatiothefgain at lower input RF power
levels, is the 1 dB compression point. This meament and the resulting 1 dB
compression point for the LNA operating at a .4bi¥s voltage are plotted in Fig.
95. The resulting input 1 dB compression point antput 1 dB compression point

are -23 dBm and -9 dBm, respectively.

Baseband

The base band consists of a sequence of four elifiat amplifiers followed by an
op-amp comparator to provide digital output level§.o reject supply rail and
substrate noise generated by the RF amplificatiages and any digital electronics
incorporated on-chip, a differential design was @ed for the base band

amplification circuitry (Fig. 96).

—

.n_@

Fig. 96 Single stage of multi-stage baseband differentigdldication circuit.
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Although differential base band circuitry draws apgmately 3 dB more power than
the common mode counterpart, given the low powesgmption relative to the RF
amplification stages, differential amplification efonot significantly increase total

receiver power draw.

Cumulative Voltage Gain versus Frequency
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Fig. 97 Cumulative voltage gain after each stage of bagkbaplification versus frequency.

In addition, to reject the DC offset introduced tbgnsistor mismatch and minimize
noise to improve the S/N ratio, band pass filteisigrovided utilizing capacitors;C

C, and G (Fig. 97).
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Fig. 98 Comparator design implementing Miller capacitoiricrease stability.

The comparator was designed as an op-amp depittBdyi 98 utilizing the Miller
effect (Guiler) t0 increase phase margin and prevent ringing ][1Bfch stage of
baseband amplification draws less than 8 uA, wthidlecomparator draws less than 20

UA for a total base band current draw of approxatyab2 uA.

Given the AC coupled nature of the base band ¢igguan encoding scheme that

minimizes the DC component of the base band sigrralquired. A popular option is

Manchester encoding.
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Measurements

An experimental prototype of the receiver was fedigd utilizing an IBM 130 nm
CMOS process (Fig. 99). The design was realized die measuring 2 mm by 2 mm
while the space consumed by the receiver measupgtoximately 1.0 mrm
Particular attention was paid towards minimizinggséic capacitance between the

RF lines and the substrate.

Validating the analytical model, a BER of 1@vas measured at the predicted .41 V
multi-stage LNA biasing voltage. The total powensumption is only 1.6 mW from
the 1 V supply rail. In addition, the receiver glsogood performance up to the
measured input RF power level of —20 dBm providijogd dynamic range. TABLE

V summarizes the measured performance metrics.
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TABLE V PERFORMANCEMETRICS OFLOW POWER RECEIVER AND SUBCOMPONENTS

Specifications

Receiver Performance

Sensitivity (BER=10") -90 dBm
Power Consumption 1.6 mW
Energy per Bit 1.6 nJ/bit
Data Rate 1 Mbps

Single-Stage LNA Performance

Gain 15.5dB
Power Consumption 5 mw
Noise Figure 2.8dB
IIP3 -18.5 dBm
Output 1 dB Comp. Pt. -9 dBm

RF Scavenging Demodulator

Implementation
Transmission Frequency 2.2 GHz

Technology .13 um CMOS
Die Area Used 1 mm?
Supply Voltage 1v

Multi-Stage LNA Performance

Gain 46 dB
Power Consumption 1.6 mwW
Noise Figure 2.85dB

Gain vs Voltage Rectifier 17.6 dB

Power Consumption 0 mw

Baseband

Voltage Gain 30dB

Filter Bandwidth (3dB) 1 MHz

Power Consumption .05 mwW
Conclusions

An ultra low power OOK receiver with a link margsuitable for challenging

transmission environments has been presented. @ith@nnotable design attributes

are a completely analytical methodology for optimigza multi-stage LNA and use of

a RF power harvesting circuit for passive demodahat To meet the -90 dBm

desired receiver sensitivity, application of theimfzation methodology presented



results in an LNA design with 46 dB of gain and.852dB noise figure that consumes

only 1.6 mW of total power.

Comparison of Low Power Receiver Designs

1.E-06
¢ Daly[30]

R N Porret[15]
2 1E07 .
2 This work
S n
= O Molnar[110] O
)
oy
o  1E-08
>
>
()
5 L 4

1.E-09

L 2
1.E-10 ; ; ; ; ; ; . . :
0 -10 -20 -30 -40 -50 -60 -70 -80 -90 -100

Sensitivity (dBm)

Fig. 100 Comparison of the energy effiency of the low povesreiver design resulting from this work
to other low power receiver designs in the literatu

Good agreement has been demonstrated between tpdedierformance and
measured receiver performance. The 2.2 GHz OOleivec meets the design
requirement of —90 dBm sensitivity at 1 Mbps whdlawing only 1.6 mW of power
from a 1 V supply rail. In addition, the receivachitecture consumes just 1 mof
die space and requires no external passives, tiessmping the cfscale form factor
necessary for Smartdust sensor networks. Thesksresmpare favorably with prior
work in the field (Fig. 100) and demonstrate thagnsicant improvements in

sensitivity can be achieved with minimal additiopaiver consumption.
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Chapter 6: Conclusions

Smartdust is the realization of wireless sensowords in a sub-cubic centimeter
form factor. Through the random distribution of &tdust nodes, sensor networks
can quickly be established to remotely monitor darggions of area. To minimize
deployment costs, individual nodes will be fabmchin CMOS taking advantage of
economies of scale. The advantages of sensor rietwmassist in disaster relief, the
military, health care, and business activities hageilted in their being the subject of

significant research in recent years.

The development of Smartdust sensor networks ismitbbut considerable research
and design challenges. The aggressive form faaft@martdust sensor networks
limits the ability of on system energy storage teetnsystem life time requirements
that can measure in months to years. As demoedtnatChapter 1, various research
efforts are under way to extend the operationtlifee of Smartdust sensor networks
through energy scavenging from energy sources cartynavailable in the
environment. In addition, previous works have destated that Smartdust sensor
networks transmit little data and thus life timel@ninated by power consumption of
the receiver. Works in the literature have propogadous approaches to lowering
receiver power consumption. However, to extendesydife time, it is desirable that
the energy required to receive a bit of data bamaed. Towards this goal, 1 nJ of

energy consumption per bit represents the statineofart for low power receiver

187



design. However, the random distribution of Smastdsensor networks results in a
difficult transmission environment that can be elcterized by 1/rpath loss. As a
result, work in the literature that achieves theJlenergy consumed per bit of data
received, are not sensitive enough to provide @efit link margin to provide
communication over 10 meter distances, and recethat demonstrate sufficient link
margin to communicate over 10 meters, reduce systenmme by at least an order of

magnitude.

This work is resolving some of the issues assatiatgh Smartdust networks by
addressing the challenges resulting from such dl dovan factor, limited power

supply and difficult transmission environment.

As demonstrated through a comprehensive RF enenyg\s reported in Chapter 2,
this work confirms that sufficient RF energy levalg available in the environment
from the cellular and UHF TV communications infrasture to supply power to a
Smartdust sensor node. Thus, this work demonstthte exciting potential of the
cellular and UHF TV wireless networks deployed tlyleout the country to provide a

cheap and abundant source of energy for Smartdosbs networks.

To assist in achieving the RF to DC power conversificiencies necessary to power
Smartdust nodes from RF energies found in the enment, a parasitic aware
analytical model of the power matched Villard vgkadoubler implemented in

CMOS was derived and validated against simulatedraeasured data. This model
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represents the most comprehensive and accuratgtieal#y derived model of a
power matched Villard voltage doubler integratetbd@MOS to date. Through the
study of this model, under incident power levelditions representative of RF power
levels present in the environment, the dominatercagsu of parasitic loss were
identified as the threshold voltage loss of theddi@onnected MOSFETs and the
parasitic gate losses at the input to the Villaottage doubler. The need to lower
threshold voltages is a well known mechanism fopriowing power harvesting
performance, however, the need to lower parasiite gosses is a result newly
reported in this work. In addition, this model wased to characterize the effect of
stacking multiple Villard voltage doubler stages®ii to DC conversion efficiency.
Finally, this model is used as a rapid optimizatiool for predicting optimal design

parameters in a power matched Villard Voltage deubl

Modifications of the power matched Villard voltagieublers to reduce parasitic
losses are developed in Chapter 4. To reducedassarred from parasitic losses at
the input of the Villard voltage doubler, a panasitesistant matching network is
presented and analyzed. Subsequent fabricationm@agurement demonstrate a 70
percent improvement over the conventional desigragbower matched Villard
voltage doubler. In addition, threshold voltagssks are minimized through the
novel modification of the Villard voltage doublérough a PMOS with floating body
to enable sacrificial current biasing resultingaim additional 50 percent RF to DC
conversion efficiency. The cumulative effect ofgbalesign improvements is a more

than doubling (126% improvement) in RF to DC powenversion efficiency. A
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newly reported result of this work identified thahen implementing techniques to
remove threshold voltage, the slope of the diodeneoted MOSFET’s I-V curve
limits RF scavenging performance. In the IBM 130 process utilized in this work,
the standard MOSFET displays a larger slope td-theurve than MOSFET options
that implement doping techniques to lower the thoéb voltage. Thus, the
conclusion of prior work in the literature that Idlweshold voltage MOSFETs are
preferable is not correct. The design improvempregsented in this work result in an
RF energy scavenging system that demonstrates isugerformance to current

commercial products.

To further enhance the operational lifetime of Suh#st sensor nodes, in Chapter 5
this work presents a Smartdust receiver topologypadible with voltage levels
produced by the RF energy scavenging work in chaptd V), that lowers power
consumption through the novel use of an RF powevdsting circuit to improve
sensitivity. This technique is demonstrated torionp sensitivity by over 17 dB at no
additional power consumption. In addition, the €loability of this technique to
reduce bandwidth and thereby improve rejectionntérfering signals, as well as
improve dynamic range, is studied and validatediveis the poor propagation
environment of Smartdust sensor networks, to mRet densitivity requirement
necessary to transmit data over 10 meters, RFigawecessary in the LNA of the
non-coherent OOK receiver architecture presentedisnwork. To achieve sufficient
gain to meet the required receiver sensitivitys thork presents a novel methodology

to optimize a multi-stage low noise amplifier to eh@eceiver NF requirements at
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minimal supply power consumption. Through the aggtion of this methodology, an
LNA generating 46 dB of gain with a NF of 2.85 dBile consuming just 1.6 mW of
power has been fabricated and measured. Utilthege design improvements, a full
RF to digital level non-coherent OOK receiver hagrb fabricated and tested that
demonstrates a -90 dBm sensitivity while consunusg 1.6 nJ/bit received. This
represents a 30 dB increase in sensitivity ovegivec designs of comparable energy
draw and an order of magnitude decrease in powesuroption versus receiver

designs of comparable sensitivity.

The realization of Smartdust sensor networks isagept of considerable ambition
and challenge. The success achieved by this wdrEienergy scavenging and ultra-
low power received design, represent major coninbs towards the completion of a
Smartdust sensor node. Given a modest duty cyelé%, the research presented by
this work could enable the design of a sensor now®nstrained by operational life
time limitations. The work presented by this reskas implemented completely in
CMOS with very modest die space requirements, tbexehe cost of implementation
of a Smartdust node can be measured in penniasoper resulting from economies
of scale in CMOS fabrication. Such a system woliéve advantages in cost,
flexibility, rapid deployment and robustness thauld lead to the application of

Smartdust sensor networks in all aspects of life.
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Appendix A — Derivation of Select Results

This appendix presents derivations of equationghiavthis work that have not been

previously derived in the main text.

Output voltage of the Villard voltage doubler rémsg from the RF power

source depicted in Fig. 62 (Derivation Appendix AEan. 47 p. 128)

The real power transferred to a Villard voltage ldleu as represented by the logg Z

in Fig. 62 can be expressed as:

* \/in *
I:)in =R in " Iin }: R{\/Iﬂ (Z_m] } (1)
2o (1Y
P, =] R{(Z—j } @
2 Z
I:)in = |Vin | RJ[ . 2 } (3)
24|

A
P = rRe @
2o 124l
_Nal
Pin - |Zin| COi@) (5)

Where ¢ is the phase angle between the real and imagioamyponents of the

voltage doubler impedance. In addition for a powetched source of impedance

Rsource the real power transferred must equal:
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V 2
5

P — -/ 6
" RSOUrCe ( )

These two expressions fofr, Ban be equated and solved fof:V

\4 1Z,|
\/in — source 7
2 RSOUrCe : Coi¢) ( )

Given that a Villard voltage doubler doubles thétage incident at its input minus a
threshold voltage, the output voltage can be espkas:
Vout = 2'Vin - 2'Vth (7)

Insertion of \{, above into the equation for,y{ results in the final equation:

V

|Zin|
V| —L oy 9
output sourc Rsource’ C0i¢) th ( )
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Conditions under which the power matched Villarttame doubler

will outperform a non power matched Villard voltadmubler

(Derivation Appendix A). (Egn. 49 p. 128)

Power matching improves the power output of a Ylkeoltage doubler when:

POUtmatched > I:)Ol'“;mmatched (1)

Which can be simplified to:

VOL’"'-m.altched2 > VOL”;Jnmatched2 (2)
Rout Rout

And, finally:

VOUtmatched > Voutmmatched (3)

The previously derived Eqn. 47 presents an exmeser VOUbaiched

z,
Vou atche: = VSOUrCe N A 2 .V (4)
et~V Rcodg)

Furthermore, for an unmatched RF power harvesimogit as depicted in Fig. 63, at
RF frequencies the capacitive element of the RFgpdwarvesting circuit results in a
highly reactive load where:

Rsource << |Zin | 5)

Thus, VinnmarchedC@n be expressed as:

Vi, ached = Vsource (6)

And the voltage doubling nature of the Villard \ege doubler results in a

VoutynmatchedOf:
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Vin 2V

source

2.V, (7)

matched —

The expressions for Vaglichea@Nd VOU§nmatchedCan NOW be applied to (6) resulting

in:
Vsourc A -2 'Vth >2 'Vsource_ 2 'Vth (8)
Rsource' C04¢)
And simplifies to:
12,
Vsourc — = >2 'Vsource (9)
Rsource' C0i¢)
2l >2 (10)

Rsource ’ COi¢)

Thus, deriving the inequality of Eqn. 49 for thendition under which power

matching out performs a non power matched system.
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Noise figure (NF) of the non-coherent OOK recedepicted in Fig.

76 (Derivation Appendix A). (Eqn. 52 p. 152)

The Friis formula states that for a receiver ofaygss:

NF, . = NF, 4 NF2—1+ NF3_1+ NF, -1 L
G1 Gl’Gz Gl'Gz’Gs

(1)

Thus application of the Friis formula to the norikeent OOK receiver depicted in
Fig. 76 yields:

NE : NFDEMOD _1+ NFBB -1 2)

n_stage_ LNA
Gn_stage_ LNA GDEMOD 'Gn_stage_LNA

NF

receiver

For a passive demodulator that attenuates thelsagna the case with any type of
envelope detector or RF energy scavenger thendise figure of the demodulator is
equivalent to the signal attenuation. Signal aidtion is defines as the inverse of
gain. Thus:

1
NFDEMOD -~ (3)

GDEMOD

Which allows the expression for the noise figuréhefreceiver to be simplified to:

1 J—
NF = NF , GDEMOD + NFBB -1 (4)
receiver — n_stage LNA
o Gn_stage_LNA Gpemon 'Gn_stage_LNA
NFE_ . =NF : NFoemon _1+ NFpemon '(NFBB _1) (5)
receiver n_stage_ LNA Gn_stage_ A Gn_stage_ A
NFoeron — 1+ NFoeyop - NFsg — NF
NFreceiver = NFn_stage_LNA + PEMED G PEMED = PEMOD (6)

n_stage LNA
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NF -NFg —1
N Fn_stage_ LNA I DéMOD = (7)

n_stage LNA

NF

receiver —

The noise figure of the demodulator is highly lossy as a result NEyop >> 1

simplifying the expression for the noise figure to:

NE : NFDEMOD ) NFBB (8)

n_stage_LNA G

NF

receiver
n_stage_LNA

And finally given the relationship between the rdigure and gain of a non coherent
envelope detector or RF energy harvesting cirthu,noise figure of the receiver can

be expressed as:

NFg;

NF NF

receiver n_stage_LNA I G (9)

DEMOD Gn_stage_ LNA
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Demodulation Response of a Villard Voltage Doulidean AC signal

(Egn. 57-Egn. 62 p. 158-161)

Equations (1) and (2) can be derived through th@icgiion of Kirchhoff's current
law at the nodes corresponding to voltage levedsm& Y in Fig. 82.

X-Y Y

=——+C, 1Y (2)
RIeak Rleak 2

cax=XY, X (2)

Rleak n- Rieak
Through algebraic manipulation and differentiatif@hbecomes

g 1
Y:Rleak'C1EX+X'[l+ﬁj (3)
4Y=R_.-C d—zxﬂx-[ul} 4)
dt eak 1 gt2 dt n

By plugging (3) and (4) into (1)

X_Rleak'clﬁx_x'(l_‘_lj Reak'cl%X+x'(l+}
n

n)+C2[R|eak'C X +4 X (1+i]] (5)

1 g2

Rleak Rleak
g 1
X=2-Ry-CloX-2-X:[1+= .
L ZC{Reak'Clj—;X+%X-(l+—D (6)
Rleak n
2
_X'(l-’_J_z'Rleak'Clgtx 1
n 2
e =C{Reak-clﬁ><+%><-(1+ﬁn ™)
X'(1+2J L
_R'—n_z'clﬁx:Cz'Rleak'Clg_:zx—i_Cz'%X'(l—i_ﬁJ (8)
eak
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L X'(1+2j
0=C,-R..-C d—2X+(2-C1+C2-[1+HD%X+—n (9)

1 gt? RI )
(Z-Cl +C, -(1+ iD X -(1+ Zj
0= X+ X 4 N (10)
C2 ’ Rleak ’ Cl I:\)Ieak ’ CZ ’ Rleak ’ Cl

And to simplify (10) we define the constants A, iBlaC resulting in (12):

pesfel) | B

CZ ’ Rleak ’ Cl - Cz ’ Rleak2 ' Cl

A=1 B= (11)

0=A-&£X+B-$X+C-X (12)
(12) is a second order differential equation arsailts in the auxiliary equation:

0=A-r’+B-r+C (13)

Using the quadratic formula we get:

~-B++B*-4-A.C (14)

2-A

r =

And by plugging (11) into (14), we get:

[erefrl) [Forefe)] ()

C2 ’ R1eak ' Cl N CZ ’ Rteak : Cl Rteak : CZ ’ R1eak 'Cl

(15)

Which simplifies to:
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[earefon)], [frerefg))

+ 4.
Cz 'Cl Cz ’Cl Cz ’Cl
r =
Rleak 2
2
2 [1+ 1) (1+ 1) [1+ 2)
- —+ n || —+ 4 -4. "

Cz Cl 2 Cl Cz ’Cl

r=
Rleak -2

7\
|—\
+

S5
N—
=+
N

VR
|—\
+

S5

N—

N
H
+
S|
N—

- £+ >t 2 + -
C2 Cl CZ Cl Cz C1 Cz Cl
r p—
Rleak'2
2
1 1
1+~ 1+~
2 bl o ) s,
C2 C:1 C22 C12 Cz Cl

Rleak 2

We explicitly define each solution of r:

2
2 (“ 1) 4 (“ 1J pA
— 4+ 14 + n n

C2 Cl C22 C12 - Cz : C1

Rleak -2
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(18)

(19)

(20)
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Given that (20 and (21) must always be positive,abxiliary equation in (13) has a
general solution of the form:

X=K, -€"'+K, e (22)
Boundary condition that the voltage equaisa¥/t = O give us:

K,+K, =V, (23)

A second boundary condition is obtained by plugg2®) into (2):

(1+ 1)- K, -e" +(1+ 1)- K, e'-Y

rt r- n n

—C (K, et K, e )= (24)
Rieak

Which simplifies to:

+ Ar't - At 1 rt 1 rt
—R-Cl-(Kl-r e+ K, r e )=(1+EJ-Kl-e +(1+Ej-Kz-e -Y (25)
And has a boundary condition of Yz¥t t=0, resulting in:

N _ 1 1
~Rew-Cy (K17 K,y 17 )= L= [ K+ [ 142 K, -V (20
And simplifies to:

(R'eak C oK 1 +(1+%j- K1j+(R|eak C, K, -1~ +(1+%j- szzv2 (27)

[R,eak C,or” +[1+%D- K1+(Reak -Cer” +[1+%D- K, =V, (28)

Solving (23) for K, we get:
K,=V,-K, (29)

And can plug (29) into (28) resulting in:

(Reak'cl' re +(1+%jj'(vl_ K2)+(R|eak'cl'r +(1+%jj KZ :Vz (30)
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Which can be solved for K
—[Reak -C,-r? +£1+iD- K, +[Reak -C,-r” +[l+1:D~ K, =V, —[Reak -C,-r? +(l+iD-Vl (31)

(_ Rleak 'Cl T+ Rleak 'Cl 'r_)' K2 =V2 _(Rleak 'Cl Tt +(1+%jjvl (32)

|%eak'cl'(_r+ +|’7)' KZ :VZ _(Reak'cl'rr +[1+%jjvl (33)

[Reak Cort+ (1+ 1D A
n
K, =

Pa— (34)
I%eak'cl.(_'_r - )
And then (34) can be plugged into (29) to get K
. 1
(R,eak Cort 4+ [1+ njj V, -V,
K, =V — 35
' ' Faleak'Cl'(+r+_r_) ( )
So to Summarize, the Voltage at location X as atfan of time is:
X=K,-e"'+K, e (36)
Where:
2
(1+ 1) (1+ 1} 4
n 4 n A
| —+ + 5+ o~
G, C, C, C, C.-C
r°= (37)
Rleak -2
2
)| o (0] 4
n n n
G, C, C, C, C.-C
r~= (38)
Rleak 2
and
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[Reak-Cl ot +(1+ iD-Vl—V2
K, =V, - 39
! ' Rleak'cl.(+r+_r7) ( )

(Reak-cl ot +[1+ij)-vl—v2
K2= Reak'cl'(+r+_r_) (40)

r+ and r- result in two RC time constants of:

-2
Rq: Rleak . (41)
1 1
o D
n n n
c, ¢ |7 ¢ “cic
2 1 2 1 L

RC, = Reac 2 (42)
(1+1) (1+1j2
2 )l e Un) %
C, (C c, ¢ C,-C

The bandwidth of the demodulator will be limited the larger of the two RC time
constants which corresponds toR€sulting in a bandwidth of:

2 )] ) s

C+C 2 2 C,-C
2 1 C2 Cl 2 "\

BW = 44
I:ieak ’ 2 ( )
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3 dB bandwidth of the power matched Villard voltatpaibler (Derivation

Appendix A). (Egn. 63 p. 163)

The resonant matching circuit of a power matchedaid voltage doubler can be

modeled as:
IL
Z‘s
7 || v,
Where
Zs = Rsource+ Rparas + J - Lmatching
]
ZL = Rscavenger_ mr
The time averaged power dissipated acrQss:Z
1 .
PLZE'RG&L'IL} 1)
Where
Z V.
VL=V, - (2) | =—— 3)
Z,+7Z, Z.+7Z,
Thus
v *
pLzl.R V, - . s
2 Z.+7Z, \Z,+Z,
1 I\/s|2 ’ Rscavenger (4)
= E . - 2
(Rsource+ R aras T Rscaven er)2 + J 2N Lmatchin _+
P ’ ’ - Cscavenger
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We know from the theory of maximum power transfer thakimam power is

transferred when

j
Y R 5
matching - C ( )

Scavenger

j-w-L

Resulting in

1 Ns|2 ’ Rscavenger
Py == 6
MAX 2 (Rsource+ Rparas + Rscavenge>2 ( )

Given that the Villard voltage doubler acts as a sglaw detector, the 3db

bandwidth can be derived from:

1 P,
T (7)
V2 Puax

And solving for w we get

} Ns|2 ) I:Qscavenger
2 i ?
2 .
i i (Rsource+ Rparas + Rscavenge) + [ |-@- Lmatching - a).Cscaven%J (8)
\/E 1 ) Ns|2 ’ Rscavenger
2 (Rsource+ Rparas + Rscavenv_:je‘)2
1 . (Rsource+ Rparas + Rscavenger)2

L. —©

(Rsource + Rparas + Rscavenger)2 + [ J - Lmatching - a)'C:(mWEJ
j Q- Lmatching - # =T \/E - 1(Rsource+ Rparas + Rscavenget) (10)

scavenger
0= Lmatching ’ a)z R \/E _1(Rsource+ Rparas + Rscavenge)’ - C 1 (11)
scavenger

Application of the quadratic formula yields two postroots:
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2 Lmatchim
/\/’ ‘/(&_])'(&ourc_el_RJaras_’_&cavenler—F[]"
o=t 2_1'(Fiourcéi—R)aras—f_Fécaveng(irl Cscaveng (12)
2 Lmatching 2 Lmatching
Finally the bandwidth is equal to:
V2 =1 (Ryyee + Rosrae + Recavencer
BW3dB — a)+ —w = ( soulr::e paras 'scaveng ) (13)
matching
And given that in a resonant network
1
Lmatching = 2 (14)
@q 'Cscavenger
BW34s can also be expressed as:
BW3dB =N \/E - 1 : (Rsource + Rparas + Rscavenger)' 2 T fO2 : Cscavenger (15)
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Power gain common source cascode LNA (Derivation AdpeA).

(Egn. 81 p. 172)

| |
| 1
1 1 N
i 1 Load Resistance
: out :
[ 1P
I out
: 1
[ L R
) —- out
Voltage Gain 1| B '
g [ M2 ¢
1 1 -
: :
1 1
I ! Transconductance
1
Piﬂ M1 :
1
—_J
Rsource
Vsource

The gain from a power matched Common source caddddecan be derived as a
function of the input voltage gain, the transcortdnce of M and M, and the load

resistance.

The Voltage gain is derived through recognition tinat voltage at the gate of N6

the result of a series resonant circuit as depictedvbelo
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R_S ource

VS ource

The voltage gain (YadVin) for a series resonant circuit is:

1

Qin = .
2. /2N f . Cgate : (Rsource+ RgaIE) ( )

The total transconductance from lind M is dominated by the transconductance of
M, [Gray]. Thus, the transconductance in strong inverso

2| 4

On=o (2)
VGS _Vth

And in weak inversion the transconductance is:

lds

= 3)

On =

The load resistance including parasitics can be depade

= Vout

LDut 2
- R
(jgd 0

Rparas

These parasitics can be simplified as a parallel RL€Tiitiof:
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|- Vout

Rtank 2 (4)
w-L
R aras 1 o + RO
P { [ Rparas }
And
- L,
[ R t ] ’ Rtank
paras
L, = )

a
Assuming the load has been impedance matched to tip@tampedance of the
LNA, the real power transferred to the load can eeved as in (8). A proof that
power matching to the output load, improves powandfer is presented in the next

derivation.

Pload = (gm 'Vgate)z ’ Rt;nk

(6)

2
I:)Ioad =1 0n- L 'Vin ’ Rtank (7)
2--f- Cgate ’ (Rsource+ Rgate) 2

The total power gain is the ratio of input poweptwer applied to the load:
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PR
G _ " 27[ f .Cgate'(Rsource_l_ Rgate) I

2

]R

power — V. 2
Rsource
I:)gain = (gm : Qin )2 '% ’ Rsource

Pyain (dB) =10- Iog((gm Q, ) Rt;nk

) RSOU rcej

(8)

9)

(10)

Thus, the power gain of the common source cascbideHas been derived.
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Proof that impedance matching the output impedahea LNA

maximizes power transfer to the load (p. 172)

The decision to power match to the output of theALddn be justified by modeling
the output circuit, MOSFET current source, and outpad that power is delivered

to:

I

Lpg -EgdéRtaﬂl{

A
Iy CCD C(!%Rout

The circuit can be modified such that the outpupenance R: and G, can be

converted to the equivalent parallel elementssBnd Goag.

1
IACCD Rioad T Cload

By applying Kirchhoff's current law, we can equé#te currents at point A:

Va , Va o Va  Va VY,
x p X gd X load Rtank I:\)Ioad

(1)
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| pc =V, - 1+ 1 + ! + ! + ! (2)
X p ng Rtank Xload Rload
.C .
IAC :VA' . 1 _Ct) - gd+ 1 _(l) (.:Ioad_i_ 1 (3)
|2 Lp J Rtank J Rload
\Cy+C
| =V, |- 1 o ( % Ioad)+ 1 N 1 J @)
Jro- I—p J Rtank Rload
1 1 an + oa
l AC :VA N - (ng + Cload) + ij (5)
J - Lp Rtank ' Rload
Now, by solving for the voltage at point A we get:
|
V, = AC (6)

[[ Rtank + Rload J _ ][ 1 — - (ng + CIoad )J}
Rtank : Rload @- Lp

The power acrossiq represents the output power and is expressed as:

2

IAC

((RWRIOMJ — J[l -+ (ng + Cload )]]

Rtank ’ Rload - Lp

Pout = (7)
RIoad

It's clear upon inspection of (7) thag,As maximal when

1
w-L

p

0= —w: (ng + CIoad ) (8)

Allowing the simplification of (7) to:

[I e [ Rtank ) |:‘>Ioad

P - Rtank + I:zload ]J — (I Ac2 ( Rtank . I%oad ][ |:\>tank ]J (9)

t
> Rload Rtank + I:aload I:\>Ioad + Rtank
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The quantity B, is maximal by setting &« as high as circuit parasitics will allow
and then by power matchingo,R to Ran Therefore maximal power transfer to a
load is obtained by impedance matching the outpsistance R4 to the highest
realizable R« and setting the reactance resulting fropgn Gy, and Goag such that

they sum to zero.
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Appendix B — Source Code

This appendix presents MATLAB code that implemerdsel algorithms and models

developed from the research presented in this work.

Chapter 2 Code

RFsurvey TIME.M: Codeto acquiretemporal survey data of RF energy present
in the environment.

tic

RADIUS=.0005;
MAX_SAMPLES=30000;
VARS2STORE=6;

x=zeros(1,6);
y=zeros(1,6);

%%%% DETERMINE FILENAME FOR DATA SAVE%%%%%%%%%%%%%%
[filename,path]=uiputfile("*.kml','Save KML data’,'default.kml’);
if(filename==0) break; end;

BACKUP_NAME-=strread(filename,'%s','delimiter’,".");

BACKUP_DATA=zeros(MAX_SAMPLES,(2+2*VARS2STORE+1));

%9%%%%%%%%%%%%%%% INIT HARDWARE%%%%%%%%%%%%%%%
s1=INIT_GPS();

S2=INIT_Scope();

=L

query_Scope(S2,*IDN?")
write_Scope(S2,:FREQ:SPAN 2900000000Y;
write_Scope(S2,:FREQ:CENTER 1500000000%;
write_Scope(S2,":CALCulate:MARKer:ALL");
write_Scope(S2,"AVER:TRACel1:STAT ONY);
write_Scope(S2,"AVER:TRACe1:COUNT 29;

%9%%%%%%%%%%%%% %% ACQUIRE GPS DATA %%%%%%%%%%%%%
DATA=read_GPS(sl);
LOCy=DATA(2);
LOCx=DATA(4);

%%% CONVERT NMEA GPS DATA TO LATTITUDE/LONGITUDE%%%%%%%%
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LOCx=floor(LOCx/100)+((mod(LOCx,100))/60):
LOCy=floor(LOCy/100)+((mod(LOCy,100))/60):

if(char(DATA(5))=="W")
LOCx=LOCx*-1;
end
if(char(DATA(3))=='S")
LOCy=LOCy*-1;
end

%69%6%6%%%%%%%%%% REPEATE UNTIL KEYSTROKE %%%%%%%%%%%%
while j<(MAX_SAMPLES)+1

%%%%%%%%%%% ACQUIRE RF SURVEY DATA %%%%%%%%%%% %% %%
write_Scope(S2,:CALCulate:MARKer:ALL")

x(1)=str2num(query_Scope(S2,":CALCulate:MARK1:X?");
y(1)=str2num(query_Scope(S2,":CALCulate:MARK1:Y?");
X(2)=str2num(query_Scope(S2,":CALCulate:MARK2:X?");
y(2)=str2num(query_Scope(S2,".CALCulate:MARK2:Y?");
X(3)=str2num(query_Scope(S2,".CALCulate:MARK3:X?");
y(3)=str2num(query_Scope(S2,".CALCulate:MARK3:Y?");
X(4)=str2num(query_Scope(S2,".CALCulate:MARK4:X?");
y(4)=str2num(query_Scope(S2,".CALCulate:MARK4:Y?");
x(5)=str2num(query_Scope(S2,":CALCulate:MARK5:X?");
y(5)=str2num(query_Scope(S2,":CALCulate:MARK5:Y?");
x(6)=str2num(query_Scope(S2,":CALCulate:MARK®6:X?");
y(6)=str2num(query_Scope(S2,":CALCulate:MARK®6:Y?");

biggest=1;
big_val=y(1)

for p=2:6
if (y(p)>big_val)
biggest=p;
big_val=y(p)
end
end

%%%% STORE RAW DATA IN ARRAY FOR LATER FILE SAVE %%%%
time_store=toc
format long
BACKUP_DATA(j,1)=LOCx;
BACKUP_DATA(j,2)=LOCYy;
BACKUP_DATA(,3)=x(1);
BACKUP_DATA(,4)=y(1);
BACKUP_DATA(},5)=x(2);
BACKUP_DATA(,6)=y(2);
BACKUP_DATA(,7)=x(3);
BACKUP_DATAC(,8)=y(3);
BACKUP_DATA(},9)=x(4);
BACKUP_DATA(j,10)=y(4);
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BACKUP_DATAC(,11)=x(5);
BACKUP_DATAC(},12)=y(5);
BACKUP_DATAC(},13)=x(6);
BACKUP_DATA(,14)=y(6);
BACKUP_DATA(j,15)=time_store;

%%%%% PAUSE AND END DATA SURVEY ON KEY STROKE %%%%%%%%
=it
if(getkeywait(60) ~= -1)
j=MAX_SAMPLES+1;
end

end
%0%%%%%%%%% %% SAVE RAW ASCIlI DATA %%%%%% %% %% %% %% %

save( [path [char(BACKUP_NAME(1)) ".txt]], 'BACKUP_DATA',-ASCII', -DOUBLE);

fclose(sl);
fclose(S2);

RFsurvey SPATIAL.M: Codeto acquire spatial survey data of RF energy
present in the environment.

RADIUS=.0005;

MAX_SAMPLES=10000;
COLORS={'red','orange','yellow','green’,'blue’,'purple'};
VARS2STORE=6;

x=zeros(1,6);
y=zeros(1,6);

%%%% DETERMINE FILENAME FOR DATA SAVE%%%%%%%%%%%%%%
[filename,path]=uiputfile(*.kml','Save KML data’,'default.kml’);

if(filename==0) break; end;

GPS_fid=fopen([path,filename],'w");

BACKUP_NAME-=strread(filename,'%s','delimiter’,".");
BACKUP_DATA=zeros(MAX_SAMPLES,(2+2*VARS2STORE));

%%%% KML HEADER AND COLORS %%%%%%% %%%%%%%%%%%%%%
LINE='<?xml version="1.0" encoding="UTF-8"?>";
fprintf(GPS_fid,'%s\n',LINE);

LINE="<kml| xmIns="http://earth.google.com/kml/2.2">";
fprintf(GPS_fid,'%s\n',LINE);

LINE='<Document>';

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <name>My Places.kml</name>',
fprintf(GPS_fid,'%s\n',LINE);

LINE=" <Style id="sh_blue">";
fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <lconStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.3</scale>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';

fprintf(GPS_fid,'%s\n',LINE);

LINE='
<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7fff0055</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sh_green">';
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.3</scale>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Icon>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00aa00</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>';
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <StyleMap id="msn_red">";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <key>normal</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sn_red</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>highlight</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sh_red</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" </StyleMap>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <Style id="sn_purple">",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.1</scale>"
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Icon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f7f00aa</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>';

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <StyleMap id="msn_purple">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>normal</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sn_purple</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>highlight</key>";
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fprintf(GPS_fid,'%s\n',LINE);

LINE='

<styleUrI>#sh_purple</styleUrl>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</Pair>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </StyleMap>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sn_red">";
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<lconStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<scale>1.1</scale>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<lcon>',

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</lcon>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</lconStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<color>7f0000ff</color>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" <StyleMap id="msn_blue">";
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<Pair>",

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<key>normal</key>';

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<styleUr|>#sn_blue</styleUrl>",

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<Pair>"

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<key>highlight</key>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<styleUrl>#sh_blue</styleUrl>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

</Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" </StyleMap>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" <StyleMap id="msn_green">",
fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>normal</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrl>#sn_green</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>highlight</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrl>#sh_green</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>",

fprintf(GPS_fid,'%s\n',LINE);

LINE=" </StyleMap>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <Style id="sn_blue">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.1</scale>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7fff0055</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sn_yellow">";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>";
fprintf(GPS _fid,'%s\n',LINE);

LINE=' <scale>1.1</scale>"
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);
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LINE=' </Ilcon>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00ffff</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <Style id="sn_green">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.1</scale>"
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00aa00</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>';
fprintf(GPS_fid,'%s\n',LINE);

LINE=" <StyleMap id="msn_orange">",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>"
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>normal</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUr|>#sn_orange</styleUrIl>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>highlight</key>";
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fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sh_orange</styleUrl>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' </Pair>",

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </StyleMap>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <StyleMap id="msn_yellow">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>normal</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sn_yellow</styleUr|>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Pair>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <key>highlight</key>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <styleUrI>#sh_yellow</styleUr|>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Pair>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </StyleMap>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sh_orange">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.3</scale>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00aaff</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>';

fprintf(GPS_fid,'%s\n',LINE);

LINE=" <Style id="sh_red">";

fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <scale>1.3</scale>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);
LINE='
<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS _fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f0000ff</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sn_orange">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.1</scale>"
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Ilcon>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>';
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00aaff</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>';

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>';
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sh_purple">",
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <lconStyle>",
fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <scale>1.3</scale>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);
LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f7f00aa</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=" </Style>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Style id="sh_yellow">";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <scale>1.3</scale>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <lcon>';
fprintf(GPS_fid,'%s\n',LINE);

LINE='

<href>http://maps.google.com/mapfiles/kml/pushpin/ylw-pushpin.png</href>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lcon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <hotSpot x="20" y="2" xunits="pixels" yunits="pixels"/>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </lconStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <PolyStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <color>7f00ffff</color>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outline>0</outline>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </PolyStyle>";

fprintf(GPS_fid,'%s\n',LINE);
LINE=" </Style>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=" <Folder>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <name>My Places</name>"
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <open>1</open>'

fprintf(GPS_fid,'%s\n',LINE);
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LINE=' <Style>',;
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <ListStyle>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <listitemType>check</listitemType>";
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <Itemlcon>';
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <state>open</state>';
fprintf(GPS_fid,'%s\n',LINE);
LINE=' <href>C:/Program Files/Google/Google

Earth/res/mysavedplaces_open.png</href>';
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </ltemlcon>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Itemlcon>';

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <state>closed</state>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <href>C:/Program Files/Google/Google

Earth/res/mysavedplaces_closed.png</href>';
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </ltemlcon>",
fprintf(GPS_fid,'%s\n',LINE);

LINE=' <bgColor>00ffffff</bgColor>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </ListStyle>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Style>";

fprintf(GPS_fid,'%s\n',LINE);

%0%%%%%% %% %%%%%%% INIT HARDW ARE%%%%%%%%% %% %% %%
s1=INIT_GPS();

S2=INIT_Scope();

=1

query_Scope(S2,*IDN?");
write_Scope(S2,:FREQ:SPAN 500000000Y;
write_Scope(S2,"FREQ:CENTER 720000000%;
write_Scope(S2,:CALCulate:MARKer:ALL");
write_Scope(S2,"AVER:TRACel1:STAT ONY);
write_Scope(S2,"AVER:TRACe1:COUNT 2Y;

%0%%%%%% %% %% %% REPEATE UNTIL KEYSTROKE %%%%%%%%%%%
while j<(MAX_SAMPLES)+1
%0%%%%%% %% %% %% %% % ACQUIRE DATA%% %% %% %% %% %%%%%%
DATA=read_GPS(sl);
LOCy=DATA(2)
LOCx=DATA(4)

write_Scope(S2,:CALCulate:MARKer:ALL")
x(1)=str2num(query_Scope(S2,":CALCulate:MARK1:X?");
y(1)=str2num(query_Scope(S2,":CALCulate:MARK1:Y?");

X(2)=str2num(query_Scope(S2,":CALCulate:MARK2:X?");
y(2)=str2num(query_Scope(S2,".CALCulate:MARK2:Y?");
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X(3)=str2num(query_Scope(S2,".CALCulate:MARK3:X?");
y(3)=str2num(query_Scope(S2,".CALCulate:MARK3:Y?");
X(4)=str2num(query_Scope(S2,".CALCulate:MARK4:X?");
y(4)=str2num(query_Scope(S2,":CALCulate:MARK4:Y?");
x(5)=str2num(query_Scope(S2,":CALCulate:MARK5:X?");
y(5)=str2num(query_Scope(S2,":CALCulate:MARK5:Y?");
x(6)=str2num(query_Scope(S2,":CALCulate:MARK®6:X?");
y(6)=str2num(query_Scope(S2,":CALCulate:MARK®6:Y?");

% DETERMINE KML COLOR CODING FOR MEASURED RF SIGNAL STRENGHT
biggest=1;
big_val=y(1);

for p=2:6
if (y(p)>big_val)
biggest=p
big_val=y(p)
end
end

color_choice=6

if (big_val>-50)
color_choice=5

end

if (big_val>-40)
color_choice=4

end

if (big_val>-30)
color_choice=3

end

if (big_val>-25)
color_choice=2

end

if (big_val>-20)
color_choice=1

end

%%% CONVERT NMEA GPS DATA TO LATTITUDE/LONGITUDE%%%%%%%%
LOCx=floor(LOCx/100)+((mod(LOCx,100))/60);
LOCy=floor(LOCy/100)+((mod(LOCy,100))/60);

if(char(DATA(5))=="W")
LOCx=LOCx*-1;

end

if(char(DATA(3))=='S")
LOCy=LOCy*-1;

end

%%%% STORE RAW DATA IN ARRAY FOR LATER FILE SAVE %%%%

format long

BACKUP_DATA(j,1)=LOCXx;

BACKUP_DATA(j,2)=LOCy;

BACKUP_DATA(j,3)=x(1);

BACKUP_DATA(j,4)=y(1);
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BACKUP_DATA(,5)=x(2);
BACKUP_DATA(,6)=y(2);
BACKUP_DATA(j,7)=x(3);
BACKUP_DATA(,8)=y(3);
BACKUP_DATA(j,9)=x(4);
BACKUP_DATA(j,10)=y(4);
BACKUP_DATA(j,11)=x(5);
BACKUP_DATA(j,12)=y(5);
BACKUP_DATA(j,13)=x(6);
BACKUP_DATA(j,14)=y(6);

%%%%%% CREATE COLORED POLYGON FOR KML FILE%%%%%%
Ax=LOCx+RADIUS;
Ay=LOCy;
Bx=LOCx+(2.2/5)*RADIUS;
By=LOCy+(1.15/2)*RADIUS;
Cx=LOCx-(2.2/5)*RADIUS;
Cy=LOCy+(1.15/2)*RADIUS;
Dx=LOCx-RADIUS;
Dy=LOCy;
Ex=LOCx-(2.2/5)*RADIUS;
Ey=LOCy-(1.15/2)*RADIUS;
Fx=LOCx+(2.2/5)*RADIUS;
Fy=LOCy-(1.15/2)*RADIUS;

LINE=' <Placemark>',
fprintf(GPS_fid,'%s\n',LINE);
LINE=[ <name>'

char(COLORS(color_choice)) '</name>1;

fprintf(GPS_fid,'%s\n',LINE);

LINE=[' <styleUrl>#msn_'
char(COLORS(color_choice)) '</styleUrl>T;

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <Polygon>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <tessellate>1</tessellate>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <outerBoundaryls>';

fprintf(GPS_fid,'%s\n',LINE);

LINE=' <LinearRing>";

fprintf(GPS_fid,'%s\n',LINE);

LINE='

<coordinates>";

fprintf(GPS_fid,'%s\n’, LINE)

%LINE=[' ",num2str(Ax,'%f"), ', numZStr(Ay '%f"), ',', '0
",num2str(Bx,'%f"), ',', num2str(By,'%f"), ',', '0 ', num2str(Cx,'%f"), ', numZStr(Cy,'%f), oY
num2str(Dx,'%f"), ',' ,num2str(Dy,'%f", ', ,'0 " num23tr(Ax '%f", )" ,num2str(Ay,'%f"), ', 'O
</coordinates>"];

LINE=[ ,num2str(Ax,'%f"), ', num2str(Ay,'%f), o
,numa2str(Bx,'%f"), ',', num2str(By,'%f"), ',', '0 ', num2str(Cx,'%f"), ',', num2str(Cy,'%f"), ', '0 ',
num2str(Dx,'%f"), ',' ,num2str(Dy,'%f"), ', ,'0 " numZStr(Ex '%f"), )" ,num2str(Ey,'%f"), ',','0 '
;num2str(Fx,'%f"), ', ,num2str(Fy,'%f"), ',','0 ' ,num2str(Ax,'%f"), ',' ,num2str(Ay,'%f"), ',' ;'O
</coordinates>";

fprintf(GPS_fid,'%s\n',LINE);

LINE=' </LinearRing>";
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fprintf(GPS_fid,'%s\n',LINE);

LINE=' </outerBoundaryls>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Polygon>";
fprintf(GPS_fid,'%s\n',LINE);

LINE=' </Placemark>";

fprintf(GPS_fid,'%s\n',LINE);

%%%%% PAUSE AND END DATA SURVEY ON KEY STROKE %% % %% %% %%
=i+,
if(getkeywait(6) ~= -1)
j=MAX_SAMPLES+1;
end

end

20%%%%%%%% SAVE KML DATA AND RAW ASCII DATA %% %% % %% %% %%
LINE=' </Folder>";
fprintf(GPS_fid,'%s\n',LINE);
LINE='</Document>";
fprintf(GPS_fid,'%s\n',LINE);
LINE="</kmI[>";
fprintf(GPS_fid,'%s\n',LINE);

save( [path [char(BACKUP_NAME(1)) ".txt]], 'BACKUP_DATA''-ASCII', -DOUBLE),
fclose(GPS_fid);

fclose(sl);
fclose(S2);
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Chapter 3 Code

RFharv_MODEL .M: Codeto Model Power Matched Villard Voltage Doubler
Integrated onto CMOS

warning off all
clear

% Variables to solve over a range
Vth=.179;
Vth_length=length(Vth);
Vinc=.1:.1:1.3;

H=length(Vinc);

ns=8

% Results Storage Variables
VGS_final=zeros(Vth_length,H);
Vout=zeros(Vth_length,H);
Zload=zeros(Vth_length,H);
PinDB=zeros(Vth_length,H);
Efficiency=zeros(Vth_length,H);
RJAC_final=zeros(Vth_length,H);
RjDC_final=zeros(Vth_length,H);
ratio=zeros(Vth_length,H);
ratio_true=zeros(Vth_length,H);

% Circuit/Sim Variables
f=900e6;

Rout=1e7;
NOPARARISITICS=0;
FFTandl=1;

FC=.5;

M=.55;

%Layout/Process Variables
L=.25; % um

W=41.6; % um

n=1.1,

Vt=.026;
Eox=3.9*8.85e-14*1e-4;
Tox=3.03e-9*1e6;
Rresistivity=7;

nf=20; %number of fingers
Ivth=300e-9;

Rs_sub=30; %metal impedance and substrate
Rs_source_back=200;
CjArea=1.05e-15;
CjPer=.05e-15;
CjPerPoly=.38e-15;
gamma=.05;
un=500*.01*.01;
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Rsx=20;
Y=.6;

%Dependant Variables

Weff=W-0;

Leff=L-.028;

Cox=Eox/Tox;

Cj=Cox*Weff*Leff*(.6);

Area=(.44+2*.028)*W;

Per=(.44+2*.028)*2*nf;

PerPoly=W;

IDO=(Weff/Leff)*Ivth;
K=(un*Cox*(1e6*1e6)*Weff/Leff)/2;
Rs_g=((1/12)*((Weff/nf)/Leff)*Rresistivity)/nf+Rs_sub;
Rs_channel=Leff/(n*W*un*Cox*(1e6*1e6)*Vt)
Rs_gate=(Rs_g+(1/12)*Rs_channel)

for vthl=1:Vth_length
vthl % progress counter
for Ul=1:H

VGS=[1e-99 mean([1e-99 Vinc(UI)]) Vinc(UI)];
k=3;

RjDC=zeros(1,k);

Rj_DC2=zeros(1,k);

I_DC_half=zeros(1,k);

for temp=1:30
for t=1:k
period=1/f;
oversample=800;
time=0:(period/oversample):period;
Vgs_points=VGS(t)*sin(2*pi*f*time);

Itot1A=IDO0.*exp((Vgs_points-Vth(vthl))./(n.*Vt)).*(1-exp(-Vgs_points./Vt));

Itot1B=K.*((Vgs_points-
Vth(vthl)).~2).*(1+gamma*Vgs_points)./(1+2*K*Rsx*(Vgs_points-Vth(vthl)));

Itotl =
Itot1A.*(Vgs_points<Vth(vthl)).*(ItotlA>0)+ltot1B.*(Vgs_points>Vth(vthl)).*(Itot1B>0);

PDC=Vgs_points.*Itot1;

PDC=mean(PDC);

|_DC_half(t)=PDC/VGS(t);

RjDC(t)=VGS(t)/I_DC_half(t);
Rj_DC2(t)=VGS(t)*Rout/(ns*(2*Vinc(U1)-2*VGS(t)));
end
%%% new faster solver
if (Rj_DC2(2)-RjDC(2))*(Rj_DC2(3)-RjDC(3))>0)
VGS=[VGS(1) mean([VGS(1) VGS(2)]) VGS(2)];
else
VGS=[VGS(2) mean([VGS(2) VGS(3)]) VGS(3)];
end
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end

Itot2=1*(Itot1-circshift(Itot1,[0 (oversample/2)]));
Vinc_points=Vinc(Ul)*sin(2*pi*f*time);
Pin=Vinc_points.*Itot2;
PinRMStrueAC=mean(Pin);
IACtrue=2*PinRMStrueAC/Vinc(Ul);
Rj_AC=Vinc(Ul)./IACtrue;

index=2;

ratio(vthl,U=IACtrue/l_DC_half(t);

%calculate additional results for this run
VGS_final(vthl,Ul)=VGS(index);
Vout(vthl,UN=ns*(2*Vinc(Ul)-2*VGS(index));
j=sart(-1);

%Gate Cap
Xj1=Rs_gate(1)-j/(2*pi*(Cj)*f);
ZloadA=(Rj_AC.*Xj1./(R]_AC+X]j1))

%Cap from pn junction

Vd=-(Vinc(Ul)*sin(2*pi*f*time)+Vinc(UI)-VG S(index));

Cj_AVGA=(CjArea*Area+CjPer*Per+CjPerPoly*PerPoly)./((1-Vd/Y).NM));

Cj_AVGB=((CjArea*Area+CjPer*Per+CjPerPoly*PerPoly)./((1-
FC).NM))).*(1+(M./(Y .*(1-FC))).*(Vd-FC*Y));

Cjd1=Cj_AVGA.*(Vd<=(FC*Y))+Cj_AVGB.*(Vd>(FC*Y));

figure(6)

plot(Cjd1) % Instantaneous Capacitance across PN junction

Xj3=mean(-j./(2*pi*(Cjd1)*f))

%Leakage Current

Vtemp=2*Vinc(Ul)-2*VGS(index)
Rleak=((Vtemp)./(IDO*(exp(-Vth./(n*Vt))).*(1-exp(-Vtemp./Vt))))
Xj2=Rleak;

% Store Results for each run
ZloadB=(ZloadA.*X|3)./(ZloadA+Xj3);
ZloadB=(ZloadB.*X|3)./(ZloadB+Xj3);
Zload(vthl,Ul)=((ZloadB.*Xj2)./(ZloadB+Xj2))/ns;

if (NOPARARISITICS)

Rj_AC

Zload(vthl,Ul)=Rj_AC/ns;
end
PinTOTAL=real((Vinc(UN"2)./Zload(vthl,Ul))/2;
ratio_true(vthl,Ul)=(2*PinTOTAL/Vinc(UI))/I_DC _half(t);
PinDB(vthl,Ul)=10*log10(PinTOTAL/.001);
Pout(vthl,Ul=Vout(vthl,Ul).*Vout(vthl,Ul)./Rout;
Efficiency(vthl,Ul)=Pout(vthl,Ul)./PinTOTAL;
RjAC_final(vthl,Ul)=Rj_AC;
RjDC_final(vthl,U)=RjDC(index);

end
end

%Display results
VGS_final'
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Vin=(Vout'+ns*2*VGS _final')./(ns*2)
Vout'

2*ns*Vin

abs(Zload")

real(Zload")

PinDB'

Efficiency'

2*ns*RjDC _final

if(length(Vinc) ~= 1 && length(Vth) ~=1)
figure(1)
mesh(PinDB',ones(H,1)*Vth,Efficiency")
figure(2)
mesh(PinDB',ones(H,1)*Vth,Vout')

figure(6)
mesh(PinDB',ones(H,1)*Vth,RjAC_final'/Rout)
figure(7)
mesh(PinDB',ones(H,1)*Vth,RjDC _final'/Rout)
figure(8)
mesh(PinDB',ones(H,1)*Vth,RjAC_final'./RjDC_final’)
figure(9)
mesh(PinDB',ones(H,1)*Vth,ratio_true’)

end
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Chapter 5 Code

LNA_OPT.m: Code I mplementing Optimization Methodology of Multi-stage
LNA

warning off all

clear

i=sqrt(-1);

Vb=.35:.01:.45;

Vbias=Vb-.01; % Model ground bounce
Weakweight=zeros(1,length(Vbias));

% Circuit/Sim Variables
Vds=1;

f=2200e€6;

w=2*pi*f;

Rs=50;

Rs_gate=30;
Rout=50/2;
NF_REST=100000;
required_NF=107(7/10)

%Layout/Process Variables
Vth=.355;

L=.12; % um

W=107.38; % um

n=1.2;

Vt=.026;
Eox=(3.9)*8.85e-14*1e-4;
Tox=3.03e-9*1e6;
Rresistivity=7;

nf=59; %number of fingers
Ivth=300e-9;

gamma=.05;
un=500*.01*.01;

Rsx=20

%Dependant Variables

Weff=W-0;

Leff=L-.028;

Cox=Eox/Tox;
Cg=1*Cox*Weff*Leff*(.66)
IDO=(Weff/L)*Ivth;
K=(un*Cox*(1e6*1e6)*Weff/Leff)/2;

%Modelling inversion point
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ItotWEAK=IDO0.*exp((Vbias-Vth)./(n.*Vt)).*(1-exp(-Vds./Vt))
[totSTRONG=K.*((Vbias-Vth).~2).*(1+gamma*Vbias)./(1+2*K*Rsx*(Vbias-Vth))
for t=1:length(Vbias)
if Vbias(t)>Vth
if Vbias(t)<(Vth+2*n*Vt)
WeakWeight(t)=(1-(Vbias(t)-Vth)/(2*n*Vt))."1.2;
else
WeakWeight(t)=0;
end
end

if Vbias(t)<=Vth
WeakWeight(t)=1;
end
end

gms=ItotSTRONG.*(2.0./(Vbias-Vth));
gmw=ItotWEAK./(n*Vt);
gm=gmw.*(WeakWeight).A1.2+gms.*(1-WeakWeight)."1.2

Itot=ItotWEAK.*WeakWeight+ItotSTRONG.*(1-WeakWeight)

% Supply Current

PDC=1.*Itot;

Vbias2=.35:.02:.45;

measSupply=[0.184 0.275 0.397 0.567 0.76 1.23]*.001

figure(8)
plot(Vb,PDC)

hold on
plot(Vbias2,measSupply)
hold off

%Power Gain
Qinalt=(1)./(2*pi*f*Cg*(Rs+Rs_gate))
Vgain_in=Qinalt
Vgain=sqrt(Rs_gate.*(gm.*Rout.*Qinalt)."2./Rout)
Pgain=20*log10(Vgain)

measGain=([6.05 10 12.5 15.5 16.3 17.7]);
figure(9)

plot(Vb,Pgain)

hold on

plot(Vbias2,measGain)

hold off

% Noise figure

ft=gm./(Cg*(2*pi));

Ym=6;

R1=Rs_gate;

gd0=gm*9;
NF=1+R1./Rs+(Ym*(f."2).*((Rs+R1).”2)./(ft.*2)).*(gd0./Rs)
NFdb=10*log10(NF)
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figure(10)

measNF=[4.30E+00 3.55E+00 2.98095 2.78474 2.684 2.55705];
plot(Vbias2,measNF)

hold on

plot(Vb,NFdb)

hold off

% Methodology utilizing analytical approximations of performance parameters
number_stages_required=zeros(1,length(Vbias));
Gain=10.~(Pgain/10);
Supply=PDC
n_eqn=zeros(1,length(Vbias));
for t=1:length(Vbias)
NFrec=NF_REST;
number_stages_required(t)=0;
if NF(t) < required_NF
while NFrec > required_NF && number_stages_required(t)<21
NFrec=NF(t)+(NFrec-1)/Gain(t);
number_stages_required(t)=number_stages_required(t)+1;
n=number_stages_required(t);
NFLNAeqgn=((NF(t)-1)/((1/Gain(t))-1))*((1/Gain(t))*n-1)+1;
egn_NFrec=NFLNAegn+(NF_REST-1)/(Gain(t)™n);
end
PowerDRAW=number_stages_required.*(Supply);
n_eqn(t)=log((required_NF-1+(NF(t)-1)/(1/Gain(t)-1))/(NF_REST-1+((NF(t)-
1)/(1/Gain(t)-1))))/log(1/Gain(t));
end
end

% Methodology utilizing measured performance parameters
n_eqn_real=zeros(1,length(Vbias2));
NF=10.~(measNF/10)
Gain=10.~(measGain/10)
for t=1:length(Vbias2)
NFrec=NF_REST,;
if (10.A(measNF(t)/10)) < required_NF
n_eqn_real(t)=log((required_NF-1+(NF(t)-1)/(1/Gain(t)-1))/(NF_REST-1+((NF(t)-
1)/(1/Gain(t)-1))))/log(1/Gain(t));
end
end

% Optimal Supply Consumption for analytical approx and meas. performance data
P_egn=n_eqn.*PDC,;
P_eqgn_meas=n_eqn_real.*measSupply;

% Plot Optimization based on Analytical and Measured LNA performance Data
figure(1)

plot(Vb,P_eqn)

hold on

plot(Vbias2,P_eqgn_meas)

hold off

figure(2)

plot(Vb,n_eqn)

hold on
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plot(Vbias2,n_eqn_real)
hold off
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