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This dissertation carries out a series of Monte Carlo simulations seeking the

implications for welfare estimates from three research practices commonly imple-

mented in empirical applications of mixed logit and latent class logit.

Chapter 3 compares welfare measures across conditional logit, mixed logit, and

latent class logit. The practice of comparing welfare estimates is widely used in the

field. However, this chapter shows comparisons of welfare estimates seem unable to

provide reliable information about the differences in welfare estimates that result

from controlling for unobserved heterogeneity. The reason is that estimates from

mixed logit and latent class logit are inherently inefficient and inaccurate.

Researchers tend to use their own judgement to select the number of classes of

a latent class logit. Chapter 4 studies the reliability of welfare estimates obtained un-

der two scenarios for which an empirical researcher using his/her judgement would

arguably choose less classes than the true number of classes. Results show that

models with a number of classes smaller than the true number tend to yield down-



ward biased and inaccurate estimates. The latent class logit with the true number

of classes always yield unbiased estimates but their accuracy may be worse than

models with the smaller number of classes.

Studies implementing discrete choice experiments commonly obtain estimates

of preference parameters from latent class logit models. This practice, however,

implies a mismatch: discrete choice experiments are designed under the assumption

of homogeneity in preferences, and latent class logit search for heterogeneous pref-

erences. Chapter 5 studies whether welfare estimates are robust to this mismatch.

This chapter checks whether the number of choice tasks impact the reliability of

welfare estimates. The findings show welfare estimates are unbiased regardless the

number of choice tasks, and their accuracy increases with the number of choice tasks.

However, some of the welfare estimates are inefficient to the point that cannot be

statistically distinguished from zero, regardless the number of choice tasks.

Implications from these findings for the empirical literature are discussed.
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1. INTRODUCTION

This dissertation carries out a series of Monte Carlo simulations designed to

learn the implications for welfare estimates from research practices implemented

in studies that incorporate unobserved preference heterogeneity in discrete choice

models.

Discrete choice analysis refers to the study of how economic agents choose

among a set of exclusive alternatives. Discrete choice models are widely used among

economists, sociologists, psychologists, political scientists, and policy analysts (Hein-

rich and Wenger, 2002). This popularity is due to the contributions made by Daniel

McFadden during the 1960’s and 1970’s. McFadden formulated a statistical model

for discrete choice analysis, called conditional logit (McFadden, 1975, 1976), and

provided a direct connection to consumer theory, linking unobserved preference het-

erogeneity to a description of the distribution of demands (McFadden, 1974).

Unobserved preference heterogeneity refers to the component of an individual’s

utility that is unobservable from the researcher’s perspective. This unobservable

component may or may not be correlated with the observable portion of an indi-

vidual’s utility. Uncorrelated unobserved heterogeneity is not of major concern for

researchers because the conditional logit incorporates this heterogeneity in the form

of a generalized extreme value error term. Unobserved correlated heterogeneity in



preferences, however, is a major concern to researchers. Unobserved preference het-

erogeneity that is correlated with the observed utility arises, for instance, when the

unobserved utility includes an individual-specific term that interacts with variables

captured in the observed utility. For example, a common concern in non-market

valuation studies is that attributes enjoyed by individuals visiting parks systemat-

ically vary depending on whether individuals are scenic-lovers or not. This case

illustrates the presence of unobserved correlated heterogeneity because researchers

can not observe whether an individual is a scenic-lover or not, and suspect the

preference parameters systematically vary depending on whether the individual is a

scenic-lover or not.

The rest of this dissertation refers to unobserved correlated heterogeneity in

preferences simply as unobserved preference heterogeneity or unobserved hetero-

geneity, unless otherwise is stated. This convention obviates the reference to the

correlation between unobserved and observed utilities because the research prac-

tices under study here are concerned with correlated unobserved heterogeneity, and

not with uncorrelated unobserved heterogeneity.

The term mixed logit encompasses a wide variety of statistical models in-

corporating unobserved preference heterogeneity in discrete choice analysis. The

distinguishing feature of a mixed logit is that preference parameters are modeled as

random variables, i.e. described by a statistical distribution. Preference parameters

may or may not be assumed jointly distributed, with the corresponding implications

for correlation patterns. Preference parameters may be modeled as continuously dis-

tributed or as discretely distributed. By convention, the term mixed logit is reserved

2



for models describing continuously distributed parameters, and the term latent class

logit is used for models describing discretely distributed parameters. This conven-

tion is followed hereafter.

The incorporation of both mixed logit and latent class logit in the toolbox

of the economic research is direct consequence of the advances in computer speed

and simulation methods. Currently, the most popular and promising strategies to

incorporate unobserved preference heterogeneity are both the mixed logit and the

latent class logit.

Theoretically, any random utility function can be approximated to any de-

gree of accuracy by a mixed logit specification, including the possibility that the

best approximation is a latent class logit specification (McFadden and Train, 2000).

This result holds when the transformations of observed variables and the random

distributions are sufficiently flexible (McFadden, 2001). This result is, however, a

blessing and a curse. A blessing because, once simulation methods have been incor-

porated in the maximization of the likelihood functions, researchers have optimisti-

cally engaged in the search of mixed logit specifications that flexibly characterize

unobserved heterogeneity. A curse because of the lack of theoretical guidance. Mc-

Fadden and Train’s theorem is an existence proof, and does not provide guidance

for finding the distributions attaining an arbitrarily close approximation to the true

utility-generating process (Train, 2008).

Researchers have developed a series of recommended practices for practitioners

engaged in the estimation of mixed logits. These practices have been under perma-

nent revision, as illustrated by the periodicity of the papers describing the state of
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the art in discrete choice analysis: Nevo (2000), Hensher and Greene (2003), Ortúzar

(2006), and Cherchi (2009). However, despite major advances in model specification

made during the last decade, there is currently no guarantee an specific mixed logit

or latent class logit can effectively be estimated. Researchers do not know whether

the estimated structure is correctly reproducing the true utility-generating process

(Cherchi, 2009). Thus the reliability of both mixed and latent class logits is an issue

under study.

In the spirit to contribute to a better understanding of the strengths and

limitations of the mixed logit and latent class logit, this dissertation studies the

implications from research practices that are common in empirical applications of

mixed logit and latent class logit.

The research strategy in this dissertation relies on Monte Carlo simulations.

These simulations use pseudo-datasets. A pseudo-dataset is created according to a

utility-generating process completely known by the analyst. The use of simulated

data allows the analyst to isolate possible confounding effects. Confounding effects

are present when an econometric specification cannot unequivocally identify a true

data-generating process (Cherchi, 2009). Alternatively, the presence of confounding

effects implies that, given the available data, no econometric specification can control

for all relevant factors explaining the true data-generating process. Controlling

for possible confounding effects is pertinent in this dissertation because previous

research has shown presence of unobserved heterogeneity may be confused with

heteroskedasticy (see Cherchi, 2009). By carrying out Monte Carlo simulations

on pseudo-datasets for which homoskedasticity is imposed, the experiments in this
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dissertation solely study the implications from varying structures of unobserved

heterogeneity.

Ultimately, an incorrect incorporation of unobserved heterogeneity impacts

the reliability of welfare estimates, and therefore the reliability of public policy rec-

ommendations. Thus this dissertation seeks the implications from research practices

on welfare estimates. Three welfare measures are of interest: (i) willingness to pay

for a marginal change in an attribute; (ii) willingness to pay for a non-marginal

change in an alternative’s attribute; and (iii) willingness to pay to avoid the loss of

an alternative. These measures are at the core of cost-benefit analysis exercises that

inform public policy recommendations.

This dissertation seeks the implications for welfare estimates from three re-

search practices: (i) the comparison of welfare estimates from a conditional logit

versus welfare estimates from a mixed logit or a latent class logit; (ii) the use of

researcher’s own judgement when selecting the number of classes of a latent class

logit specification; and (iii) the estimation of latent class logit specifications on data

gathered through discrete choice experiments that rely on the assumption of homo-

geneity in preferences. These research practices are studied in chapters 3, 4, and

5 respectively. Because the estimation of welfare measures is a common feature

across chapters, chapter 2 describes the strategy to estimate welfare measures when

estimates of preference parameters are obtained through a mixed logit or a latent

class logit. The rest of this chapter presents a summary of the empirical chapters

in this dissertation.
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1.1 What can we learn from comparing welfare estimates
across econometric specifications?

Comparison of welfare estimates between conditional logit and mixed or latent

class logit is a common practice in applied research. Researchers compare welfare

estimates under the assumption that the better statistical fit provided by mixed logit

and latent class logit generates more accurate welfare estimates. Thus significant

differences in the welfare estimates are expected.

Chapter 3 provides a literature review showing an unexpected empirical reg-

ularity: estimates from conditional logit tend to be statistically indistinguishable

from estimates obtained through mixed logit and latent class logit. Then a meta-

analysis strongly suggests features of the econometric specifications do not explain

variations in the relative magnitudes of welfare estimates. Confidene intervals of

estimates from mixed logit and latent class logit are usually large, and may be the

main reason behind the similarity in welfare estimates. Actually, the Monte Carlo

simulations developed in chapter 3 strongly suggest this is the case. The results show

that conditional logit yields biased welfare estimates with relatively small confidence

intervals, and mixed logit and latent class logit yield unbiased welfare estimates with

relatively large confidence intervals, specially mixed logit. As in the empirical liter-

ature, the point estimates from conditional logit, mixed logit and latent class logit

specifications tend to be close in absolute value. Thus these findings support the

notion that large confidence intervals are an inherent feature of the welfare estimates

obtained from mixed logit and latent class logit.
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1.2 Implications from using researchers’ own judgement in
selecting the number of classes in latent class logit models

There are no standard strategies to select the number of classes in empiri-

cal applications of latent class logit models. Current practices in applied research

include the use of the researchers’ own judgement when likelihood-based criteria

provide conflicting evidence about the number of classes. The prominence of this

practice is illustrated by the 40% of applications that rely only in the researcher’s

own judgement to select the number of classes (see section 4.2).

Chapter 4 raises the question of whether the strategies to implement a re-

searcher’s own judgement ultimately impact the reliability of welfare estimates. Ac-

cordingly, the Monte Carlo simulations in chapter 4 are designed to learn whether

welfare estimates from latent class logit models are robust to the number of classes

in the estimated model. Results show that the reliability of welfare estimates cru-

cially depends on the estimated number of classes: latent class logit specifications

yield biased welfare estimates when estimated with a number of classes different

from the true number of classes.

1.3 Welfare implications from a mismatch: inference of
heterogeneous preferences from experiments designed under the

assumption of homogeneity

Current practices applied research include the estimation of latent class logit

models on data gathered through a discrete choice experiment. This practice, how-

ever, relies on a mismatch of assumptions about preferences: discrete choice experi-

ments are designed under the assumption of homogeneity in preferences, and latent
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class logit is carried out to infer heterogeneous preferences.

Chapter 5 looks at the reliability of welfare estimates when homogeneous dis-

crete choice experiments and latent class logit are combined in a study. Chapter 5

first identifies the most common discrete choice experiment implemented in empiri-

cal applications of latent class logit — an orthogonal fractional-factorial design that

identifies only main effects. Accordingly, the Monte Carlo simulations carried out

in chapter 5 study the reliability of the welfares estimates obtained from using in

the same study a latent class logit and an orthogonal fractional-factorial design that

identifies only main effects. The findings are straightforward: welfare estimates are

unbiased regardless the number of choice tasks, and their accuracy increases with

the number of classes.
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2. WELFARE MEASURES FROM DISCRETE CHOICE MODELS

This chapter describes how welfare measures are estimated when unobserved

preference heterogeneity is incorporated in a random utility maximization model

(RUM). The description in this chapter heavily borrows from McFadden (1995).1

The description starts with welfare expressions in the simplest random utility model.

Then the corresponding additions are made to incorporate unobserved heterogene-

ity. Both continuous and discrete unobserved heterogeneities are motivated by an

error components approach. Discrete unobserved heterogeneity is usually motivated

by a random parameters interpretation. However, the motivation from an error

components approach is useful for the comparisons carried out in chapter 3 of this

dissertation.

The expressions to calculate welfare measures presented in this chapter are

useful in chapters 3, 4, and 5 because these chapters carry out comparisons of

welfare estimates against true welfare measures. Thus this chapter ends with an

explanation of how true and estimated welfare measures are calculated through this

dissertation.

1 Expressions to estimate welfare measures from discrete choice models were first provided by
Hanemann (1982), and Small and Rosen (1982). Then McFadden (1995) provided a generalization
to the case in which the error term is distributed according to a generalized extreme value distri-
bution, and McConnell (1995) showed that the same expressions for welfare measures can also be
derived from a discrete choice model that does not rely on the utility theory.



2.1 Welfare measures in the RUM

The random utility maximization model (RUM) assumes individual i chooses

among J mutually exclusive alternatives. An individual’s indirect utility from each

alternative is denoted as Uij for i = 1, 2, ..., I and j = 1, 2, ..., J . The individual

is assumed to know his own utilities with certainty. The researcher, however, can-

not fully observe each Uij. Assuming a linear indirect utility function, Uij can be

expressed as

Uij = Vij + εij

Vij = x>ijβ (2.1)

where Vij is the component of utility observed by the researcher; xij is a (M + 1)×

1 column vector denoting M alternative-specific attributes2 and one alternative-

specific dichotomous variable; β is a (M + 1) × 1 column vector denoting one

alternative-specific intercept and marginal utilities from the M attributes; and εij

captures the purely random heterogeneity, unobserved by the researcher.

Individuals are assumed to choose the alternative associated with the highest

utility. That is, individual i chooses Umax
i , where

Umax
i ≡ max{Ui1, Ui2, ..., UIJ} (2.2)

However, due to the presence of εij, the researcher does not observe Umax
i and

2 Alternative-specific attributes may include measures of alternative attributes, and individual-
specific characteristics interacted with alternative-specific attributes.
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can make statements only in terms of expected maximum utilities. Expectations

are calculated over the error term εij, i.e.

Eε(U
max
i ) = Eε[max{Ui1, Ui2, ..., UiJ}] (2.3)

Under the assumption that εij is distributed according to a type I extreme

value distribution, the expected maximum utility is calculated with the logsum

formula:3

Eε(U
max
i ) = ln

J∑
j=1

exp(Vij) (2.4)

Accordingly, when the researcher is interested in estimating welfare measures,

he/she can only make statements in terms of expected welfare measures. A welfare

measure provides the amount a person is willing to pay to avoid a change in an

alternative’s attribute. Alternatively, a welfare measure is the compensation that a

person needs to receive when a change in an alternative occurs so that this person’s

utility does not change when an alternative is exogenously modified.

To derive an expression to calculate expected welfare measures, assume in-

dividual i chooses his/her maximum utility under two scenarios. These scenarios

are labeled before (b) and after (a), meaning that individual i maximizes his/her

utility before and after an alternative has exogenously been modified. Under the

assumptions that εij is distributed according to a type I extreme value distribution

3 Pioneer derivations of the logsum formula were independently developed by Ben-Akiva (1972),
McFadden (1974), and Domencich and McFadden (1975).
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and utility is linear in income, the expected value of the compensating variation

(CV) from the change in individual i’s utility is expressed as

Eε(CVi) =
1

−βc

(
Eε(U

max,a
i )− Eε(Umax,b

i )
)

=
1

−βc

(
ln

J∑
j=1

exp(V a
ij)− ln

J∑
j=1

exp(V b
ij)

)
(2.5)

where βc is the price preference parameter (c stands for travel cost). The term inside

parentheses represents the change in expected maximum utility once an alternative

has been modified. The division by the negative of the price preference parameter

monetizes the change in expected maximum utility because, under the assumption

that the utility is linear in income, the marginal utility from price is identical to the

negative of the marginal utility from income.

This dissertation is concerned with estimating the expected compensating vari-

ation from three events: (i) a marginal change in an attribute; (ii) a non-marginal

change in an alternative’s attribute; and (iii) the loss of an alternative.

The compensating variation for the loss of an alternative measures the will-

ingness to pay to avoid the loss of an alternative (WTPL). Assume alternative 1 is

lost. According to expression (2.5), the expected value of WTPL is calculated as

Eε(WTPLi) =
1

−βc

(
Eε(U

max,a
i )− Eε(Umax,b

i )
)

=
1

−βc

(
ln

J∑
j=2

exp(Vij)− ln
J∑
j=1

exp(Vij)

)

=
1

−βc
ln

(∑J
j=2 exp(Vij)∑J
j=1 exp(Vij)

+
exp(Vi1)∑J
j=1 exp(Vij)

− exp(Vi1)∑J
j=1 exp(Vij)

)
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=
1

−βc
ln (1− Pr[Umax

i = Ui1]) (2.6)

where Pr[Umax
i = Ui1] = exp(Vi1/

∑
j exp(Vij) is the probability that individual i

chooses the alternative 1.

The marginal willingness to pay for a marginal change in an attribute (MWTP)

is also derived from equation (2.5). Assume an attribute changes in a non-marginal

fashion across all alternatives. Denote this attribute by q, and qa = qb + ∆q is the

level of q after ∆q has been added to qb, where b stands for before. To calculate

the corresponding compensating variation, qa is introduced in equation (2.5). The

change in q can be factored because it occurs across all alternatives.4 Thus the

expected compensating variation takes the following form:

Eε(CV [∆q]i) = −∆q
βq
βc

(2.7)

where βq is the marginal utility from q. Expression (2.7) reduces to the willingness

to pay for a marginal change across alternatives when ∆q = 1, i.e. when the change

in q is marginal,

Eε(MWTPi) = −βq
βc

(2.8)

Expression 2.8 can be interpreted as the ratio of the marginal utility from the

attribute that changes and the negative of the marginal utility from income.

Equation (2.5) does not reduce to an easy-to-calculate expression for the case

4 Further details can be found in Haab and McConnell (2002).
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of the willingness to pay for a non-marginal change in an alternative’s attribute

(WTPA). In contrast to the derivation of expression (2.8), the change in the attribute

cannot be factored because the attribute changes only for one alternative. Then for

the case of WTPA, equation (2.5) is simply re-expressed as

Eε(WTPAi) =
1

−βc

(
ln

J∑
j=1

exp(V a
ij)− ln

J∑
j=1

exp(V b
ij)

)
(2.9)

So far, the RUM assumes the unobserved component of the indirect utility, εij,

captures purely random behavior. Arguably, the unobserved component of utility

may include unobserved preference heterogeneity that induces correlation between

observed and unobserved components of the utility function. The simplest RUM

requires modifications to account for this type of unobserved preference heterogene-

ity.

2.2 Welfare measures in presence of unobserved preference
heterogeneity

Changes in the assumptions about the unobserved component of the utility

function are introduced when the researcher suspects unobserved preference het-

erogeneity induces correlation between observed and unobserved components of the

utility function. A RUM incorporating unobserved preference heterogeneity may

equivalently be motivated by either a random parameters representation or an error

components representation. This section motivates the incorporation of unobserved

preference heterogeneity in a RUM by means of the error components representation
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because this approach place the emphasis on the correlation between observed and

unobserved components of the utility function (Train, 2003). By doing so, the error

components representation provides insights that will prove useful when designing

Monte Carlo experiments in chapter 3.

The error components representation of a RUM assumes the presence of omit-

ted attributes systematically impacting the utility function. That is,

Uij = Vij + ηij

Vij = x>ijβ

ηij = o>ijζi + εij (2.10)

where oij is a L× 1 column vector denoting L omitted attributes, and ζi is a L× 1

column vector representing individual i’s deviations from the average preference

parameters, β; ηij is the portion of the utility that is unobserved from the researcher’s

perspective.

Thus the unobserved utility in equation (2.10) comprises two components:

effects from omitted attributes, o>ijζi, and the purely random term, εij. Differ-

ent correlation patterns between unobserved and observed utilities can be induced

through different assumptions about the nature of the omitted attributes, oij, and

their statistical association with the observed attributes, oij. In this study, correla-

tion between the observed utility, Vij, and the unobserved utility, ηij, is induced by

assuming the set of omitted attributes is identical to the set of observed attributes,

i.e. oij ≡ xij. Under this assumption, ηij remains unobservable because the re-
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searcher does not observe the individual i’s deviation from the average preferences,

ζi. The presence of xij in the observed and unobserved utilities implies systematic

association between the observed and unobserved utilities.

When calculating welfare measures from the RUM in equation (2.10), the re-

searcher must add one layer of randomness to the calculation of welfare measures.

This additional layer is consequence of ζi being random. Thus expected compensat-

ing variation in equation (2.5) is re-expressed as

EζEε(CVi) =

∫
1

−βc

(
ln

J∑
j=1

exp(V a
ij)− ln

J∑
j=1

exp(V b
ij)

)
f(ζ)dζ (2.11)

where f(ζ) is the distribution assumed for the deviations from the average pref-

erences. These deviations may be continuously distributed, producing continuous

unobserved heterogeneity, or may also be distributed in a discrete fashion, gener-

ating discrete unobserved heterogeneity. Equation (2.11) presents the most general

formula to calculate welfare measures when unobserved heterogeneity is continuous.

Equation (2.11) does not reduce to a closed solution. Therefore, computation of

equation (2.11) is carried out by simulation. This simulation involves two steps: (i)

taking a draw from f(ζ), and (ii) evaluating equation (2.11) at the values drawn

in step (i). Steps (i) and (ii) are sequentially repeated S times. The simulated

expected compensating variation equals the average value of the S computed values

(see Train, 2003, for details). Derivation of expressions for WTPL, MWTP, and

WTPA from equation 2.11 results in the integration of expressions (2.6), (2.8), and

(2.9), respectively.
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For the case in which unobserved heterogeneity is discrete, equation (2.11) can

be re-expressed as

EζEε(CVi) =
G∑
g=1

πgi
1

−βgc

(
ln

J∑
j=1

exp(V a,g
ij )− ln

J∑
j=1

exp(V b,g
ij )

)
(2.12)

where the price parameter take value βgc with probability πgi . In this case, the

deviations from the average preference parameters vary according to a finite set of

values. Derivation of expressions for WTPL, MWTP, and WTPA from equation 2.11

results in finite mixture versions of equations (2.6), (2.8), and (2.9), respectively.

The mixture in these equations is done according to probabilities defined by πgi and

their corresponding preference parameters.

2.3 True versus estimated welfare measures

Chapters 3, 4, and 5 carry out comparisons of true welfare measures against

welfare estimates. This section explains how these quantities are calculated.

Welfare calculations vary depending on from whom’s perspective we are ap-

proaching the estimation. From the perspective of an empirical researcher, Uij is not

fully known. Thus an empirical researcher calculates expected welfare measures, car-

rying out expectations over the unobserved component of the utilities. Expression

(2.5) is used to calculate expected welfare measures when the researcher assumes

the unobserved utility only captures pure randomness. Expression (2.11) is used to

calculate expected welfare measures when the researcher assumes the unobserved

utility captures both pure randomness and unobserved heterogeneity that produces
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correlation between observed and unobserved utilities.

In this dissertation, true and estimated welfare measures are calculated from

the empirical researcher’s perspective. True welfare measures are derived from equa-

tion (2.5), i.e. true welfare measures from an empirical researcher’s perspective is

an expectation over pure randomness. In this calculation, true preference param-

eters are used. This way to estimate true welfare measures assume the empirical

researcher estimates preference parameters identical to true preference parameters.

Calculation of estimated welfare measures varies depending on the empirical

discrete choice specification. When a conditional logit is estimated, expression (2.5)

is used to estimate welfare measures. In contrast to the calculation of true welfare

measures, for which expression (2.5) is used as well, estimated preference parameters

are used when calculating welfare measures from a conditional logit. Thus true

and estimated welfare measures are identical when preference parameters estimated

through a conditional logit are identical to true preference parameters.

When a mixed logit or a latent class logit are estimated, expression (2.11)

is used to estimate welfare measures. For this calculation, preference parameters

estimated through mixed logit or latent class logit are used to estimate welfare

measures from a mixed logit or a latent class logit. Expression (2.11) requires the

empirical researcher assumes a joint distribution for the individual deviations from

the average preferences. Different distributions, both continuous and discrete, are

assumed and justified in chapter 3. Chapters 4 and 5 estimate welfare measures

assuming discrete distributions because these chapters carry out only latent class

specifications.
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3. WELFARE ESTIMATES FROM CONDITIONAL LOGIT,
MIXED LOGIT, AND LATENT CLASS LOGIT

3.1 Introduction

Comparison of welfare estimates between conditional logit (CL), and mixed

logit (ML) or latent class logit (LCL) is a common practice in economics (e.g.

Beharry-Borg and Scarpa, 2010; Birol et al., 2006; Kosenius, 2010; Westerberg et al.,

2010). Researchers compare welfare estimates under the assumption that the better

statistical fit provided by ML and LCL generates more accurate welfare estimates.

Thus significant differences in the welfare estimates are expected. However, the

literature review presented in section 3.2 strongly suggests the estimates from CL

tend to be statistically indistinguishable from estimates obtained through ML and

LCL. In addition, a meta-analysis presented in section 3.2 suggests that the relative

magnitude of the welfare estimates — measured as a ratio of estimates— is statis-

tically identical to one, regardless of the features of the econometric specification.

Confidence intervals of estimates from ML and LCL are usually large, and may be

the main reason behind the statistical similarity of welfare estimates.

Consequently, section 3.3 tests whether the confidence intervals of estimates

from ML and LCL reported in empirical applications are actually an inherent feature

of these estimates. A series of Monte Carlo simulations are designed to compare



willingness to pay (WTP) estimates from CL, ML, and LCL. The WTP measures

under study are (i) WTP for a marginal change in an attribute; (ii) WTP for a non-

marginal change in an alternative’s attribute; and (iii) willingness to pay to avoid

the loss of an alternative. Average WTP estimates over the Monte Carlo replications

are compared against true WTP. True WTP is calculated with the logsum equation

— expression (2.5) in chapter 2. That is, true WTP is calculated from an empirical

researcher’s perspective, carrying out an expectation over pure randomness. True

preference parameters are used in the calculation of true WTP. True preference

parameters are available because they are imposed by the analyst.

True indirect utility is assumed linear in two attributes and, implicitly, in

income. True utility is simulated under three unobserved heterogeneity scenarios.

These scenarios vary the distribution and correlation of the preference parameters:

(i) independently normally distributed; (ii) jointly normally distributed; and (iii)

jointly discretely distributed.

Preference parameters and welfare measures for the three pseudo-datasets are

estimated through CL, ML and LCL specifications. Thus the experimental set up

in this study allows for conclusions with respect to performance of (i) the CL in

presence of continuous unobserved preference heterogeneity; (ii) the CL in presence

of discrete unobserved preference heterogeneity; (iii) the ML in presence of discrete

unobserved preference heterogeneity; and (iv) the LCL in presence of continuous

unobserved preference heterogeneity.

Performance is evaluated in terms of (i) unbiasedness, i.e. whether the true

average value falls within the 95% confidence interval of the average estimates; (ii)
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efficiency, i.e. which specification yields the smallest 95% confidence interval; and

(iii) accuracy, i.e. how large is the average relative difference between the estimates

and the true values according to the absolute value of the mean relative error.

The comparisons in this paper reveal that CL yields biased WTP estimates

with relatively small confidence intervals, and ML and LCL yield unbiased WTP

estimates with relatively large confidence intervals, specially ML. As in the empirical

literature, the point estimates from CL, and ML and LCL specifications tend to be

close in absolute value.

These findings support the notion that large confidence intervals are an inher-

ent feature of the welfare estimates obtained from ML and LCL. Implications from

these findings for the empirical literature include (i) the comparison of welfare esti-

mates across econometric specifications seems unable to provide reliable information

about the differences in welfare estimates resulting from controlling for unobserved

heterogeneity; and (ii) the use of ML and LCL represents an overlooked trade-off

between the gains in statistical fit and the inefficiency in welfare estimates.

This study contributes to the growing literature seeking a better understand-

ing of the strengths and limitations of the ML and LCL. The literature specifically

studying the relative magnitude of welfare estimates has offered mostly results from

case studies (see Greene and Hensher, 2003; Hynes et al., 2008; Provencher and

Bishop, 2004; Shen, 2009). However, comparisons in case studies may be contami-

nated by confounding effects such as the documented differences in scale parameter

(Cherchi, 2009). Monte Carlo simulations are better equipped to make comparisons

that experimentally vary one factor at a time. This study has designed Monte Carlo
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simulations varying the structure of the unobserved preference heterogeneity.

A few papers have used Monte Carlo simulations to study the relative magni-

tude of welfare estimates across ML and LCL, with no consideration of the CL (see

Cherchi et al., 2009; Hess et al., 2007; Torres et al., 2011a,b).1 This study takes a

step forward in regards to the experimental design: to the best of my knowledge,

this is the first Monte Carlo study comparing CL, LCL and ML that designs an

experimental set up in which correlation among preference parameters is identical

across discrete and continuous unobserved heterogeneity scenarios. This experi-

mental feature eliminates a possible confounding factor when comparing the LCL

with ML because (i) correlation among parameters is an inherent characteristic in

the estimation of a LCL (Hess et al., 2011), and (ii) correlation among parameters

determines the correlation of unobserved utilities across alternatives (Train, 2003).

3.2 Relative magnitude of welfare estimates in empirical
applications

This section first reviews the relative magnitude of welfare estimates reported

in the literature. Then a meta-analysis is carried out. This meta-analysis seeks for

factors explaining the variation in the relative magnitude of welfare measures.

The applications reviewed in this section refer to discrete choice applications

reporting point WTP estimates from (i) CL specifications, and (ii) at least one spec-

ification incorporating unobserved preference heterogeneity. A list of closely related

applications not covered in this review include (i) applications reporting point esti-

1 A related literature has used Monte Carlo simulations to study the impact of design of dis-
crete choice experiments on welfare measurement. See Torres et al. (2011b) for references on this
literature.
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mates from either CL specifications or ML and LCL but not from both (e.g. Breffle

et al., 2011; Brouwer et al., 2010; Colombo et al., 2009; Garrod et al., 2012; Ouma

et al., 2007; Scarpa and Thiene, 2005; Train and Weeks, 2005); (ii) LCL applica-

tions not reporting enough information to infer average WTP measures (e.g. Scarpa

et al., 2003); (iii) applications reporting other measures of economic behavior such as

elasticities (e.g Richards, 2000); and (iv) applications graphically comparing WTP

estimates across econometric specifications or groups of respondents (e.g. Beharry-

Borg and Scarpa, 2010; Domanski and von Haefen, 2012; Hoyos et al., 2009). The

last set of applications reports no point estimates that may allow for comparisons

of average WTP measures.

3.2.1 Studies under review

Twenty studies are reviewed in this section. Table A.1 describes these appli-

cations in terms of type of application, objective, and type of elicited preferences.

With respect to the type of application, 42% estimate recreational demands; 16%

focus on non-market valuation of water quality or atmospheric-nuisance reductions;

21% carry out non-market valuations of wetland ecosystems; and 21% study mode

transportation choices. Fourteen studies (70%) compare welfare estimates as a by-

product of the main objective; and 30% of the studies are designed to exclusively

carry out welfare comparisons across econometric specifications. With respect to

the type of elicited preferences, 37% analyze revealed preferences, and 63% focus on

stated preferences.2

2 Table A.1 also provides information about the surveying method, population under study, and
features of the dataset such as number of alternatives, sampled individuals, and number of choice
tasks.
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Forty econometric specifications incorporating unobserved preference hetero-

geneity are reported in the 20 studies under review. Table 3.1 describes these econo-

metric specifications in terms of price parameter distribution, whether correlation

among parameters is assumed, and the reported welfare measure. Eleven (28%) are

LCL specifications, and 29 (72%) are ML specifications. From the ML specifications,

23 assume preference parameters are uncorrelated (MLU), and 6 assume preference

parameters are correlated (MLC). From the MLC subset, 2 specifications assume

correlation among the full set of parameters. With respect to the price parameter

distribution, 9 (23%) assume a finite mixture distribution; 8 (20%), a lognormal

distribution; 2 (5%), a normal distribution; and 21 (52%) assume price parameter

is fixed. Twenty-two studies (55%) report the WTP for a non-marginal change in

an attribute (WTPA); 6 studies (17%) report the WTP to avoid the loss of an al-

ternative (WTPL); and 21 studies (53%) report WTP for a marginal change in an

attribute (MWTP). By making inter-column inferences, from columns 1 and 2 table

3.1 we notice that 17 studies (43%) estimate ML specifications that assume both a

fixed price parameter and uncorrelated parameters.

Thus a general profile of the specifications under study can be depicted as

follows: ML specifications account for around three quarters of the 40 applications,

and LCL account for a quarter. Around half of the specifications assume either a

fixed price parameter or uncorrelated parameters. Around 40% assume both a fixed

price parameter and uncorrelated parameters. Twenty percent of the specifications

assume a lognormally distributed price parameter. Normally distributed price pa-

rameters are uncommon. Half of the applications report WTP for a marginal change
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in an attribute; half report WTP for non-marginal changes in an attribute; and 17%

studies report WTP to avoid the loss of an alternative. This last set of percentages

do not add to 100 because some studies report two welfare measures.

Tab. 3.1: Description of mixed logit and latent class logit specifications in studies under
review

Price Attributesc/ Correlation Interactions Reported
Econometric parameter random among among welfare

specificationa,b distribution parametersd parameters attributes measuree

Studies reporting welfare estimates as by-product
Train (1998)

MLU Log-normal 7/6 No No WTPA, WTPL
MLC Log-normal 7/6 Subset No WTPA, WTPL

McConnell and Tseng (1999)
MLU Fixed 3/1 No No WTPA,WTPL
MLU Fixed 3/3 No No WTPA, WTPL

Breffle and Morey (2000)
MLU Fixed 10/2 No Yes WTPA, WTPL

Boxall and Adamowicz (2002)
MLU Fixed 17/17 No No WTPA, WTPL
LCL Finite mixture 17/17 Full set No WTPA, WTPL

Provencher et al. (2002)
MLU Fixed 11/11 No Yes WTPA
LCL Finite mixture 11/11 Full set Yes WTPA

Carlsson et al. (2003)
MLC Fixed 11/6 Subset No MWTP

Nahuelhual et al. (2004)
MLU Fixed 2/2 No No MWTP
MLU Fixed 5/2 No Yes MWTP

Sillano and Ortúzar (2005)
MLU Fixed 4/3 No No MWTP
MLU Normal 4/3 No No MWTP
MLU Log-normal 4/3 No No MWTP

Birol et al. (2006)
MLU Fixed 5/5 No No WTPA, MWTP
MLU Fixed 29/5 No No WTPA, MWTP
LCL Finite mixture 5/5 Full set No WTPA, MWTP

Hanley et al. (2006)
MLU Fixed 5/3 No No MWTP

Milon and Scrogin (2006)
LCL Finite mixture 7/7 Full set No WTPA

Scarpa et al. (2008)
MLU Log-normal 6/6 No No MWTP
MLC Log-normal 6/6 Full set No MWTP
MLUf Log-normal 6/6 No No MWTP
MLCf Log-normal 6/6 Full set No MWTP

Kosenius (2010)
MLU Fixed 10/5 No Yes WTPA

Continued on next page page
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Table 3.1 – Continued from previous page
Price Attributesc/ Correlation Interactions Reported

Econometric parameter random among among welfare
specificationa,b distribution parametersd parameters attributes measuree

LCL Finite mixture 5/5 Full set No WTPA
Westerberg et al. (2010)

MLU Fixed 19/5 No Yes MWTP
Studies primarily comparing welfare estimates

Greene and Hensher (2003)
MLU Fixed 7/3 No No MWTP
LCL Finite mixture 7/7 Full set No MWTP

Provencher and Bishop (2004)
MLU Fixed 10/10 No Yes WTPA
MLC Fixed 7/7 Subset Yes WTPA
LCL Fixed 10/10 Subset Yes WTPA

Hess et al. (2007)
MLUf Normal 1/1 No No MWTP
LCLf Finite mixture 1/1 Full set No MWTP

Hynes et al. (2008)
MLC Log-normal 19/6 Subset Yes WTPA
LCL Finite mixture 11/11 Full set No WTPA

Cherchi et al. (2009)
MLU Fixed 6/1 No No WTPA
LCL Fixed 6/1 No No WTPA
MLU Fixed 6/3 No No MWTP
LCL Finite mixture 6/6 Full set No MWTP

a MLC: mixed logit with correlated parameters; MLU: mixed logit with uncorrelated parameters;
LCL: latent class logit.
b All econometric specifications are estimated in preference space with the exception of those
reported in bold. cExcluding price. dExcluding price parameter.
eWTPA: WTP for a non-marginal change in an attribute; WTPL: WTP to avoid loss of an
alternative; and MWTP: willingness to pay for a marginal change in an attribute.
f Specification estimated in the willingness to pay space.

3.2.2 Relative magnitude of welfare estimates

The 20 studies under review report 204 pairs of average welfare estimates. A

pair of average welfare estimates includes (i) a welfare estimate obtained through a

CL, and (ii) a welfare estimate obtained through either a ML or a LCL. The welfare

estimates of each pair are calculated for the same sample.
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A measure of relative magnitude is the ratio of welfare estimates. That is

Rt = Wcl/Wt (3.1)

where W refers to a welfare estimate; the subscript cl stands for conditional logit;

R refers to the ratio of welfare estimates; and the subscript t = mlu,mlc, lcl, where

mlu, mlc, and lcl refer to mixed logit with uncorrelated parameters (MLU), mixed

logit with correlated parameters (MLC), and latent class logit (LCL), respectively.

Thus Rmlu is the relative magnitude of a welfare estimate from a CL with respect to

the paired welfare estimate from a MLU; Rmlc is the relative magnitude of a welfare

estimate from a CL with respect to the paired welfare estimate from a MLC; and

Rlcl is the relative magnitude of a welfare estimate from a CL with respect to the

paired welfare estimate from a LCL.

Table 3.2 presents descriptive statistics of Rmlc, Rmlu, and Rlcl. The top panel

of table 3.2 summarizes all three ratios together. From a total of 204 ratios, 79

(39%) are ratios with respect to WTP for a non-marginal change in an attribute

(WTPA); 11 (5%) are with respect to WTP to avoid the loss of an alternative

(WTPL); and 114 (56%) are with respect to WTP for a marginal change in an

attribute (MWTP). The average ratios are 0.95, 0.96 and 0.90 for WTPA, WTPL

and MWTP, respectively. The medians are 0.87, 1.04, and 0.83 for WTPA, WTPL

and MWTP, respectively. The standard deviations are large, particularly for the

case of WTPA (1.38). The means and medians are consistently around one, and

the standard deviations are large as well when splitting the ratios by econometric
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specification (second to fourth panels in table 3.2).

Tab. 3.2: Descriptive statistics of welfare ratios reported in studies under review (n=204)

WTP
measurea n mean median std dev min max

All ratios (Rmlc, Rmlu, Rlcl)
b

WTPA 79 0.95 0.87 1.38 -7.96 5.25
WTPL 11 0.96 1.04 0.13 0.72 1.09
MWTP 114 0.91 0.83 0.68 -0.47 6.77

Ratio with respect to mixed logit
with correlated parameters (Rmlc)

b

WTPA 13 1.18 0.58 1.35 0.18 4.70
WTPL 2 1.06 1.06 0.01 1.05 1.07
MWTP 31 0.94 0.69 1.14 0.31 6.77

Ratio with respect to mixed logit
with uncorrelated parameters (Rmlu)b

WTPA 33 1.00 0.87 0.45 0.37 2.00
WTPL 8 0.92 0.98 0.14 0.72 1.08
MWTP 68 0.88 0.89 0.38 -0.47 2.69

Ratio with respect to latent
class logit (Rlcl)

b

WTPA 33 0.82 0.89 1.93 -7.96 5.25
WTPL 1 1.09 1.09 – 1.09 1.09
MWTP 15 0.95 0.79 0.5 0.58 2.21
a WTPA: WTP for a change in an alternative’s attribute;
WTPL: WTP to avoid the loss of an alternative; MWTP:
WTP for an attribute marginal change across alternatives.
b Rmlu = Wcl/Wmlu, Rmlc = Wcl/Wmlc, and
Rlcl = Wcl/Wlcl, where W stands for welfare estimate,
and cl, mlc, mlu and lcl stand, respectively for conditional
logit, mixed logit with correlated parameters,mixed logit
with uncorrelated parameters and latent class logit.

Basic descriptive statistics suggest that, regardless whether ML allows for cor-

relation across parameters or not, WTP estimates from CL are similar in magnitude

to estimates from both LCL and ML.

Summaries in table 3.2 refers to welfare measures obtained by two types of

studies: (i) studies reporting welfare measures as a by-product of their declared

main objectives, and (ii) studies declaring their main goal is comparing welfare

estimates across econometric specifications. Arguably, the relative magnitude of
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welfare measures may differ depending on whether a paper’s declared main goal is

the comparison of welfare measures or not. A possible reason for this difference

is that studies primarily focused on comparing welfare measures may pay more

attention to methodological aspects. For instance, assuring that mixed logit and

latent class logit specifications are comparable by including interactions in the mixed

logit specification (e.g. Hynes et al., 2008). To explore the possibility of a systematic

difference in the relative magnitude of welfare measures, table 3.3 reports the relative

magnitude of welfare measures from studies primarily comparing welfare measures

across econometric specifications.

The five studies included in 3.3 declare their main goal is the comparison of

welfare measures across econometric specification. These studies report 51 pairs of

welfare estimates. Table 3.3 presents the point welfare estimate from CL, and the

point welfare estimate from the specifications incorporating unobserved heterogene-

ity and its standard errors or 95% confidence interval. The point estimates from CL

fall in the 95% confidence interval of the heterogeneous specification in all pair com-

parisons but two reported by Hynes et al. (2008).3 Thus empirical studies seeking

for differences in welfare estimates have mostly found no differences. Despite this

similarity, a tendency can be observed in table 3.3: the point estimates from CL

are smaller than estimates from heterogeneous specifications in all but two pairs of

welfare measures. The large standard errors of estimates from heterogeneous spec-

ifications explain the systematic no rejection of the null hypothesis of equality in

3 Welfare estimates are correlated because they are extracted from the same dataset. Thus a
more accurate comparison strategy should take correlation into account. However, methods such
as the convolution approach suggested by Poe et al. (2005) require access to the original dataset
in order to implement re-sampling techniques.
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welfare measures.

In summary, basic descriptive statistics on the relative magnitude of welfare

estimates suggest an empirical regularity: while point welfare estimates from CL

tend to be smaller than point welfare estimates from ML and LCL, statistical dif-

ferences are seldom found. Estimates obtained through ML and LCL usually have

large confidence intervals. These confidence intervals seem to be responsible of the

statistical similarity of welfare estimates across econometric specifications.

3.2.3 Meta-analysis on relative magnitude of welfare estimates

Basic descriptive statistics may hide the possibility that, after controlling for

features explaining the variation in the relative magnitude of welfare measures,

the relative magnitude is actually different from one. This section tests for this

possibility. That is, this section reports the results of a meta-analysis seeking to

explain the variation of the relative magnitude of welfare measures in terms of

features of the empirical applications under review.

This section uses ordinal least squares (OLS) regressions to model the rela-

tive magnitude of welfare measures, Rst, in terms of the features of the empirical

applications, zst, i.e.

Rst = γzst + νst (3.2)

where R is defined by expression (3.1); subscripts s and t refer, respectively, to

study and econometric specification used to estimate the welfare measure; zst are

the features of the study s and the econometric specification t; and νst stands for a

30



normally distributed error term with mean zero and standard deviation σ.

The features in zst include to the type of elicited preferences, the reported

welfare measure, the distribution assumed for the price parameter, whether the

parameters are correlated in the econometric specification, whether interaction of

alternative- and individual specific attributes are included in the econometric spec-

ifications, the number of individuals analyzed in each application, the number of

alternatives faced by respondents in each application, and fixed effects by study.

Elicited preferences may be either stated or revealed. Stated preferences are

inferred from choices made by respondents when faced to hypothetical scenarios.

Revealed preferences are inferred from actual choices made by respondents. The

reported welfare measures may be the WTP for a marginal change in an attribute

(MWTP), the WTP for a non-marginal change in an attribute (WTPA), and the

WTP to avoid the loss of an alternative (WTPL). The price parameter may be fixed

or distributed as a lognormal, a normal or a finite mixture distribution. The finite

mixture distribution is the distribution assumed when a latent class logit model is

estimated.
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Tab. 3.3: Welfare ratios in papers whose declared main goal is the comparison of welfare measures across econometric specifications

WTP for a marginal change WTP for a non-marginal change
in an attribute (MWTP) in an attribute (WTPA)

Heterogeneous Estimate Std errors or Estimate Heterogeneous Estimate Std errors or Estimate
specification (I)a from (I) 95% CIb from CLc specification (I)a from (I) 95% CIb from CLc

Greene and Hensher (2003) Provencher and Bishop (2004)
MLU 7.36 3.01 2.52 MLU 1037 379 578
MLU 6.06 2.41 2.20 MLU 1467 546 1030
MLU 6.11 2.48 1.74 MLU 1233 447 711
LCL 3.54 2.45 2.52 MLU 1735 686 1221
LCL 3.46 1.69 2.20 MLC 998 316 578
LCL 2.19 1.71 1.74 MLC 2122 728 1030

Hess et al. (2007) MLC 1332 456 711
MLU 30.41 33.70 19.77 MLC 2821 1103 1221
LCL 32.81 36.55 19.77 LCL 945 285 578
LCL 34.29 41.86 19.77 LCL 1569 472 1030

Shen (2009) LCL 1173 355 711
MLU 2042 – 1684 LCL 2057 685 1221
MLU 704 – 589 MLU 1564 781 642
MLU 302 – 344 MLU 1980 984 1062
LCL 2039 1057 1684 MLU 1397 705 522
LCL 624 163 589 MLU 1861 913 864
LCL 362 161 344 MLC 1180 375 642
MLU 1929 – 1501 MLC 1576 526 1062
MLU 967 – 727 MLC 1123 368 522
MLU 795 – 394 MLC 1432 486 864
LCL 2211 1473 1501 LCL 791 280 642
LCL 1023 575 727 LCL 1172 414 1062
LCL 679 309 394 LCL 712 272 522

LCL 981 362 864
Hynes et al. (2008)

MLC 1.89 -2.22 to 9.72 0.34
LCL 1.19 0.42 0.34
MLC 0.67 -0.29 to 3.40 3.15
LCL 0.61 0.22 3.15
MLC -0.39 -0.87 to -0.09 -1.36
LCL -0.33 0.12 -1.36

a CL: conditional logit; MLC: mixed logit with correlated parameters; MLU: mixed logit with uncorrelated
parameters; LCL: latent class logit. b A few studies report empirical confidence intervals instead of standard
errors. c Estimate from CL falls in the 95% confidence interval of heterogeneous estimate for all
cases but those reported in bold font.
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Table 3.4 presents the results from linear regressions seeking whether variation

in welfare ratios depends on the features of the strategy used in empirical applica-

tions. Specification I explores whether welfare ratios depend on the type of elicited

preferences. Revealed preferences are used as reference category. Specification II

explores whether welfare ratios depend on the welfare measure that is reported.

WTP for a marginal change is used as reference category. Specification III looks

for differences explained by features of the econometric specification. Dichotomous

variables are defined to consider three features: (i) price parameter distribution,

(ii) correlation among parameters, and (iii) interaction between alternative- and

individual-specific factors. Specification IV controls for number of individuals and

alternatives. Specification V adds fixed effects by study and excludes number of

alternatives. Ideally, specification V should control for both number of alternatives

as well. However, evidence of strong collinearity between number of alternatives

and type of elicited preferences is observed when adding fixed effects. Collinear-

ity between elicited preferences and number of alternatives become apparent when

adding fixed effects because of the lack of variation in the number of alternatives

across elicited preferences. For instance, studies analyzing revealed preferences tend

to use either only two alternatives or a relatively large number of alternatives (e.g.

59 alternatives in Train, 1998). In contrast, studies analyzing stated preferences use

mostly 3 or 4 alternatives. To check whether exclusion of number of alternatives

impact the regression results, specification VI includes number of alternatives and

excludes elicited preferences while controling for fixed effects.

Results from linear regressions (I) to (VI) in table 3.4 coincide in the absence
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of statistical significance from study characteristics on the relative magnitude of the

welfare estimates. The only statistically significant parameter is the intercept, with

a value that is not statistically different from one.

Consistent with the absence of significance from study characteristics, the r-

squared is smaller than 0.01 for all specifications that do not include fixed effects.

When fixed effects are included the r-squared is 0.30. By controlling only for fixed

effects, specification VII formally checks the explanatory power of the fixed effects.

That is, no features of the study matters in the relative magnitude of the welfare

measures. The only variables that affect relative magnitude of welfare measures are

study-specific variables that are not associated with the features of the empirical

strategy, i.e. fixed effects.

In summary, both the basic descriptive statistics and the meta-analysis pre-

sented in this section suggest that (i) welfare estimates from CL are statistically

indistinguishable from the welfare estimates from ML and LCL; (ii) the relative

magnitude of welfare estimates is not impacted by features of the econometric spec-

ifications used on their estimation; and (iii) the average relative magnitude of the

welfare estimates is not statistically different from one.

3.3 Simulation strategy

The evidence from section 3.2 suggests that welfare estimates from CL are

most frequently statistically indistinguishable from estimates obtained through ML

and LCL. The features of the econometric specifications used in the estimation of the
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Tab. 3.4: Ordinal least square regressions of welfare ratio on study characteristics (21
studies, 204 pairs of welfare measures)

(I) (II) (III) (IV) (V) (VI) (VII)
Intercept 0.89a 0.86a 0.98a 1.01b 1.23 1.15a 1.14a

(0.10) (0.13) (0.28) (0.31) (1.26) (0.31) (0.19)
Stated preferencesc,d 0.07 0.08 0.05 0.05 0.05 — —

(0.14) (0.14) (0.24) (0.24) (0.74) — —
Welfare measuree . . .

WTPAc,f — 0.06 0.10 0.04 -0.01 -0.01 —
— (0.15) (0.20) (0.21) (0.39) (0.39) —

WTPLc,f — 0.09 0.06 -0.11 -0.33 -0.33 —
— (0.32) (0.34) (0.40) (0.53) (0.53) —

Price parameter distributiong . . .
lognormalc — — -0.20 -0.33 0.09 0.09 —

— — (0.27) (0.36) (0.54) (0.54) —
normalc — — -0.09 -0.09 0.14 0.14 —

— — (0.53) (0.53) (0.59) (0.59) —
finite mixturec — — -0.32 -0.29 0.14 0.14 —

— — (0.27) (0.27) (0.31) (0.31) —
Correlated parametersc — — 0.14 0.14 -0.01 -0.01 —

— — (0.19) (0.19) (0.20) (0.20) —
Interaction of alternative- and — — -0.22 -0.19 -0.15 -0.15 —

individual-specific factorsc — — (0.22) (0.24) (0.36) (0.36) —
Individuals/1000 — — — -0.09 -0.20 -0.20 —

— — — (0.30) (2.45) (2.45) —
Alternatives/1000 — — — 7.98 — 7.91 —

— — — (10.94) — (10.53) —
Fixed effects by study No No No No Yes Yes Yes

N 204 204 204 204 204 204 204
R2 0.00 0.00 0.01 0.01 0.30 0.30 0.29

Log-likelihood -288 -288 -287 -287 -252 -252 -253
Standard errors in parentheses. a Significant at 99% of confidence.
b Significant at 95% of confidence.
c Dichotomous variable: 1 if characteristic is observed.
d Reference category: revealed preferences.
e Reference category: WTP for marginal change in an attribute (MWTP).
f WTPA: WTP for a non-marginal change in an attribute.
WTPL: WTP to avoid the loss of an alternative.
g Reference category: fixed price parameter.
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welfare measures seemingly do not impact the variation of the relative magnitude of

welfare measures. Confidence intervals of welfare estimates are usually very large,

and may seem the main reason explaining why empirical applications can not reject

the null hypothesis that welfare measures across econometric specifications are equal.

This possibility is tested in section 3.4 through a series of Monte Carlo simulations.

This section describes the design of the Monte Carlo simulation.

A flow chart describing the simulation strategy is presented in figure 3.1. The

Monte Carlo simulation has been designed under the following reasoning: (i) an em-

pirical researcher has access to a dataset including both individual- and alternative-

specific attributes describing the alternatives from which an individual chooses; (ii)

an empirical researcher has means to estimate the preferences an individual has over

attributes describing the alternatives. Then the empirical researcher can estimate

the observed component of the individual’s utility function. A portion of the indi-

vidual’s utility, however, always remain unobserved to the empirical researcher. The

empirical researcher can at best assume a probabilistic distribution for the unob-

served component, and then estimate the preference parameters. In the context of

this Monte Carlo simulation, a dataset is not available to the empirical researcher.
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Step 0

0.1) Pseudo
dataset

Details in
table 3.5

0.2)True
observed
utilities
Details in
table 3.6

Continuous
correlated

Continuous
uncorre-
lated

Discrete
correlated

Step 2: Monte Carlo simulation

2.1) Add simu-
lated unobserved
utilities
εij ∼ extreme value
type I

2.2) Infer sim-
ulated choice
decisions
Logsum equation.
See expression 2.4

2.3) Carry-out
econometric
specifications

Conditional
Logit (CL)

Mixed
Logit with
correlated
parameters
(MLC)

Mixed
Logit with
uncorre-
lated pa-
rameters
(MLU)

Latent
Class Logit
(LCL)

2.4) Calculate
estimated wel-
fare measures
See expression 2.5
for CL
See expression 2.11
for MLC, MLU
and LCL Step 3) Compare estimated versus

true welfare measures

Step 1: True welfare
measures from an em-
pirical researcher’s per-
spective

1.1) Add true un-
observed utilities
ξij ∼ extreme value
type I

1.2) Infer true
choice decisions
Logsum equation.
See expression 2.4

1.3) Calculate
true welfare mea-
sures
See expression 2.5

WTP for
a marginal
change in an
attribute

WTP for a
non-marginal
change in an
attribute

WTP to avoid
loss of an
alternative

For each type of preferences
For each type of preferences

Type of preferences

Estimated parameters

1,000 times

Fig. 3.1: Steps of Monte Carlo simulation studying reliability of welfare estimates from conditional logit, mixed logit, and latent class
logit

37



Thus the first step consists in making available a pseudo-dataset to our imag-

inary empirical researcher. This step is labeled step zero to highlight that this

step is carried out as a pre-requisite to carry out the Monte Carlo simulation. The

pseudo-dataset is comprised of 2,000 pseudo-individuals who engage in two choice

tasks. Within each choice task, the individual chooses among 3 alternatives. These

alternatives are described by two attributes, C and Q. C is intended to resemble a

travel cost variable. Thus C is log-normally distributed. Q is intended to resemble

a quality index. Thus Q is normally distributed. Both C and Q vary across alterna-

tives and individuals. The parameters of the respective distributions are presented

in table 3.5.

Tab. 3.5: Pseudo-dataset (2,000 individuals, 3 alternatives, 2 choice tasks)

Distribution /
Variable true value Description

C LN (2, 1) Varies across alternatives and individuals
Q N (2, 2.25) Varies across alternatives and individuals
ε Type I Varies across alternatives and individuals

extreme value
(1, π2/6)

As described in figure 3.1, the generation of true observed utilities is also in-

cluded in step zero. In order to calculate an individual’s true observed utility, a

set of true preference parameters is required. Three sets of true preference param-

eters are designed, each representing a type of preferences — discrete correlated,

continuous correlated, and continuous uncorrelated. More details about the true

preferences parameters are provided in section 3.3.1.

True observed utilities, i.e. observed utilities calculated using true preference

parameters, are used in step one (see figure 3.1). This step consists in calculating
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the true welfare measures to be used as reference to evaluate the performance of

four econometric methods. True welfare measures are calculated from an empirical

researcher’s perspective: (i) true unobserved utilities are added to the true observed

utilities, assuming unobserved utilities are distributed according to an extreme value

type I distribution; (ii) true choice decisions are inferred; and (iii) true welfare

measures are calculated. Because the empirical researcher does not know the true

unobserved utilities, welfare measures are, strictly speaking, expected true welfare

measures. Expectations are taken over the extreme value distributed term, using

expression (2.5) which calculates the difference in expected maximum utilities.

Notice the expectations to calculate expected true welfare measures are calcu-

lated assuming the only source of randomness arises from the extreme value term.

This is consistent with the first step of step one: it takes the three types of true

observed utilities — discrete, continuous correlated, continuous uncorrelated—, and

adds an extreme value term. This extreme value term is labeled true unobserved

utility. In the second step of the simulation strategy, an extreme value term is also

added to true observed utilities but this term is labeled simulated unobserved utility.

This difference in labels is a convention. Both true and simulated unobserved utili-

ties are distributed according to an extreme value distribution. The true unobserved

utilities result from the first draw of extreme value distributed variables.

As described in figure 3.1, the second step of the simulation strategy consists in

carrying out the Monte Carlo simulation. The goal of each of the 1,000 replications

is the estimation of welfare measures that will be compared against true welfare

measures. Within each replication, (i) a simulated unobserved utility is added to the
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true observed utility; (ii) choice decisions are inferred;(iii) preference parameters are

estimated through four econometric models; and (iv) welfare measures are estimated,

using welfare expression consistent with the corresponding econometric model used

to estimate the preference parameters. For each of the three types of observed

utilities, four econometric models are estimated: (i) a conditional logit (CL); (ii)

a latent class logit (LCL); (iii) a mixed logit with correlated parameters where

both parameters are jointly normally distributed (MLC); and a mixed logit with

uncorrelated parameters where both parameters are normally distributed (MLC).

Step three compares estimated welfare measures against true welfare measures,

and evaluates the performance of each econometric model in retrieving the true wel-

fare measure. Performance is evaluated in terms of (i) unbiasedness, (iii) efficiency

and (iii) accuracy. An estimate categorized as unbiased if its 95% confidence inter-

val includes the true value. The most efficient estimate is the one with the smallest

95% confidence interval. Efficiency comparison is restricted to unbiased estimates.

Accuracy refers to the magnitude of the relative difference between the estimates

and the true values, measured as the absolute value of the mean relative error.

Three WTP measures are compared in step three: (i) WTP for a marginal

change in Q; (ii) WTP for a 25% improvement in Q of alternative 1; and (iii)

willingness to pay to avoid the loss of alternative 2.

Average WTP estimates over the Monte Carlo replications are compared

against average true WTP. Average true WTP results from averaging true WTP

over the 2,000 pseudo-individuals. True WTP is calculated in step one, as sum-

marized in figure 3.1. Average estimated WTP results from averaging the mean
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estimated WTP over 1,000 Monte Carlo replications. That is, in each replication,

the average estimated WTP is calculated over the 2,000 pseudo-individuals, and

stored. Thus the average of the 1,000 average estimated WTP is compared against

the average true WTP.

3.3.1 Utility-generating processes

For illustration purposes, pseudo-data are assumed describing the choices of

individuals deciding among 3 alternatives: staying at home, visiting natural park A,

and visiting natural park B. Individuals make this decision twice per period. Indi-

viduals have preferences over two attributes: travel costs to a natural park (C) and

quality (Q). To fix ideas, Q can be thought as an index of natural scenery or wildlife

abundance. Individuals receive utility from Q and disutility from C. Marginal util-

ity from Q is represented by βq. Marginal disutility from C is represented by βc.

Utilities are assumed linear on attributes. Implicitly, utilities are assumed linear in

income, with −βc representing the marginal utility from income.

Preferences, i.e. marginal utilities βq and βc, are assumed heterogeneous across

individuals. Simulated heterogeneity structures are designed to resemble realistic

heterogeneity patterns. Arguably, a realistic pattern must account for the possibility

that the unobserved utility is correlated with the observed utility. The incorpora-

tion of unobserved heterogeneity through an error components representation, as in

section 2.2, facilitates the conceptualization of the correlation between unobserved

and observed utilities. Correlation is incorporated by assuming the attributes de-

scribing the alternatives determine both the observed and the unobserved utilities
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(see equation (2.10 and the corresponding explanation). In an errors components

representation of the random utility model (RUM), the preference parameters in the

observed utility reflect the average preferences in the population. The preference

parameters in the unobserved utility reflect the deviation of each individual from

the average preferences.

Preference parameters may or may not be correlated. Correlation among pa-

rameters is not necessary to induce correlation between observed and unobserved

utilities. That is, observed and unobserved utilities may be correlated even when

preferences are not correlated. However, in an errors component representation of

the RUM, correlated preferences imply that observed and unobserved utilities are

correlated.

This study analyzes heterogeneity scenarios for which correlated and uncor-

related preferences are assumed. Controlling for correlated preferences has been

a main motivation to use mixed logit models since pioneer applications of these

models (see Train, 1998). There are two options to generate pseudo-individuals for

which preferences are correlated. One possibility is assuming individuals can be

grouped into a finite number of classes. These classes are defined by the preferences

of their corresponding members. Thus members of the same class have identical

preferences but preferences differ across classes. This strategy, for instance, allows

for the identification of two stylized individuals: a scenery lover, price indifferent

individual and a scenery indifferent, price focused individual. The scenery lover,

price indifferent individual obtains a relatively large marginal utility from Q and

a relatively small disutility from C. This individual enjoys the natural scenery in
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natural parks and pays less attention to the travel cost. The scenery indifferent,

price-focused individual obtains a relatively small utility from Q and a relatively

large disutility from C. This individual pays attention to travel cost and less atten-

tion to the natural scenery. Preferences captured by a dataset generated according

to a grouping strategy are labeled discrete, correlated preferences.

The second possibility to generate pseudo-individuals with correlated prefer-

ences is assuming preferences vary in a continuous fashion. In this case, individuals

can be described as being anywhere in a continuous spectrum that goes from scenery

lover, price indifferent to scenery indifferent, price focused. Preferences captured by

a dataset generated according to continuous variation in preferences are labeled

continuous, correlated preferences.

Pseudo-individuals may have uncorrelated preferences. Uncorrelated prefer-

ences are simulated only under the continuous scenario, and are labeled continuous,

uncorrelated preferences.

Table 3.6 describes the functional form of the indirect utility under the three

utility-generating process simulated in this study: (i) independently normally dis-

tributed; (ii) jointly normally distributed; and (iii) jointly discretely distributed.

The first two utility-generating processes assume continuously distributed prefer-

ences, and the third utility-generating process assumes discretely distributed pref-

erences.

Indirect utilities in table 3.6 are expressed according to the error components

interpretation explained in section 2.2. The observed utilities, Vij = βj + βcCij +

βqQij, are interpreted as reflecting the average preferences, βc and βq. The unob-

43



Tab. 3.6: Functional form of true indirect utility under the three utility-generating pro-
cesses simulated in this study (see section 2.3 for details).

True utilities: Uij = Vij + ηij ,
where Vij = βj + βcCij + βqQij

ηij=Sij + εij , εij
iid∼ Type I extreme value (1, π2/6)

Preferencesa Sij Variables Distributions Covarianceb

Normal-
normal,
uncorrelated

θciCij + θqiQij θc, θq N (0, 2.31),
N (0, 1.44)

cov(βc, βq) =
cov(θc, θq) = 0.00

Normal-
normal,
correlated

λciCij + λqiQij λc, λq N (0, 2.31),
N (0, 1.44)

cov(βq, βc) =
cov(λc, λq) = 1.82

Discrete,
correlated

γ1cd
1
iCij + γ1qd

1
iQij +

γ3cd
3
iCij + γ3qd

3
iQij

d1, d2, d3 Multinomial
(1,π), π =
(0.32, 0.36, 0.32)

cov(βc, βq) =
π1γ1cγ

1
q +π3γ3cγ

3
q =

1.82
a Normal-normal and discrete refers to the distribution of the individual deviations from
average preferences. Average preferences are βc and βq. Individual deviations are θci
and θqi for the case of normal-normal uncorrelated preferences; λci and λqi for the case
of normal-normal correlated preferences; and γ1c , γ3c , γ1q , and γ3q for the case of discrete
correlated preferences. For the cases where preferences are correlated, correlation between
individual deviations is imposed. Correlation between individual deviations, e.g.,
cov(λc, λq) = 1.82 translates into correlation in preferences, i.e. cov(βc, βq) = 1.82.
b For the case of discrete, correlated preferences, true values for γc, and γ2 are in table 3.7.

served utilities, ηij, are assumed as composed by two components: ηij = Sij + εij,

where εij reflects the purely random component, and Sij reflects the part of the unob-

served utility that generates correlation between observed and unobserved utilities.

Sij is interpreted as reflecting individual deviations from the average preferences.

Inclusion of individual deviations can be done in a number of ways. This study

generates three scenarios by assuming three different structures for Sij.

As summarized in table 3.6, the three heterogeneity scenarios differ in the

assumptions made about the nature of the distribution of the individual devia-

tions and whether they are correlated or not. The normal-normal, uncorrelated

preferences result from assuming individual deviations, θci and θqi , are normally dis-

tributed with zero means, variances 2.31 and 1.44 respectively, and zero covariance,

i.e. cov(θc, θq) = 0.00. The normal-normal, correlated preferences result from as-
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suming individual deviations, λci and λqi , are normally distributed with zero means,

variances 2.31 and 1.44 respectively, and covariance 1.82, i.e. cov(λc, λq) = 1.82.

The discrete, correlated preferences result from assuming individual deviations, γ1c ,

γ3c , γ
1
q and γ3q , are distributed according to a multinomial distribution. The parame-

ters of this multinomial distribution reflect the probabilities that three events occurs

in one trial, π = (0.32, 0.36, 0.32). This vector of probabilities implicitly determines

the correlation in preferences, i.e. cov(βc, βq) = π1γ1cγ
1
q + π3γ3cγ

3
q = 1.82 (see Hess

et al., 2011, for details about this expression). Values of γ deviations are listed in

table 3.7. True average preferences, βc and βq, are also listed in table 3.7.

Tab. 3.7: True preference parameters

Distribution /
Variable true value Description

Continuous preferences
βc -6.00 Marginal utility from C
βq 4.00 Marginal utility from Q
β1 2.00 Intercept for alternative 1
β2 -2.00 Intercept for alternative 2
β3 0.00 Intercept for alternative 3

Discrete preferences
γ1c -1.90 Additional marginal utility from C in class 1 with respect to class 2
γ1q -1.50 Additional marginal utility from Q in class 1 with respect to class 2
βc -6.00 Marginal utility from C in class 2
βq 4.00 marginal utility from Q in class 2
γ3c 1.90 Additional marginal utility from C in class 3 with respect to class 2
γ3q 1.50 Additional marginal utility from Q in class 3 with respect to class 2

In designing the heterogeneity scenarios, particular attention has been paid

to three features: (i) assuring identical true average preference parameters across

the three heterogeneity scenarios, i.e. βc = −6.00 and βq = 4.00 (see table 3.7);

(ii) assuring identical dispersion of the deviations from the average preferences, i.e.

2.31 and 1.44 for deviations with respect to βc and βq respectively4 (see table 3.6);

4 The variance of the individual deviations in the discrete, correlated scenario may not be obvi-
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and (iii) assuring identical covariance between preferences in the two scenarios with

correlated preferences, i.e. cov(βc, βq) = 1.82 (see table 3.6).

Thus the heterogeneity scenarios have been designed so that average pref-

erences, variance of deviations, and covariance in preferences are identical across

preference scenarios. By making sure these features are identical across scenarios,

we are able to carry out cleaner experiments. That is, we isolate possible con-

founding factors. In the case that preference scenarios differ in average preferences,

or variance of deviations, or covariance in preferences, then differences in the per-

formance of econometric models may be due to the differences in either average

preferences, or variance of deviations, or covariance in preferences. Previous studies

using simulated datasets have overlooked this designing feature (e.g. Torres et al.,

2011a).

3.4 Results

Average true WTP measures are compared against average estimated WTP

measures. Estimated WTP measures are calculated with preference parameters ob-

tained through conditional logit (CL), latent class logit with three classes (LCL),

mixed logit with jointly normally distributed parameters (MLC), and mixed logit

with uncorrelated normally distributed parameters (MLU). The four econometric

specifications approximate simulated choices generated under three preference sce-

narios: (i) discrete correlated preferences; (ii) jointly normally distributed parame-

ters; and (iii) uncorrelated normally distributed preferences.

ous. For instance, var(βc) = π1(γ1c )2+π2(0)2+π3(γ3c )2. That is, var(βc) = (2)(0.32)(1.9)2 = 2.31.
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Fig. 3.2: Snapshot on WTP to avoid the loss of alternative 2 by econometric method
(discrete, correlated preferences scenario)
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Performance is evaluated in terms of (i) unbiasedness, (iii) relative efficiency

and (iii) accuracy. Before presenting the specific measures of performance for each

econometric methodology, discussion of figure 3.2 will prove useful to understand

the main results from the Monte Carlo simulation.

Figure 3.2 presents a snapshot on the empirical distributions of the WTP to

avoid the loss of alternative 2 (WTPL) by econometric specification for the case

in which discrete, correlated preferences are analyzed. The densities of WTPL

obtained from the two mixed logit specifications are not completely presented in

figure 3.2 due to their long tails. The vertical straight line is the true value of

WTPL. Four features in figure 3.2 are highlighted: (i) CL yields biased estimates of

WTPL because the empirical distribution of estimated WTPL yielded by CL does

not include the true WTPL; (ii) LCL, MLC, and MLU yield unbiased estimates

because their empirical distributions include the true WTPL; (iii) LCL, MLC, and

MLU yield distributions with long tails which is particularly true for the case of

MLC and MLU; and (iv) the empirical distribution yielded by CL is completely

included in the distributions obtained through MLC and MLU, and intersects the

distribution obtained through LCL. These four features are also present in figures

presenting empirical distributions by econometric specification, regardless of the

WTP measure and the preference scenario. Additional figures are not discussed and

can be found in the appendix B.

The four features highlighted in figure 3.2 are interpreted as evidence suggest-

ing that although CL yields biased WTP estimates, the large confidence intervals of

estimates from MLC, MLU and LCL are the main reason to fail to reject the null
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hypothesis that WTP estimates are identical.

Discussion of figure 3.2 is intended as illustration of what is observed across

econometric specifications, WTP measures, and preference scenarios. In what fol-

lows, performance is summarized in two tables.

Table 3.8 summarizes performance in terms of unbiasedness and relative ef-

ficiency of the welfare estimates by econometric specification for each preference

scenario. A check mark symbol (X) indicates the 95% confidence interval of the

welfare estimate includes the true value. If this is the case, the estimate is consid-

ered unbiased. A plus symbol (+) is reported if the true value is smaller than the

lower bound of the 95% confidence interval. A minus symbol (−) is reported if the

true value is larger than the upper bound of the 95% confidence interval. Thus,

according to table 3.8, estimates from CL do not include the true WTP value in its

95% confidence interval, regardless of the WTP measure and the preference scenario.

Also, MLC, MLU and LCL always include the true value in their 95% confidence

interval. This evidence suggest MLC, MLU and LCL yield unbiased estimates and

CL yields biased estimates. These results hold for all WTP measures and preference

scenarios.

Table 3.8 identifies with a ? the estimates that, among the unbiased estimates,

have the smallest 95% confidence interval for each WTP measure and preference

scenario. The WTP estimate with the smallest confidence interval is considered the

most efficient estimate. LCL yields the most efficient estimate of the three WTP

measures for each utility-generating process. This result strongly suggests that,

among the specifications yielding unbiased estimates, LCL yields the most efficient
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Tab. 3.8: 95% confidence interval of the welfare estimate includes true valuea, and smallest
95% confidence interval among unbiased estimatesb

CLc MLCc MLUc LCLc

Discrete, correlated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

+ X X X?

WTP to avoid loss of alternative 2
(WTPL)

- X X X?

Marginal willingness to pay for Q
(MWTP)

- X X X?

Normal-normal, correlated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

+ X X X?

WTP to avoid loss of alternative 2
(WTPL)

- X X X?

Marginal willingness to pay for Q
(MWTP)

- X X X?

Normal-normal, uncorrelated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

+ X X X?

WTP to avoid loss of alternative 2
(WTPL)

- X X X?

Marginal willingness to pay for Q
(MWTP)

- X X X?

a X: true value is included; +: true value is smaller
than lower bound; −: true value is larger than upper bound.
b ?: Smallest 95% confidence interval among the unbiased estimates.
c CL: conditinal logit; MLC: mixed logit with two jointly normally
distributed parameters; MLU: mixed logit with two uncorrelated normally
distributed parameters; LCL: latent class logit.

estimates. The relative efficiency of LCL can be thought as a direct consequence of

the larger number of parameters estimated in a LCL specification in comparison to

the number of parameters estimated in a ML specification.

Accuracy is measured as the average of the absolute value of the relative errors

(AARE), i.e.

AARE = M−1
M∑
m=1

∣∣∣∣∣(WTP − ˆWTP )

WTP

∣∣∣∣∣ (3.3)

The AARE expresses the difference between estimated and true WTP mea-
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sures relative to the magnitude of the true WTP. A small AARE reflects accuracy

in the estimates. Table 3.9 reports the AARE of welfare estimates by econometric

specification for each preference scenario. Three findings are highlighted: (i) LCL

yields the smallest AARE, i.e. LCL yields the most accurate estimates regardless

of the WTP measure and the heterogeneity scenario; (ii) CL yields the most in-

accurate estimates regardless of the WTP measure and the heterogeneity scenario;

and (iii) CL yields AARE values similar to those yielded by MLU, specially for the

normal-normal correlated scenario. The fact that CL is as inaccurate as MLU is

a revealing finding when we consider that, according to table 3.8, MLU yields un-

biased estimates and CL yield biased estimates. That is, despite CL yields biased

WTP estimates, CL is not much more inaccurate than MLU.

Together, the findings in terms of unbiasedness and accuracy support the no-

tion that mixed logit regularly yields welfare estimates with relatively large confi-

dence intervals. This conclusion applies to LCL despite its relative efficiency. This

conclusion holds by preference scenario and WTP under study. This means that

ML and LCL regularly yield confidence intervals large enough to include the biased

welfare estimates from CL, regardless of the nature of the true utility-generating pro-

cess and the econometric approach used to approximated the unobserved preference

heterogeneity.
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Tab. 3.9: Average of absolute value of relative errors (AARE) with respect to true WTP
measures.a

CLb MLCb MLUb LCLb

Discrete, correlated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

0.11157 0.03258 0.03119 0.02443

WTP to avoid loss of alternative 2
(WTPL)

0.07227 0.02226 0.03248 0.01947

Marginal willingness to pay for Q
(MWTP)

0.28479 0.08383 0.07747 0.06185

Normal-normal, correlated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

0.19260 0.06229 0.18084 0.03069

WTP to avoid loss of alternative 2
(WTPL)

0.12966 0.06192 0.12579 0.02522

Marginal willingness to pay for Q
(MWTP)

0.50117 0.14550 0.44775 0.08371

Normal-normal, uncorrelated preferences
WTP from 25% increase in Q of al-
ternative 1 (WTPA)

0.18293 0.06509 0.10870 0.04418

WTP to avoid loss of alternative 2
(WTPL)

0.15016 0.05016 0.11905 0.04233

Marginal willingness to pay for Q
(MWTP)

0.49299 0.21328 0.38943 0.12985

a Measured as M−1
∑∣∣∣(WTP − ˆWTP )/WTP

∣∣∣, where M is the

number of Monte Carlo observations, i.e. 1,000; WTP is the true WTP; and
ˆWTP is the estimated WTP. b CL: conditinal logit; MLC: mixed

logit with two jointly normally distributed parameters; MLU: mixed logit
with two uncorrelated normally distributed parameters; LCL: latent class logit

3.5 Conclusions and discussion

The series of Monte Carlo simulations carried out in this study have sought

for evidence supporting the notion that welfare estimates from conditional logit

are indistinguishable from estimates obtained through mixed logit and latent class

logit simply because methodologies incorporating unobserved heterogeneity yield

large confidence intervals. The evidence in terms of unbiasedness and accuracy

support this notion: despite the biasedness of the estimates from conditional logit,

the accuracy of conditional logit is under some scenarios as good as mixed logit

specifications and not much more inaccurate than latent class logit specifications.
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The results from this study have two implications for the empirical literature

that carries out welfare comparisons across econometric specifications: (i) these

comparisons are seemingly unable to provide reliable information about the differ-

ences in welfare estimates resulting from controlling for unobserved heterogeneity;

and (ii) the use of mixed logit and latent class logit presents a trade-off between

gains in statistical fit and efficiency in welfare estimates.

The trade-off between statistical fit and efficiency in welfare estimates has been

pointed out previously (e.g. Meijer and Rouwendal, 2006). Actually, this trade-off is

at the core of the justification for the use of estimation of discrete choice models in

the willingness to pay space (e.g. Scarpa et al., 2008; Train and Weeks, 2005). This

literature has focused on the willingness to pay for a marginal change in an attribute,

and has overlooked the large standard errors in welfare measures for non-marginal

changes, including the loss of an alternative. Arguably, inefficiency in marginal will-

ingness to pay extends to non-marginal changes because marginal willingness to pay

is calculated as a simplified version of the expression of the non-marginal changes.

Consequently, both marginal and non-marginal changes include the price param-

eter in the denominator and therefore the distribution of this parameter impacts

the standard errors of both types of welfare measures. This argument is behind

the justification to keep the price parameter fixed when estimating mixed logits.

However, the evidence presented in both the literature review and meta-analysis

strongly suggests large standard errors are present even when researchers keep the

price parameter fixed. That is, researchers seemingly have not been able to impact

the efficiency of welfare estimates.
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The trade-off between statistical fit and efficiency in welfare measures opens

a question for the literature that combines mixed logit and latent class logit in a

single specification (e.g. Greene and Hensher, 2013). This literature allows for an

additional layer of continuous preference heterogeneity within each class of a latent

class model. The combination of mixed and latent class logits has been developed

aiming for an increase in statistical fit. However, this increase has proven poor

in several applications (e.g. Bujosa-Bestard et al., 2010; Burton and Rigby, 2009;

von Haefen et al., 2005). Considering this poor increase in statistical fit, and the

trade-off present in the use of mixed logit and latent class logit, is seems reasonable

to wonder whether the researcher is inadvertently giving up efficiency in welfare

estimation for relatively poor increase in statistical fit.

Monte Carlo simulations in this study show that welfare estimates from latent

class logit are the most efficient among the unbiased estimates. This result holds for

both marginal and non-marginal welfare measures (with one exception). This result

also holds regardless unobserved heterogeneity is discrete or continuous, correlated

or uncorrelated. This finding has implications for the empirical literature: even

if researchers strongly suspect continuous heterogeneity, the estimation of a latent

class logit may provide more efficient welfare estimates.

The relative performance of latent class logit in this study contrasts with the

findings from Torres et al. (2011a), who suggest a mixed logit with lognormally dis-

tributed parameters performs better than a latent class specification. They carry

out comparisons of non-marginal welfare estimates across latent class logit, mixed

logit with two uncorrelated lognormally distributed parameters, and mixed logit
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with triangularly distributed parameters. They simulate two utility-generating pro-

cesses, one with discrete unobserved heterogeneity, and the other with continuous

unobserved heterogeneity. It is not clear the distribution of preference parameters

in the continuous heterogeneity scenario. The comparisons carried out by Torres

et al. (2011a) are essentially different from those carried out here. This study has

not carried out mixed logit specifications with lognormally distributed or triangu-

larly distributed parameters. These distributions assure the price parameter never

takes a positive value. In contrast, under a normal distribution, a price parameter

may take positive values and increase the range of the confidence intervals of the

resulting welfare measures. This condition may be driving the poorer efficiency of

mixed logit estimates in comparison to latent class logit in this study. Considering

the results from the meta-analysis, it seems reasonable to conclude that both mixed

logit and latent class logit yield welfare estimates with large confidence intervals,

regardless of the relative performance in specific circumstances.

This study has paid attention to keeping correlation between preference pa-

rameters fixed across simulated unobserved heterogeneity scenarios. Arguably, this

practice increases the reliability of the experimental set up because eliminates a pos-

sible confounding factor when comparing latent class logit with mixed logit. The

confounding effect arises from the fact that correlation among preference parameters

is an inherent feature of the latent class logit but is not an inherent feature of the

mixed logit (Hess et al., 2011). The correlation among preference parameters in a

latent class logit results from the fact that the preference parameters share the prob-

abilities of occurring. For instance, assume a case in which two classes of visitors

55



are present. Assume the visitors have preferences over two attributes. Then there

are two sets of two parameters to be estimated. The correlation between the two

preference parameters arises from the fact that, given the relative size of the classes,

they can only be observed by pairs. The correlation among parameters determines

the correlation of unobserved utilities across alternatives (Train, 2003) which is a

feature a researcher may want to control when designing experiments that compare

mixed logit and latent class logit. This paper does not show the impacts from not

controlling for correlation among parameters. This issue can be considered a topic

for further research.
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4. WELFARE IMPLICATIONS FROM MISSPECIFICATION OF
LATENT CLASS LOGIT MODELS

4.1 Introduction

Current practices in estimating latent class models include the use of re-

searchers’ own judgement when likelihood-based criteria provide conflicting evidence

about the number of classes. The prominence of this practice is illustrated by the

40% of applications that rely only in the researcher’s own judgement to select the

number of classes (see section 4.2). The strategy of using a researcher’s own judge-

ment, however, faces a risk: the researcher may not guess the true number of classes.

Estimation of a latent class model with an incorrect number of classes may be of

concern to economists if the number of classes matters for welfare estimates.

This chapter designs a series of Monte Carlo simulations to learn whether

welfare estimates from latent class logit specifications are robust to the number of

classes. Simulated choices are generated from utility-generating processes for which

individuals belong to one of six different classes. Six latent class logit specifications

are estimated on the simulated choices. These specifications differ in the number

of classes: from one (conditional logit) to six (six-class latent class logit). Three

willingness to pay (WTP) measures are under study: (i) WTP for a marginal change

in an attribute; (ii) WTP for a non-marginal change in an alternative’s attribute; and



(iii) willingness to pay to avoid the loss of an alternative. Average WTP estimates

over the Monte Carlo replications are compared against true WTP.

Monte Carlo simulations are carried out for two utility-generating processes.

Each process resembles circumstances under which a researcher would likely use

his/her own judgement. The first utility-generating process assumes one of the six

classes contains individuals with a close-to-zero price parameter. A model with

six classes approximating this simulated data yields, with some probability, price

parameter estimates statistically undistinguishable from zero. A common practice

in empirical research is choosing models yielding a positive price coefficient. Thus an

empirical researcher analyzing choices derived from this utility-generating process

would likely choose a latent class logit with five classes if he/she follows the practice

of selecting specifications for which the price parameter is positive in all classes.

The second utility-generating process assumes the percentage of individuals that

belong to one of the six classes is relatively small. Another common empirical

practice consists in choosing models with classes that exceed a minimum size. Thus

an empirical researcher analyzing choices derived from the second utility-generating

process would likely dismiss a latent class logit with six classes if he/she follows the

practice of dismissing specifications with small classes.

Reliability of the welfare estimates is evaluated in terms of (i) unbiasedness,

i.e. whether the true value falls within the 95% confidence interval of the estimates;

(ii) efficiency, i.e. which specification yields the smallest 95% confidence interval;

and (iii) accuracy, i.e. how large is the average absolute value of the relative errors

between estimated and true WTP values.
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Results from the Monte Carlo comparisons show that the reliability of welfare

estimates crucially depends on the estimated number of classes: (i) latent class logit

specifications yield biased welfare estimates when estimated with a number of classes

different from the true number; and (ii) in terms of accuracy, the most inaccurate

estimates are yielded by the latent class logit with five classes. Both findings hold

for both utility-generating processes simulated in this study. The inaccuracy of

the model with five classes is an important finding because empirical researchers

analyzing the choices simulated in this study arguably would have preferred models

with five classes.

To the best of my knowledge, no previous paper has focussed on whether

welfare measures are robust to estimated number of classes. So far, Monte Carlo ex-

periments have focused on welfare measures in the context of latent class conditional

logit models have studied the impact from misspecification of the utility function

(Torres et al., 2011a), the effect of implementing sampling strategies on large choice

sets (Domanski and von Haefen, 2012), and the effect from the design of discrete

choice experiments (e.g. Ferrini and Scarpa, 2007).

4.2 Strategies to select latent classes

There are no standard strategies to select the number of classes in applications

of latent class techniques. Table 4.1 reviews the strategies in 24 empirical applica-

tions.1 Two studies fail to report the criteria used in selecting optimal number of

classes. The rest report the use of at least one likelihood-based criterion.

1 Table C.1 in appendix C describes the goals and methodological strategies in the applications
reviewed in this section.
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The second column in table 4.1 reports the likelihood criteria favoring the

selected number of classes. This criteria may be used together with the researcher’s

own judgement or not. For instance, six studies (25%) chose a number of classes

that is favored by no likelihood-based criterion, and five studies (21%) do not specify

whether their selection is supported by a likelihood criterion. In addition, eleven

studies (46%) chose the number of classes favored by the Bayesian information

criterion (BIC), and two studies (8%) chose the number of classes favored by the

Akaike information criterion (AIC).

According to the third column in table 4.1, 13 studies (54%) explicitly report

the use of the researcher’s own judgement when selecting number of classes. A

researcher’s own judgement is subjective in nature, and may take the following

forms: (i) a priori beliefs about the number of classes (e.g. Beharry-Borg and Scarpa,

2010; Scarpa and Thiene, 2005); (ii) preference for parsimonious specifications (e.g.

Boxall and Adamowicz, 2002; Provencher and Bishop, 2004); (iii) preference for

specifications with statistically significant variables in most classes, paying particular

attention to obtaining positive price parameters (e.g. Boxall and Adamowicz, 2002;

Brouwer et al., 2010; Garrod et al., 2012; Hynes et al., 2008; Ruto et al., 2008);

(iv) rejecting a specification for which the relative change in information criteria is

relatively small when adding classes (e.g. Birol et al., 2006, 2009; Broch and Vedel,

2012; Kosenius, 2010); (v) rejecting specifications with relatively small classes (e.g.

Broch and Vedel, 2012); and (vi) any combination of these criteria.
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Tab. 4.1: Criteria used to select number of classes in environmental and resource economics studies

Criteria Additional
favoring Researcher’s criteria used Maximum
selected own judgement in selecting number of Selected
number is explicitly used number of classes number

Paper of classes to select classes classes attempted of classes

Richards (2000) ? No — ? 2
Boxall and Adamowicz (2002) BIC Yes AIC 6 4
Provencher et al. (2002) BIC, AIC No — 4 3
Greene and Hensher (2003) ? No — 5 3
Scarpa et al. (2003) BIC No — 4 2
Provencher and Bishop (2004) None Yes AIC, BIC 5 3
Scarpa and Thiene (2005) None Yes AIC,BIC, crAIC 5 4
Birol et al. (2006) None Yes AIC, BIC 4 2
Milon and Scrogin (2006) BIC No — 4 3
Ouma et al. (2007) BIC No — 4 3
Hynes et al. (2008) BIC Yes AIC,CrAIC, AIC3 11 6
Ruto et al. (2008) None Yes AIC, BIC, AIC3 12 3
Birol et al. (2009) None Yes AIC, BIC 5 3
Colombo et al. (2009) AIC, CAIC No — ? 3
Shen (2009) AIC, CAIC No — ? 3
Beharry-Borg and Scarpa (2010) ? Yes BIC, AIC, AIC3 4 2
Brouwer et al. (2010) None Yes AIC, BIC 5 4
Kosenius (2010) BIC Yes AIC 10 5
Breffle et al. (2011) ? Yes AIC, AIC3, BIC 5 4
Kikulwe et al. (2011) BIC, AIC3 No — 5 2
van Putten et al. (2011) BIC No — ? 3
Broch and Vedel (2012) BIC Yes AIC 5 4
Chung et al. (2012) BIC, CAIC, Entropy No AIC 6 3
Garrod et al. (2012) ? Yes AIC ? 4
? means that the feature is not specified in the document.
— means that no additional likelihood criterion is used in choosing the number of classes.
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The fourth column in table 4.1 reports whether researchers have used other

criteria in addition to the one favoring the selected number of classes and their own

judgement. Around 58% of the studies have used more than one likelihood-based

criteria.

The fifth column in table 4.1 reports the maximum number of classes at-

tempted in each study. Five studies (21%) have attempted specifications that in-

clude 6 or more classes, with a maximum of 12; eight studies (33%) have attempted

specifications with 5 classes or less; and five studies (21%) do not report the maxi-

mum number of classes attempted.

The sixth column in table 4.1 reports the selected number of classes. The most

frequent number of classes is three, selected in 11 studies (46%). Four classes are

selected in 6 studies (25%); two classes are selected in five studies (21%); five and

six classes are selected in one study each.

Notice that the 13 studies using the researcher’s own judgement include the six

studies following no likelihood-based criterion and three studies that do not specify

whether a likelihood-based criterion favors the selected number of classes (see second

column). That is, in 38% of the applications the researcher’s own judgement plays

the most important role in selecting the number of classes.

Also, applications for which the researcher’s own judgement plays the most

important role tend to estimate specifications with four classes. Four out of these

nine applications, i.e. 44%, have chosen specifications with four classes. Without

carrying out a formal statistical comparison, this percentage seems larger than the

corresponding percentage observed for the 24 applications (25%).
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In summary, around half of the applications have chosen the number of classes

favored by the BIC; a quarter of the applications have chosen a number of classes

with no support from a likelihood-base criterion; and around 20% have not reported

whether a likelihood-based criterion favors the chosen number of classes. Around

half of the applications explicitly report the use of the researcher’s own judgement.

Most of the applications incorporating the researcher’s own judgement have relied

only on this judgement to decide the number of classes, and have a tendency to

choose applications with four classes. These applications represent around 40% of

the total number of reviewed applications.

4.3 Simulation strategy

The interest in studying whether welfare estimates from latent class logit mod-

els are robust to the number of classes originates in a finding of the literature re-

view: around 40% of the reviewed applications rely only on the researcher’s own

judgement. Following their judgement, researchers tend to disregard either (i) spec-

ifications with positive price parameters in one class, or (ii) specifications with a

small class, or (iii) both. The practice of using a researcher’s own judgement faces

the risk of selecting a number of classes different than the true one. This situation

becomes an issue for economists if the number of classes matters in terms of welfare

estimates. This section describes the Monte Carlo simulations designed to evaluate

the reliability of the estimated welfare measures to number of classes.
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Step 0

0.1) Pseudo
dataset

Details in
table 4.2

0.2)True
observed
utilities
Details in
table 4.3

Close-
to-zero
parame-
ters

One small
class

Step 2: Monte Carlo simulation

2.1) Add simu-
lated unobserved
utilities
εij ∼ extreme value
type I

2.2) Infer sim-
ulated choice
decisions
Logsum equation.
See expression 2.4

2.3) Carry-out
econometric
specifications

Conditional
Logit

2-class
LCCL

3-class
LCCL

4-class
LCCL

5-class
LCCL

6-class
LCCL

2.4) Calculate
estimated wel-
fare measures
See expression 2.11

Step 3) Compare estimated versus
true welfare measures

Step 1: True welfare
measures from an em-
pirical researcher’s per-
spective

1.1) Add true un-
observed utilities
ξij ∼ extreme value
type I

1.2) Infer true
choice decisions
Logsum equation.
See expression 2.4

1.3) Calculate
true welfare mea-
sures
See expression 2.5

WTP for
a marginal
change in an
attribute

WTP for a
non-marginal
change in an
attribute

WTP to avoid
loss of an
alternative

For each type of preferences
For each type of preferences

Type of preferencesEstimated parameters

1,000 times

Fig. 4.1: Steps of Monte Carlo simulation studying reliability of estimates welfare measures to number of classes
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A flow chart describing the simulation strategy is presented in figure 4.1. The

Monte Carlo simulation has been designed under the following reasoning: (i) an em-

pirical researcher has access to a dataset including both individual- and alternative-

specific attributes describing the alternatives from which an individual chooses; (ii)

an empirical researcher has means to estimate the preferences an individual has over

attributes describing the alternatives. Then the empirical researcher can estimate

the observed component of the individual’s utility function. A portion of the in-

dividual’s utility, however, always remain unobserved to the empirical researcher.

The empirical researcher can at best assume a probabilistic distribution for the

unobserved component, and then estimate the preference parameters.

In the context of this Monte Carlo simulation, a dataset is not available to

the empirical researcher. Thus the first step consists in making available a pseudo-

dataset to our imaginary empirical researcher. This step is labeled step zero in figure

4.1 to highlight that this step is carried out as a pre-requisite to carry out the Monte

Carlo simulations.

For illustration purposes, the pseudo-datset is assumed to describe the choices

of individuals deciding among 3 alternatives: staying at home, visiting natural park

A, and visiting natural park B. Individuals make this decision twice per period.

Individuals have preferences over two attributes: travel cost (C) and quality (Q).

To fix ideas, Q can be thought as an index of natural scenery or wildlife abundance.

Individuals receive utility from Q and disutility from C. Marginal utility from Q

is represented by βq. Marginal disutility from C is represented by βc. Utilities are

assumed linear on attributes. Implicitly, utilities are assumed linear in income, with
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−βc representing the marginal utility from income.

The pseudo-dataset is comprised of 2,000 pseudo-individuals who engage in

two choice tasks. Within each choice task, the individual chooses among 3 alterna-

tives. These alternatives are described by two attributes, C and Q. C is intended to

resemble a travel cost variable. Thus C is log-normally distributed. Q is intended

to resemble a quality index. Thus Q is normally distributed. Both C and Q vary

across alternatives and individuals. The parameters of the respective distributions

are presented in table 4.2.

Tab. 4.2: Pseudo-dataset (2,000 individuals, 3 alternatives, 2 choice sets)

Distribution /
Variable true value Description

C lnN (2, 1) Varies across alternatives and individuals
Q N (2, 2.25) Varies across alternatives and individuals
ε Type I Varies across alternatives and individuals

extreme value
(1, π2/6)

As described in figure 3.1, the generation of true observed utilities is also

included in step zero. In order to calculate an individual’s true observed utility, a

set of true preference parameters is required. Two sets of true preference parameters

are simulated. Both sets of parameters resemble situations under which an empirical

researcher would likely choose a smaller number classes than the true number of

classes. One scenario is labeled close-to-zero price parameter, to emphasize that

the distinguishing feature of this scenario is the presence of a price parameter close

to zero. The second scenario is labeled one small class, to emphasize that the

distinguishing feature of this scenario is the presence of a relatively small class.

In the close-to-zero price parameter scenario, individuals belong to one of six

66



different classes. The marginal utility from Q (βq) is set to zero for class 1, and the

marginal (dis)utility from C (βc) is set to -0.10 — a close-to-zero value— for class 6.

All true preference parameters by class, and relative size of each class are listed in

table 4.3. A model with six classes approximating the choices simulated according

to the close-to-zero price parameter scenario will yield, with some probability, price

parameter estimates statistically undistinguishable from zero. Thus an empirical

researcher analyzing choices derived from this utility-generating process would likely

choose a latent class logit with five classes if he/she follows the practice of selecting

specifications for which the price parameter is positive and significant in all classes.

Tab. 4.3: True preference parameters and true relative size of classes

Scenarios
Close-to-zero

price parametera Small classa

True preference parameters
βc βq βc βq

Class 1 -8.00 0.00 -8.00 0.00
Class 2 -6.50 1.50 -6.50 1.50
Class 3 -5.00 3.00 -5.00 3.00
Class 4 -3.00 5.00 -3.00 5.00
Class 5 -1.50 6.50 -1.50 6.50
Class 6 -0.10 8.00 -0.10 8.00

True relative size of classes
Class 1 0.10 0.25
Class 2 0.15 0.25
Class 3 0.25 0.20
Class 4 0.25 0.15
Class 5 0.15 0.10
Class 6 0.10 0.05
a Alternative-specific parameters are
fixed across classes: β1 = 1.00,
β2 = −1.00, and β3 = 0.00.

In the one small class scenario, individuals also belong to one of six classes.

As shown in table 4.3, the marginal utilities from Q and C are identical under both

scenarios. The difference between scenarios consists in the relative size of the six
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classes, with particular emphasis on having a relatively smaller class in the one small

class scenario. As shown in table 4.3, classes 1 and 6 are the smallest under the

close-to-zero price parameter scenario, with a relative size of 0.10. In contrast, the

smallest class under the one small class scenario is class 6, with a relative size of 0.05.

A common empirical practice consists in choosing models with classes that exceed a

minimum size. Thus an empirical researcher following this empirical practice would

likely dismiss a latent class logit with six classes when analyzing choices derived

from the one small class scenario.

According to the flow chart in figure 4.1, step one of the simulation strategy

consists in calculating true welfare measures. True welfare measures are used as

reference to evaluate the performance of four econometric methods. True observed

utilities are used when calculating true welfare measures. True observed utilities are

calculated using true preference parameters as listed in table 4.3.

True welfare measures are calculated from an empirical researcher’s perspec-

tive: (i) true unobserved utilities are added to the true observed utilities, assuming

unobserved utilities are distributed according to an extreme value type I distri-

bution; (ii) true choice decisions are inferred; and (iii) true welfare measures are

calculated. Because the empirical researcher does not know the true unobserved

utilities, welfare measures are, strictly speaking, expected true welfare measures.

Expectations are taken over the extreme value distributed term, using expression

(2.5) which calculates the difference in expected maximum utilities. The expecta-

tions to calculate expected true welfare measures are calculated assuming the only

source of randomness arises from the extreme value term. This is consistent with
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the first step of step one: it takes the true observed utilities under both scenarios —

close-to-zero price parameter and one small class—, and adds an extreme value term.

This extreme value term is labeled true unobserved utility. In the second step of the

simulation strategy, an extreme value term is also added to true observed utilities

but this term is labeled simulated unobserved utility. This difference in labels is a

convention. Both true and simulated unobserved utilities are distributed according

to an extreme value distribution. The true unobserved utilities result from the first

draw of extreme value distributed variables.

As described in figure 4.1, the second step of the simulation strategy consists in

carrying out the Monte Carlo simulation. The goal of each of the 1,000 replications

is the estimation of welfare measures that will be compared against true welfare

measures. Within each replication, (i) a simulated unobserved utility is added to

the true observed utility; (ii) choice decisions are inferred;(iii) preference parameters

are estimated through six econometric models; and (iv) welfare measures are esti-

mated. For each of the two utility-generating scenarios, six econometric models are

estimated: a conditional logit, and five latent class specifications. The latent class

specifications include five specifications with incorrect number of classes (1 to 5)

and the specification with the correct number of classes, i.e. six. Estimates of both

preference parameters and the relative size of each class are used in the estimation

of WTP measures.

Step three compares estimated welfare measures against true welfare measures,

and evaluates the performance of each econometric model in retrieving the true wel-

fare measure. Performance is evaluated in terms of (i) unbiasedness, (iii) efficiency
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and (iii) accuracy. An estimate categorized as unbiased if its 95% confidence inter-

val includes the true value. The most efficient estimate is the one with the smallest

95% confidence interval. Efficiency comparison is restricted to unbiased estimates.

Accuracy refers to the magnitude of the relative difference between the estimates

and the true values, measured as the absolute value of the mean relative error.

Three WTP measures are compared in step three: (i) WTP for a marginal

change in Q; (ii) WTP for a 25% improvement in Q of alternative 1; and (iii)

willingness to pay to avoid the loss of alternative 2.

Average WTP estimates over the Monte Carlo replications are compared

against average true WTP. Average true WTP results from averaging true WTP

over the 2,000 pseudo-individuals. True WTP is calculated in step one, as sum-

marized in figure 4.1. Average estimated WTP results from averaging the mean

estimated WTP over 1,000 Monte Carlo replications. That is, in each replication,

the average estimated WTP is calculated over the 2,000 pseudo-individuals, and

stored. Thus the average of the 1,000 average estimated WTP is compared against

the average true WTP.

4.4 Results

For both utility-generating processes, true WTP measures are compared against

welfare estimates obtained through six latent class specifications with, respectively,

one (conditional logit), two, three, four, five and six classes. These model are labeled

CL, LCL2, LCL3, LCL4, LCL5, and LCL6, respectively. Only LCL6 incorporates
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Fig. 4.2: Snaphost of WTP for 25% improvement in Q of alternative 1 by econometric
method (close-to-zero price parameter scenario)
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the true number of classes.

Performance is evaluated in terms of (i) unbiasedness, (iii) relative efficiency

and (iii) accuracy. Before presenting the specific measures of performance for each

econometric methodology, discussion of figures 4.2, 4.3, and 4.4 will prove useful to

understand the main results from the Monte Carlo simulation.

Figure 4.2 presents a snapshot of the 95% confidence intervals of the WTP

for 25% improvement in Q (WTPA) of alternative 1 by econometric specification

for the close-to-zero price parameter scenario. The vertical straight line is the true

WTPA value. Three features in this figure are highlighted: (i) the true WTPA is

included only in one 95% confidence interval — the confidence interval corresponding

to LCL6; (ii) the zero is included in two confidence intervals — the corresponding

to LCL5 and LCL6; and (iii) the confidence intervals become larger the more classes

are estimated. With respect to feature (iii), notice the small confidence interval of

the WTPA estimated through CL, LCL2 and LCL3.

The evidence in figure 4.2 suggests that (i) only the LCL6 yields unbiased

WTPA estimates; (ii) however, the null hypothesis that WTPA estimates from

LCL6 are equal to zero can not be rejected at 95% confidence; (iii) similarly, the

null hypothesis that WTPA estimates from LCL5 are equal to zero can not be

rejected at 95% confidence; and (iv) WTPA estimates from CL, LCL1, LCL2, LCL3,

LC4, although different from zero and with relatively small confidence intervals, are

biased.

Figure 4.3 tells an almost identical story than figure 4.3 but for the case of the

WTP for a marginal improvement in Q. As shown in figure 4.4, the story is a little
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different for the case of the WTP to avoid the loss of alternative 2 (WTPL). The

vertical straight line represents the true WTPL. Three features are highlighted: (i)

all but CL and LCL2 econometric specifications yield 95% confidence intervals that

include the true WTPL; (ii) LCL6 yield a 95% confidence interval that includes the

zero; and (iii) CL, LCL2, and LCL3 yield relatively small confidence intervals.

The evidence in figure 4.4 suggest that (i) WTPL is relatively robust to the

number of classes in terms of unbiasedness; (ii) the null hypothesis that WTPL

estimates from LCL6 are equal to zero can not be rejected at 95% confidence; (iii)

WTPL estimates from CL, LCL1, and LCL2 although different from zero and with

relatively small confidence intervals, are biased; and (iv) the best WTPL estimates,

in terms of unbiasedness and relative efficiency, seem to be yielded by LCL3.

Relatively similar stories can be told from the corresponding figures presenting

the confidence intervals for the case of the one small class scenario. These figures

are not discussed and can be found in the appendix D. In what follows, performance

is summarized in two tables.

The top panel of table in table 4.4 evaluates unbiasedness and relative efficiency

of the welfare estimates by econometric specification for each preference scenario. A

check mark symbol (X) indicates the 95% confidence interval of the welfare estimate

includes the true value. If this is the case, the estimate is considered unbiased. A

plus symbol (+) is reported if the true value is smaller than the lower bound of the

95% confidence interval. A minus symbol (−) is reported if the true value is larger

than the upper bound of the 95% confidence interval.
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Tab. 4.4: 95% confidence interval includes true value, and average of absolute value of
relative errors (AARE).

Number of classes in latent class logit
One Two Three Four Five Six

95% confidence interval includes true valuea

and smallest 95% confidence interval among unbiased estimatesb

Close-to-zero parameters scenario
WTP from 25% increase in Q of alter-
native 1 (WTPA)

- - - - - X

WTP to avoid loss of alternative 2
(WTPL)

+ + X ? X X X

Marginal willingness to pay for Q
(MWTP)

- - - - - X

One small class scenario
WTP from 25% increase in Q of alter-
native 1 (WTPA)

- - - - - X

WTP to avoid loss of alternative 2
(WTPL)

+ X ? - - X X

Marginal willingness to pay for Q
(MWTP)

- - - - - X

Average of absolute value
of relative errors (AARE)

Close-to-zero parameters scenario
WTP from 25% increase in Q of alter-
native 1 (WTPA)

0.931 0.864 0.835 0.924 2.485 1.23

WTP to avoid loss of alternative 2
(WTPL)

0.081 0.021 0.012 0.274 0.320 0.161

Marginal willingness to pay for Q
(MWTP)

2.300 2.120 2.035 2.329 6.258 3.075

One small class scenario
WTP from 25% increase in Q of alter-
native 1 (WTPA)

0.934 0.840 0.787 0.776 1.028 0.947

WTP to avoid loss of alternative 2
(WTPL)

0.088 0.013 0.038 0.084 0.119 0.134

Marginal willingness to pay for Q
(MWTP)

2.321 2.061 1.909 1.883 2.546 2.351

a X: true value is included; +: true value is smaller
than lower bound; −: true value is larger than upper bound.
b ?: Smallest 95% confidence interval among the unbiased estimates.
c Measured as M−1

∑∣∣∣(WTP − ˆWTP )/WTP
∣∣∣, where M is the

number of Monte Carlo observations, i.e. 1,000.
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Thus, according to the top panel of table 4.4, the model with six classes is the

only one consistently yielding unbiased welfare estimates. The specifications with

a number of classes smaller than the true number yield estimates of WTPA and

MWTP with 95% confidence intervals that do not include the true values. These

results hold for both the close-to-zero scenario and the one small class scenario.

For the case of WTPL, some of the misspecified models yield 95% confidence

intervals that include the true values under both scenarios. For the close-to-zero

parameters scenario, specifications with 3, 4, and 5 classes yield confidence intervals

including true values of WTPL. The specification with 3 classes yields the most effi-

cient confidence interval. For the one small class scenario, specifications with 2 and

5 classes yield confidence intervals including true values of WTPL. The specifica-

tion with 2 classes yields the most efficient confidence interval, among the unbiased

confidence intervals.

Accuracy is measured as the average of the absolute value of the relative errors

(AARE), i.e.

AARE = M−1
M∑
m=1

∣∣∣∣∣(WTP − ˆWTP )

WTP

∣∣∣∣∣ (4.1)

The AARE expresses the difference between estimated and true WTP mea-

sures relative to the magnitude of the true WTP. A small AARE reflects accuracy

in the estimates. The bottom panel of table 4.4 reports the AARE of welfare esti-

mates by econometric specification for each preference scenario. In general, the six

models yield very inaccurate estimates. The specification with five classes yield the
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most inaccurate estimates, with AARE reaching 6.258. This value means that the

difference between estimated and true WTP is 6 times larger than the magnitude

of the true WTP. The model with six classes is either second or third in terms of

inaccuracy. These results hold for both scenarios. Consistently with the information

in figure 4.4, LCL2, and LCL3 yield relatively accurate estimates of WTPL in both

preference scenarios, with AARE reaching values such as 0.013, and 0.012.

The inaccuracy from most of the econometric specifications is a direct conse-

quence of the close-to-zero marginal utility from C assumed for class 6, i.e. β6
c =

−0.10. Because β6
c is close to zero, a six-class specification may not be able to sta-

tistically distinguish it from zero. Thus positive estimates are possible. A positive

estimate affects both the numerator and denominator of equation 2.11, used to cal-

culate WTP measures. In the numerator, a positive β̂6
c changes the relative ranking

of the alternatives under consideration. In the denominator, a positive and close-

to-zero β̂6
c both flips the expected sign and increases the magnitude of the welfare

measure. Although positive estimates of β6
c may occur infrequently, these outliers

impact average welfare measures.

The inaccuracy of the model with five classes is an important finding because

empirical researchers analyzing the choices simulated in this study arguably would

select models with five classes. This result is explained as follows: a latent class

specification with five classes combines the behavior embedded in class 6 with the

behavior embedded in a different class. The relative size of the class that results

from mixing class 6 with another class is relatively larger than the relative size of

class 6 itself. Thus the relative importance of class 6 is over-emphasized in the
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five-class specification. In contrast, the relative importance of class 6 is diluted in

specifications with less than five classes.

4.5 Conclusions and discussion

This chapter has raised the question of whether the strategies to implement

a researcher’s own judgement ultimately impact the reliability of welfare estimates.

The interest in this issue originates in a finding of the literature review presented in

this chapter: around 40% of the reviewed applications rely only on the researcher’s

own judgement.

Reliability of welfare estimates have been studied under two strategies used to

incorporate the researcher’s own judgement in the selection of number of classes: (i)

the practice of selecting specifications for which the price parameter is significant

in all classes; and (ii) the practice of dismissing specifications with relatively small

classes.

Results from the Monte Carlo comparisons show that the reliability of welfare

estimates crucially depends on the estimated number of classes: (i) latent class logit

specifications yield biased welfare estimates when estimated with a number of classes

different from the true number; and (ii) in terms of accuracy, the most inaccurate

estimates are yielded by the latent class logit with five classes. Both findings hold

for both practices under study. The inaccuracy of the model with five classes is an

important finding because empirical researchers analyzing the choices simulated in

this study arguably would have preferred models with five classes.
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Only the specification with the true number of classes consistently yields wel-

fare estimates for which the 95% confidence interval includes the true value. These

estimates, however, are very inaccurate. This inaccuracy is consequence of the val-

ues assumed for the cost parameter in one of the classes. The true value was imposed

to be close to zero. In dealing with a close-to-zero negative coefficient, a latent class

specification may yield positive estimates. Consequently, the welfare estimates have

the opposite sign to what is expected. While positive estimates of cost parameters

are outliers, the relative importance of these estimates is large.

These findings have a direct implication for empirical applications: researchers’

own judgement in selecting number of classes very likely impacts the reliability of

the welfare estimates. This implication does not necessarily translate to the recom-

mendation of avoiding the inclusion of the researcher’s own judgement. Particularly

for the case of the practice of dismissing classes with zero price parameters. On

one hand, a positive or zero price parameter presents both theoretical and empirical

challenges to economists. On the other hand, this study shows that the exclusion

of the class with an undistinguishable-from-zero price parameter results in biased

welfare measures. The practice of eliminating small classes is, however, less defend-

able. Selection of number of classes remains a difficult issue because there is not a

unambiguous likelihood-based criterion helping in the selection.
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5. HOMOGENEOUS DISCRETE CHOICE EXPERIMENTS AND
HETEROGENEOUS LOGIT MODELS: IMPLICATIONS FOR

WELFARE ESTIMATES

5.1 Introduction

Applied research is increasingly relying on discrete choice experiments (DCE)

to elicit stated preferences. Two components are essential in a DCE (Carson and

Louviere, 2011): (i) a respondent is asked to make a discrete choice among hypo-

thetical alternatives; and (ii) the alternatives are described in terms of strategically-

manipulated attributes. Attributes are varied within- and/or between-respondents

to avoid collinearity, and therefore, to obtain efficient estimates of preference param-

eters. Usually, respondents are asked to repeat the choice exercise, selecting from

different choice sets each repetition.

Concurrently, applied research is increasingly relying on latent class logit

(LCL) specifications to estimate preference parameters when unobserved hetero-

geneity in preferences is suspected. A LCL model incorporates unobserved hetero-

geneity by assuming preferences can be categorized into a finite number of classes.

The task of a LCL is the identification of who belongs to what class.

Current practices include the estimation of a LCL on data obtained with a

DCE (e.g. Broch and Vedel, 2012; Garrod et al., 2012; Kikulwe et al., 2011). This



practice, however, relies on a mismatch of assumptions about preferences: DCE are

designed under the assumption of homogeneity in preferences, and latent class logit

is carried out to infer heterogeneous preferences. Design strategies incorporating

the possibility of continuous unobserved heterogeneity have recently been proposed

(see Bliemer and Rose, 2010; Yu et al., 2009, 2011). These innovations have not

reached the case in which unobserved heterogeneity is conceptualized as classes of

preferences.

This chapter carries out Monte Carlo simulations to study the reliability of

the welfares estimates obtained under the described mismatch. Specifically, wel-

fare estimates are obtained from a LCL estimated on data gathered through an

orthogonal fractional-factorial design that identifies only main effects. This design

is the most commonly in empirical applications of LCL (see section 5.2.2). Choices

among two generic alternatives and a status quo alternative are simulated accord-

ing to a two-class utility-generating process. True utilities are assumed linear in

attributes and income. Closely following the design implemented in a published ap-

plication, alternatives are experimentally generated by manipulating 5 attributes.

Three attributes have 2 levels. One attribute has 3 levels, and the price attribute

has 4 levels. The attributes are combined according to a main effects orthogonal

fractional-factorial design. Choice tasks are created through shifted pairing, and

are orthogonally blocked. Choices are simulated for 300 pseudo-respondents. The

number of pseudo-respondents is close to the median number of respondents used

in published applications (see section 5.2.2). A latent class logit with two classes

is carried out on the simulated choices, and welfare estimates are calculated. This
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simulation exercise is repeated three times, varying the number of discrete choice

tasks (3, 6 and 12).

Three willingness to pay (WTP) measures are under study: (i) WTP for a

marginal change in an attribute; (ii) WTP for a non-marginal change in an alter-

native’s attribute; and (iii) WTP to avoid the loss of an alternative. Reliability of

the welfare estimates is evaluated in terms of (i) unbiasedness, i.e. whether the true

value falls within the 95% confidence interval of the estimates; (ii) efficiency, i.e.

which specification yields the smallest 95% confidence interval; and (iii) accuracy,

i.e. how large is the average relative difference between the estimates and the true

values according to the absolute value of the mean relative error.

The findings from the welfare comparisons are straightforward: welfare esti-

mates are unbiased regardless the number of choice tasks, and their accuracy in-

creases with the number of classes. However, for the case of estimates of WTP for

marginal and non-marginal changes in an attribute, the improvement in accuracy

does not prevent the presence of zero values in the 95% confidence intervals. The

implications of these findings are discussed in section 5.5.

Few studies have researched the consequences on welfare estimates from vio-

lations to assumptions underlying the design of DCE (Carson and Louviere, 2011).

The exceptions are Carlsson et al. (2003), Lusk and Norwood (2005) and Ferrini and

Scarpa (2007). From these studies, only Ferrini and Scarpa (2007) have considered

the case of heterogeneity in preferences, specializing in the case of continuous un-

observed heterogeneity. They compare a variety of design strategies, from the most

rudimentary fractional factorial strategy to the state-of-the-art Bayesian strategy
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that incorporates a researcher’s a priori beliefs. They find that strategies using poor

a priori information perform poorly in comparison to the fractional factorial strategy.

In contrast to Ferrini and Scarpa (2007), this paper studies discrete unobserved het-

erogeneity, controling for the possibility that number of choice sets impacts welfare

estimates.

5.2 Current practices in discrete choice experiments

This section describes current practices in applications that estimate a latent

class logit (LCL) on data collected through discrete choice experiments (DCE). The

lack of a common nomenclature complicates the description of DCE (Carson and

Louviere, 2011). Thus the first task is to define the terms used in the description

of the experimental designs. These definitions borrow heavily from Kuhfeld (2006,

2010), and Carson and Louviere (2011).

5.2.1 Background

Assume a researcher is interested in designing a DCE with two attributes

that take three values each. The values an attribute can take are called levels.

Designing a DCE consists of two sequential steps. In the first step, the researcher

strategically combines the levels of the attributes. Each resulting combination is

thought as an alternative that is described in terms of its attributes. In the second

step, respondents are asked to choose among the designed alternatives. This decision

is called discrete choice.1 Researchers may ask respondents to make several discrete

1 The adjective discrete is meant to (i) distinguish this type of experiments from the choice
experiments used in some natural sciences; and (ii) emphasize the non-continuous nature of the
dependent variable in the statistical analysis (Carson and Louviere, 2011).
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choices by presenting them to different sets of alternatives. Each set of alternatives

is called choice task.

A researchers designs a DCE with several choice tasks when the alternatives

are too many to expect respondents can make a credible choice if faced to all the

alternatives at once. For instance, two attributes with three levels produce a maxi-

mum of nine alternatives. If the researcher considers nine alternatives are too many,

he/she may decide to present respondents with three choice tasks, each set com-

posed by three alternatives. Sometimes, choice tasks are too many as well, and the

researcher may decide to create sets of choice tasks. Each set of choice tasks is called

block, and the action of creating blocks is called blocking.

Once the choice tasks have been defined, a researcher may add a status quo

alternative to each choice task. A status quo alternative allows for the possibility

that a respondent will not choose among the designed alternatives. The addition

of this alternative is not innocuous. Recent evidence suggest that, depending on

the number of alternatives offered in addition to the status quo, respondents may

choose the status quo option regardless of whether the status quo is the utility

maximizing alternative (see Zhang and Adamowicz, 2011, for details on this point).

Also, a researcher may decide to label the alternatives presented to the respondents.

Unlabeled alternatives are called generic alternatives. The strategies to generate

alternatives differ depending on whether alternatives are labeled or generic (see

Kuhfeld, 2006, 2010, for details on this point).

Therefore, a description of a DCE lists the strategies used to (i) combine the

levels of the attributes, (ii) generate the choice tasks, and (iii) block the choice tasks.
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Also, a description of a choice task clarifies whether alternatives have been labeled

and whether a status quo alternative has been added.

The strategies to combine the levels of attributes are called factorial designs.

The term factorial derives from the practice in experimental design theory of calling

factors to the attributes (Kuhfeld, 2006). Factorial designs are either full-factorial

designs or fractional-factorial designs. A full-factorial design carries out all possible

combinations of the levels of the attributes. Full-factorial designs allow for estima-

tion of main effects and all possible interaction effects. A main effect is the impact

from one attribute on the discrete choice. An interaction effect is the impact from

the interaction of attributes on the discrete choice. If the researcher is manipulat-

ing two attributes, the maximum interaction effects are called two-way interaction

effects because they imply the interaction of two attributes. Three-way interaction

effects are possible when three attributes are being manipulated, and so on.

Fractional-factorial designs select a subset of combinations from the full-factorial

design. The advantage from these designs is that a smaller number of alternatives

are presented to the respondent. The disadvantage is that some effects become con-

founded. This disadvantage is not necessarily an issue because a researcher (i) may

not be interested in estimating all possible effects, and (ii) has access to an array of

strategies that allow for the estimation of the effects he/she may be interested on

(e.g. main effects only, main effects and a subset of interaction effects, etc.).

Fractional-factorial designs are either orthogonal or non-orthogonal. An or-

thogonal fractional-factorial design (OFFD) is both balanced and orthogonal (Kuh-
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feld, 2006).2 A design is balanced when each level occurs equally often within each

attribute. A design is orthogonal when every pair of levels occurs equally often across

all pairs of attributes. Orthogonality captures the relationship among attributes,

and balance captures the relationship between attributes and the intercept. The

intercept is orthogonal to each attribute when a design is balanced.

With respect to strategies to create choice tasks, the simplest strategy is ran-

domly pairing alternatives yielded by a factorial design. This strategy is called

random pairing. Shifted (or cyclical) pairing is a more sophisticated strategy. This

strategy uses the alternatives from an OFFD as seed alternatives. As first step, each

alternative is allocated to different choice tasks. The second step consists in adding

a second alternative in each choice set by cyclically adding alternatives based on the

attribute levels. The attribute level in the new alternative is the next higher level

to the one already included in the choice task. When the highest level is attained,

the attribute level is set to its lowest level. The cycling is repeated as many times

as number of alternatives in the choice task.3

Blocking of choice tasks can be reached by randomly allocating choice tasks

in the corresponding blocks. This strategy is called random blocking. A second

strategy, called orthogonal blocking, generates a blocking factor that is orthogonal

2 A source of ambiguity that may generate confusion is implicit in this terminology. This am-
biguity stems from the convention of naming orthogonal fractional-factorial design to a fractional-
factorial design that is both balanced and orthogonal. Strictly speaking a design that is both
balanced and orthogonal is called orthogonal array. Implementation of unbalanced, orthogonal
fractional-factorial designs is discouraged (Kuhfeld, 2006), and therefore seldom used. Thus in
practice the distinction between unbalanced, orthogonal fractional-factorial designs and balance,
orthogonal fractional-factorial designs (or orthogonal arrays) is unnecessary. See Kuhfeld (2006,
2010) for details about these terms.

3 Carlsson et al. (2003), Ferrini and Scarpa (2007), and Kuhfeld (2006, 2010) describe additional
strategies to generate choice tasks.
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to all of the attributes of all of the alternatives.

5.2.2 Current practices

Table 5.1 describes how DCE have been designed in applications that estimate

a LCL on data collected through a DCE. The second column shows how many

alternatives have been included in the choice sets. Fourteen out of 19 applications

(74%) have included three alternatives, one of which is a status quo alternative. All

applications but Boxall and Adamowicz (2002) have used unlabeled alternatives.

The third column shows the number of choice tasks that the respondent is presented

to. With a minimum of 4 and a maximum of 16, the most common numbers of choice

tasks are 6 and 8. Around 53% of the applications have used either 6 or 8 choice

sets.

The fourth column in table 5.1 shows the strategy used to combine the at-

tributes. Twelve applications (63%) have used an orthogonal fractional-factorial de-

sign (OFFD). Four applications (21%) have used non-orthogonal fractional-factorial

design (NFFD). One application has used a full-factorial design (FFD), and two ap-

plications have not specified what type of fractional-factorial design has been used

(u-FFD). Fourteen applications (74%) have used a design that identifies only main

effects. Three applications have used a design that identifies main and two-way

effects, and two applications have not specified the effects.

The fifth column in table 5.1 presents the strategy to generate choice tasks.

Ten applications (53%) do not report how the choice tasks are created. Five (26%)

applications randomly pair alternatives, and four applications (21%) use shifted
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pairing.

The sixth column in table 5.1 presents the strategy to block choice tasks.

Eight applications (42%) do not report the strategy to block choice tasks. Three

applications (16%) do not use blocking. Six applications (32%) use random blocking.

Two applications (10%) use orthogonal blocking.
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Tab. 5.1: Current practices in applications that estimate a latent class logit on data collected through discrete choice experiments

Strategy Strategy Strategy Levels of
Choice to combine to generate to block Attributes / price Sample

Paper Alternativesa tasks attributesb choice tasks choice tasks levels attribute size

Boxall and Adamowicz (2002) 5 + sq 8 OFFD unspecified unspecified 5 / 44 × 2 4 620
Scarpa et al. (2003) 2 + sq 6 OFFD random random 5 / 23 × 3 × 4 4 300
Birol et al. (2006) 2 + sq 8 OFFD unspecified random 5 / 23 × 42 4 407
Milon and Scrogin (2006) 2 7 OFFD unspecified unspecified 6 / 36 3 240
Milon and Scrogin (2006) 2 7 OFFD unspecified unspecified 6 / 36 3 240
Ouma et al. (2007) 2 + sq 12 NFFD unspecified no blocking 8 / 25 × 33 3 253
Ouma et al. (2007) 2 + sq 11 NFFD unspecified no blocking 7 / 24 × 33 3 253
Ruto et al. (2008) 2 + sq 8 OFFD random random 5 / 23 × 32 3 311
Birol et al. (2009) 2 + sq 6 OFFD random random 5 / 32 × 22 × 5 5 420
Colombo et al. (2009) 2 + sq 6 OFFD shifted unspecified 6 / 35 × 6 6 300
Beharry-Borg and Scarpa (2010) 2 + sq 8 OFFD shifted orthogonal 6 / 36 3 86
Beharry-Borg and Scarpa (2010) 2 + sq 9 OFFD shifted orthogonal 9 / 39 3 198
Brouwer et al. (2010) 2 + sq 4 OFFD unspecified unspecified 5 / 22 × 32 × 6 6 619
Kosenius (2010) 2 + sq 6 NFFDc unspecified unspecified 5 / 34 × 7 7 726
Kikulwe et al. (2011) 2 + sq 16 u-FFD unspecified no blocking 4 / 32 × 2 × 6 6 421
van Putten et al. (2011) 2 + sq 8 u-FFDd shifted unspecified 5 / 24 × 4 4 132
Broch and Vedel (2012) 2 + sq 6 NFFDd unspecified unspecified 4 / 33 × 6 6 853
Chung et al. (2012) 3 + sq 10 FFd random random 7 / 23 × 32 × 5 × 11 11 873
Garrod et al. (2012) 2 4 OFFDc random random 5 / 25 NA 1,273
a sq: status quo alternative.
b OFFD: orthogonal fractional-factorial design; NFFD: non-orthogonal fractional-factorial design;
FFD: full-factorial design; u-FFD: unspecified fractional-factorial design.
Applications identify only main effects, with the exception of c do not specify the identified effects, and
d identify main and two-way effects.
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The seventh column in table 5.1 presents the number of attributes and levels

for each attribute in the experiment. Nine applications (47%) have manipulated

5 attributes. Four applications (21%) have used 6 attributes. Four and seven at-

tributes have been manipulated in two applications each. Eight and nine attributes

have been manipulated in one application each. The most recurrent numbers of

levels are 2 and 3. Manipulation of the price attribute is of special interest for

economists. The eight column presents the number of levels of the price attribute.

Seven applications (37%) manipulate 3 levels. Four applications (21%) manipulate

4 levels. Four applications (21%) manipulate 6 levels. Five, seven and eleven levels

are manipulated in one application each. Garrod et al. (2012) do not include a price

attribute in their DCE.

The last column in table 5.1 presents the sample size. With a minimum of 86

and a maximum of 1,273, the average sample size is 449. The median is 311. There

are three modes, repeated twice each: 240, 253, and 300.

Thus most studies use orthogonal fractional-factorial designs that identify

main effects only. From the applications that specify the method used to gener-

ate choice tasks, random pairing and shifted pairing account for around 50% each.

From the applications that specify the method used to block choice tasks, random

blocking is the most common strategy. Most applications manipulate either 5 or 6

attributes, varying the price attribute across 3, 4 or 6 levels. A large majority of

studies have used unlabeled alternatives and have added a status quo alternative to

the designed strategies. The average number of respondents is 449, with half of the

applications interviewing 311 or less respondents. Around half of the applications
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have presented respondents to either 6 or 8 choice tasks.

This description of current practices closely resembles the one presented by

Ferrini and Scarpa (2007). Focusing on a set of applications published in 2005 or

before, Ferrini and Scarpa (2007) find the majority of applications use orthogonal

main effects fractional-factorial designs, add an status quo alternative to unlabeled

alternatives, manipulate 5 or 6 attributes, present respondents to 4, 6 or 8 choice

tasks, and half of the applications interview 350 or less respondents.4

5.2.3 The issue

The most common design strategies used in the field, as described in the pre-

vious section, rely on the assumption that the true model (i) deals with a continuous

dependent variable, (ii) is linear in preference parameters, and (iii) captures homoge-

neous preferences (see Carlsson et al., 2003, for details.). The applications reviewed

in this paper obtain parameter estimates through latent class logit models that (i)

deal with a discrete dependent variable, (ii) are non-linear in preference parameters,

and (iii) search for heterogeneity in preferences.

Thus three mismatches are implicit in the current practices in environmental

and resource economics: (i) models that deal with discrete dependent variables are

used on data generated under the assumption that the true model deals with a con-

tinuous dependent variable; (ii) non-linear models are used to estimate preference

parameters from data generated under the assumption that the true model is linear

4 Ferrini and Scarpa (2007) also notice that many applications of DCE in environmental and
resource economics fail in providing a complete description of the strategy to generate the DCE.
The review in this paper suggests this practice remains common in the field.
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in parameters (see Carlsson et al., 2003, for reasons of why these mismatches are of

potential concern.); and (iii) data is gathered assuming that respondents have ho-

mogeneous preferences but the econometric specification inferring these preferences

searches for heterogeneity.

This paper seeks for implications from the third mismatch in terms of welfare

estimation. Previous studies have focused their attention on the first two mis-

matches, with findings suggesting that optimal designs for linear models work fine

when used to estimate conditional logit models (see Carlsson et al., 2003; Kuhfeld

et al., 1994; Lazari and Anderson, 1994; Lusk and Norwood, 2005).

Ferrini and Scarpa (2007) have studied implications for welfare estimation from

estimating a mixed logit on a DCE derived under homogeneity assumption. They

compare a variety of design strategies, from the most rudimentary fractional factorial

strategy to the state-of-the-art Bayesian strategy that incorporates a researcher’s a

priori beliefs. Their findings suggests strategies using poor a priori information

perform poorly in comparison to the fractional factorial strategy.

While Ferrini and Scarpa (2007) specialize in the case of continuous unobserved

heterogeneity, this paper focuses on discrete unobserved heterogeneity, checking for

the possibility that number of choice tasks impacts welfare estimates.

5.3 Simulation strategy

This Monte Carlo simulation is designed to evaluate whether the mismatch of

assumptions about heterogeneity of preferences underlying DCE and LCL models
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matters for welfare estimation. Choices among two generic alternatives and a status

quo alternative are simulated according to a two-class utility-generating process.

Following current practices in the field, alternatives are experimentally generated by

manipulating 5 attributes. Three attributes have 2 levels. One attribute has 3 levels,

and the price attribute has 4 levels. The attributes are combined according to a

main effects orthogonal fractional-factorial design (OFFD). Choice tasks are created

through shifted pairing, and are orthogonally blocked. Choices are simulated for

300 pseudo-respondents. This number of pseudo-respondents is close to the median

number observed in empirical applications. A latent class logit with two classes is

carried out on the simulated choices, and welfare estimates are calculated. Average

WTP estimates over the Monte Carlo replications are compared against average

true values. This simulation exercise is repeated three times, varying the number of

discrete choice tasks (3, 6 and 12).

A general description of the simulation strategy is presented in figure 5.1. In

step zero, alternatives are experimentally generated, and true indirect utilities are

calculated. The label step zero is intended to highlight the immutability of both the

experimentally generated alternatives, and the true utilities. That is, alternatives

designed with a DCE and true utilities are kept fixed through the Monte Carlo

simulations.
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Step 0: Discrete choice experiment

0.1) Main
effects
OFFD

5 attributes
23 × 42

3 choice
sets

6 choice
sets

12 choice
sets

0.2)True indirect
utilities according
to two-class utility-
generating process

300 pseudo-respondents

Step 2: Monte Carlo simulation

2.1) Add sim-
ulated unob-
served utilities
εij ∼ extreme
value type I

2.2) Infer sim-
ulated choice
decisions
Logsum equation.
See expression 2.4

2.3) Carry-out
econometric
specifications

2.4) Calculate
estimated wel-
fare measures
See expression
2.11

Step 3) Compare estimated ver-
sus true welfare measures

Step 1: True wel-
fare measures from an
empirical researcher’s
perspective

1.1) Add true
unobserved utili-
ties
ξij ∼ extreme
value type I

1.2) Infer true
choice decisions
Logsum equation.
See expression 2.4

1.3) Calculate
true welfare
measures
See expression 2.5

WTP for
a marginal
change in an
attribute

WTP for a
non-marginal
change in an
attribute

WTP to
avoid loss of
an alternative

For each choice set treatment
For each choice set treatment

Shifted pairing, orthogonal blocking

Estimated parameters

1,000 times

Fig. 5.1: Steps of Monte Carlo simulation studying robustness of welfare estimates to number of choice tasks
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Step one calculates the true WTP measures from the simulated observed util-

ities. Observed utilities result from adding a type I extreme value error term to

the true utilities. This error term is labeled true error term because it is used in

generating the utilities defining the true WTP measures.

Step two consists in carrying out the Monte Carlo simulation. The goal of

each of the 1,000 replications is the estimation of WTP measures. Within each

replication, a Type I error term is added to the true utilities, choice decisions are

simulated and used to inform a latent class logit with two classes. Estimates of pref-

erence parameters obtained through the latent class logit are used in the estimation

of WTP measures.

Step three compares estimated WTP measures against true WTP, and evalu-

ates the performance of each econometric model in retrieving the true WTP. Per-

formance is evaluated in terms of (i) unbiasedness, (iii) efficiency and (iii) accuracy.

An estimate categorized as unbiased if its 95% confidence interval includes the true

value. The most efficient estimate is the one with the smallest 95% confidence in-

terval. Efficiency comparison is restricted to unbiased estimates. Accuracy refers to

the magnitude of the relative difference between the estimates and the true values,

measured as the absolute value of the mean relative error.

5.3.1 Discrete choice experiment

In order to carry out a policy-relevant simulation exercise, this study imple-

ments a DCE closely resembling the DCE implemented by Birol et al. (2006) who

carry out a non-market valuation exercise of a wetland’s attributes, and subsequently
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a cost-benefit analysis exercise of different management scenarios.

The five manipulated attributes are expressed in terms of variations in the

conditions of a wetland with respect to current levels. These attributes and their

levels are described in table 5.2. Biodiversity, open water surface area, and research

and education are characterized in terms of two levels — high and low. Number

of farmers re-trained in environmentally-friendly activities vary according to three

levels: 30, 75, and 150. The one-time payment to fund wetland restoration takes 4

values: $3, $10, $40, and $80.

The five attributes are combined according to a main effects orthogonal fractional-

factorial design. Choice tasks are created through shifted pairing, orthogonally

blocked, and include two generic alternatives and a status quo alternative. Three

versions of the DCE are simulated. The first version presents 3 choice tasks. The

second version presents 6 choice tasks. The third version presents 12 choice tasks.

True values of the preferences for the manipulated attributes, by class, are

listed in table 5.3. These values closely resemble the estimates obtained from two-

class latent class logit specification by Birol et al. (2006). Respondents in class 1

are assumed to represent 70% of the sample size, and 30% are assumed belonging

to class 2.

5.3.2 True and estimated WTP measures

Three WTP measures are of interest (i) WTP for a marginal change in Q

(MWTP); (ii) WTP for a 25% improvement in Q of alternative 1 (WTPA); and (iii)
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Tab. 5.2: Attributes and levels manipulated in the discrete choice experiment.

Attribute Description Levels

Biodiversity (B)
Population levels of of different species of
plants and animals, the number of
different habitats and their size.

Low: deterioration
from current level
High: a 10% increase
in population and size
of habitats

Open water surface
area (O)

Surface area of the lake that remains
uncovered by reed beds.

Low: a 20% decrese
from current level
High: Increase from
current level to 60%

Research and
education (R)

Educational, research, and cultural
information that may be derived from the
existence of the wetland.

Low: deterioration
from current level
High: improvement
from current level
by providing better
facilities

Re-training (T) Number of local farmers re-trained in
environmentally-friendly activities.

30, 75, 150

Payment (P) A one-time payment labeled to fund
wetland restoration.

$3, $10, $40, and $80

Tab. 5.3: True preferences for manipulated attributes, by class.

True values
Attribute Parameter Class 1 Class 2
Status quo αsq 2.400 -1.200
Biodiversity (B) αb 0.270 0.000
Open water surface area (O) αo 0.160 0.300
Research and education (R) αr 0.140 0.000
Re-training (T) αt 0.003 0.003
Payment (P) αp -0.015 -0.045
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willingness to pay to avoid the loss of alternative 2 (WTPL).

Average WTP estimates over the Monte Carlo replications are compared

against true WTP. The estimated WTP result from averaging WTP estimates over

the 1,000 Monte Carlo replications. In each Monte Carlo replication (i) WTP esti-

mates are calculated as explained in section 2.3 for each individual in the pseudo-

dataset; and (ii) average WTP over the individuals are obtained, and stored. The

true WTP measures result from averaging the individual welfare measures over the

individuals in the pseudo-dataset.

5.4 Results

True WTP measures are compared against welfare estimates obtained through

a latent class specifications with two classes. Welfare comparisons are carried out

three times, varying the number of choice tasks presented to the pseudo-individuals

(3, 6, 12). Performance is evaluated in terms of (i) unbiasedness, (iii) efficiency and

(iii) accuracy.

Before discussing the measures of performance, figures 5.2, 5.3, and 5.4 are

discussed to highlight the main findings of this simulation study. Figure 5.2 presents

the 95% confidence interval of the WTP for a 25% improvement in T of alternative

1(WTPA) by choice tasks. The vertical straight line presents the true WTPA. Three

features are highlighted: (i) the three confidence intervals include the true WTPA;

(ii) the three distributions include the value zero; and (iii) the confidence interval

becomes smaller the larger the number of choice tasks. These features are interpreted
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Fig. 5.2: 95% confidence interval of WTP for 25% improvement in T of alternative 1 by
number of choice tasks)
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as evidence that WTPA estimates are unbiased regardless of the number of choice

tasks. However, the large confidence intervals provoke that the null hypothesis that

the WTPA estimate is equal to zero can not be rejected. Clearly, the larger the

number of choice tasks, the smaller the confidence intervals. A very similar story

can be told for the case of the WTP for a marginal change in T, as shown in figure

5.3.
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Fig. 5.3: 95% confidence interval of WTP for marginal change in T by number of choice
tasks)
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An slightly different story can be told from figure 5.4 which the 95% confidence

intervals for the WTP to avoid the loss of alternative 2. In this case, the unbiasedness

regardless of the number of choice tasks can also be observed. In contrast to figures

5.2 and 5.3, the three confidence intervals do not include the value zero. That

is, estimates of WTP to avoid the loss of an alternative are more accurate than

estimates for marginal and non-marginal changes in an attribute.
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Fig. 5.4: 95% confidence interval of WTP to avoid the loss of alternative 2 by number of
choice tasks)
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Tab. 5.4: 95% confidence interval includes true value, and average of absolute value of
relative errors (AARE).

Number of choice sets
Three Six Twelve
95% confidence interval

includes true valuea

WTP from 25% increase in T
of alternative 1 (WTPA)

X X X ?

WTP to avoid loss of alterna-
tive 2 (WTPL)

X X X ?

Marginal willingness to pay
for T (MWTP)

X X X ?

Average of absolute value
of relative errors (AARE)

WTP from 25% increase in T
of alternative 1 (WTPA)

1.163 0.691 0.458

WTP to avoid loss of alterna-
tive 2 (WTPL)

0.760 0.468 0.333

Marginal willingness to pay
for T (MWTP)

0.032 0.019 0.013

a X: true value is included; +: true value is smaller
than lower bound; −: true value is larger than upper
bound. b ?: Smallest 95% confidence interval among
unbiased estimates. c Measured as

M−1
∑∣∣∣(WTP − ˆWTP )/WTP

∣∣∣, where M

is the number ofMonte Carlo observations, i.e. 1,000.

The top panel of table 5.4 summarizes results in terms of unbiasedness. A

check mark symbol (X) indicates the 95% confidence interval of the welfare estimate

includes the true value. If this is the case, the estimate is considered unbiased. A

plus symbol (+) is reported if the true value is smaller than the lower bound of the

95% confidence interval. A minus symbol (−) is reported if the true value is larger

than the upper bound of the 95% confidence interval.

According to the top panel of table 5.4, welfare estimates are unbiased under

the three choice tasks scenarios. This finding holds for the three WTP measures

under study. The welfare estimates with the smallest confidence interval are consis-

tently yielded by the case in which respondents are presented to 12 choice tasks.
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The bottom panel of table 5.4 summarizes results in terms of accuracy, mea-

sured as the average of the absolute value of the relative errors (AARE), i.e.

AARE = M−1
M∑
m=1

∣∣∣∣∣(WTP − ˆWTP )

WTP

∣∣∣∣∣ (5.1)

Three general patterns are highlighted from the bottom panel of table 5.4:

(i) under the three choice tasks scenarios, estimates of marginal WTP are more

accurate than estimates of non-marginal measures; (ii) under the three choice tasks

scenarios, estimates of WTP for a non-marginal increase in T are the least accurate;

and (iii) accuracy of the three welfare estimates increases with the number of choice

tasks.

Tab. 5.5: Willingness to pay measures, calculated with parameters estimated through a
latent class logit with two classes

Number of choice tasks
True value Three Six Twelve
WTP from 25% increase in T

for alternative 1 (WTPA)
Mean -5.46 -4.49 -5.13 -5.42
5% – -16.89 -12.03 -10.33
95% – 10.11 2.41 0.09

WTP to avoid loss of
alternative 2 (WTPL)

Mean -30.98 -31.85 -31.23 -31.06
5% – -40.80 -36.85 -34.92
95% – -24.53 -26.37 -27.61

Marginal willingness to
pay for T (MWTP)

Mean 0.16 0.17 0.16 0.16
5% – -0.19 -0.04 0.02
95% – 0.56 0.38 0.31

So far, results would suggest good news. That is, welfare estimates are unbi-

ased regardless the number of choice tasks presented to the pseudo-respondents. In
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addition, accuracy increases with the number of choice tasks.

However, table 5.5 presents evidence suggesting a drawback. Table 5.5 shows

true and estimated welfare measures and their corresponding 95% confidence inter-

vals, by choice task scenario. While the true value is included in all 95% confidence

intervals, the value zero is also included in these intervals. This is the case for esti-

mates of WTP for a non-marginal increase in T (WTPA), regardless the number of

choice tasks. This is also the case for the marginal WTP (MWTP), under the three

choice tasks and six choice tasks scenarios.

Thus a more complete picture of welfare estimates can be depicted as follows:

welfare estimates are unbiased regardless the number of choice tasks, and their

accuracy increases with the number of classes. However, for the case of WTPA, 12

choice tasks are not enough to obtain estimates with 95% confidence intervals that

do not include the zero value. In similar vain, for the case of MWTP, 12 choice

tasks are just not enough to obtain estimates with 95% confidence intervals that do

not include the zero value.

5.5 Conclusions and discussion

Current practices in applied research include the estimation of latent class

logit specifications on data gathered through with discrete choice experiments. The

literature review presented in this chapter corroborates that this practice implies

a mismatch: most empirical applications design discrete choice experiments that

assume homogeneity in preferences, and infer heterogeneous preference with the use

105



of latent class logit models.

This study designs a Monte Carlo simulation to evaluate whether the mismatch

of assumptions about heterogeneity of preferences matters for welfare estimation.

This simulation exercise tests for the possibility that the number of choice tasks

impact the ability of latent class logit to retrieve welfare measures. Three willingness

to pay (WTP) measures are under study: (i) WTP for a marginal change in an

attribute; (ii) WTP for a non-marginal change in an alternative’s attribute; and

(iii) willingness to pay to avoid the loss of an alternative.

The findings from the welfare comparisons are straightforward: welfare es-

timates are unbiased regardless the number of choice tasks, and their accuracy

increases with the number of classes. These findings are not surprising because in-

creasing the number of choice tasks is simply increasing the information available to

the statistical model. Given that estimates are unbiased, the increase in information

increases their efficiency. The increase in efficiency translates to improvements in

accuracy.

Despite the obvious nature of these findings, there is a nuance that turns

out to have implications for the empirical literature. This nuance refers to the

finding that estimates of WTP for non-marginal changes include the value zero

in their 95% confidence intervals under the three choice tasks scenarios. Similarly,

estimates of WTP for non-marginal changes just barely exclude the value zero for the

scenario with 12 choice tasks. These findings imply that, for the specific simulated

scenario studied here, more than 12 choice tasks need to be used to obtain estimates

statistically different from zero.
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These findings suggest that empirical applications estimating WTP for marginal

and non-marginal changes may want to consider gathering more information than

they usually do. According to the literature review in this chapter, which finds evi-

dence closely resembling a literature review focused on a different subset of studies

(see Ferrini and Scarpa, 2007), around half of the studies analyze answers from 300

respondents, and design experiments with 6 or 8 choice tasks. The Monte Carlo

simulations in this study assume 300 pseudo-individuals facing 3, 6, and 12 choice

tasks. Thus the results from this study arguably suggest that welfare estimates in

half of the reviewed applications may incorrectly be statistically undistinguishable

from zero.

Empirical researchers can decide between increasing the number of respondents

or increasing the number of choice tasks. The selection is not easy. On one hand,

financial justifications are usually behind the decision of using several choice tasks for

each individual. On the other hand, respondents may not be willing to answer many

choice tasks. In taking this decision, empirical researchers may want to consider the

recent evidence suggesting that respondents can answer up to 16 or 17 choice tasks

without showing symptoms of tiredness (see Bech et al., 2011; Hess et al., 2012).

These recent results may potentially be context-dependent. Thus researchers still

need to pay attention to designing discrete choice experiments that minimize the

mental burden to the respondent.

This study assumes the true underlying heterogeneity in preferences is repre-

sented by only two latent classes. Arguably, the increase in unobserved heterogene-

ity, instrumentalized as a larger number of classes, increases the number of choice
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tasks needed to obtain efficient estimates. This possibility stresses the relevance

that empirical researchers have in mind at the moment of designing the discrete

choice experiment how many classes they expect to estimate.

Researchers may also consider the design strategies that incorporate a priori

information about the preferences of respondents in the design of the discrete choice

experiment. Some of these strategies do not rely on the assumption of homogeneity

in preferences (e.g. Bliemer and Rose, 2010; Ferrini and Scarpa, 2007; Yu et al.,

2009, 2011). However, some of these strategies have been proven to be less robust

to incorrect a priori information than the simple fractional-factorial designs (e.g.

Ferrini and Scarpa, 2007).
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6. GENERAL CONCLUSIONS

This dissertation has carried out a series of Monte Carlo simulations seeking

the implications for welfare estimates from three research practices commonly imple-

mented in studies that incorporate unobserved preference heterogeneity in discrete

choice models. The most popular strategies to incorporate unobserved heterogeneity

are the mixed logit and the latent class logit. Thus the focus had been on learning

the reliability of welfare measures obtained through mixed logit and latent class

logit.

Implications for welfare have been studied under three research practices: (i)

the comparison of welfare estimates from a conditional logit versus welfare estimates

from a mixed logit or a latent class logit; (ii) the use of researcher’s own judgement

when selecting the number of classes of a latent class logit specification; and (iii)

the estimation of latent class logit specifications on data gathered through discrete

choice experiments that rely on the assumption of homogeneity in preferences.

Through the three empirical chapters of this dissertation, three welfare mea-

sures have been studied: (i) willingness to pay for a marginal change in an attribute;

(ii) willingness to pay for a non-marginal change in an alternative’s attribute; and

(iii) willingness to pay to avoid the loss of an alternative. Reliability of welfare

measures have been measured in terms of biasedness, efficiency and accuracy.



Chapter 3 compares welfare measures across conditional logit, mixed logit, and

latent class logit. The practice of comparing welfare estimates is widely accepted

in the field. However, this chapter shows that the comparison of welfare estimates

across econometric specifications seems unable to provide reliable information about

the differences in welfare estimates resulting from controlling for unobserved hetero-

geneity. The reason behind this finding is the large standard errors from estimates

obtained through mixed logit and latent class logit. This result leaves us with more

questions than answers: how should an empirical researcher judge the relative mag-

nitude of welfare estimates from conditional logit with respect to estimates from

mixed logit or latent class logit? Based on the results of this chapter, the researcher

cannot infer whether incorporation of unobserved heterogeneity is actually produc-

ing an improvement in welfare estimation. However, this improvement in welfare

estimation is somehow an implicit assumption/justification to estimate mixed logit

and/or latent class logit instead of a conditional logit.

Chapter 4 studies the reliability of welfare estimates obtained under scenarios

for which the empirical researcher would arguably choose the number of classes

based on his/her own judgement. Robustness of welfare estimates is studied under

two scenarios: (i) a class contains a close-to-zero price parameter, and (ii) a class

is relatively small. This chapter shows that welfare estimates are sensitive to the

number of classes in the latent class logit. Models with a number of classes smaller

than the true number tend to yield biased and inaccurate estimates. The estimates

from the latent class with the true number of classes always yield unbiased estimates

but their accuracy may be worse than models with an smaller number of classes.
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These findings have a straightforward implication: researchers need to be careful in

including their own judgement when selecting the number of classes in a latent class

model. These findings, however, do not translate directly to the recommendation

of avoiding the inclusion of the researcher’s own judgement. Specially for the case

of the practice of dismissing classes with zero price parameters. On one hand, a

positive or zero price parameter presents both theoretical and empirical challenges to

economists. On the other hand, this study shows that the exclusion of the class with

an undistinguishable-from-zero price parameter results in biased welfare measures.

The practice of eliminating small classes is, however, less defendable. Selection of

number of classes remains a difficult issue because there is not an unambiguous

likelihood-based criterion helping in the selection.

Chapter 5 studies the reliability of welfare estimates under a common mis-

match in the literature implementing discrete choice experiments: discrete choice

experiments are designed under the assumption of homogeneity in preferences, and

latent class logit is carried out to infer heterogeneous preferences. Specifically, the

Monte Carlo simulations carried out in chapter 5 study the reliability of the wel-

fares estimates obtained from using in the same study a latent class logit and an

orthogonal fractional-factorial design that identifies only main effects. This simula-

tion tests whether number of choice tasks impact the reliability of welfare estimates.

The findings from the welfare comparisons are straightforward: welfare estimates

are unbiased regardless the number of choice tasks, and their accuracy increases

with the number of classes. These results are not surprising. Despite their obvious

nature, there is a nuance that turns out to have implications for the empirical lit-
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erature: willingness to pay for marginal and non-marginal changes are not different

from zero under the three choice tasks scenarios. This finding suggests that empiri-

cal applications estimating WTP for marginal and non-marginal changes may want

to consider gathering more information than they usually do.

A conclusion can be drawn from the three chapters: mixed logit and latent class

yield inefficient and inaccurate welfare estimates under both revealed and stated

preferences. This conclusion holds for welfare measures of both marginal and non-

marginal changes. Evidence to conclude that inaccuracy and inefficiency hold across

type of preferences is provided by the meta-analysis carried out in chapter 3, and is

also suggested by the large inaccuracy and inefficiency of estimates across simulated

pseudo-datasets. Chapters 3 and 4 simulate data resembling revealed preferences,

and chapter 5 simulates data resembling stated preferences. Relative efficiency and

accuracy remain poor across both types of simulated preferences.
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APPENDIX



A. DESCRIPTION OF EMPIRICAL APPLICATIONS
REPORTING WELFARE ESTIMATES FROM CONDITIONAL

LOGIT, MIXED LOGIT AND LATENT CLASS LOGIT



Tab. A.1: Description of empirical applications reporting welfare estimates from conditional logit, mixed logit and latent class logit

Alternatives/
Year individuals/

Type of Surveying data was Elicited choice setsa/
Paper application Population Country method collected preferences choicesb

Studies reporting welfare estimates as by-product
Train (1998) Recreational de-

mand
Montana anglers USA Telephone 1993 Revealed 59/258/?/?

McConnell
and Tseng
(1999)

Recreational de-
mand

Visitors of 10 public beaches
on western shore of Mary-
land

USA Face-to-face
on-site

1984 Revealed 11/388/?/?

Breffle and
Morey (2000)

Recreational de-
mand

Maine anglers with license USA Mail 1988 Revealed 9/145/100/14,500

Boxall and
Adamowicz
(2002)

Recreational de-
mand

Visitors of 5 parks in eastern
Manitoba, western Ontario
and northern Minnesota

Canada
and
USA

Mail 1995 Stated 6/620/8/4,892

Provencher
et al. (2002)

Recreational de-
mand

Wisconsin Lake Michigan
anglers

USA Face-to-face
on-site

1996 Revealed 2/192/182/34,944

Carlsson et al.
(2003)

Non-market valu-
ation of wetland
ecosystem

Residents of Staffanstorp,
age 18 to 78 (13, 000 people)

Sweden Mail 2001 Stated 3/468/4/1,717

Nahuelhual
et al. (2004)

Non-market valua-
tion of public open
space

Residents of Jackson Hole,
Wyoming

USA Mail ? Stated 2/308/3/924

Sillano and
Ortúzar
(2005)

Non-market valua-
tion of atmospheric-
nuisance reductions

Residents of Santiago Chile Face-to-face
in-house

2001 Stated 2/75/9/648

Birol et al.
(2006)

Non-market valu-
ation of wetland
ecosystem

Residents living around the
Cheimaditida wetland

Greece Face-to-face
in-house

2005 Stated 3/407/8/3,256

Continued on next page page
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Hanley et al.
(2006)

Non-market valua-
tion river ecosystem

Residents living around river
Wear, County Durham, Eng-
land; and river Clyde, in
Central Scotland.

UK Face-to-face
in-house

2001 Stated 3/210/8/1,680

Milon and
Scrogin (2006)

Non-market valu-
ation of wetland
ecosystem using a
functional character-
ization approach

Residents of five Florida
cities (Miami, Fort Myers,
Orlando, Tampa, and West
Palm Beach)

USA Face-to-face
in-house

1999 Stated 2/240/7/1,680

Milon and
Scrogin (2006)

Non-market valu-
ation of wetland
ecosystem using a
structural character-
ization approach

Residents of five Florida
cities (Miami, Fort Myers,
Orlando, Tampa, and West
Palm Beach)

USA Face-to-face
in-house

1999 Stated 2/240/7/1,680

Scarpa et al.
(2008)

Recreational de-
mand

Rock climbers in the North-
eastern Alps (Venetto re-
gion)

Italy Face-to-face
on-site

2000 Revealed 19/858/40/?

Kosenius
(2010)

No-market valuation
of water quality in
Gulf of Finland

Residents of Finalnd, age 18
to 80

Finland Mail 2006 Stated 3/653/6/3,708

Westerberg
et al. (2010)

Non-market valu-
ation of wetland
ecosystem

Residents living withing a 10
km radius from the Marais
des Baux wetland

France Face-to-face
in-house and
streets

2008 Stated 3/90/9/810

Studies primarily comparing welfare estimates

Continued on next page page
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Greene and
Hensher
(2003)

Analysis of choice of
long distance travel
by car

Car drivers undertaking
long-distance trips by car
in six cities in New Zealand
(Auckland, Hamilton,
Palmerston North, Welling-
ton, and both Dunedins)

New
Zealand

Face-to-face
in streets

2000 Stated 3 or
4/274/16/4,384

Provencher
and Bishop
(2004)

Recreational de-
mand

Anglers fishing in
Milwaukee-Racine waters of
Lake Michigan

USA Face-to-face
on-site, tele-
phone, and
mail

1996,
1997

Revealed 2/97/270/26,190

Hess et al.
(2007)

Non-market valua-
tion of car travelling
time

Residents of Sweden Sweden Internet and
face-to-face
in-house

2004 Stated 2/1,723/9/13,386

Hynes et al.
(2008)

Recreational de-
mand

Kayakers of 11 whitewater
sites in Ireland

Ireland e-mail, in-
ternet, and
face-to-face
on-site

2003 Revealed 12/279/?/?

Cherchi et al.
(2009)

Analysis of mode
choice among car,
bus and train

Residents of Cagliari Italy Telephone,
and face-to-
face in-house

1998 Stated 3/6,000/8 or
9/?

Shen (2009) Analysis of mode
choice among car,
bus and monorail

Residents of the Saito and
Onohara Area of northern
Osaka

Japan ? 2005 Stated 3/467/8/3,736

Shen (2009) Analysis of mode
choice among car,
bus and monorail

Eastern Osaka Japan ? 2005 Stated 3/453/8/3,624

a In a stated preference study, the number of choice sets are equivalent to the number of times a respondent states a choice.
In a revealed preference study, the number of choice sets are assumed by the researcher (sometimes, not explicitly reported).
b Ideally, number of choices results from multiplying individuals times choice sets. However, if no all individuals provided

Continued on next page page
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an answer to all choice sets, the number of choices will be smaller.
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B. DENSITIES OF ESTIMATED WTP MEASURES BY
PREFERENCE SCENARIO
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Fig. B.1: Snapshot on WTP for 25% increase in Q of alternative 1 by econometric method
(discrete, correlated preferences scenario)
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Fig. B.2: Snapshot on WTP for a marginal change in Q by econometric method (discrete,
correlated preferences scenario)
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Fig. B.3: Snapshot on WTP for 25% increase in Q of alternative 1 by econometric method
(Normal-normal, correlated preferences scenario)
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Fig. B.4: Snapshot on WTP to avoid the loss of alternative 2 by econometric method
(Normal-normal, correlated preferences scenario)

122



0.90 0.85 0.80 0.75 0.70 0.65 0.60

0
10

20
30

40

 

WTP for a marginal change in Q

D
en

si
ty

CL
LCL
MLC
MLU

Fig. B.5: Snapshot on WTP for a marginal change in Q by econometric method (Normal-
normal, correlated preferences scenario)
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Fig. B.6: Snapshot on WTP for 25% increase in Q of alternative 1 by econometric method
(Normal-normal, uncorrelated preferences scenario)
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Fig. B.7: Snapshot on WTP to avoid the loss of alternative 2 by econometric method
(Normal-normal, uncorrelated preferences scenario)
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Fig. B.8: Snapshot on WTP for a marginal change in Q by econometric method (Normal-
normal, uncorrelated preferences scenario)
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C. DESCRIPTION OF STUDIES USING RESEARCHER’S OWN
JUDGEMENT IN SELECTING NUMBER OF CLASSES



Tab. C.1: Description of studies estimating latent class conditional logit specifications in environmental and resource economics

Alternatives/
Year individuals/

Type of Surveying data was Elicited choice setsa/
Paper application Population Country method collected preferences choicesb

Richards
(2000)

Segmentation of fruit
consumers

Grocery shoppers USA Scanning 1997 Revealed 4/9510/1/9510

Boxall and
Adamowicz
(2002)

Recreational de-
mand

Visitors of 5 parks in eastern
Manitoba, western Ontario
and northern Minnesota

Canada
and
USA

Mail 1995 Stated 6/620/8/4,892

Provencher
et al. (2002)

Recreational de-
mand

Wisconsin Lake Michigan
anglers

USA Face-to-face
on-site

1996 Revealed 2/192/182/34,944

Greene and
Hensher
(2003)

Analysis of choice of
long distance travel
by car

Car drivers undertaking
long-distance trips by car
in six cities in New Zealand
(Auckland, Hamilton,
Palmerston North, Welling-
ton, and both Dunedins)

New
Zealand

Face-to-face
in streets

2000 Stated 3 or
4/274/16/4,384

Scarpa et al.
(2003)

Non-market valua-
tion of genetically
determined pig
attributes

Households or backyard pro-
ducers and small farmers
rearing creole pigs in Yu-
catan

Mexico Face-to-face
in-house

2000 Stated 3/300/6/1800

Provencher
and Bishop
(2004)

Recreational de-
mand

Anglers fishing in
Milwaukee-Racine waters of
Lake Michigan

USA Face-to-face
on-site, tele-
phone, and
mail

1996,
1997

Revealed 2/97/270/26,190

Scarpa and
Thiene (2005)

Recreational de-
mand

Rock climbers members of
the Italian Alpine Club

Italy Face-to-face
on-site

1999 Revealed 18/528/?/8,787

Birol et al.
(2006)

Non-market valu-
ation of wetland
ecosystem

Residents living around the
Cheimaditida wetland

Greece Face-to-face
in-house

2005 Stated 3/407/8/3,256

Continued on next page page
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Milon and
Scrogin (2006)

Non-market valu-
ation of wetland
ecosystem using a
functional character-
ization approach

Residents of five Florida
cities (Miami, Fort Myers,
Orlando, Tampa, and West
Palm Beach)

USA Face-to-face
in-house

1999 Stated 2/240/7/1,680

Milon and
Scrogin (2006)

Non-market valu-
ation of wetland
ecosystem using a
structural character-
ization approach

Residents of five Florida
cities (Miami, Fort Myers,
Orlando, Tampa, and West
Palm Beach)

USA Face-to-face
in-house

1999 Stated 2/240/7/1,680

Ouma et al.
(2007)

Non-market valua-
tion of bull and cows
attributes

Cattle-keeping households Kenya
and
Ethiopia

Face-to-face
in-house

2004,
2005

Stated 3/253/12 or
11/ 2,783 or
3,036

Hynes et al.
(2008)

Recreational de-
mand

Kayakers of 11 whitewater
sites

Ireland e-mail, in-
ternet, and
face-to-face
on-site

2003 Revealed 12/279/?/?

Ruto et al.
(2008)

Non-market val-
uation livestock
attributes

Livestock markets (cattle
producers and traders) in
the district of Kajiado

Kenya Face-to-face
on-site

2000 Stated 3/311/8/2488

Birol et al.
(2009)

Non-market val-
uation of maize
attributes

Maize-producing farmers Mexico Face-to-face
in-house

2004 Stated 3/420/6/2,520

Colombo et al.
(2009)

Non-market valu-
ation of landscape
quality

Residents in the North West
region of England

England Face-to-face
in-house

2005 Stated 3/300/6/1,800

Shen (2009) Analysis of mode
choice among car,
bus and monorail

Residents of the Saito and
Onohara Area of northern
Osaka

Japan ? 2005 Stated 3/467/8/3,736

Continued on next page page
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Beharry-Borg
and Scarpa
(2010)

Non-market val-
uation of coastal
waters

Snorkellers at Tobago Is-
land (foreign visitors, domes-
tic visitors, and locals)

Trinidad
and
To-
bago

Face-to-face
on-site at
International
Airport

2007 Stated 3/198/9/1,782

Beharry-Borg
and Scarpa
(2010)

Non-market val-
uation of coastal
waters

Non-snorkellers at Tobago
Island (foreign visitors, do-
mestic visitors, and locals)

Trinidad
and
To-
bago

Face-to-face
on-site at
International
Airport

2007 Stated 3/86/ 8 or 9/?

Brouwer et al.
(2010)

Non-market val-
uation of water
improvements

Urban and rural residents
around Guadalquivir River
basin

Spain Face-to-face
in-house

2006 Stated 3/619/4/?

Kosenius
(2010)

Non-market valua-
tion of water quality
improvements

Residents of Finland, age 18
to 80]

Finland Mail 2006 Stated 3/726/6/?

Breffle et al.
(2011)

Recreational de-
mand

Active Green Bay anglers
who purchase fishing licenses

USA Telephone 1998,
1999

Stated 2/640/8/?

Kikulwe et al.
(2011)

Non-market valu-
ation of a disease-
resistant genetically
modified banana
variety

Consumers of banana Uganda Face-to-face
in-house

2007 Stated 3/421/16/6,736

van Putten
et al. (2011)

Preferences for con-
servation programs

Tasmanian landowners Australia ? 2004 Stated 3/132/8/?

Broch and
Vedel (2012)

Non-market val-
uation of agri-
environmental
contracts

Danish farmers Denmark e-mail 2009 Stated 3/853/6/5,053

Chung et al.
(2012)

Non-market val-
uation of beef
attributes

Grocery shoppers South
Korea

Face-to-face
on-site

2007 Stated 4/873/10/?

Continued on next page page
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Garrod et al.
(2012)

Non-market val-
uation of agri-
environmental
schemes

Residents across England England Face-to-face 2010 Stated 2/1,273/4/?

a In a stated preference study, the number of choice sets are equivalent to the number of times a respondent states a choice.
In a revealed preference study, the number of choice sets are assumed by the researcher (sometimes, not explicitly reported).
b Ideally, number of choices results from multiplying individuals times choice sets. However, if no all individuals provided
an answer to all choice sets, the number of choices will be smaller.
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D. 95% CONFIDENCE INTERVALS OF ESTIMATED WTP
MEASURES FOR THE ONE SMALL CLASS SCENARIO
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Fig. D.1: Snaphost of WTP for 25% improvement in Q of alternative 1 by econometric
method (one small class scenario)
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Fig. D.2: Snaphost of WTP for marginal improvement in Q by econometric method (one
small class scenario)
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Fig. D.3: Snaphost of WTP to avoid loss of alternative 2 by econometric method (one
small class scenario)
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