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Abstract—We study the epidemic routing scheme with an In this section, we limit our discussion to the studies most
immunity mechanism. The immunity mechanism enables more relevant to our study and provide a motivation for the study.
efficient utilization of limited buffer space at the nodes, ly It is clear that the achievable performance of a routing

allowing nodes to remove outstanding copies of messages tha . . . .
have already been delivered. We develop a new analytical metl scheme in DTNs depends on (i) the time-varying network

for estimating the message delivery ratio (MDR) and the aveage topology (i.e., one-hop connectivity) and (i) the infortioa
delivery delay (ADD) under a variant of epidemic routing with available to the scheme. On one hand, if the mobility of the
the immunity mechanism, which we call animmunity routing nodes is deterministic and the contact times between thesnod
scheme (IRS). The proposed model is based on a continuous-time 46 known in advance, a set of links can be scheduled ahead for
Markov chain and takes into finite buffer sizes at the nodes. . . . .
transmission atlifferent times to offer end-to-end delivery of
messages. This is one possible operational mode of original
. INTRODUCTION delay tolerant networks. On the other hand, if the mobility

Recently there have been growing interests in Disruptidﬁ stochastic, which is the scenario of interest to us, only
Tolerant Networks (DTNs), including military application time-varying (local) one-hop connectivity information ynae
[11], [17], [18]. One of salient features of DTNs is that one@vailable to the nodes for forwarding decisions.
hop connectivity of the network between nodes is assumedn Some cases, the random mobility of the nodes may be
to be sparse or intermittent. A consequence of this intermffluasi-)stationary or predictable to a large extent. Fstaince,
tent/sparse connectivity is that an end-to-end route bemtvem Song et al. [26] recently studied the mobility patterns of
information source and its intended destination is unyikel Cellular phone users and showed thatan mobility is, for the
be available when needed. For this reason traditional mobMost part, very predictable (93 percent potential preditta
ad-hoc network routing protocols (e.g., ad-hoc on-demaff¥l).- Another example is thdJMass DieselNet [3], which
distance vector [22] or dynamic source routing [12]) thagonsists of approximately 40 buses. Since the bus schedules
assume the availability of an end-to-end route are no long€ fixed, their mobility and resulting meeting times are
suitable. largely predictable. In these cases the statistical inédion

In addition to sparse connectivity, in general, a pair ofewmd Of the mobility processes may be estimated and exploited for
in a network may never encounter each other. Therefore, eVBASSage routing.
when infinite delay is allowed, some nodes may never be abldn the other scenarios, however, the mobility may be more
to deliver messages directly to their destinations. Heitce, Unpredictable and/ornon-stationary with time-varying statisti-
some cases nodes may not be able to count on a single sogGRiPParameters (e.g., military operations in hostile orhanted
or relay node to deliver messages to intended destinatioB8Yironments). In these scenarios, it may be difficult theat
and multiple relay nodes may be required. For these reasgf&gurate statistical information from the nodes’ mobikiyd
some routing schemes (e.g., epidemic routing [30] and sprdk}e network topology. As a result, the nodes will unlikely be
and-wait routing [27]) allow multiple copies of messages iAble to learn and make use of the statistical propertieseof th
the network in order to increase the fraction of messagBgdes” mobility. In fact, when the statistical parametefrthe
successfully delivered to their destinations, called asags Mobility change faster than the nodes can estimate, relying
delivery ratio (MDR), and/or to reduce average delivenaglel inaccurate and potentially misleading estimates of theiliyb
(ADDs). This is generally done at the expense of increase@rameters, due to their time varying nature, may be harmful

storage requirements at the nodes and higher resource nééiscan lead to worse_pgrformance (than not using them at
necessary to forward mu|t|p|e Copies_ a.") We assume that th|S IS the case for our Study.

When the statistical information regarding nodes’ mopilit
is not available for the reasons stated above, a naturabapipr

A. A short survey of related work S . .
o . to message forwarding is flooding or controlled flooding of
There are several existing routing schemes for DTNs aﬂﬁ’essages, in hopes that one of the copies will reach the

studies on their analysis (e.g., [10], [18], [27], [28], [3B1]). jntended destination. It is clear that, if the message datgsr

This work is supported by a grant from Laboratory for Teleommications at the _n_odes Ca_used b_y _bUﬁer over_flows are negligible, the
Sciences (LTS). probability of delivery will increase with the number of agl



nodes carrying a copy of messages. Therefore, in orderaond Takine [19] analyze the distribution of delivery delays
maximize the MDR, the message forwarding scheme shouldder a class ofp, ¢)-epidemic routing schemes, including
attempt to generate as many copies of messages as possitile.epidemic routing with vaccine.

At one end of the spectrum, a simple approach to maxi-All of these studies examine delivery delays and/or buffer
mizing the number of nodes carrying a copy is to forward r@quirements, based on either a Markov chain model [7], [19]
copy to every node that comes in contact with another node ordinary differential equations (ODEs) for the fluid lisi
with a copy. This is the basic idea behiedidemic routing as the number of nodes increases [31]. When they analyze
[30], which mimics the way an infectious disease propagatd® buffer requirements or the delivery delays, howevey th
throughout a population. Such a scheme increases storageume that the buffer size is infinite and is not a performanc
requirements at the nodes. Hence, when the buffer sizets,finbottleneck. Thus, they do not explicity model the message
it leads to a higher message drop rate at the nodes, therdbyps at individual nodes caused by buffer overflows. As a
reducing the stay times of the messages at the nodes. Thigesult, their findings cannot be used to predict the perfocea
turn affects the MDR. when the buffer sizes are finite and are not large enough to

A variant of epidemic routing, callegbray-and-wait [27], avoid buffer overflows.
attempts to control the maximum number of copies in the net-A popular approach to evaluating the impact of finite
work. The key idea behind the scheme is that once a sufficidmtffer sizes, especially when buffer sizes present a resour
number of nodes carry a copy, the benefits from generatiagnstraint, is by simulation (e.g., [11], [23], [24]). Sifation
additional copies are marginal. Limiting the maximum numbetudies, however, are limited in that the results are vatily o
of copies curbs the message drop rate at the nodes witlioathe scenarios evaluated in the studies, and it is not easy
finite buffer. Consequently, the spray-and-wait routingesne to extrapolate the findings to othenexamined scenarios with
allows messages to remain in the buffer for a longer periodifferent parameters. In addition, in order to obtain theutts
thereby increasing their chances of reaching their destins that reflect the scenarios of interest, they require apjatepr
before being dropped by buffer overflows. These observaticsimulation models with correct statistical propertiesjokhis
suggest that there is a trade-off between the number of gopi®t always easy to ensure — simulation results produced with
of messages produced and their stay times at the nodes wim@orrect models can offer a misleading guidance for neitwor
the buffer sizes are finite. This is explored by the (tunablengineers. Moreover, since we may not know in advance the
maximum allowed number of copies in the spray-and-wagkact settings under which routing schemes will be asked to
routing scheme. perform, a wide range of scenarios with varying parameters

There is another dimension to the problem of designing &must be examined. Unfortunately, running simulation fdr al
efficient routing scheme for DTNs: The copies of messagesenarios of potential interest can be time consuming.
forwarded to other nodester the messages have already been Recently, several studies evaluated the performance of ex-
delivered, while they consume resources (e.g., bufferegpadsting and proposed message routing schemes, using eaipiric
do not improve the MDR or the ADD. Thus, minimizing(mobility) traces from a limited set of experimental scéosr
the proliferation of messages after their delivery willued (e.g., [3], [8], [15]). These studies provide a glimpse ofvho
unnecessary resource consumption and, in doing so, ircretiie evaluated schemes may perform when operating in setting
the stay times of messages without affecting the number $ilar to the experimental settings. However, as mentioned
messages forwarddafore delivery. earlier, some DTN networks are expected to operate in many,

This is the basic observation exploited by thetipackets diverse environments, including hostile andieanticipated
proposed by Haas and Small [7] and thenunity mechanism environments. Unfortunately, it is difficult, if not impabte,

[20]. Although these two mechanisms are similar in natuk ato collect a large number of mobility traces with the right
goals, to be precise, we study the immunity mechanism sdudigfatistical properties for all scenarios of interest for aam-

in [20]. The immunity mechanism provides a means for thggful performance evaluation. Furthermore, extrapotathe
nodes to propagate the information on the set of messagesformance metrics to other settings for which mobiligces
that have already been delivered, with the aim of curtailirgfe not available is difficult.

wasteful, additional circulation of delivered messages. Another approach to evaluating the performance of routing
schemes is via analytical models; they allow usettimate

the performance of routing schemes over a range of parameter
settings, without having to run time-consuming simulagion

First, we note that a similar immunity concept has beeatollecting mobility traces. This is especially importanhen
introduced earlier: Haas and Small [7] discuss the impact thfe network size is large; large-scale simulation or tlaased
deleting obsolete information in the context of an infastat studies are in general difficult, while a scalable model is
model for sensor network applications. The identifier (IDyften possible to develop and analyze. Moreover, matheaiati
for a delivered or offloaded packet is called antipacket, models can oftentimes offer additional insights that ared ha
and they propose several different methods (called IMMUNIE acquire from simulation or trace-based studies. However
IMMUNE _TX and VACCINE), based on how antipackets ar¢hey are in general developed under a set of simplifying
used. Another closely related study is the work by Zhang.et alssumptions for tractability. For this reason, when (sorf)e o
[31] on epidemic routing and its variants, including oneiim the assumptions are violated, the numbers predicted by the
to the epidemic routing with immunity. In addition, Matsudanodels become less reliable.

B. Motivation for development of analytical models



These three approaches described above are complementary I1l. M ATHEMATICAL SETUP

|n.nature; they.have thgrown pros and cons and can pr_owde USve are interested in estimating the MDR and the ADD
with valuable information about the performance of diffdre . .
experienced by successfully delivered messages under the

schemes under varying settings. In this paper, we expl S with a finite buffer size at the nodes. To this end, we
the last approach and propose a new analytical model or

: : . . . . ._first develop a simple analytical model based on a Markov
the epidemic routing scheme with an immunity mechanism, . X
. . . chain [4]. Rather than attempting to model and keep track of
The model takes into account finite buffer sizes at the nod

=) : . o
and provides a method to estimate the MDR and the AD !'?the messages In thg network, which \.N'" likely sufferriro
. . : e curse of dimensionality, we focus on aingle message and

In general, finite buffer sizes introduce several challsnge

to developing a good mathematical model for performan{‘]ngweI the evolution of thewmber of outstanding copies of

i L e message in the network over time.
evaluation and an estimation of the MDR and the ADD. Let A = {1,2,..., N}, N > 2, be the set of mobile nodes

The rest of the paper is organized as follows: A detailed di+ the network, which move on a domaid. The location of
scription of the immunity mechanism is provided in Sectibn Inodei at time¢ € R := [0,00) is denoted byX;(¢). The
The mathematical setup and an analytical model of the IRS anebility process of nodéc N is given byX; := {X;(t); t €
outlined in Sections Il and 1V, respectively. Sections VdanR; }. We assume that the mobility processes of the nodes,
VI explain how the analytical model can be used to estimai;,: € A/, are mutually independent and stationary for the
the MDR and the ADD. purpose of analysis.

For every pair of distinct nodesand;j in AV, we introduce

a {0, 1}-valuedreachability process{¢;;(t); ¢ € Ry} with
II. DESCRIPTION OF THE IMMUNITY MECHANISM the interpretation thag;;(¢) = 1 if node ¢ can communicate
directly to nodej at time¢ > 0, and (;;(t) = 0 otherwise.

In the original epidemic routing, an exchange of messagégen¢;;(t) = 1, we say that the communication link from
between nodes takes place as follows [30]: When two nodegdes: to nodej is ‘up’. Otherwise, the communication link
meet, each node prepares a summary vector with a listisfdown’. We assume that the communication links are bidi-
messages it is currently carrying. They exchange the surectional, i.e..(;;(t) = (;:(¢). The procesq(;;(t); t € Ry}
mary vectors, and by comparing the two vectors, each nodesimply an alternating on-off process, with successive up
determines the messages it does not have. They then regasst down time durations given by the random variables (rvs)
a copy of those messages from the other node. {Ui;(k), k € N} and{D;;(k), k € N}, respectively, where

In the immunity mechanism outlined in [20], following anN := {1,2,...}. Note that the rvs[D;;(k); k € N} denote
encounter between two nodes, each node sends (i) a meséagdntermeeting times between nodeand ;.
list (m-list), which takes the role of the summary vector in In order to make progress we introduce the following
the epidemic routing, and (i) an immunity list (i-list). Bo assumption on the intermeeting times between nodes:
lists consist of message IDs. The m-list holds the IDs of the Assumption 1. The intermeeting timegD;;(k);k € N}
messages the node is currently carrying, and the i-listasosit between two nodes,j € A are given by a sequence of
the IDs of the messages that have already been deliveredndependent and identically distributed (i.i.d.) exporvs
their destination. with mean(v, )~ L.

Using the two lists, the nodes identify the set of messagedt has been reported (e.g., [5], [16]) that the distributain
to request from the other node. In addition, they identify tHntermeeting times between a pair of nodes can be approx-
messages to be removed from their buffers, based on thie i-iflgated by an exponential distribution (i) when nodes move
from the other node. After receiving the requested messagegécording to a common mobility model, such as the random
they modify their m-list and i-list. We refer an interestedder direction (RD) [2] and random waypoint (RWP) [13] mobility
to a preliminary simulation study reported in [20]. models, on a bounded domain or (ii) when the intermeeting

The purpose of the i-list [20] is to keep track of thdimes can be represented as a deIay_ed geometr_ic sum of i.i.d.
list of already delivered messages, in order to reduce thEf [14]. The same assumption was introduced in [31].
proliferation after their delivery and to free up buffer spaat  FOr every distinct pai, j € N, defineM;; := {Mf;k €
the nodes for future message exchanges. For instance, wlen, whereM), = 0, M/; (k > 1) denotes the time at which
a node’ Sayl" encounters another no@ with a message the k-th meeting between nod@andj takes place after time
that is on its i-list, nodei does not request the messagf’ andZ, :={0,1,2,...}. From the meeting times/}’, k €
even if it does not have a copy of the message in its buffé., we can define another sequence of fys= {I};;k €
Furthermore, upon receiving the i-list from nodenode; N}, wherelf; = M} — M/~". When contact time#/; ; (k),
removes its copy of the message. Hence, the (exchange /of N, (i.e., the amount time during which the communication
immunity information prevents an unnecessary transmissitink between them is up) are much shorter than intermeeting
of the message from nodeto nodei, and also removes thetimesD;;(k), k € N, from Assumption 1, we can approximate
superfluous copy at nodg freeing up scarce buffer spacel};, k > 2, as i.i.d. exponential rvs with a parameter- v,.
Note that the epidemic routing would allow the unnecessaryAssumption 2: The rvslfj7k > 2, are i.i.d. exponential rvs
transmission of the message and, barring buffer overfldves, with a parameter. Furthermorell;;,:,j € A/, are mutually
stay of the unneeded copy of the message at adbuffer. independent.



Assumption 2 implies that a node meets other nodes at thedes with a copy of the message at timeand (ii) Yo (¢t) = D
rate of (N — 1) v, with the average amount of elapsed timéndicates that a copy of the message has been delivered to its
between two consecutive meetings equal fo(N — 1) v). destination. Once the message is eliminated from the nktwor
New messages arrive at nofle A/ according to a Poissoni.e., the MCY(¢) reaches state 0, the MC stays there forever.
processB; with rate \;.! For our analysis, we assume that th&imilarly, once a copy of the message is delivered to the
new message arrival ratés are the same, i.e); = X for destination, the MC remains at stafefor good.
all 7 € AV for some\ > 0, and that the new message arrival

processe®;,: € N, are mutually independent. A. Generator of the continuous-time Markov chain
Let us defing; to be the probability that a message present
IV. M ARKOV CHAIN-BASED MODEL in the buffer of a node remains in the buffer after the node

As mentioned earlier, we focus onsagle message gener-€ncounters another node and exchanges messages. Note from
ated by some node and examine how the number of outstaAgsumption 3 thay is also the average fraction of messages
ing copies of the message evolves over time until either (i)ia the buffer at the time of an encounter, which are not lost
copy of the message reaches its destination or (ii) the messtp buffer overflows during the ensuing exchange of messages.
is purged from the network.Without loss of generality, we Defineq. := 1 —g.
assume that the message is created at tyme 0. Denote the buffer size at the nodes By Assuming that

Let Yo (t), t € R,, denote the number of copies of theeach message is destined for a single destination, the off-
message (i.e., the number of nodes carrying a copy of tfi@gonal elements of the generator of the continuous-tirGe M
message) at time In order to develop a tractable model weY ¢ [4], denoted byG = [gx ; k., ¢ € S], are given by

introduce following simplifying assumptions: k(N—-k—1)vq

Assumption 3: (i) An exchange of messages between two if k=1,2,..., N—2 and f=k+1,
nodes following an encounter takes place instantanecarsty, E oy 1ta
all transmissions are successful. Further, either nodgually if2 k=1,2,....,N—1 and £ =D,
likely to request messages from the other node first. (i) k (k=1 ()
Suppose that two nodesand j meet gt timet € B+, and _ 2 it k=23, ,N—1and(=k-2, (1
a copy of message: requested by nodgfrom nodei causes k¢ Y (N—-1) v q.
a buffer overflow at nodg. Then, every message present in (B q)/2 + 2
node j’s buffer just prior to the meeting is equally likely to if k=1 and (=0,
be dropped. (i) Messages lost to buffer overflows at déffer (qu))\/g F RN e 4 g (k1) v g qe
nodes are selected independently. (iv) The buffer is full at if k=23,...,.N—1 and {=k—1,
every nodeat steady state. 0  otherwise.

Assumption 3(i) means that the contact times foIIowinghe diagonal elements @f are given bygy x = — 3, gi.c
encounters are long enough to complete the exchangefé‘)rfa" Les ’ R IR

messages between the nodes. Assumption 3(ii) is introduceg_et us explain the transition rates in (1): Recall from

for technical convenience so that we do not have to keep ragky,mntion 2 that the meetings between a pair of nodes occur
of the position of each message in the buffer of every nodg. \q rate of,

Removal of this assumption, however, leads to an intragtab _
model because we need to keep track of not only the numieg.x+1 — When there aré (1 < k < N — 2) nodes with a
of copies in the network, but also the positionesery copy COPY of the message, from thel assumed mutual mdependence
of the message in the buffer of its carrier. When some oth@ Lij (Assumption 2) the meetings between the nodes with a
buffer management scheme (e.g., First-In-First-Out (F)F© COPY of t_he message and other nodes without a copy, excluding
employed, this will cause some discrepancy, especiallynwhe destination, take place at the rate:oN —k—1)v. Since a
the buffer sizes are small. Assumption 3(iv) is a reasonatl@de with a copy, when it encounters a node without a copy,
assumption when the buffer size is a performance bottlene®éll successfully deliver a copy to the other node and not
which is the scenario of interest to us. lose its own copy with probability, the transition ratey, ;1
Recall from Assumptions 1 through 3 that the intermeegdualsk(N —k —1)v q. _
ing times between nodes are given by i.i.d. exponential r#s9xp — Analogous to the previous case, whénnodes
and new messages are generated by the nodes accordirﬁ%ﬁ a copy of the message, say, they will meet the
mutually independent Poisson processes. Thus, we can mdtgsination of message: at the rate ofk - . When a node
Yo = {Yco(t);t € Ry} using a continuous-time Markov ? with a copy qf message: meets thel destination, it will
chain (MC) [4]. The state space of the MC is given $y= successfully deliver message _|f () it delivers the_messa_ges
{0,1,...,N—1, D}, where ()Yc(t) = k, k= 0,1,..., N—1, _requested _by the destination, |r_1clud|ng messagd@rst or_(||)
means that the message has not been delivered and thére df&rst receives new messages it requested from the desimnat
without dropping its copy of message. Since we assume
INew messages here refer to the messages generated byinodé¢ that either node will request messages from the other node
including those received from other nodes. , _ first with equal probability of 1/2, the probability that red
Keeping track of the number of copies after delivery restftsan . . . .
will successfully deliver message to the destination upon

intractable model because each copy needs to be monitored separatsdy b ! h
on its position in the buffer of its carrier at the time the sege is delivered. encounter is given byl + ¢)/2.



e grr—2 — When there arek nodes with a copy, these 20 31 Paz
nodes meet with each other at rdte (k — 1) v)/2, where
(k (k—1))/2 is the number of different pairs of the nodes
that can meet amongst tliienodes. When two of these nodes
meet, the copy at each node will be lost with probability
independently of each other (Assumption 3(iii)). Thus, the
rate at which two copies are lost to buffer overflow equals
(k (k=1) v (g:)")/2.
® g k-1 — There are two separate cases to consider:
(i) £ = 1 —If only a single node has a copy of the message, the Poo
message could be lost in two different ways. First, the copy
may be lost due to a buffer overflow caused by generati6l§- 1- Discrete-time Markov chailY p.
of new messages at the carrier of the copy between meetings
with other nodes. Since we do not know the exact position of
the message in the buffer, we assume that it is in the middle of
the B - ¢ messages that survived the last meeting with another
node (hencepB - ¢/2) and approximate the rate of the event Suppose that the parameteB, N,A,v,q), where A =
as\/((B-q)/2). N - )\ is the aggregate new message generation rate at all
Second, when the node with the only copy meets anotH¥qdes, are known. We describe how we can estimate bot_h the
node, it may take on some of the messages being cardiPR and the ADD under the IRS, using the continuous-time
by the other node which are absent in its buffer and, in t@d discrete-time MCs described in the previous section. We
process, drop the only copy in the network in order to free (fnote the MDR by,pr and the ADD byDq.q.
enough buffer space for requested messages before it had an
opportunity to deliver the message to the other node. THIs wA. Estimation of message delivery ratios (MDRS)

happen with probability;./2 because the probability that the First, note that states 0 ard of the discrete-time MCY p,

carrier_will request messages from the other node first i_s U2e the only two absorbing states, and the other states are
and, given that it does, the only copy of the message will hg\nsient. This tells us that, starting at state 1, the MQ wil
dropped from the buffer with probability.. This yields the (a5ch one of these two absorbing states at some finite
rf"_‘te((N —1) v gc)/2 for the second case. Z.. with probability one. Hence, the probability that a copy
(i) £ >1—When there aré > 1 copies in the network, the of the message is successfully delivered to its destindtion
number of copies can decrease by one in three different wajtfe probability that the MCY p, starting with Yp(0) = 1,
The first two are the same as in the casé:6f 1. The third eventually reaches stafe (instead of reaching state 0).

case arises when two nodes Wlt.h a copy of the message meglet f, i € S, denote the probability that the M® 5 will

(at rate(k (k —1) v)/2 as explained earlier) and one of thgeach stateD, starting at staté € S. It is obvious from the
two copies is dropped, which happens with probabtlity-g.  definition thatf, = 0 and fp = 1, and the MDR is given by
(i.e., one copy is lost to a buffer overflow while the otheryzoppMDR = f1. For each staté& € S, by conditioning on the
survives the exchange of message(s)). first transition out of staté, we obtain

fe=>_ Pus fo. 3)
tes
Eq. (3) yields the following set of linear equations.

Let {t,;n = 1,2,...} denote the sequence of times at

. e A i . =P, P, P, =P, P,
which the continuous-time MY ¢, starting at state 1 at time h 12 fa+ Pro Jo+ Pup fp 12 f2+ Pip,
¢ = 0, makes a transition to another state. Then, we can defings = Li+1 fi+1 + Prgp-1 oot + Pr—2 fr—2
a discrete-time MCYp := {Yp(n);n € Z,} with initial +Pre.p D (4)
state Yp(0) = 1 and Yp(n) = Yo(t)), embedded in the = Pos1 frs1 + Pok1 foe1 + Pes—sz fr2+ Prp,
continuous-time MC Y\{lth the same state sp@e for k=2.3.... N—2 and

The one-step transition probabilities of the discretestiMC
Y p can be found from the transition rates of the continuou
time MC in (1): The entries of the one-step transition matri

V. ESTIMATION OF MESSAGE DELIVERY RATIOS AND
AVERAGE DELIVERY DELAYS

B. Embedded discrete-time Markov chain

z_Nq =Pn_1n-2 fn—2+ Pn_1,n—3 N3+ Pn_1.Dp D

P = [Py k, 0 € S] of Yp are equal to =Py_inN-2 fn2+Pv-an-3fv3+Pn_1D
Note that there ar& —1 unknowns{ f1, ..., fxy—1} andN —1
L gre >0 linearly i i
—— , ) y independent equations. Hence, we can solve for the
Py = 1 if k=¢=0 or k={=D, (2) unknowns as follows.
0 otherwise. Given a matrixA, we denote the submatrix @ containing

rows rl through r2 and columns c1 through c2Ay.,2 ¢1.c2-
The discrete-time MCY p is shown in Fig. 1. When the submatrix contains a single row or a column,



we simply write A, ci.c2 OF Arip201. We can rewrite the VI. PERFORMANCE ESTIMATION UNDER THE IMMUNITY

relationship in (4) in the following simpler matrix form: ROUTING SCHEME
f=Pin_11nv1f+Pin_1pD, Given the paramete(8B, N, A), if the meeting rate between
wheref = (fi, for.., fn_1)7, andP is the one-step transi- a pair of distinct nodesy, and the probabilityy are known,

. . . . . .the MDR and the ADD can be computed using (5) and (8),
tion matrix of the discrete-time MC in (2). Hence, we Obta'?espectively. However, much of difficulty in estimating
f=Oy_1n-1—-Pinv_11n-1) "Pin_1D, (5) performance measures under the IRS lies in the calculafion o
; . ; ; . In this section we explain how we can approximatand
wherely_; y_1isan(N —1 N — 1) identity matrix. 4 . P PP
N-LN-1 ( ) ) vy g in order to estimat@;pr and D, for the IRS.

B. Estimation of average delivery delays (ADDs)
We define the end-to-end delivery delay of a successfulfy Estimation of probability ¢

delivered message (i.e., a copy of the message reachesits dejn this subsection we first assume that the meeting vate
tination) to be the amount of time it takes after the generatijs known and describe how we estimateApproximation of

of the message for the destination to receive a copy of t)qs detailed in the following subsection. First, we show that
message. Then, the ADD,,, experienced by successfullygiven a fixed value ofj, there are two constraints (dependent
delivered messages is equal to the expected amount of timgyitother fixed system parameters) which must be satisfied by
takes for the continuous-time MNC‘, Star“ng at state 1, to the average message arrival rate at a node'wtbe the
reach stateD, conditional on the event that it reachés. This  message arrival rate at a node, including messages geterate
expected delay can be computed using the MCs in a similgf the node and those received from other nodes. We denote
way we computed the MDR. xn that satisfies the first (resp. second) constraintyhyq)

First, since we are dealing only with the messages that qfgsp.2(¢)). We then findg* that satisfies both constraints,
successfully delivered, the MC must reach the absorbirtg st@e ! (4*) = y2(¢*), and useq* to estimatepy;pr and
T An n ’

D (instead of state 0). Hence, we need to modify the transitiq@avq_

probabilities of the discrete-time MC as follows: , , . .
When the MCYp(n) is at state 1, it jumps either to state Ai) Constraint 1: Suppose that is the probability that a node

with probability (N — 2) ¢/((N — 2) q + 1) or to stateD with a copy of a message, conditional on the event that the
with probability 1/((N — 2) ¢ + 1). Note that these are theMessage is successfully delivered to the destination, beill
conditional probabilities?; » /(1 — Py.o) and Py p /(1 — Py o), immuni_zed before it loses its copy to a bl_Jffer oyerflow and
respectively. Similarly, when the MC is at state 2, it is ndhatu, is the buffer overflow rate at a node (i.e., a time average
allowed to jump to state 0 and we need to modify the transitiélj the number of messages lost to buffer overflows per unit
probabilities out of state 2 accordingly. time). Then, we have the following relation:

Let us define anV x N matrix P* = [P}k, ¢ € 7],
whereS* := S\ {0}, and

pro— Pkﬂg/(l—Pkyo) if k=1,2 and le S,
k. — Py otherwise.

Hn = Xn (l_pMDR'a) ) (9)

where the right-hand side is the message arrival rate times
(6) the probability that a message will be dropped due to buffer

overflows (i.e., one minus the probability that the message
Define d(k) = — (gm)_l, k=1,2,...,N — 1, to be the will be removed successfully via immunization before being
expected amount of time the continuous-time MC spends agiopped by a buffer overflow).
statek after it enters the state till the next jump out of the The average number of messages dropped by a node due to
state. Suppose th&D(k),k = 1,2,...,N — 1, denotes the buffer overflowsper meeting with other nodes, denoted By
expected delivery delay till a copy of the message is dedider can be computed as follows: As mentioned in Section IV-A,
starting with & copies of the message in the network, minuhere are two types of events that cause buffer overflowst, Fir
d(k). It is clear thatED(D) = 0 by definition. Then, by when the buffer of a node is full, any message generated by
conditioning on the first transition out of the state undehe node causes a buffer overflow. Secondly, when a node
consideration, we obtain, for evekye S*, encounters another node and receives new messages gurrent!

. N absent in its buffer, it causes buffer overflow(s) if ther@dd
ED(k) = Eg* Fle ED(O) +d(k). (7) enough buffer space for the new messages.

i . Recall that, by Assumption 3(iv), we assume a buffer is
Define ED = (ED(1),...,ED(N — 1)) andd = gyays full at steady state. Since the overall buffer overflo

(d(1),...,d(N —1))". Then, we can rewrite the relation inpate of a node isi, and the rate at which messages are lost
(7) in the following matrix form: to the first type of buffer overflow is\ = A/N, the buffer
ED=P}y ,,n_ ED+d overflow rate due to the second type equals- A. Obviously,

the rateu,, — A is equal to the average number of messages
dropped by a node per meeting, name&lytimes the rate at
ED = (In_1N-1— P{:N_LI:N_l)*ld . (8) which the node meets other nodéd] — 1) v. Therefore,

The ADD experienced by successfully delivered messages is
then given byD,.,, = ED(1) + d(1).

or, equivalently,

:un_)\

Ny 4o

Y(IN-1)v=p,—X or X =



From (10), the fraction of messages in a buffer lost duririgence, giveny, in order to calculate¢,, we need to compute
an exchange of messages following a meetingis given by C%,C%, andC};p.

g — D (11) 1. Computation of C% —We can comput€’?, by following
B (N-1)vB the same steps used to compube,, in Section V-B: Let
Substituting (9) in (11) fop, and solving forpypr yields  Ci k= 1,2,...,N — 1, denote the expected number of
1 A\ ¢ (N—1)v B copies produced of a successfully delivered messejé it
PMDR = — — - . (12) is delivered to the destination, starting withcopies in the
@ Xno Xn & network, andC;, = 0. Then, for everyk = 1,2,..., N—1, by
As explained in the previous section, for a given value;of conditioning on the first transition out of the state, we abta
we can compute,,pr from (5). Thus, we are interested inthe relation

finding y,, and« that satisfy (12). To this end, we first rewrite o1 N1
« as a function ofpyspr andy,, and then solve fox,,. . _ * % * *

Suppose that afpmessageié(delivered to its destﬁiénation at Ci=2_Fi; G+ > By (G +1). 7
time tp. The immunization delay of a nodefor messagen ) . )
is defined to be the delay incurred until nodleeceives the 'NiS relation states that the number of copies generated
immunity for message: aftert . The expected immunization NCréases by one with 4each transition from statek =
delay, denoted by¢~!, can be computed using a simple1’2v ..., N—=2)to k+ 1.7 In a matrix form, (17) becomes

j=1 j=k+1

continuous-time MC, based on the meeting rates between C* — p* C* +pf
s ; . ) 1:N—1,1:N—1 P,
nodes. This is explained in Appendix A.
Assume that nodé has a copy of the message at tim&here C* = (Cf,...,Cx_)", andp’ = (Pf,, P53, ...,

tp. The residual life of messagen at nodei refers to the Py o n_1,0)". ThereforeC), = C; can be computed from
additional stay time aftetp, the message would spend at Cr - (] _ pr 1t

nodei till it is removed by a buffer overflovif there were no = Un-1n—1 = Piyoran-1) P
immunity. Assume that we can model both the immunization 2. Computation of C};,, — In order to compute’}; ,, we
delay of nodei and the residual life of message at node:i first calculate the expected number of copies produced of a
as independent exponential rvs with paramétemd B/u.,,, message (not necessarily successfully delivered) urtieea
respectively Then, « is equal to the probability that nodecopy of the message is delivered or the message is eradicated
¢ will be immunized before message is lost to a buffer from the network without being delivered, which we denote
overflow. This is given by by C**. It is clear that

N ¢
T e+ u/B €+ xn (1—pupn-a)/B’

I
where the second equality follows from (9). We can solve (153§t Ci:k = 1,2,..., N — 1, denote the expected number of
for o and obtain copies generated of a message till either a copy reaches the
destination or all copies disappear from the network, istgurt

oo $BEXn = V(€ B+ xn)? =4 xu PriDR € B (14) Wwith & copies in the network. Clearly;** = C}. Again, by

(13) C** =pupr Ch + (1 —pupr) Chp - (18)

2 Xn PMDR conditioning on the first transition out of state we have a
Note thata depends only ory,, andpypr (for fixed B and  relation similar to (17): For ever =1,2,...,N — 1,
€). Therefore, givery (hencepaspr(q)), we can find a unique o1 N_1
I fx. that satisfies (12) and (14). We denote thi I _
\éi;t;ﬁ (c;)x at satisfies (12) and (14). We denote this value Ci: _ ZP’W Cf + Z Py (Cf +1) (19)
n\4)- j=1 j=k+1

(i) Constraint 2: Let C* b_e the_average qumber of copie%q' (19) is equivalent toC*
generated of messages, including the original copy of t%
messages. Similarly,’;, andC}; , denote the average number

of copies generated of successfully delivered messages and
that of undelivered messages, respectively. Then, we have Cct = (IN—1,N—1— Pl:N—l,l:N—l)_l pt.

= Piy-11.nv-1 CF + pi,
ereCt = (C,...,c%_ )7, andp! = (Pio, Pas, ...,
2.n—1,0)T. Hence,

C* =pupr Cp + (1 —pupr) Chp - (15)  Inorderto comput€?; ,, we use the relationship (18). Note
We can writeC’%, as the sumCt, + C%, where C% (resp. that C'%, can be comput.ed as explained above, ppg z can
%) is the average number of copies of successfully deliver8§ oPtained from (5) given. Thus, we get
messages generated before (resp. after) they are delit@red . C* —pupr CY
the destinations. Cop = :
The aggregate message arrival ratelahodes must satisfy
N - x, = A-C*. This, with (15), gives us

1—pubr
3. Computation of C'%, — Suppose that a copy of message

A m is delivered to its destination at timg, and that node
— b a _ *
Xn = (PMDR (Cp +Cph) + (1 —pupr) OUD) - (16) 4When a node with a copy meets another node without a copypitssible
for a new copy to be generated in our model even when the MG stathe
3In general, these rvs are not exponential. However, we ntakeassump- same state. We discount these copies in calculation™fC7,, andCy; , as
tion to simplify the computation of. they are small compared to the total number of copies gestbrat



does not have a copy of messaget timetp. Without loss of By conditioning on/7;,
generality, denote the set of nodes with a copy of the message

at timetp by {1,2,..., K} =: K. To simplify our analysis, Pr {min(@l,t) < Ml*j} ﬂﬁc(t)}
we assume that the immunization delays experienced by the = ,

nodes for message can be modeled as i.i.d. exponential rvs — / Pr [min(@l, t) < ij
with parametet, which are independent &;, 4,7 € NV.° Let 0

Ag := {node;j does not receive a copy of messagefrom  _ /t Pr (O B d
the K nodes ink}, assuming that the copies at the nodeKin 0 r[O1 <7l v exp(-vr) dr

M3, = 7':| v exp(—vT) dr

can be dropped only by an immunity message (but no buffer ¢
overflow). :/ (1 —exp(—£7)) v exp(—vT) dr
Let ©,,i € N, be the time at which nodé receives the 0 v
immunity for messagen and My, i € K, the first time nodes  — 1 —exp(—vt) - E+ v (1 —exp(=(§+v)1)).
i and j meet aftertp. Define A' := {min(0;,0,) < M%}.
Note thatA' is the event that nodgdoes not request messagd Nerefore,

m from nodei when they meet because either nadbas . *
; T ) P O1,t) < M7,
dropped its copy after receiving immunitp( < M}) or g [mm( bt) < “]

node;j has been immunized; < M;;) before M. Thus, = exp(—vt) +1 —exp(—vt) — f—I—LI/ (1 —exp(=(£+v)1))
K K v
_ =1———(1—-exp(—(£+)1)). 21
PrlAx] = Pr|(] A'| =Pr|() {min(©:,6,) < M;j}] . ey 1 op(=(E 1) 1)
o _ e The probabilityPr [Ax] can be obtained by substituting (21)
By conditioning on the immunization del&y; of nodej, in (20) and carrying out the integration.
PrAx] We approximate the probability that a node without a copy
K X of messagen at the time of its delivery will not receive a
:/ Pr ﬂ {min(©;,0;) < M} ’ 0=t copy by Pr [Ax] with K = C% and
Ry i=1 a b

0. — t} (20) In this approximation, we ignore two factors whose contri-
bt J butions to CY, tend to cancel each other out. First, other
X € exp(—€ 1) dt nodes that receive a copy aftes can also forward a copy
X ’ to nodej. At the same time, although on the averagh
B . _ * -~ copies are generated before delivery, some of these copies
N /R+ (E Pr [mm(@“ t) < Mij}) § exp(=E #) dt may have been lost to buffer overflow before the deliverydake
, place. The first tends to increase to the probability thatnjod
where the second equality follows from the assumegh receive a copy, while the latter decreases the prokigbil
conditional independence ofA’,i e K, given gimylation results suggest that the proposed model tends to
©;. Since ©,i < K, are iid. by assumption, gjightly overestimate>* due to these approximations.
Pr [min(©;,1) < Mj],i € K, are the same and we  5nce e obtairty, = % +C% andCy,, we can compute
only need to computér [min(©1,¢) < M;] in order to x» Using (16) as a function af (throughppr(q)), which
determinePr [Ax] using (20). we denote by 2 (q). Since the correct value gf must satisfy

For everyt < (0, 00), let £(t) = {Mj; > t} and£°(t) = poth (12) and (16), we can numerically find < [0, 1] that
{M7; <t}. Then, by the law of total probability, satisfiesy! (¢*) = x2 (¢*).

K
- / <H Pr [min(@i, 0;) < M}
Ry

Pr [min(0y,t) < Mj;]
=Pr [min(@l,t) < M7

g(t)} -Pr[&(t)] B. Estimation of average intermeeting times and a meeting
rate v between two nodes
+ Pr [min(@l,t) < M

£ (t)} Prigf®)]. In the previous subsection we assumed that the meeting rate

) between two nodes, namely was known. In practice, this

Clearly, Pr {mln(@lvt) < Mj; 5(’5)] =1landPr[(1)] = guantity may be estimated by individual nodes, for example,

exp(—vt). Note that by maintaining a record of meetings with other nodes. In this

) . . . subsection, we explain how it can be approximated for our

Pr [mm(@l’t) <Mj; | € (t)} -Pree(t)] analysis when the one-hop connectivity between the nodes

_ : * c is determined by the distances between them: Recall from
=Pr [{mm(gl’t) SR (t)} ' Section Il that, for every pair of distinct nodesand j,

i (t); t € Ry} is the reachability process between the nodes
5This assumed independence between the immunization delags {QJ( )’ € +} yp

L;j,4,5 € N, does not hold in practice as the immunization delays ack fiend {Uij(k)_; ke N} ‘T:md {Vij(kf); k < N} are the_ sequence
to the meeting times between nodes. of contact times and intermeeting times, respectivelywben




them. When nodes’ mobility is stationary, from elementary We denote byl';, i € N, the time at which nodé receives

renewal theory [29],
E [U;(2)]
E [U;;(2)] + E[Vi;(2)]

Suppose that the spatial distributigh of the nodes is
known. For example, the spatial distribution of the nodedaun

Pr((;(0) =1] = (22)

E

the RWP and RD mobility models has been investigated in thad the average immunization delay is given gy!

immunity withT'; = 0. Itis plain that{7},k =2,..., N} are
the order statistics ofl";,i = 2,..., N} [29]. Therefore,

N

-3

k=2

=E

N
S
k=2

(%

1
I(N=0O v’

literature (e.g., [1], [9], [21]). If two nodes can commuate E ZZN:Q rl} /(N —1).

directly if and only if their distance is not larger than thei
transmission range, the probabilityPr [¢;;(0) = 1] is equal

to
/D ( /W,w » aG(y)) dg(x) .

where D is the mobility domain, andD,(x) is the disk
centered atx with a radius~. Similar calculation can be
performed under different one-hop connectivity modelg.(e. [3]
the cost-based model [25]).

It is clear from (22) that the meeting rate which is given
by v = (E[U;;(2)]+E [V;;(2)]) !, can be computed if we can
find eitherE [U;;(2)] or E [V;;(2)]. For instance, Han et al. [6]
investigated the distribution and expected valug/;;(2)] of
contact times under the RWP mobility model and illustratedol
how they can be estimated. The expected vaU&;;(2)] is
then obtained from (22) as

(1]

Pr((;(0) = 1]
[2]

(4]

14 Pr(C;(0) = 1] 71

Pr(G,;(0) = 1] o
The meetings rates under the RD model can be calculated in
a similar manner. (0]

E[Vi;(2)] = E[U;;(2)] x

APPENDIX [10]

Suppose that a message is delivered at tignat which time
the destination receives immunity. Without loss of gerigral (11
assume that the destination is node 1 apd= 0. Let [12]
Ny (t),t > 0, be the number of nodes with immunity at time
t, with N;(0) = 1. Then, by Assumption 2{ N;(¢); t > 0}
is a continuous-time MC with state spaSe= {1,2,..., N}
and the generatd = [j;;;4,j € S], where

i (N —i)v
ifi=1,2,....,N—1landj=i+1,

—i (N—1)v
ifi=1,2,...,N—1andj =1,

0 otherwise.

[14]

[15]

_ [16]
9ij =

[17]

This tells us that whedV;(¢) = k, the number of nodes with (18]
immunity N;(¢) jumps to staté:+ 1 at ratek (N — k)v, which
is the rate at which one of thie nodes with immunity meets
one of the remainingV — k& nodes without immunity. Let (19
Ty, k = 2,3,..., N, denote the time at whiciV;(¢) jumps
fromk —1to k, andT; = 0. Then, we have

1
(k—1D(N—-k+1)v
: ! k=23 N 122
:2(6—1)(]\7—54—1)1/’ T

[20]

E[Ty] =E[Tx—1] +

[21]

l

REFERENCES

C. Bettstetter, G. Resta, and P. Santi, “The node disiob of the
random waypoint mobility model for wireless ad hoc netwgrkEEE

Trans. on Mobile Computing, vol. 2(3), pp. 257-269, 2003.

C. Bettstetter, “Mobility modeling in wireless netwakcategorization,
smooth movement, border effect$yCM Mobile Computing and Com-

munications Review, vol. 5(3), pp. 55-67, Jul. 2001.

A. Balasubramanian, B. N. Levine and A. VenkataramaRigglication
routing in DTNSs: a resource allocation approadisEE/ACM Trans. on

Networking, vol. 18(2), pp. 596-609, Apr. 2010.

G. Grimmett, and D. StirzakeProbability and Random Processes, third

ed., Oxford University Press, 2001.

] R. Groenevelt, P. Nain, and G. Koole, “The message dataypnobile

ad hoc networks, Performance Evaluation, vol. 62(1-4), pp. 210-228,
Oct. 2005.

Y. Han, R. J. La, A. M. Makowski, and S. Lee, “Distributiosf path
durations in mobile ad-hoc networks — Palm’s Theorem to dseue,”
Elsevier Computer Networks Journal (COMNET), vol. 50(12), pp. 1887-
1900, Aug. 2006.

Z. Haas and T. Small, “A new networking model for biologiic
application of ad hoc sensor network$ EEE/ACM Transactions on
Networking, vol. 14(1), pp. 27-40, Feb. 2006.

P. Hui, J. Crowcroft and E. Yoneki, “Bubble rap: socialsed forward-
ing in delay tolerant networks,Proc. of the 9th ACM International
Symposium on Mobile Ad Hoc Networking and Computing, 2008.

E. Hyytia, P. Lassila, and J. Virtamo, “Spatial node distribution loé t
random waypoint mobility model with applicationslEEE Trans. on
Mobile Computing, vol. 5(6), pp. 680-694, Jun. 2006.

Y.-K. Ip, W.-C. Lau and O.-C. Yue, “Performance modgliof epidemic
routing with heterogeneous node typeBrbc. of IEEE ICC, 2008.

S. Jain, K. Fall and R. Patra, “Routing in a delay toléraetworks,”
Proc. of ACM SSGCOMM, 2004.

D. B. Johnson, “Routing in ad hoc networks of mobile dsProc. of
the Workshop on Mobile Computing Systems and Applications, 1994.

] D. B. Johnson and D. A. Maltz, “Dynamic source routingad hoc

wireless networks,Mobile Computing, pp. 153-181, 1996.

V. Kalashnikov, Geometric Sums: Bounds for Rare Events with Appli-

cations, Kluwer Academic Publishers, 1997.

K.-W. Kwong, A. Chaintreau and R. @tin, “Quantifying content
consistency improvements through opportunistic confad®soc. of

ACM Workshop on Challenged Networks (Chants), 2009.

R. J. La, “Distributional convergence of inter-meetitimes in general-
ized hybrid random walk model,” to appear IBEE Trans. on Mobile

Computing.

Z. Li, L. Sun and E. C. Ifeachor, “Adaptive multi-copyuting for inter-

mittently connected mobile ad hoc networkByoc. of IEEE Globecom,

2006.

8] A. Lindgren, A. Doria and O. Schelen, “Probabilisticuting for inter-

mittently connected networksACM SIGMOBILE Mobile Computing
and Communications Review, vol. 7(3), pp. 19-20, July 2003.

] T. Matsuda and T. Takine, f( ¢)-Epidemic routing for sparsely pop-

ulated mobile ad hoc networks/EEE Journal on Selected Areas in
Communications, vol. 26(5), pp. 783-793, Jun. 2008.

P. Mundur, M. Seligman, and G. Lee, “Epidemic routinghwimmunity
in Delay Tolerant Networks,Proc. of the Military Communications
Conference, 2008.

P. Nain, D. Towsley, B. Liu and Z. Liu, “Properties of idom direction
models,” Tech. Report, INRIRS, Jul. 2004.

C. E. Perkins and E. M. Royer, “Ad hoc on-demand distaneetor
routing,” Proc. of the Second IEEE Workshop on Mobile Computing
Systems and Applications, 1999.



[23]

[24]

[25]

[26]

[27]

(28]

[29]
[30]

[31]

M. J. Pitkanen and J. Ott, “Redundancy and distributed caching
mobile DTNs,”Proc. of the Second ACM/IEEE International Workshop
on Mohility in the Evolving Internet Architecture, 2007.

R. Ramanathan, R. Hansen, P. Basu, R. Rosales-Hain aKddRnan,
“Prioritized epidemic routing for opportunistic networksProc. of
the First International MohiSys Workshop on Mobile Opportunistic
Networking, 2007.

C. Scheideler, A. W. Richa and P. Santi, “An O(log n) doating set
protocol for wireless ad-hoc networks under the physictrfarence
model,” Proc. of the 9th ACM International Symposium on MebAd-
hoc Networking and Computing, pp. 91-100, 2008.

C. Song, Z. Qu, N. Blumm and A. L. Barabasi, “Limits of dietability
in human mobility,” Science, vol. 327, pp. 1018-102, Feb. 2010.

T. Spyropoulos, K. Psounis and C. S. Raghavendra, {Sand wait: an
efficient routing scheme for intermittently connected niepietworks,”
Proc. of ACM SSGCOMM Workshop on Delay Tolerant Networking,
2005.

T. Spyropoulos, K. Psounis and C. S. Raghavendra, YSaral focus:
efficient mobility-assisted routing for heterogeneous eodelated mo-
bility,” Proc. of the Fifth Annual International Conference on Pervasive
Computing and Communications Workshops, 2007.

S. M. RossSochastic Processes, 2nd ed., Wiley, 1996.

A. Vahdat and D. Becker, “Epidemic routing for partjattonnected ad
hoc networks,” Duke University Tech. Report CS-200006, ilAp000.
X. Zhang, G. Neglia, J. Kurose, and D. Towsley, “Perfarmoe modeling
of epidemic routing,"Computer Networks: The International Journal of
Computer and Telecommunication Networking, vol. 51(10), pp. 2867-
2891, Jul. 2007.

n

10



