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Methods for detecting bots have traditionally focused on implementing machine learn-

ing systems to classify abnormal behavior. We focus on abnormal term usage as a marker

of bot behavior around politically charged language regarding the Covid-19 pandemic on

Reddit. We look at multiplex networks abstracted from different subreddits around six
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enough evidence to declare that any one term investigated demonstrated an abnormal rate

of usage over time. Additionally, none of the aggregated networks demonstrated differ-

ences between them indicating that the usage of the terms themselves is not different. We

hope to demonstrate the efficacy of this graph-based technique to potentially detect botnet

structures on social media.
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Chapter 1: Introduction

One of the aspects of social media that makes it so attractive to users is its ability to

easily connect people. Social networks make it easy for people to engage in meaningful

conversations with individuals that they otherwise would not be able to engage with for any

reason. During the coronavirus pandemic, social media platforms have been a tool to help

people replace face-to-face interaction with a socially distanced alternative. Apart from

connecting people for conversation, social media platforms allow users to align themselves

with political or social movements. For example, in the case of the Black Lives Matter

movement, analysis showed that Twitter users mainly engaged with Black Lives Matter

hashtags for 3 reasons. To demonstrate solidarity, to help organize small grievances into a

larger mass movement, and to actively engage in the counter-movement. [38]

Recently, the role that social media influences have in the political sphere has come

into focus. It is well known that bots played a role in influencing public opinion during

the 2016 election. [8, 14] Other movements such as the Black Lives Matter movement

have provided opportunities for bot and troll accounts to try to influence public opinion. In

their goal to influence public opinion, these bots align themselves with counter-movements

and in effect may aid in further polarizing political ideologies. In the case of Black Lives

Matter, for example, conservative social bots adopted the phrase ”All Lives Matter” to

demonstrate alignment with conservative sentiment.

Political alignment tends to be a theme wherein bots make it clear that they belong to the

different wings of the political spectrum. Recently with the emergence of the coronavirus
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pandemic, bots have taken it on themselves to spread misinformation about the virus. We

should note that bots do not usually create content on their own. Instead, they spread

information and links to webpages that have been posted or created by other accounts.

Because bots typically do not create their own content, we would expect bots to act a

certain way, specifically, act like the political figures whose rhetoric they are taking after.

We would expect them to use controversial phrases such as ”All Lives Matter” or ”Blue

Lives Matter” in response to the Black Lives Matter movement. In the case of the coron-

avirus pandemic, we would expect them to imitate right-wing thought leaders by referring

to Covid-19 with derrogatory terms such as ”China virus”.

This behavior of course is problematic since we know that repeated exposure to false

information makes it more likely that a person will believe that information [51] This kind

of coordinated effort aimed at shifting public opinion around different topics has its other

dangers as well. It is known that certain rhetoric could increase cases of violence and

prejudice against members of the Asian community as it pertains to conversations around

the Covid pandemic. Being able to detect coordinated efforts for misinformation campaigns

as they happen is therefore important as being the first step in mitigating the effects of

misinformation or inflammatory speech.

Detecting these coordinated efforts comes with its own set of challenges. Computa-

tional methods for detecting whether an account may be a bot or not could be computation-

ally expensive. These same computational methods tend to instead take a nuclear approach

by focusing on the content of the posts, follower accounts, etc. Using these detection

methods may not tell us if an entire online community is actively involved in spreading

misinformation. If they are, there are additional challenges in understanding what senti-

ment these bots carry. Additionally, such methods may not consider the interactions of an

online community around a particular topic over time. The question would then be how are

those botnets spreading misinformation?
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Given recent political events in the US, the importance of understanding how misin-

formation campaigns lead to radicalization online in real-time is becoming clearer. Given

the fact that some aggressors gain their beliefs or ideologies from online forums, it is be-

coming clear that there is a necessity for computational methods to stop the spread of mis-

information online. In some cases, new conspiracy theories can emerge or communities

can shift their way of thinking overnight. For example, this was noted during the presi-

dential inauguration when online supporters of the Qanon conspiracy theory demonstrated

disappointment after their theory was proven to be false on inauguration day.

This paper aims to investigate whether network differentiation measures can be applied

in the context of social media networks to find coordinated malicious behavior on Reddit

based on key term usage. This paper will seek to apply novel network science algorithms

to this modern problem to detect anomalies in the behaviors of these botnets. We hope

that the techniques used here demonstrate the viability of using measures that quantify

the differences between the layers in a multiplex network to detect network abnormalities

on social media. We also hope that this paves a path for using simple methods to detect

coordinated online behavior. We are going to look at two characteristics of the network

structure using novel algorithms that do the following:

• Quantify differences between layers of a multiplex network.

– This can be used to determine the stability of some terms, in this case, the term

stability of some key terms in the networks over time.

• Quantify differences between networks using the topology of the network.

– Used to determine a ”difference” matrix of the aggregated networks of the dif-

ferent terms.

Both of these will be used to answer the following questions:
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• Is it possible to detect abnormalities in term usage rates over time within social media

communities using an algorithm that quantifies node structure similarities between

layers of a multiplex network?

• How do communities with dishonest moderating practices differ from widely acces-

sible communities on Reddit when differences between networks are quantified?

We intend for this form of term and graph based exploratory analysis to supplement

social network analysis in later studies. Within Reddit, we can not assume that coordinated

bot behavior might be present in the first place, given its moderated structure. If we do

find abnormal term rates or term usage it would then raise a flag since this would mean

that moderation efforts have not caught bot behavior on the platform. Abnormal behavior

might also mean high rates of term adoption between bot members of a botnet. Therefore,

given the terms we are investigating, we can argue that we could expect stable usage of

terms over time, and when compared between subreddits.

Our hypotheses are as follows:

• Regarding Research Question 1:

– In regards to the D coefficient for determining differences between network

layers:

∗ H null: D coefficient does not differ between different monthly aggregated

layers for each subreddits and each term.

∗ H1: D coefficient is statistically different between different monthly aggre-

gated layers for any subreddits and any term.

• Regarding Research Question 2:

– In regards to the Network Portrait Divergence coefficient for determining dif-

ferences between networks:

4



∗ H null: NPD coefficient does not differ between different aggregated layers

for all subreddits in each term.

∗ H1: NPD coefficient is statistically different between different aggregated

subreddits networks of any term.

We begin this paper by reviewing current techniques to detect social bots and how the

limitations of these current methods demonstrate the need for new graph based methods for

bot detection. We then review the state of the field in detecting botnets and define a place

of fit for our research. Next, we elaborate on our data collection process to explain how

we abstracted Reddit data to test our hypothesis. This is followed by a discussion on the

findings, limitations, and implications of our results.
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Chapter 2: Literature Review

2.1 Social Bot Detection

Because of the proliferation of social bots in recent years, interest in the detection of

social bots has spiked. Current methods for detecting bots are usually based on the nature

of bots that are being detected [50]. These techniques to detect different types of bots are

divided into 4 major subgroups as described by [50]:

• Graph Based

• Machine Learning Based

• Crowd Sourcing Based

• Anomaly Based

2.1.1 Crowdsourcing Based

The simplest method to understand is Crowd Sourcing based social bot detection since

this is simply the act of detecting bots with the help of people. There are clear issues

with this method in that it can be expensive and may not scale well. Consider [27] wherein

postgraduate students had to tag a data set of Twitter users by considering their user-profiles

and determine if they are bots or not. In this study, two trained students were used to tag

posts while one student was tasked to consolidate disagreements between the two. Even in
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that setting wherein, trained individuals are classifying bots, there is disagreement between

the raters which had to be settled by a third rater later on.

2.1.2 Machine Learning Based

While we will not be using machine learning based methods for our study, it is im-

portant to understand the landscape of machine learning based detection methods and how

it fits in with social botnet detection as well. Machine learning methods have become a

popular way to computationally detect bots online. Consider for example BotOrNot [28],

an online service that helps users determine if a Twitter account is controlled by a human

or a bot. In the case of BotOrNot, a user provides a Twitter username, which is then used to

determine over one thousand features about that user. Some of these features are related to

the content of the tweets that a user outputs such as time between tweets, tweet sentiment,

and Natural Language Processing items such as part of speech tagging. This information

is fed into a Random Forest classifier which returns the likelihood that the Twitter account

served is controlled by a bot.

Other models also use the behavior of accounts and content to detect bots. CATS [7]

uses a very low amount of features that can detect bots within focused domains, like for

example bots that post links to shopping sites. This approach makes for a scale-able ap-

proach to detecting bots that are part of botnets. Such a model is limited however in this

functionality because, to apply this algorithm towards the intended purpose, we would need

to know how bots are set up to function. Meaning, we need to have some context on how

bots behave online already. Additionally, bots are becoming smarter in their approach to

evade detection and to try to circumvent the terms of service of their respective platforms.

[7]

Other approaches use the content of social media posts to predict whether or not an
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account is a bot or a human. In the case of [49], the topics that a tweet contains are used to

train a classification model. And in an approach that is similar to this study, [12] uses the

similarities between the content of tweets between two users to determine if an account is

a bot or not.

Other machine learning models use unsupervised learning to detect bots. In the case

of DeBot, [23] an assumption is being made about the behavior of bots in that they will

demonstrate correlated behaviors over extended periods. Similarly to CATS, there is an

assumption being made that bots act the same if they are part of a larger botnet structure.

However, this may not always be the case as bot behavior may change in response to

avoiding new techniques for detection.

2.1.3 Graph and Anomaly Based

Machine learning approaches are favorable in that they take into account, a holistic

view by considering the metadata of tweets and accounts along with related information.

However, one other limitation is that they may not consider the topological structure of the

botnet which may be trying to influence user behavior online. While in certain cases the

similarities between bots are considered [7, 12, 49], simply classifying bots is not enough

to tell us about potentially synchronized behavior online. A combination of methods would

then be able to tell us something more meaningful about what botnets are trying to achieve

through their actions online.

For example, in the case of BotCamp [3], a combination of Machine Learning based

classification and Graph based classification was used to detect bot campaigns. This is done

by using DeBot [23] to determine if a Twitter account is that of a bot online. After accounts

have been determined to be bots, graphs are abstracted from the interactions that they have

with other bots. These interactions include retweets, mentions, likes, and comments. Once
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it does this, it can label each account to distinct community clusters. Later a supervised

model is used to determine if a user is in agreement or disagreement with a sentiment. This

information is what is then used to determine what the nodes in the different community

clusters are trying to accomplish. Through this system, we can gain some meaning about

what the bots are trying to accomplish. One drawback however is that this graph based

system still depends on predetermined information on who is a bot. Such multifaceted

approaches may not always be necessary.

For example, other graph based methods have taken simpler network analysis approaches.

According to [37] it is easy to find bots when interactions on Reddit are conceptualized as a

network. In these cases, bots are easily recognizable in that they contain high edge weights

when compared to the non-bot counterparts. This abnormal behavior is because the inter-

actions of these bots across the network happen at a high frequency. These bots however

are known bots, usually with the word ”bot” in the username. While some of these might

be harmful, the reason why there need to be advanced methods for the detection of botnets

is that botnets are becoming smarter with time to overcome these detection methods.

2.2 Social Botnet Detection

Different methods are required computationally detecting botnets. Social botnets are

defined as groups of social bots that are under the control of a single botmaster. [67] Bots

within a botnet collaborate to engage in malicious behavior, oftentimes engaging with each

other and with similar content. Additionally, according to [67], these bots try to mimic the

actions and patterns of human users to avoid detection.

Because of the additional complexity involved, multifaceted approaches are usually

required to detect these botnets. Consider the SBCD algorithm proposed by [45] to detect

botnets. In this approach, a graph based and machine learning based approach is taken to
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classify social media accounts as part of a botnet network. This multilayered approach also

takes into account social media post content to classify different botnet communities into

respective categories that represent the bot’s intent. These include groups such as spammers

or fake followers which are also considered members of the botnets.

Another one of these methods is proposed in [62]. The first step in this method is to

detect a ”pivotal node”. A pivotal node is a node that may represent the botmaster or a node

that controls other bots in some way. The purpose of identifying pivotal nodes is that they

will demonstrate unusually high interaction with the worker nodes. To determine the com-

munity of nodes that pertain to the botnets the modularity of the nodes is determined using

a slightly modified algorithm for determining the modularity of a node. This multilayered

method is considered to be a dual approach which is both anomaly based and graph based

because of its need to detect anomalies first to inform the graph approach.

Lastly, there is SpamCom, a system proposed by [16] which is a system that aims to find

spam botnets on Twitter. SpamCom boasts an efficient approach to detecting communities

of botnets by conceptualizing Twitter data as multilayered networks with the end of using a

graph based approach to find overlapping nodes and structural anomalies. These structural

abnormalities are the abnormalities regarding the content of the tweets themselves along

with the content similarity of a proposed spammer with other nodes that are near to it.

By grouping these spammers into communities, SpamCom can identify communities of

spammers on Twitter.

2.3 Identifying Malicious Behavior in Social Media

Because of the evolving nature of botnets and their ability to become smarter to avoid

detection, efficient and novel methods are needed to detect abnormal behavior that informs

further analysis. The practice of discovering groups of actors using only graph approaches
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has been explored in the recent past. One such application investigates persistent nodes in

time series multiplex networks to find consistent nodes that transfer information between

each other [13]. These nodes, known as hidden groups, are groups of nodes that stay con-

nected over time and may try to disguise themselves by changing the mode of interaction

between them over time. This method shows the ability to detect malicious behavior with-

out the need for more information other than the structure of the multiplex networks.

Other frameworks base themselves on community features while also they implement

machine learning models to tag nodes in the network [15, 17]. One of the proposed so-

lutions is the Anomaly Detection On Multilayer Social networks (ADOMS) system [15].

ADOMS works by detecting anomalies in multilayered networks based on the structure of

the multilayered networks. These structural abnormalities in the case of ADOMS are star-

shaped node relationships that would mean the presence of spammers. ADOMS demon-

strates a favorable unsupervised system, however, these systems are not without drawbacks.

As mentioned, supervised systems such as the one in [17] have a drawback in that updat-

ing the models for new bot behaviors has overhead. ADOMS also assumes that cliques

on their own are enough to represent abnormal network behavior. Additionally, as stated

previously, these cliques or near cliques can change over time [13]. Therefore, changing

network topology over time should not be ignored but instead embraced since it could also

be potentially used to detect abnormal behavior.

2.4 Problem Identification

All of these methods aim to do the same thing, detect abnormal behavior by bots to de-

tect how these bots interact with each other to spread like ideological messages. However,

as noted, some of these methods have high overhead and might be blind to the societal

and cultural context within which a botnet might be acting. For example, investigations
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into detecting botnets demonstrate that within social media, political botnets might support

specific campaigns by taking after their messaging [3]. While it would be ideal for a de-

tection method to understand and determine context, it is important as well that we know

in which ways a botnet might be acting, for example, what messages they are spreading

beforehand. We can then use this information to perform exploratory analysis in a network

where we would expect this behavior to occur. For example, if we expect abnormalities

to occur within a social network around some term or topic X , then we can narrow the

scope of a social network to conversations about X to detect those actors that are particu-

larly interested in X . Such a detection method remains largely unexplored so far. That is,

using graph methods to detect abnormalities in a social network’s topology and combining

that with exploratory methods by filtering conversations around a single term. Abnormal

behavior, in this case, might be, for example, bots that switch over to the topic of interest

all at once (RQ1), or where the average community structure of conversation around that

theme demonstrate abnormal topological changes (RQ2). This is what this paper intends

to explore in further chapters.
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Chapter 3: Background

3.1 Network Science

When speaking of a network, we need to be able to conceptualize the actors of some

structure as the nodes, and the edges as some quantifiable relationship between the indi-

vidual nodes. This set of nodes and the relationships between them, the edges, is what

constitutes a network structure. Sometimes networks may have edges with special proper-

ties that represent special values. For example, edges may be weighted. Meaning they are

mapped to values that represent some measure between the nodes. Edges may have a di-

rection (directed) or they may undirected edges. Lastly, they may have labels that describe

the relationship between two nodes.

Graph representations of real-world structures have proven to be helpful to analyze

complex structures. For example, there has been a recent trend in the field of neuroscience

towards learning how to apply network science models to solve challenges in the field of

neuroscience. [59]. Outside of social media, conceptualizing other structures as graphs

helps in identifying actionable insights [35]. For example, application of network science

measures such as measures of centrality can be used to assess infrastructure systems [60].

In what is a meta-analysis, co-authorship networks can bring insights into what directions

the field of network science is moving towards. [48]

Historically, the field of network science has been focused on single-layer network

structures such as the applications mentioned. The reason is that many domains of science
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benefit from understanding related network structures as simple flat networks [36, 61]. Flat

networks have a drawback however in that many real-world structures do not function as

simple flat networks.

In reality, many real-world systems can be described as being multilayer or multiplex

networks. Multiplex networks are networks in which nodes are members of different net-

works simultaneously. [19] In the case of multiplex networks, layers are associated with

each other by some marker. In some networks, this marker is derived from the data itself.

An example of this would be a multiplex network of sampled Facebook users where the

nodes are the users, the edges are conversations between users, and the layers are differen-

tiated by separating users that pertain to different Facebook groups. Layers in a multiplex

networks could also be represented by time ranges. Using the Facebook example, the nodes

of the multiplex network would represent users, and edges could represent the number of

interactions between the nodes. The layers in the multiplex network would be differenti-

ated by limiting the node-edge pairs to time ranges. [19] An example of such an application

uses a 4-year multiplex network of Facebook friends that is aimed at understanding how the

social interests of Facebook users change over time. [43] Multiplex networks do not only

apply to social networks. Because of the complex nature of real-world structures, multi-

plex networks can capture multiple channels of connectivity between nodes and edges in

networks. [19] Relevant application of multiplex network structure to analyze the under-

lying structure of a network is far-reaching. Examples include contagion studies, flight

optimization studies, transportation networks, among others [18, 21, 26, 29, 33, 68].

3.1.1 Quantifying Multiplex Network Structure

According to [19], multiplex network structure can be identified with the following

metrics:
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• Interlayer degree correlations

– Generally speaking these correlations can indicate if the hubs in one layer are

also the hubs in another layer.

• Overlap and multi-degree

– The node connectivity patterns can be correlated in two or more layers and

these correlations can be captured by the overlap of the links. For example, we

usually have a large fraction of friends with whom we communicate through

multiple means of communication, such as phone, email, and instant messag-

ing. This implies that the mobile phone social network has a significant overlap

with the one of email communication or the one of instant messaging. The

overlap of the links can be quantified by the global or local overlap between

two layers, or by the multi degrees of the nodes that determine the specific

overlapping pattern.

• Multi strengths and inverse multi participation ratio of weighted multiplex.

– The weights of the links in the different layers can be correlated with other

structural properties of the multiplex. For example, we tend to cite collabora-

tors differently from other scientists. These types of correlations between struc-

tural properties of the multiplex network and the distribution of the weights are

captured by the multi strengths and inverse multi participation ratio.

• Node pairwise multiplexity

– When the nodes are not all active in all layers two nodes can have correlated

activity patterns. For example, they can be active on the same, or different

layers. These correlations are captured by the Node Pairwise Multiplexity.
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• Layer pairwise multiplexity

– When the nodes are not all active in all layers, two layers can have correlated ac-

tivity patterns. For example, they can contain the same active nodes or different

active nodes. These correlations are captured by the Layer Pairwise Multiplex-

ity.

All of these different metrics can be used for different applications when performing

investigations of the network. Because this study aims to explore changes in network struc-

ture over time we are only interested in measures that quantify inter-layer differences. Ad-

ditionally, the metrics that we are interested in are meant to be applied in networks where

the same nodes may be used in the different layers of the multiplex network. In our case,

the networks that we will be working in may or may not share nodes between layers. An

example of these kinds of social interactions online would be conceptualizing Facebook so-

cial networks as multiplex networks. If we were to consider a network of Facebook users,

we are to expect different users to either delete their profiles or for more users to join over

time. For such a network, this would mean that there are nodes that may not exist across

layers that represent different time frames.

3.2 Social Media

3.2.1 Political Discussions

Over the past few months, the eyes of academics in the political space have been on

social media. Specifically, the role of Former President Trump’s use of Twitter has come

into question. [53, 57] After the events on the Capitol building on January 6th, questions

have arisen within the field of social media studies. For example, what role if any did social

media play in radicalizing individuals on engaging in potentially treasonous acts such as
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the ones witnessed on January 6th?

While this question can be approached from many different disciplines, the motivations

for this answering this question remain largely the same. Large social media platforms,

through their terms of service, attempt to qualm the misuse of their platform by prohibiting

users from engaging in illegal activities with their sites. Additionally, it should be noted

that these platforms act as vehicles for individuals to exercise their constitutional right of

free speech. Because of this gray area, it has become an area of interest on methods to

detect harmful speech as it comes into their platforms. Some of these solutions involve

informing users that the information that they may be viewing is unverified or may be

false or misleading in some way. Instagram for example, uses third-party fact-checkers

that allow users consuming information on the platform to know whether the information

is verified. In some cases, Instagram may use this information to remove posts from their

platform that does not meet their community guidelines. [2]

Identifying misinformation can be difficult at scale, however. As mentioned earlier, to

reduce the amount of false information that exists online, efforts into methods for detecting

false information have increased over the past few years.

Some of these methods may include: [25, 42, 50]

• AI/ML models that are trained on the content of social media posts, along with fea-

tures that include follower counts, follower types, engagements, etc.

• Detecting misinformation by looking at repeated language from other posts.

• Detecting misinformation by checking whether the engagement networks of users

are contained within a densely interconnected network.

Conceptually one of the questions being explored in this study is whether it is possible

to detect misinformation efforts computationally. Specifically, would malicious behavior
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by bots present itself within a network over time? As mentioned previously, actors playing

a role in misinformation are not lone wolves. There is evidence to show that players in

the business of spreading misinformation online will work in coordinated efforts to spread

their message. For some, their goals are clear, to influence public opinion on some topic

so that it benefits them. This behavior was noted during the 2016 election where foreign

entities were meddling in the 2016 Presidential election to influence public opinion. [8, 58]

Because these are coordinated and calculated efforts, we would expect at least some of

the accounts involved in the spread of misinformation to emerge from a common site. This

could mean either one person or groups of people working towards the same goal to the

effect where not every person individually controlling individual accounts. Because of this

structure, we can confidently expect similar behavior from accounts that work to spread

misinformation. [58] This type of group coordination through a botmaster conduit is what

we aim to explore in the context of Reddit.

3.2.2 Reddit

Reddit is a forum where users can engage in conversations isolated within posts cre-

ated by other users on the site. These created forms exist within structured subreddits that

contain moderators. Posts within these subreddits revolve around a common theme. Some

of these subreddits have very well-established communities with active members and hun-

dreds of posts that users engage with.

Some subreddits exist for mountain bikers to talk about gear and trails that are popular.

There are subreddits for people that are fans of different TV shows to share memes and to

discuss the TV shows. Essentially, there are subreddits for any interests that a user might

have. Within these subreddits, users can engage with others by either commenting on posts,

voting on posts, or voting on comments. They can also upvote on posts, or give awards to

18



other posts.

The Problem with Subreddits

In recent years, some of these subreddits have received pushback from Reddit for incit-

ing violence or spreading misinformation. One example of these subreddits is r/TheDonald

which was a forum for supporters of Donald Trump to engage in conversation around for-

mer President Donald Trump. TheDonald was eventually banned for failing to moderate

violent rhetoric and misinformation. [32] Another such example, r/Incels was a subreddit

that connected individuals that deemed themselves as being involuntarily celibate. They

adopted tropes and ideas the lead members of the community feel like they were being

treated unfairly. [46] Incels was also later banned for helping spread violent rhetoric.

Naturally one of the prevailing conversations currently is the conversation around the

Covid-19 pandemic. Specifically, on Reddit, subreddits have been created that aim to be a

one-stop-shop for information regarding the pandemic. This does not mean however that

conversation around the pandemic is isolated to those few subreddits. Instead, because of

the structure that Reddit is built around, there is nothing barring conversation regarding the

coronavirus in most other subreddits. Additionally, because of this same structure, it can

be noted that conversations around certain topics are done through the paradigm that the

subreddit exists with. This behavior is not isolated to certain political subreddits. We may

see this in subreddits such as liberal subreddits that may use terminology or phrasing that

is consistent with the users of that community.

In this sense, Reddit acts as an avenue for information spread since users are more ex-

posed to ideas and information within a forum that they trust. For example, within the topic

of the coronavirus pandemic, several subreddits have emerged with the goal of aggregating

news stories and encouraging conversations around a more narrow scope. Some of these
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subreddits have loosely moderated communities when compared to well-established sub-

reddits that already exist on the site. It has been noted that within these communities there is

significant information overlap between subreddits like r/ChinaFlu and other communities

like: [66]

• r/Conspiracy

– Subreddit devoted to discussing conspiracy theories around major global events.

• r/Collapse

– Community devoted around discussions of an impending collapse of civiliza-

tion.

• r/Wuhan Flu

– Community that claims to be a place for uncensored discussion pertaining to

the coronavirus. This community was later quarantined by Reddit due to the

hoax content that was being spread.

3.2.3 Echochambers

One of the dangers of social media is that, separately from connecting strangers to-

gether, it is also really good at focusing like-minded people into communities and spaces

that ”echo” what the individual wants to hear. Echo-chambers are online groups or spaces

that are divided ideologically and where the conversations that occur are between people

that already agree with each other. It needs to be noted that while echo-chambers sound

innocent, dangers can emerge in communities that are discussing large political or social

events. For example, politicians may leverage the polarization of these communities by

accepting populist ideas that cater to different ideological parties [41] Studies also noted
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that as ideological differences widened, the rate of communication lessened and in effect

strengthened the echo-chamber being formed by the members of the respective communi-

ties. [20] Because the majority of conversation on these topics occur within echo-chambers

[63] we must recognize the existence of them within the structure of popular social media

sites.

3.2.4 Misinformation on Social Media

Another pressing issue with social media is its tendency to help spread misinformation

online. One recent study noted that interactions with fake content on Facebook and Twitter

hit a peak in 2016 and continues to grow on Twitter. [5] This can be concerning since

social media users may not always be representative of the general public’s feelings on

politics and social issues. [47] This is to say, an information scientist’s concern might be

that the mixture of the social structure of social media along with the information being

presented to the users that most depend on it would have adverse effects on society. Plenty

of research has been done on this same topic with growing interest in specifically detection,

dynamics, validation, and management of misinformation. [6] While work has been done in

being able to calm the amount of misinformation that is present on these social media sites

computationally [30, 64] current challenges present brand new obstacles. For example, the

covid pandemic brings new questions and challenges which are just starting to emerge that

provide insight into how misinformation related to the pandemic spreads [24]

3.2.5 Bots

The term bot is used to describe ”a diversity of software systems, such as systems that

are designed to hold conversations with human, generally automated software agents and

compromised accounts that are used in Command Control networks to launch attacks”.
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[50]

One study examined the role that Twitter bots play within the highly polarized vacci-

nation debate. In this case, the bots demonstrated high amounts of interaction with tweets

that were within their opinion group. [65] The results of this unnaturally high level of

interaction between bot and human can lead to bots having high popularity within their

social network or bots being mistaken for human actors. [4] They are of concern for this

paper is within the realm of highly politicized issues such as the COVID-19 pandemic.

Additionally, bots can play a role in quickly disseminating false information by being

super-spreaders of false information quickly increasing the virality or exposure of false

information to populations online that would have not had access to it otherwise. [56]

Understanding that bots can have adverse effects on discourse in social media about

highly politicized issues makes identifying dishonest behavior important. Especially since

exposure to information from bots may cause some users to double down on their ideolo-

gies. [11] It has been demonstrated that news coverage that mentioned bots but did not

explain how to recognize them did not ultimately help alleviate and instead caused harm

compared to having no exposure to bots at all. [55] Identifying the structure then of these

bots along with understanding their technique to influence social thought or belief should

be a priority to helping alleviate some of the damage that these bots do in spreading misin-

formation online.

3.3 COVID-19

COVID-19 has completely changed daily life since early 2020. Since its detection as

the cause of the Hubei province, the virus has placed governmental organizations on high

alert. After the virus that causes COVID-19 was isolated and sequenced, it was named

”SARS-CoV-2”. The Coronavirus disease was officially declared a pandemic by the World
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Health Organization on March 11th, 2020.

Because of the recency of the emergence of COVID-19, there is still so much that is un-

known about it. The emergence of the virus has demonstrated the disparities in healthcare,

financial inequalities and has helped bring racial injustice to the national conversation. [40]

In regards to people and their interaction with the virus, it is important to note that COVID-

19 has highlighted the fact that misinformation can spread very quickly online through

social media sites. [24] Images of ”scientists” claiming that the pandemic is a hoax have

appeared online and become viral. [31] Early on in the virus, there were images regarding

home remedies that would promise to cure the virus. [34]

It is important to note that knowledge on how the virus works and how to treat the virus

is still continuously emerging. [22] As more information comes out on the dynamics of

the spread of the virus, the CDC has made updates to the messaging around proper safety

measures to help minimize the rate of transmission of Covid-19. Along with this new

treatment information (which is vital for healthcare workers to know), knowledge on how

to talk about the virus in conversation has changed over time.

3.3.1 COVID-19 Terminology

The COVID-19 epidemic has demonstrated the challenges in managing public senti-

ment towards the disease and virus that cause the disease. As it relates to the current

COVID-19 outbreak, previous experiences have demonstrated that public perception is

greatly influenced by location and cultural fears. [52] To curb the spread of prejudice

online, the World Health Organization (WHO) has published guidelines on proper virus

nomenclature. [1] However, while the WHO works to inform government organizations on

correct naming, the message may not reach all individuals. The terms used by the general

public when speaking of the COVID-19, for example, may mistake the virus which causes
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the disease and the disease itself as being the same thing. Another issue is that as new

information is being learned about how COVID-19 impacts individuals, the need for new

terminology arises. One such example is the issue of properly stating what symptoms a

Covid a long hauler has. In their case, while the Sars-Cov-2 virus is no longer present in

their system, and they technically do not have Covid, they may demonstrate symptoms.

[10]

In order to speak about the virus a person speaking to their members of their community

might use the term ”coronavirus”, ”covid”, or ”Rona” to name a few popular examples.

While the name use of COVID-19 does not necessarily indicate misinformation spread, the

highly politicized climate surrounding the administration of health resources has lead to the

use of inflammatory terms such as “killer virus”, “deadly virus”, and “Wuhan virus”. [39]

According to Karalis Noel, the use of these terms ”promote fear and panic which propel

prejudice, xenophobia, and discrimination”. [39] Because of this, we can treat these terms

as misinformation since they frequently use misleading terminology that in this particular

case, the WHO has deemed inappropriate for official use. The question arises, as this

terminology is used in online spaces, what can the term used about a particularly polarizing

topic in conversations tell us about the nature of misinformation spread on social media.
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Chapter 4: Methodology

4.1 Data Collection

For this study, all of the data was collected from Reddit using the Pushshift API.

Pushshift is a service that provides an API interface by which users can access informa-

tion on Reddit posts. In our particular case, the Pushshift API was queried to gather all of

the posts where the posts matched a particular input Subreddit. Additionally, only posts

that have over 5 comments within them were gathered to get only posts that contain some

conversation within them. We also noted that the amount of data that was being gathered

when not filtering by the number of comments present was too high. By performing this

initial sampling we were able to contain data to a manageable amount and filter to ensure

that we gathered meaningful posts.

The API was queried using Python on a Raspberry Pi. In most cases, because there was

a limit on the rate at which the API could be queried, this process took days. This is because

in most cases the API had to be queried thousands of times to gather all of the necessary

data. This is, at least once per post and in some cases, for upwards of 20 thousand posts

per subreddit.

For our study, the following subreddits were queried to gather the comments for the

posts within them:

• ”Conservative”
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• ”Progressive”

• ”Democrats”

• ”Republicans”

The main goal was to find subreddits that exist on opposite political spectrums to exag-

gerate the found differences between the different subreddits. In the case of our study, the

networks were separated to create the multiplex networks that we are looking for to answer

RQ1. In total, we collected the comments for posts in all the aforementioned subreddits

starting on January 01, 2020, until July 30, 2020. To create the layers of the multiplex net-

work the overarching networks were split on the months so that multiplex networks were

created from each network. This means that each layer of the multiplex network corre-

sponded to each month mentioned previously.

4.2 Adjacency Matrices

The adjacency matrices generated from these data sets are undirected. These matrices

are created by identifying conditions by which it is interpreted that conversations happen:

• For a term, if the term is used in the title of a post, then it is assumed that every

comment that occurs within concerns the term that is present in the title.

– In this case, a connection is present between the author of the post and the

author of the comment for each comment present. This means that if a user

commented twice within a post, they then have two connections with that au-

thor. In this same case, authors can have connections with themselves multiple

times.
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• For a term, if the term is used by a user when commentating, an edge is formed

between the user commenting and the author of the post.

– This stands whether or not the title of the post contains the term that we are

searching for. This means that if a user has commented 4 times within a post,

if the title of the post does not contain the term in question, and only 2 of the

comments contained the term, then there are only 2 edges identified between

the user who commented and the author of the post.

Once the structure for the adjacency matrices was identified, the adjacency matrices

were created based on the time frame for research.

To answer Research Question 1, each month in this range was separated to create a net-

work of each term of interest for each month for each subreddit. January was not included

for any of the subreddits at the point of analysis simply because there was no use of the

interest terms during that time.

For Research Question 2, the months of January to July were aggregated together for

analysis. This data was aggregated to create the aggregated networks for each subreddit that

the data was queried for. This means that each subreddit had one graph for each term of

interest where the network contained all interactions regarding that term between January

1st and July 30th. The terms of interest are as follows:

• covid19

• covid

• chinavirus

• coronavirus

• corona
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• rona

All of the data collection and manipulation was done with Python.

4.3 Quantifying Network Differences

The first algorithm used is gathered from [54] which is later applied in [44]. This

measure is intended to provide a different measure between two different graphs. The

resulting D measure is determined using the formula:

This formula is comprised of three parts, each containing their coefficient weights in-

dicated by the w1 , w2, and w3 respectively. By default, they are set to 0.45, 0.45, and

0.1. The first part of this equation compares the networks’ diameter, average distance, and

other connectivity characteristics. The middle part determines the node’s heterogeneity by

determining the NND of graphs G. NND represents the network node’s dispersion in terms

of connectivity distances. This middle portion is an application the Jensen–Shannon diver-

gence. The last part compares the nodes’ centrality measures for each of the graphs being

compared.

Put together, D can provide a dissimilarity measure ranging from 0 to 1 where a D value

of 0 represents two graphs that are the same. A D measure of 1 would indicate that the two

graphs are completely different in structure.

The application of this algorithm was in the form of an R script created by the authors

of [54]. This R script was made publicly available on GitHub and was called from within

Python to analyze results. One note to make about this measure is that this measure does

not take into account edge weights.

This measure was chosen to quantify network differences over time because of its struc-
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ture and advantages. Specifically, for our study we are interested not in the rate of usage

of a term, but instead how that structure of conversation of a term changes over time and

specifically if there are any months that demonstrate abnormal usages over others. Because

of this, we are not interested in measures that use the quantity of nodes as part of compu-

tation, but instead how those nodes interact with each other. This means that if one month

is different in structure from other months then the term that the graph is based on was

potentially adopted by bots to engage in conversation. The main advantage of using this D

measure is that it takes into account the topology of the graphs to compare. Specifically,

topological in this case refers to not only nodes and edges, but the structure in which the

edges exist. Consider the following example present in [54].

In this example, N1, N2, and N3 all have the same amount of nodes and edges. The

main difference between the three is that N2 and N3 contain nodes that are disconnected

from all other nodes. In this case, the D measure does something that other dissimilarity

measures may not do, and that quantifies measurable differences in the cases where there

are disconnected nodes or cliques, for example. In the context of this study, high differences

between two networks would be able to represent networks where the number of nodes and

edges are the same but how the nodes and edges are connected are different in such a way

that they interrupt the flow of information on the network. [54] Essentially stating that even

though the quantity of conversation occurring in a network around a term may not entirely

change over time, we should be able to capture how the structure of those conversations

changed over time.

This is very different from the second algorithm used is gathered from [9] and is detailed
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below:

This formula is in essence an application of the Jensen-Shannon divergence. In this

formula, the KL divergence as it will be known from here on is implemented by applying

the following formula.

The purpose of the single-valued KL divergence is to define a single value for differ-

ences between two portraits. To implement this formula, we need to determine the distri-

bution of probabilities for two random nodes being connected.

The resulting network portrait divergence measure is a value between 0 and 1. This

measure is also symmetric. This means that for Graph 1 and Graph 2, the value of NPD(Graph1,Graph2)

is the same value as NPD(Graph2,Graph1). What makes this measure so desire-able for

use is that: [9]

• NPD compares networks based on their topology.

• Because node matching is not needed, this measure is efficient and fast.

– This also means that NPD does not assume that the graphs contain the same set

of nodes.

• NPD can be used to compare weighted networks.

This makes NPD an appropriate measure to compare networks where we want to look

at the topology and ”portraits” of the graphs. For example, while the D measure is able

to capture topological changes that are within a community, we are not interested for RQ2
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about topological changes over time but instead, we are interested in comparing two graphs

wherein the only relation is the term that they were abstracted from. For example, in the

case of RQ2, the nodes between the subreddits are not necessarily assumed to be shared

between the layers. While they may be, it makes more sense that the nodes from within

subreddits might match in some way over time, and because of that, we would be interested

more so in how those nodes interact with each other within their respective communities.

When we compare aggregated networks (ie. subreddit to subreddit) then we are inclined to

care less about how the nodes in the networks differ in their interaction instead focusing on

the overall landscapes of the networks for comparison.
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Chapter 5: Analysis

5.1 Research Question 1

To answer Research Question 1, the D measure was computed for each adjacency ma-

trix which was created from aggregating monthly interactions so that each layer in the

multiplex network corresponded to a month’s worth of interactions. This meant that there

was a matrix of D measures for each subreddit and each term. These matrices were visual-

ized as heat maps to perform exploratory analysis and to find any anomalies. An example

of such a heat map is demonstrated in figure 5.1.

In this case, the heat map represents the comparisons between monthly graphs created

where the conversations occur in r/Progressive and interactions revolve around the term

coronavirus. As it can be seen, this heat map demonstrates expected behavior in that none

of the compared networks is largely different. Specifically, none of the networks have

a D above 0.25. Remember that the D measure will be smaller as graphs become more

similar and larger as they are different, with a range between 0 and 1. In this case, all of

the values range between 0 and 0.25 which indicates that if there are large dissimilarities

between networks, they are not large enough to indicate significant differences between the

networks.

This type of heat map is completely expected (Figure 5.1). Consider that in the heat

map, the network representing the month of February (row 1), as the compared graphs

progress in time (move to the right along row 1) we see that the D measure increases up
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Figure 5.1: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”coronavirus” within the r/Progressive subreddit from February to July

33



until we reach June. In June, the difference between the networks is less, meaning that

the network for June looks more similar to February than May did to February. This is

indicating that as time passes, and more conversation occurs on the site around the term

”coronavirus”, the more the graphs look differently from the initial graph of interactions

in February. Additionally, if the difference were significantly larger, then this would point

to some change in behavior at the point of June. We see this result because the graph in

February is small and dense within r/Progressive regarding the term ”coronavirus”. Later

months include more nodes and more complex network structures. For reference, the fol-

lowing images represent the February graph (Figure 5.2) and the corresponding July graph

(Figure 5.3).

The visual differences between the two graphs represent the finding in the differences D

measure. As can be seen, the graph for February demonstrates that a graph that is sparsely

connected with many fewer nodes than the corresponding July graph (Figure 5.3). On its

own, this information may not explain the differences between the networks. Instead, this

may help inform that the differences in the networks may have to do with simply increased

term usage and not structural differences within the network.

5.1.1 Terms of Interest

It needs to be noted that for each of the terms of interest the visual analysis supports

and helps explain the statistical results that were obtained. In this case, ANOVA tests

were conducted on all of the matrices that were created from each subreddit and each

term. The ANOVA tests were used to determine if any of the distributions of D measures

between the monthly graphs demonstrated significant differences from other months. None

of the matrices that were tested demonstrated statistical significance. This would then

indicate that any analysis performed would have to try to manually and visually understand
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Figure 5.2: February graph of conversations regarding to Coronavirus on r/Progressive

Figure 5.3: July graph of conversations regarding to Coronavirus on r/Progressive
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the nuances within the heat map results. These nuances however are not mathematically

supported.

China virus and Rona

One of the issues when interpreting the results of the China virus graphs is that there

are not enough conversations regarding the term Chinavirus for the time frame investigated

(figure 5.4). This means that in the topic of Chinavirus, over time and across the different

subreddits, there is not enough evidence to state that the term usage was unstable. There is

enough information to state however that the term was minimally used across the different

subreddits and that conversations around this topic were limited. This may be because of

the proactiveness of the different subreddits to moderate the information arriving at the

subreddits. Either:

• The term was used and the comments or threads were later deleted.

• The term was never used in the subreddits in question in the first place.

There is a very similar case with the term Rona (Figure 5.5). The difference in the use

of the word Rona is that with Rona there is no use of that term within the Progressive and

very minimal use in Democrats overall. However, there is a difference when it comes to

Conservative which has a consistent use of the term or presence after February.

While this amount of use is minimal to none, it needs to be noted that there is still

some use and this is to be expected based on social media trends that indicate conserva-

tive communities making light of the conversations around the coronavirus. Republican

demonstrates some use as well, albeit, much lower than Conservative.
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Figure 5.4: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”chinavirus” within the r/Republican subreddit from February to July

Figure 5.5: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”rona” within the r/Democrats subreddit from February to July
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Corona

Corona can be considered a slightly more official term for referring to the novel coron-

avirus and in this case, behavior mostly matched what we expected to see based on social

media trends. Specifically, within the progressive community, we see a lack of use of the

term to refer to the novel coronavirus in (what appears to be) favor for more official terms.

The Republican subreddit demonstrates moderate differences (Figure 5.7) in the topo-

logical structure of the conversation indicating that as time progresses, the conversation

around the topic becomes more robust. This would indicate a trend towards using ”corona”

as the de facto term to refer to the pandemic. Interestingly, the Conservative subreddit

demonstrates low changes (Figure 5.6) between the different networks and in this case,

also demonstrates the expected results (as time passes, the differences between the net-

works become larger and larger).

Coronavirus

The most consistently used term was the term Coronavirus. Across all of the subreddits,

Coronavirus remained stable over time. Even after performing an ANOVA test to check for

variance, none of the months showed any particular variance that would indicate a large

abnormality of use.

Covid and Covid19

The ”covid” term demonstrated some interesting trends that seem to divide the ”left-

leaning” and the ”right-leaning” subreddits. For both r/Conservative and r/Republican, the

term demonstrates a large amount of consistency with low D measures between networks

in months after February. On the other side of the spectrum, ”left-leaning” subreddits
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Figure 5.6: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”corona” within the r/Conservative subreddit from February to July

Figure 5.7: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”corona” within the r/Republican subreddit from February to July
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demonstrate a low use of Covid within the sampled data until March where the D measure

indicates moderate differences between the different networks.

This same is the case with Covid19 except for the fact that in the Progressive subreddit,

the month of February is very different in structure than all of the other months.

All the other months, as mentioned previously, have a low-moderate amount of differ-

ence between them demonstrating no abnormalities between them.

5.2 Research Question 2

As mentioned previously, the second research question aims to investigate whether the

networks of the use of terms in the different subreddits differ. Because of this, the research

question hits some of the same issues as it pertains to different terms outlined in Research

Question 1. As explained previously, the networks analyzed in this question are the ag-

gregated networks over the range of time from January to July. Networks abstracted from

certain terms such as Coronavirus demonstrated themselves to be very robust and expan-

sive. The largest of these is the aggregated network of the use of Coronavirus within the

r/Conservative subreddit which contained just over 100,000 edges. Other networks, such

as those abstracted from Rona and Chinavirus are very small (with some subreddits con-

taining no usage of those terms whatsoever), even though the time range aggregated is very

quite large.

As mentioned previously, this little amount of use within certain subreddits could be

due to a few different reasons. Further discussion on what this might mean for this study is

expanded on in the conclusion.

Similar to Research Question 1, a comparison matrix was created by calculating the

Network Portrait Divergence (known as NPD) value of each subreddit aggregated network

of each term to each other. For example, as it pertained to Rona, the aggregated Rona
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Figure 5.8: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”covid” within the r/Conservative subreddit from February to July

Figure 5.9: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”covid” within the r/Progressive subreddit from February to July
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Figure 5.10: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”covid19” within the r/Conservative subreddit from February to July

Figure 5.11: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”covid19” within the r/Progressive subreddit from February to July
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networks for each subreddit were compared to each other and a matrix was created of the

resulting NPD measure.

As mentioned previously, the NPD measure is a value between 0 and 1 where identical

networks would produce an NPD of 1, and networks that are different would produce an

NPD more towards 0. By plotting the graphs on a heat map the goal is to visually deter-

mine anomalies that might provide some insight into the behaviors of different terms in the

different subreddits. Different from Research Question 1, RQ2 is not interested in looking

at the layers in a multiplex network as being separated by time, instead, the goal is to look

at each subreddit as different layers in what would otherwise be a flat network.

ANOVA tests were performed on each term individually to determine if any of the sub-

reddits in question demonstrated different behavior. None of the subreddits demonstrated

odd behavior which would indicate that among the subreddits sampled, statistically, there

are no abnormalities present in the graph structure. This behavior can be seen in figures

5.8, 5.9, 5.10 5.11, 5.12 and 5.13.

5.2.1 Exploratory Analysis

In the case of the subreddits in question, the statistical analysis supports the visual

exploration. None of the terms examined demonstrated any large visual anomalies that can

be expanded upon.

All of the subreddits that were examined are known as being moderated communities.

At the very least, there is some form of moderation that tries to push towards civilized

conversation. This was by design, as the purpose is to find misuse of moderated open

platforms by automated posters. We can note however that during initial data collection, a

mistake was made on the name of one of the subreddits, namely Republicans. The mistake

here is that the official moderated Republican is not the same as the unmoderated and
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Figure 5.12: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”rona” between subreddits from January to July

Figure 5.13: Heat map of multiplex layer differences in the multiplex graph of the usage around the
term of ”coronavirus” between subreddits from January to July

44



seldom used Republicans. During this testing phase in which the data aggregated was much

less, there were some visual differences between some of the networks and Republicans.

This demonstrated that at least in this example, within moderated communities there seem

to be differences between moderated and unmoderated communities.
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Chapter 6: Conclusion

6.1 Research Questions

Earlier we mentioned methods that are focused on determining whether a particular

actor online is a bot or not. This paper sits at the intersection between graph-based methods

for bot detection and anomaly-based methods for bot detection. The difference between

this paper and the methods mentioned previously is that while previous methods focus on

predicting whether one account is a bot or not, we are using graph approaches to determine

if the actions taken by these bots are detectable. Additionally, most of the studies mentioned

are based on Twitter structure and data. This study focuses on anomalies in term usage

on Reddit. Because of this, it lends itself to a graph-based method to understanding the

behaviors of Social Botnets. This does not mean however that individual bot accounts

cannot be identified through further analysis. Instead, this means that through this study

we can at least try to detect coordinated efforts by manually narrowing the scope in which

we expect the anomalies to exist with terms related to the coronavirus pandemic.

6.1.1 Research Question 1

Given the results of the analysis, we can conclude that we fail to reject the null hypoth-

esis for RQ1 since we did not find any significant differences in the term use over time.

Additionally, we noted a lack of use in terms that were investigated. This could be because

the moderated nature of the communities allows for the deletion of problem terms before
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they are interacted with. We can see that snapshots taken of Reddit from the API used to

query the data are taken at later times. Because the data in the API is not raw data including

comments as they appear on the site, we may not be seeing the breadth of the conversation

around the terms that we were interested in.

Given this data, we can state that within the subreddits that were investigated, none of

the terms demonstrated abnormalities in network similarities over time. This means that

within the subreddits that we were investigating, and given the terms that we were working

with, there is not enough evidence to state that the use of any one term had large disruptions

at any one point in time. As it pertains to term stability, this demonstrates that at least in the

communities that were sampled, the terms themselves remain stable over time. This could

be a testament to the moderation abilities of the communities in question since two of the

subreddits in question have reputations as not being communities with clearly defined or

stringent moderation policies when compared to their counterparts.

6.1.2 Research Question 2

As with RQ1, the analysis for RQ2 did not demonstrate any significant differences

between the different graphs that were investigated. The NPD analysis performed between

networks did not affirm any significant differences of any kind. In most cases, the lowest

NPD in any of the matrices was 0.80. This meaning, the portrait of the graphs is very

similar and structurally mimics each other.

This means that for RQ2 we fail to reject the null hypothesis which states that for

each aggregated graph of the different terms there are no statistically significant differences

between the NPD values.

Additionally as mentioned previously, there are no visual abnormalities between the

aggregated networks that would warrant interpretation. The only interpretation that can be
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performed would derive from the fact that during the testing phase we noted that completely

unmoderated communities would exhibit large differences in NPD and D measures from

their moderated counterparts.

These results indicate that communities, whether loosely moderated or strictly moder-

ated, do not demonstrate differences in the overall use of any given term. As mentioned

previously the NPD measure is a measure intended to capture the differences between two

networks based on the Jensen-Shannon divergence. To apply the Jensen-Shannon diver-

gence, the networks are abstracted based on their topologies. Because this abstraction is

not necessarily focused on term rates and instead, on the structure, we can say that while the

rates in usage between the different networks may be different from subreddit to subreddit,

the topological structures in how they are used are not different.

Lastly, because there are no differences in term usage behavior over time, and between

the term usage behavior between the subreddits we are not able to state that any of the

terms that were investigated had abnormal adoption rates. This is, since we could not find

coordinated bot behavior, we cannot state that botnets decided to adopt or strictly stick to

certain terms as part of their methods for influencing public opinion online. Additionally,

because coordinated bot behavior was not detected, we cannot speak to adoption rates of

human users on Reddit in response to being exposed to high rates of charged terms referring

to the Covid-19 pandemic.

6.2 Discussion

Through this study, we were able to determine that there is another place for the appli-

cation of algorithms that measure differences between networks. Albeit, while the results

do not point to a hard difference from one online communities to another, the results are

made clear through the limitations in that the lack of access to the entire unmoderated may
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have limited the findings.

One limitation in this study is that since we cannot scrape in real time and have to rely

on the API as a proxy for data gathering we may not be able to capture real-time informa-

tion as it arrives on the site. Additionally, we cannot capture the differences in moderation

either, since we can only see the comments and threads until after the moderator either

closes a conversation thread or deletes comments once anything has been posted on Red-

dit. This means that a lot of the data that we rely on to investigate illicit behavior is difficult

to gather since it is deleted by the time that we get to it. Additionally, much of the differ-

ences in semantics that we are looking for (high rates of usage of terms that might spread

misinformation) are not present in these moderated communities. Another limitation of

this study is that the communities in which these discussions take place may get banned

over time. Banning these communities means that there are challenges in accessing the

data using the free API. This poses challenges, if we want to computationally detect ab-

normalities, there is an issue in that the abnormalities that we are looking for are in these

mostly unmoderated communities. Alternatively, we had to make decisions in data collec-

tion about what data we wanted to collect in the different subreddits. We chose posts that

had more than 5 comments simply because there are challenges in collecting all the posts.

These challenges are more due to the time of data collection. The PushShift API allows for

20 API calls per second with hard limits on how many comments can be gathered at once

per API call. For sampling and to make the data collection process sustainable in the case

of any iterations, the limit had to be placed.

One of the motivations for this works is to try to understand how the emergence of the

use of some term by an outside actor would impact term use in subsequent time frames. To

that end, there has not been a solid conclusion to state that one term is being disseminated

and that as it does it is adopted by other members of the community. This has to do with

the fact that, visually, many comparison matrices demonstrated that once a term is coined
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for a concept (say Covid) it will persist. The structure of the graph pertaining to that term

might change slightly over time. We can say that because there is some variation within

the monthly matrices, however, none of these differences are significant enough to state

that any one month was entirely different from others. Since there is no one month with

large variations in the structure, we do not have enough grounding to comment on how

term adoption changes after large disruptions in term usage.

6.3 Future Work

Future work in this area could involve investigating online communities that mimic the

structure and usability of platforms such as Reddit but cater to right-wing individuals that

have been pushed away from Reddit. Recent events have seen the emergence of Parler and

TheDonald.win as platforms for Alt-Right members to convene and communicate. These

communities would make a perfect place to find abnormalities because of their completely

unmoderated nature which aims to ”fix” some of the issues in free speech that these in-

dividuals perceive to be present in popular platforms. Because of this, individuals using

these platforms may feel more at liberty to spread ideas that are different from all other

communities engaging in conversations around the same theme.

Another area for expansion would be towards the end of using snapshots provided by

the PushShift API that includes snapshots of the entire Reddit site aggregated monthly. One

issue with this kind of use would be the large overhead required towards computation of

the resulting adjacency matrices that are created. With enough resources, any project can

expand and use the algorithms’ used here, among others, to apply different measures in a

larger data set. This would also be a favorable way to compare algorithms’ efficiency and

efficacy in real-world networks.
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