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## Chapter 1

## Introduction

In this dissertation we address the dynamics of quantum wave packets in arrays of fixed hard-disk and hard-sphere scatterers in two different regimes: (i) the shorttime, semiclassical regime, and (ii) the long-time high-energy diffraction regime. The main result of this work can be summarized in the following statement: in both regimes the essential properties of the time evolution of wave packets are determined by properties characterizing chaotic dynamics of counterpart classical systems.

We begin the dissertation with a brief overview of the field of quantum chaos, followed by the outline of the work presented in the subsequent chapters.

### 1.1 Integrability and chaos

Only a few systems in quantum mechanics in spaces of more than one dimensions allow exact analytical solutions. A free particle, particles in harmonic, square well and $\delta$-function potentials are most common examples of such systems. It is due to separability of the Schrödinger equations for these potentials that the exact solutions become possible. A systematic classification of potentials in two- and three-dimensional Euclidean space in which one-particle Schrödinger equations are separable was given by Eisenhart [1]. Apart from the $\delta$-function potential, which does not have an immediate classical meaning, the above-mentioned quantum mechanical systems have integrable classical counterparts.

Integrability for a $d$-dimensional classical system implies the existence of $d$ constants of motion, including the Hamiltonian, which restrict the dynamics of the system in $2 d$-dimensional phase space to the motion on a number of $d$-dimensional manifolds. These manifolds are $d$-dimensional tori [2], i.e. by construction of the angle-action variables $\left(\theta_{j}, I_{j}\right)$, with $j=1,2, \ldots, d$, one can map the phase space dynamics of the integrable system on the set of $d$ first order differential equations, $d \theta_{j}(t) / d t=\omega_{j}$ with $\omega_{j}=\omega_{j}\left(I_{1}, I_{2}, \ldots, I_{d}\right)$. So, all phase space trajectories of a classical integrable systems with finite number of degrees of freedom are either periodic or quasi-periodic.

The Schrödinger equation is usually separable for quantum systems with integrable classical analogs. The spectra of energy levels of a classically integrable system can be obtained with high accuracy by means of the Einstein-BrillouinKeller (EBR) quantization rule [3], which is the improved version of the well known Bohr's quantization rule for periodic orbits.

In reality most of commonly encountered classical dynamical systems are nonintegrable. This implies that the number of integrals of motion is smaller than the dimensionality of the system. Then, the tori, associated with the integrals of motion, correspond to regular and stable motions of the system, and are surrounded by a chaotic "sea" - regions in phase space where the system evolves in a very irregular, stochastic-like manner [4]. The trajectories, of the system, while in chaotic regions, explore more than $d$ dimensions of the $2 d$-dimensional phase space over infinite times. In the most extreme ergodic case the regular tori are absent, and all motions of the system are chaotic.

To illustrate the dynamics of a nonintegrable system, fig. 1.1 presents a stroboscopic view of three different trajectories for a one-dimensional $(d=1)$ classical system defined by the Hamiltonian [5]

$$
\begin{equation*}
H(x, p)=\frac{p^{2}}{2 m}+A x^{4}-B x^{2}+\gamma x \cos (\omega t) \tag{1.1}
\end{equation*}
$$

with $m=1, A=0.5, B=10, \gamma=10$ and $\omega=6.07$. This Hamiltonian describes a


Figure 1.1: Three phase space trajectories of the driven anharmonic oscillator defined by Eq. (1.1). The two solid lines represent the regular tori, while the cloud of points corresponds to the chaotic sea. The figure is taken form reference [5].
particle of mass $m$ moving in the externally driven anharmonic potential, for which $A$ and $B$ parametrize the time-independent part of the double-well potential, $\gamma$ is the driving force, and $\omega$ stands for the driving frequency. The two solid curves in fig. 1.1 correspond to two periodic trajectories (regular tori) confined to the stable islands that are centered at $(x \approx-1.5, p=0)$ and $(x \approx 4.15, p=0)$. The cloud of points belong to the third trajectory, and represent the stochastic-like motion of the system (chaotic sea).

The field of quantum chaos is essentially the search for eigenstates and eigenvalues of quantum systems with chaotic classical counterparts. Schrödinger equations for such systems are nonseparable. Citing Haake [6], "nonseparability is shared
by the wave problem and the classical Hamilton-Jacobi equation ensuing in the short-wave limit and may indeed be seen as the deepest characterization of chaos". As first pointed out by Einstein, the EBR quantization rule is also no longer appropriate for determination of energy spectra, since the quantization rule requires the existence of dense stable periodic motions in the system, which are completely absent in the chaotic regime where the periodic orbits are unstable. A significant progress in characterization of energy spectra in quantum analogs of classically chaotic systems was achieved in semiclassical regime by discovery of Gutzwiller trace formulae [7]. The latter express the energy level density for a quantum system in the small de Broglie wavelength limit in terms of sums over unstable periodic orbits of the corresponding classical chaotic system. Unlike the energy level structure of integrable systems, the energy spectra of classically chaotic systems avoid degeneracies $[8,6]$, and exhibit what has come to be known as "level repulsion".

Figure 1.2 illustrates the phenomenon of level repulsion for the quantum Sinai billiard. The Sinai billiard consists of a particle moving freely in two dimensions inside an infinitely high square well potential with a hard-disk scatterer placed in the center of the well. The side of the square well is taken to be unity, and the disk radius $R$ is allowed to vary in the range $0<R \leq 0.5$. Figure 1.2 shows the first 30 energy levels as function of the disk radius $R$. One can see a complete absence of degeneracies, i.e. no two energy levels intersect as the system parameter changes.

### 1.2 Classical mixing and quantum revivals

The Hamilton equations of motion for a generic classical system are first order nonlinear differential equations, which determine time evolution of a point in the phase space. Peres [9] discussed a clever way to formulate classical mechanics in the Hilbert space by introducing a Liouville "wave function" $\Phi(\mathbf{r}, \mathbf{p}, t)$, defined on the phase space, such that the Liouville phase space density is $f=|\Phi|^{2}$. Here, $\mathbf{r}$


Figure 1.2: Energy eigenvalues of Sinai quantum billiard as function of the disk radius. The dashed line indicates the limit of applicability of the perturbation theory. The picture is taken from reference [8].
and $\mathbf{p}$ are spatial and momentum coordinates of the classical system respectively, and $t$ represents time. Then, the classical Liouville equation can be written in terms of the classical "wave function" as

$$
\begin{equation*}
i \frac{\partial \Phi}{\partial t}=\mathrm{L} \Phi \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{L}=\frac{\partial H_{\mathrm{cl}}}{\partial \mathbf{p}}\left(-i \frac{\partial}{\partial \mathbf{r}}\right)-\frac{\partial H_{\mathrm{cl}}}{\partial \mathbf{r}}\left(-i \frac{\partial}{\partial \mathbf{p}}\right) \tag{1.3}
\end{equation*}
$$

is the linear Hermitian Liouville operator, and $H_{\mathrm{cl}}$ stands for system's classical Hamiltonian. Equation (1.2) is formally equivalent to the Schrödinger equation for a quantum wave function,

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=H \Psi \tag{1.4}
\end{equation*}
$$

with the quantum Hamiltonian $H$, and a quantum wave function $\Psi=\Psi(\mathbf{r}, t)$. It was first proven by Koopman [10] that the time evolution of classical Liouville "wave functions" is unitary, i.e. the following overlap is invariant in time:

$$
\int d \mathbf{r} d \mathbf{p}[\tilde{\Phi}(\mathbf{r}, \mathbf{p}, t)]^{*} \Phi(\mathbf{r}, \mathbf{p}, t)
$$

where $\Phi$ and $\tilde{\Phi}$ are classical "wave functions" satisfying Eq. (1.2), and asterik indicates complex conjugation.

The main qualitative difference between classical and quantum dynamics comes from comparison of eigenvalue spectra of operators L and $H$ for bounded systems. In the generic case of a nonlinear classical system, the spectrum of the Liouvillian is continuous, while the spectrum of the Hamiltonian for the quantum analog of this system is discrete. Thus, an initial quantum state can always be represented, up to an arbitrary accuracy, by a linear combination of finite number of Hamiltonian eigenstates, while it takes an infinite number of Liouvillian eigenstates to construct the corresponding classical density. The time dependent wave functions read

$$
\begin{equation*}
\Psi(t)=\sum_{n} a_{n} e^{-\frac{i}{\hbar} E_{n} t} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(t)=\int d n b_{n} e^{-i \mathcal{L}_{n} t} \tag{1.6}
\end{equation*}
$$

in quantum and classical cases respectively. Here $E_{n}$ and $\mathcal{L}_{n}$ are the spectra of Hamiltonian and Liouvillian respectively, while $a_{n}$ and $b_{n}$ are the expansion coefficient of corresponding initial states.

The wave function $\Psi(t)$, given by Eq. (1.5) is quasi-periodic, i.e. for any desired accuracy $\varepsilon$ one can find a time $T_{\varepsilon}$ such that $\left\|\Psi\left(T_{\varepsilon}\right)-\Psi(0)\right\|<\varepsilon$. In other words, the time evolution of bounded quantum systems has recurrences, also known as wave function revivals [15]. The quantum recurrence time is usually much shorter than the Poincare recurrence time in the corresponding classical system [9].

On the other hand, infinite number of eigenstates of L participating in Liouvillian time evolution allows the classical density $|\Phi|^{2}$ to become more and more
distorted in the course of time, and to expand over the phase space, getting close to every point on the allowed energy shell. The resulting behavior is called mixing [4]. It is important to mention that the phenomenon of mixing does not contradict the Poincare recurrence theorem, since the latter is formulated only for individual phase space trajectories and not for the Liouvillian densities.


Figure 1.3: The probability density of an energy eigenfunction for a quantum particle in the Bunimovich stadium. The figure is taken from reference [38].

Another manifestation of the drastic difference between evolutions of classical and quantum probability densities is the phenomenon of eigenfunction "scars" in quantum analogs of bounded chaotic systems [38, 39]. Figure 1.3 shows an energy eigenfunction for the system known as the Bunimovich stadium. In the Bunimovich billiard system a particle moves inside a two-dimensional hard-wall cavity bounded by two semicircles (left and right boundaries) and by two straightline segments (top and bottom boundaries), see fig. 1.3. The figure is taken from Heller's article [38]. The eigenfunction in fig. 1.3 has most of its probability density concentrated along an unstable (8-shaped) periodic orbit of the counterpart classical system. This is an example of a general statement, that quantum eigenfunctions of bounded chaotic systems are scarred along unstable periodic orbits.

This scarring enhances the role that classical periodic orbits play in time evolution of quantum states initially given by a superposition of a number of scarred eigenstates. As a result, the dynamics of wave packets in bounded systems is periodic or quasi-periodic, and exhibits revivals of the initial state. On the other hand, the time evolution of classical probability densities is not so simple, and usually results in mixing, as in the case of the Bunimovich stadium.

The following quotation from Peres [9] neatly summarizes the comparison of quantum and classical dynamics in chaotic systems: "Quantum phenomena are more disciplined than classical ones".

### 1.3 Overview of dissertation

There are two common approaches to the quantitative description of quantum chaos. One is to explore the energy spectra in quantum analogs of classically chaotic bounded systems $[6,8,44,45,46]$, and to study quantum scattering resonances in complex energy plane for geometrically open systems with chaotic classical repellors $[21,22,23,24,25,26]$. The second approach focuses on the timedependent properties of quantum systems, such as the autocorrelation function $[13,15]$ and the Loschmidt echo $[16,17,18]$. The autocorrelation function gives the probability for the initial state of a quantum particle to recur after a certain time, and therefore characterizes the "quantum diffusion" of the initial state of a system. The Loschmidt echo, also known as fidelity, quantifies the sensitivity of quantum dynamics to perturbations of system's Hamiltonian. The precise definitions for these quantities will be given in Chapter III.

This dissertation mainly focuses on the time evolution and recurrence phenomena of quantum wave packets in the Lorentz gas model. The Lorentz gas consists of a particle, or a collection of non-interacting particles, traveling in an array of fixed scatterers, taken to be hard disks or hard spheres in two or three spatial di-
mensions respectively. The model represents a classically chaotic scattering system which has proven to be useful in classical theory of chaotic transport. Chapter II starts with the detailed description of the model in both classical and quantum cases.

In this work we studied the wave packet dynamics analytically in two different regimes: (i) short time, semiclassical regime, and (ii) long time, high-energy diffraction regime.

Chapter II discusses the evolution of small Gaussian wave packets in two- and three-dimensional semiclassical Lorentz gases for times shorter than the Ehrenfest time. Chapter III presents calculations of wave packet periodic orbit revivals, and of the Loschmidt echo of a special kind that characterizes the sensitivity of wave packet dynamics to small perturbations of the mass of the moving particle. All the results of Chapter III depend upon the short time wave packet dynamics, and are the applications of the general theory presented in Chapter II.

To get beyond the short time semiclassical limit, we then consider the long time quantum dynamics of large wave packets for high energy particles. As a tool for our analysis we take the time-domain autocorrelation function for the wave packets. We study the time decay of the autocorrelation function in Chapters IV and V for large wave packets in dilute hard-disk and hard-sphere scattering systems and for times far beyond the Ehrenfest time. The results of these chapters hold for particles in Lorentz gases with a small number of scatterers. Calculations of Chapter IV utilize the technique of the multiple scattering theory, while the methods of Chapter V are based on simple physical arguments.

Chapter VI presents the discussion of the main results of the dissertation and of the possibilities for future research.

## Chapter 2

## Short-time semiclassical Lorentz gas

In this chapter we present a semiclassical calculation of the short time evolution of a wave packet in the quantum analog of a classically chaotic system, namely the Lorentz gas. We find that the semiclassical evolution has tight connections with the classical one, and analyze the transition to the classical dynamics in the limit of particle's de Broglie wavelength going to zero. We also construct quantum analogs of finite time Lyapunov exponents characterizing the exponential separation of initially close trajectories of the classical system, and show, as one might expect, that they govern short-time spreading of small semiclassical wave packets.

### 2.1 The Lorentz gas model

The Lorentz gas system consists of a particle traveling among a collection of fixed scatterers, taken to be hard disks or hard spheres in two or three dimensions respectively. The particle experiences elastic collisions with the scatterers and moves freely between the collision events. The number of scatterers may be infinite, and then the Lorentz gas has no boundaries, or may be finite, so that the scatterers compose a geometrically open billiard system. We will address the open hard-disk and hard-sphere billiards in Chapters IV and V. The scatterers may also constitute a regular array, or may be placed at random. The case where the scatterers are centered at the vertices of a regular lattice is the Sinai billiard. Related work on this problem has been done by Wirzba [25], and we will discuss it below.

### 2.1.1 Classical Lorentz gas



Figure 2.1: Illustration of the Lorentz gas model in two dimensions. Two initially infinitesimally close trajectories are represented by solid and dashed lines. The separation $\delta$ between these trajectories is shown for some particular instant of time.

The Lorentz gas model is a paradigm of the classical theory of chaotic transport. The model demonstrates exponential Lyapunov instability to small perturbations of the initial phase space location of the moving particle. As a result, trajectories that are initially close separate exponentially with time. Figure 2.1 shows the time evolution of two initially infinitesimally close trajectories in the two-dimensional Lorentz gas. The time dependence of the trajectory separation $\delta(t)$ is given by

$$
\begin{equation*}
\delta(t) \sim e^{\lambda t} \tag{2.1}
\end{equation*}
$$

where $\lambda$ is the Lyapunov exponent corresponding to the particular pair of initially close trajectories. In the course of time, the separation between trajectories becomes greater than the scatterer size, and the trajectories start to collide with
different scatterers. For long enough times the collision sequences for the two trajectories become uncorrelated, and the separation growth is diffusive:

$$
\begin{equation*}
\delta(t) \sim \sqrt{t} \tag{2.2}
\end{equation*}
$$

The proportionality constant is determined by the diffusion coefficient of the Lorentz gas system.

### 2.1.2 Lorentz gas in the semiclassical regime

Unlike classical mechanics, quantum mechanics can not be formulated in phase space, but is concerned with Hilbert space instead. The notion of phase space trajectories is no longer meaningful and one needs to deal with wave functions to describe time evolution of a quantum particle. A natural way to quantize the Lorentz gas is to represent the moving particle by an initially localized wave packet, and allow the wave packet to evolve in time according to the Schrödinger equation with properly chosen boundary conditions. To model the particle-scatterer elastic collision one needs to require the particle's wave function to vanish at the scatterer surfaces. In other words the wave function has to satisfy the Dirichlet boundary conditions.

In this chapter we consider the propagator for a semiclassical particle moving among the scatterers. The de Broglie wavelength of the moving particle is taken to be small compared both to the size of a scatterer and to the average distance between scatterers. The propagator is evaluated by semiclassical methods for time intervals where a number of collisions take place. We show that as long as the wave packet remains small, its spreading with time is governed by a set of equations that are the quantum counterparts to the curvature equations of Sinai and co-workers [12] that determine the Lyapunov exponents and Kolmogorov-Sinai (KS) entropy for the classical system. We can then easily relate the spreading of the wave packet to the classical Lyapunov exponents.

First we provide our calculations for two-dimensional systems with hard disk scatterers in two dimensions. The three-dimensional version of this work is presented in the last section of this chapter. There we show that the role of the positive Lyapunov exponent in our calculations for two dimensional systems is taken by the sum of the two positive Lyapunov exponents for the three dimensional system. According to Pesin's theorem [14], this sum is equal to the Kolmogorov-Sinai entropy of the infinite Lorentz gas.

### 2.2 Wave packet propagation in two dimensions

In this section we derive the semiclassical propagator for small quantum wave packets moving in the Lorentz gas.

### 2.2.1 Construction of the propagator

We consider the semiclassical motion in two dimensions, $d=2$, of a Gaussian wave packet, with average momentum $\mathbf{p}_{0}$, whose initial form is given by

$$
\begin{equation*}
\langle\mathbf{r} \mid 0\rangle \equiv \psi_{0}(\mathbf{r})=\frac{1}{\sqrt{2 \pi \sigma_{\| 0} \sigma_{0}}} \exp \left(\frac{i}{\lambda} \zeta-\frac{\zeta^{2}}{4 \Omega_{\| 0}}-\frac{\eta^{2}}{4 \Omega_{0}}\right) \tag{2.3}
\end{equation*}
$$

where $\lambda=\hbar /\left|\mathbf{p}_{0}\right|$ is the de Broglie wavelength of the moving particle,

$$
\begin{equation*}
\sigma_{\| 0}^{2}=\frac{1}{\mathcal{R e}\left(\frac{1}{\Omega_{\| 0}}\right)} \quad \text { and } \quad \sigma_{0}^{2}=\frac{1}{\operatorname{Re}\left(\frac{1}{\Omega_{0}}\right)} \tag{2.4}
\end{equation*}
$$

characterize the size of the wave packet in the $\zeta$ - and $\eta$-directions respectively ( $\mathcal{R e}$ denotes the real part). The $(\zeta, \eta)$ system of coordinates is chosen with its origin at the center of the wave packet, $\mathbf{r}_{0}$, and $\zeta$-axis pointing in the direction of $\mathbf{p}_{0}$, with $\eta$-axis perpendicular to $\mathbf{p}_{0}$ :

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{0}+\mathbf{U}_{0}\binom{\zeta}{\eta} \tag{2.5}
\end{equation*}
$$



Figure 2.2: Particle-fixed frame of reference at time $t=0$.
where $\mathbf{U}_{0}$ is a $2 \times 2$ real matrix relating the two coordinate systems, see fig. 2.2.
When the wave packet is far from any scatterers, its time propagation is dominated by free streaming, described by the propagator

$$
\begin{equation*}
G_{\mathrm{fs}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\left(\frac{m}{2 \pi i \hbar t}\right)^{d / 2} \exp \frac{i m}{2 \hbar t}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} \tag{2.6}
\end{equation*}
$$

where $m$ is the mass of the moving particle, and $d=2$. Application of this propagator to the wave function given by Eq. (2.3) yields, up to an irrelevant phase factor, a new Gaussian wave packet of the form of Eq. (2.3) with

$$
\begin{align*}
\Omega_{\| 0} & \rightarrow \Omega_{\| t}=\Omega_{\| 0}+\frac{i}{2} \lambda v t  \tag{2.7}\\
\Omega_{0} & \rightarrow \Omega_{t}=\Omega_{0}+\frac{i}{2} \lambda v t, \tag{2.8}
\end{align*}
$$

where $v=\left|\mathbf{p}_{0}\right| / m$ is the average velocity of the particle. The new particle-fixed frame of reference is related to the stationary one by means of Eq. (2.5), with the wave packet center, $\mathbf{r}_{0}$, replaced by $\mathbf{r}_{t}=\mathbf{r}_{0}+\left(\mathbf{p}_{0} /\left|\mathbf{p}_{0}\right|\right) v t$ and $\mathbf{U}_{t}=\mathbf{U}_{0}$. The average momentum of the wave packet stays unaffected: $\mathbf{p}_{t}=\mathbf{p}_{0}$. Thus, the affect of the free streaming propagator on the Gaussian wave packet reduces to two linear transformation of wave packet parameters $\Omega_{\|}$and $\Omega$.

To find the semiclassical propagator describing a collision of the particle with one hard-disk scatterer, we start with the general expression for the semiclassical
propagator as a sum of terms of the form [19]

$$
\begin{equation*}
G_{\mathrm{sc}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\left(\frac{1}{2 \pi i \hbar}\right)^{d / 2} \sqrt{|D|} \exp \left(i \frac{S\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)}{\hbar}+i \frac{\pi \mu}{2}\right) \tag{2.9}
\end{equation*}
$$

where $S\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$ is the classical action along a classical path from $\mathbf{r}^{\prime}$ to $\mathbf{r}$ in time $t$, $\mu$ is an index equal to twice the number of collisions of the particle with hard disk scatterers over time $t[21], D=\operatorname{det}\left(-\partial^{2} S / \partial \mathbf{r} \partial \mathbf{r}^{\prime}\right)$ is the Van Vleck determinant, and $d=2$ is the dimensionality of the space. In general, there are two classical paths connecting points $\mathbf{r}$ and $\mathbf{r}^{\prime}$, assuming that $\mathbf{r}$ is not in the geometric shadow of $\mathbf{r}^{\prime}$ : a reflected path and a direct one. The contribution of the direct path from $\mathbf{r}^{\prime}$ to $\mathbf{r}$ to the time evolution of the wave packet is negligible after time $t$ if a classical particle with momentum $\mathbf{p}_{0}$ would collide with the scatterer during the interval $(0, t)$. Thus, we only consider the propagator given by the reflected path.


Figure 2.3: Particle-fixed frames of reference: $\left(\zeta^{\prime}, \eta^{\prime}\right)$ at time 0 and $(\zeta, \eta)$ at $t$.

Consider a wave packet centered around $\mathbf{r}_{0}^{\prime}$ at time $t=0$ before a collision and around $\mathbf{r}_{0}$ at $t$ after the collision, see fig. 2.3. The system of reference originates at the point of classical collision. We suppose that the wave packet to which the propagator will be applied is sufficiently small that we only need to find classical trajectories by minimizing the action for points starting close to $\mathbf{r}_{0}^{\prime}$ and ending close
to $\mathbf{r}_{0}$ at time $t$, see fig. 2.4. We then write the action, $S_{\mathbf{R}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$, for a trajectory originating from point $\mathbf{r}^{\prime}=\mathbf{r}_{0}^{\prime}+\delta \mathbf{r}^{\prime}$, with $\left|\delta \mathbf{r}^{\prime}\right| \ll\left|\mathbf{r}_{0}^{\prime}\right|$, colliding with a scatterer at point $\mathbf{R}$ and arriving at point $\mathbf{r}=\mathbf{r}_{0}+\delta \mathbf{r}$, with $|\delta \mathbf{r}| \ll\left|\mathbf{r}_{0}\right|$, at time, $t$, as

$$
\begin{equation*}
S_{\mathbf{R}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\frac{m}{2 t}\left(\left|\mathbf{R}-\mathbf{r}^{\prime}\right|+|\mathbf{r}-\mathbf{R}|\right)^{2} . \tag{2.10}
\end{equation*}
$$

The variation of this action with respect to the point of collision, $\mathbf{R}$, leads to an


Figure 2.4: The thin line represents the reflected trajectory starting from point $\mathbf{r}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ and leading to point $\mathbf{r}=(x, y)$. The point of particle-disk collision is denoted by $\mathbf{R}=(X, Y)$. The thick line corresponds to the trajectory followed by the center of the wave packet.
extremum equation that is used to determine the collision point, $\mathbf{R}=(X, Y)$, see fig. 2.4. We get

$$
\begin{align*}
X & =-\frac{1}{2 a}\left(\frac{x y^{\prime}+x^{\prime} y}{x+x^{\prime}}\right)^{2}+\mathcal{O}\left(\delta^{2}\right) \\
Y & =\frac{x y^{\prime}+x^{\prime} y}{x+x^{\prime}}-\frac{1}{2 a} \frac{x-x^{\prime}}{y-y^{\prime}}\left(\frac{x y^{\prime}+x^{\prime} y}{x+x^{\prime}}\right)^{2}+\mathcal{O}\left(\delta^{2}\right) \tag{2.11}
\end{align*}
$$

where $\mathbf{r}=(x, y), \mathbf{r}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ and

$$
\begin{equation*}
\delta=\max \left(\frac{|\delta \mathbf{r}|}{a}, \frac{|\delta \mathbf{r}|}{r}, \frac{|\delta \mathbf{r}|}{r^{\prime}}\right) \tag{2.12}
\end{equation*}
$$

is a small expansion parameter. Here, we assume that the size of the wave packet through the collision is smaller than the disk radius and the initial and final distances from the wave packet to the scatterer. Substitution of Eqs. (2.11) into Eq. (2.10) yields

$$
\begin{equation*}
S_{\mathbf{R}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\frac{m}{2 t}\left[\left(x+x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\frac{2}{a} \frac{\left(x y^{\prime}+x^{\prime} y\right)^{2}}{x+x^{\prime}}+\mathcal{O}\left(\delta^{2}\right)\right] . \tag{2.13}
\end{equation*}
$$

Then, we make the coordinate transformations $(x, y) \rightarrow(\zeta, \eta)$ and $\left(x^{\prime}, y^{\prime}\right) \rightarrow$ $\left(\zeta^{\prime}, \eta^{\prime}\right)$. Here $(\zeta, \eta)$ and $\left(\zeta^{\prime}, \eta^{\prime}\right)$ are coordinate frames with origins at $\mathbf{r}_{0}$ and $\mathbf{r}_{0}^{\prime}$ respectively, such that $\zeta$ and $\zeta^{\prime}$ are along the direction of the probability current, and $\eta$ and $\eta^{\prime}$ are in directions perpendicular to $\zeta$ and $\zeta^{\prime}$, respectively, as illustrated in fig. 2.3. After making the coordinate transformation we substitute the action $S_{\mathbf{R}}\left(\zeta, \eta, \zeta^{\prime}, \eta^{\prime}, t\right)$ into Eq. (2.9) to get the expression for the scattering propagator. The algebra simplifies a bit if we take the case where $\left|\mathbf{r}_{0}^{\prime}\right|=\left|\mathbf{r}_{0}\right|=r$. We obtain

$$
\begin{equation*}
G_{\mathrm{sc}}\left(\zeta, \eta, \zeta^{\prime}, \eta^{\prime}, t\right)=G_{\mathrm{sc}}^{(1)}\left(\zeta, \zeta^{\prime}, t\right) G_{\mathrm{sc}}^{(2)}\left(\eta, \eta^{\prime}, t\right), \tag{2.14}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{s c}^{(1)}\left(\zeta, \zeta^{\prime}, t\right) \approx\left(\frac{1}{4 \pi i \lambda r}\right)^{1 / 2} \exp \frac{i\left(\zeta+2 r-\zeta^{\prime}\right)^{2}}{4 \lambda r} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{s c}^{(2)}\left(\eta, \eta^{\prime}, t\right) \approx\left(\frac{a \cos \phi}{4 \pi i \lambda r(r+a \cos \phi)}\right)^{1 / 2} \exp \frac{i a\left(\eta-\eta^{\prime}\right)^{2} \cos \phi+2 i r\left(\eta^{2}+\left(\eta^{\prime}\right)^{2}\right)}{4 \lambda r(r+a \cos \phi)} . \tag{2.16}
\end{equation*}
$$

Here, $\phi$ is the angle of incidence in the collision. The time dependence in the propagator appears in $r$, through the relation $2 r=v t$.

There are limits to the range of applicability of the semiclassical propagator given by Eq. (2.14). First, the particle's wave function is supposed to be confined to a small region in space, the linear size of which is much smaller that the radius of the scatterer, throughout the time interval $(0, t)$. It is this limitation that allows one to consider only the reflected path while deriving the propagator. Second, the wave packet size is assumed to be much smaller than the distance $r$ between
the center of the wave packet and the point where the particle would, classically, collide with the scatterer. This assumption together with the first one makes it possible to expand the coordinates of points connected by the propagator about corresponding wave packet centers.

The propagator in the direction of motion given by Eq. (2.15) is simply the free streaming expressed in particle-fixed coordinate frames, showing that time evolution of $\zeta$-component of the time dependent wave packet, $\psi_{t}$, is unaffected by scattering events. The $\eta$-component of the propagator, Eq. (2.16), can be easily shown to satisfy the identity

$$
\begin{equation*}
G_{\mathrm{sc}}^{(2)}\left(\eta, \eta^{\prime}, t\right)=\int d \eta_{1} \int d \eta_{2} G_{\mathrm{fs}}\left(\eta, \eta_{2}, t / 2\right) \hat{C}\left(\eta_{2}, \eta_{1}\right) G_{\mathrm{fs}}\left(\eta_{1}, \eta^{\prime}, t / 2\right) \tag{2.17}
\end{equation*}
$$

where we introduced an instantaneous collision propagator, $\hat{C}\left(\eta, \eta^{\prime}\right)$, according to

$$
\begin{equation*}
\hat{C}\left(\eta, \eta^{\prime}\right)=\delta\left(\eta-\eta^{\prime}\right) \exp \frac{i \eta^{2}}{\lambda a \cos \phi} \tag{2.18}
\end{equation*}
$$

Eq. (2.17) allows to represent the propagator for a single scattering event, $G_{\mathrm{sc}}\left(\zeta, \eta, \zeta^{\prime}, \eta^{\prime}, t\right)$, as a product of three successive propagators: (i) a free streaming propagator, $G_{\mathrm{fs}}\left(\zeta_{1}, \eta_{1}, \zeta^{\prime}, \eta^{\prime}, t / 2\right)$, (ii) an instantaneous collision propagator, $\delta\left(\zeta_{2}-\zeta_{1}\right) \hat{C}\left(\eta_{2}, \eta_{1}\right)$ affecting the $\eta$-component of $\psi_{t}$, and (iii) another free streaming propagator, $G_{\mathrm{fs}}\left(\zeta, \eta, \zeta_{2}, \eta_{2}, t / 2\right)$.

Assuming that the wave packet size $\sigma_{t}$ remains smaller than radius $a$ of a scatterer, over the time $t$, we now construct the propagator for a trajectory with several collisions of the moving particle with scatterers as a combination of free particle and single collision propagators. This is appropriate in the semiclassical approximation when the size of the wave packet is small compared to the size of a scatterer, and to the average separation of the scatterers. Both free flight and instantaneous collision propagators leave the Gaussian form of a wave packet invariant. While the effect of the free streaming is described by Eqs. (2.7, 2.8), the instantaneous collision propagator, Eq. (2.18), when applied to a Gaussian wave
packet leads to an instantaneous change in $\Omega$ given by

$$
\begin{equation*}
\frac{1}{\Omega^{+}}=\frac{1}{\Omega^{-}}-\frac{4 i}{\lambda a \cos \phi}, \tag{2.19}
\end{equation*}
$$

where superscripts $\pm$ are used to distinguish variables immediately before and immediately after a collision. As mentioned above, $\Omega_{\|}$is unaffected by instantaneous collisions:

$$
\begin{equation*}
\Omega_{\|}^{+}=\Omega_{\|}^{-} . \tag{2.20}
\end{equation*}
$$

The free streaming transformation of $\Omega_{t}$, coupled with the collisional transformation of $\Omega^{-}$to $\Omega^{+}$given above provides a direct connection between this semiclassical analysis of wave packet motion and the method of Sinai et al. for analyzing the ergodic properties of the classical Lorentz gas in terms of the curvature of a classical wave front $[12,27]$.

(b)

Figure 2.5:

The method of radii of curvature is proven to be useful in analyzing the properties of the classical Lorentz gas system. We illustrate this method in Appendix A, following [29], as a tool to calculate the Lyapunov exponents for various hard-disk and hard-sphere billiards. The method was applied by Van Beijeren et al. [27] to treat dilute two- and three-dimensional random Lorentz gases. Here we present a simple formulation of the radius of curvature technique for a two-dimensional Lorentz gas.

Consider a narrow cone of trajectories of particles originating for the same spatial point $O$, see fig. 2.5a, with slightly different directions of velocities. The spatial separation of the trajectories can be quantified by the arc length $\sigma$ constructed on the cone at distance, or radius of curvature, $\rho$ away from the point $O$, see fig. 2.5a. The free flight time evolution of the trajectory separation $\sigma$ is given by

$$
\begin{equation*}
\sigma_{t}=\frac{\rho_{t}}{\rho_{0}} \sigma_{0} \tag{2.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho_{t}=\rho_{0}+v t, \tag{2.22}
\end{equation*}
$$

where $v$ stands of the velocity of the particles, and subscripts denote the time dependence.

A collision event results in reprojection of the trajectory cone in such a way that the new cone representing particle trajectories after the collision originates for a point $O^{\prime}$ located inside the scatterer, see fig. 2.5 b . The radii of curvature right before and right after the collision, $\rho^{-}$and $\rho^{+}$respectively, are related by means of the circular mirror equation:

$$
\begin{equation*}
\frac{1}{\rho^{+}}=\frac{1}{\rho^{-}}+\frac{2}{a \cos \phi}, \tag{2.23}
\end{equation*}
$$

where $\phi$ is the collision angle, see fig. 2.5b. Thus, spatial separation of a bundle of classical trajectories in the Lorentz gas can be described by successive application of the free flight and collision equations.

Equations (2.22) and (2.23) constitute the classical curvature equations. They can be used to calculate Lyapunov exponents in the Lorentz gas in the following way. Consider a sequence of collision events, parametrized by times $\left\{t_{j}\right\}$, with $j=1,2, \ldots, N$, that a particle undergoes during a time interval ( $0, t$ ). Using Eq. (2.21) we write

$$
\begin{equation*}
\sigma_{t}=\sigma_{0} \frac{\rho_{t_{1}}^{-}}{\rho_{0}} \frac{\rho_{t_{2}}^{-}}{\rho_{t_{1}}^{+}} \cdots \frac{\rho_{t_{N}}^{-}}{\rho_{t_{N-1}}^{+}} \frac{\rho_{t}}{\rho_{N}^{+}} . \tag{2.24}
\end{equation*}
$$

Then, taking into account the free streaming evolution of $\rho_{t}$, we get

$$
\begin{equation*}
\frac{\rho_{t_{j}}^{-}}{\rho_{t_{j-1}}^{+}}=\frac{\rho_{t_{j-1}}^{+}+v\left(t_{j}-t_{j-1}\right)}{\rho_{t_{j-1}}^{+}}=\exp \int_{t_{j-1}}^{t_{j}} \frac{v d \tau}{\rho_{t_{j-1}}^{+}+v\left(\tau-t_{j-1}\right)}=\exp \int_{t_{j-1}}^{t_{j}} \frac{v d \tau}{\rho_{\tau}} . \tag{2.25}
\end{equation*}
$$

Substitution of Eq. (2.25) into Eq. (2.24) yields

$$
\begin{equation*}
\sigma_{t}=\sigma_{0} \exp \left(\int_{0}^{t} \frac{v d \tau}{\rho_{\tau}}\right)=\sigma_{0} e^{t \lambda_{t}^{\mathrm{cl}}} \tag{2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{t}^{\mathrm{cl}}=\frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho_{\tau}} \tag{2.27}
\end{equation*}
$$

is the classical finite time Lyapunov exponent. The classical Lyapunov exponent $\lambda$ is defined as the infinite time limit of $\lambda_{t}^{\mathrm{cl}}$ :

$$
\begin{equation*}
\lambda=\lim _{t \rightarrow \infty} \lambda_{t}^{\mathrm{cl}}=\lim _{t \rightarrow \infty} \frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho_{\tau}} . \tag{2.28}
\end{equation*}
$$

One needs to prove the convergence of the limit in Eq. (2.28) in order to calculate the classical Lyapunov exponent $\lambda$. Appendix A provides this proof for the simplest hard-disk scattering system: a particle in a two-disk unstable periodic orbit. Reference [27] contains the analysis of the limit for dilute random Lorentz gases.

In the case of the dilute random Lorentz gas the convergence of the limit can be understood as follows. The radius of curvature right after a $j^{\text {th }}$ particle-disk collision, $\rho_{t_{j}}^{+}$, is determined by Eq. (2.23), and is of the order of the disk radius, $\rho_{t_{j}}^{+} \sim a$, for $\rho_{t_{j}}^{-} \gg a$. After the $j^{\text {th }}$ collision event, the radius of curvature grows linearly, according to Eq. (2.22), to some value $\rho_{t_{j+1}}^{-} \sim a+R$, where $R$ is the mean free path which is well defined for the random Lorentz gas. In the case of the dilute Lorentz gas $\rho_{t_{j+1}}^{-} \sim R \gg a$, which results to $\rho_{t_{j+1}}^{+} \sim a$ and the arguments repeat. Hence, we see that $\rho_{t}$ always stays in the approximate range $(a \ldots R)$, and the curvature $1 / \rho_{t}$ has both the lower and the upper bounds, so that the average curvature exists. The classical Lyapunov exponent $\lambda$ is equal to this average curvature multiplied by particles velocity $v$.

A simple transformation allows us to recover the classical curvature equations, Eqs. (2.22) and (2.23), and to identify the appearance of the positive Lyapunov exponent in the semiclassical formulae given by Eqs. (2.8) and (2.19). To see this let us define complex radii of curvature, $\tilde{\rho}_{\|}$and $\tilde{\rho}$, according to

$$
\begin{equation*}
\Omega_{\|}=\frac{i}{2} \lambda \tilde{\rho}_{\|} \quad \text { and } \quad \Omega=\frac{i}{2} \lambda \tilde{\rho} . \tag{2.29}
\end{equation*}
$$

In terms of $\tilde{\rho}$, Eqs. (2.8) and (2.19) read

$$
\begin{align*}
\quad \tilde{\rho}_{t}=\tilde{\rho}_{0}+v t & \text { free streaming },  \tag{2.30}\\
\frac{1}{\tilde{\rho}^{+}}=\frac{1}{\tilde{\rho}^{-}}+\frac{2}{a \cos \phi} & \text { collision }, \tag{2.31}
\end{align*}
$$

while

$$
\begin{equation*}
\tilde{\rho}_{\| t}=\tilde{\rho}_{\| 0}+v t \tag{2.32}
\end{equation*}
$$

regardless of whether any scattering events have taken place over time $t$. These equations for $\tilde{\rho}$ are formally identical with the classical curvature equations, Eqs. (2.22) and (2.23), for the Lorentz gas. In an unpublished manuscript describing the diffractive scattering of a wave packet by a circular scatterer, Wirzba [25] noted that the curvature equations can also be extracted from his formalism.

### 2.2.2 Spreading of the wave packet

To describe the spreading of a Gaussian wave packet in the Lorentz gas, we consider a sequence of collisions parameterized by a set of times $\left\{t_{j}\right\}$ together with a set of collision angles $\left\{\phi_{j}\right\}$. Direct substitution of the free streaming transformation for $\tilde{\rho}_{t}$, Eq. (2.30), into the expression, Eq. (2.4), for the size of the wave packet along the $\eta$-coordinate, i.e. along the direction perpendicular to the average momentum p of the particle,

$$
\begin{equation*}
\sigma_{t}^{2}=\frac{1}{\operatorname{Re}\left(\Omega_{t}^{-1}\right)}=\frac{\lambda}{2 \operatorname{Im}\left(\tilde{\rho}_{t}^{-1}\right)}, \tag{2.33}
\end{equation*}
$$

yields

$$
\begin{equation*}
\sigma_{t}=\sigma_{t_{j}}\left|\frac{\tilde{\rho}_{t_{j}}+v\left(t-t_{j}\right)}{\tilde{\rho}_{t_{j}}}\right|=\sigma_{t_{j}} \exp \left(v \mathcal{R e} \int_{t_{j}}^{t} \frac{d \tau}{\tilde{\rho}_{\tau}}\right) \tag{2.34}
\end{equation*}
$$

for $t_{j}<t<t_{j+1}$. It follows from the relation between $\sigma$ and $\tilde{\rho}$, and the change in $\tilde{\rho}$ on collision, that the instantaneous scattering transformation does not change the size of the wave packet $\left(\sigma_{t_{j}}^{+}=\sigma_{t_{j}}^{-}\right)$. Thus, we can propagate $\sigma_{t}$ backward in time to get

$$
\begin{equation*}
\sigma_{t}=\sigma_{0} \exp \left(v \mathcal{R e} \int_{0}^{t} \frac{d t^{\prime}}{\tilde{\rho}_{t^{\prime}}}\right)=\sigma_{0} e^{t \lambda_{t}} \tag{2.35}
\end{equation*}
$$

where $\sigma_{0}$ is the initial size of the wave packet at $t=0$, and

$$
\begin{equation*}
\lambda_{t}=\frac{v}{t} \operatorname{Re} \int_{0}^{t} \frac{d \tau}{\tilde{\rho}_{\tau}}=\frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho_{\tau}}, \tag{2.36}
\end{equation*}
$$

where we introduce a real radius of curvature, $\rho$, which is different from the classical radius of curvature, as

$$
\begin{equation*}
\frac{1}{\rho} \equiv \mathcal{R} e \frac{1}{\tilde{\rho}} . \tag{2.37}
\end{equation*}
$$

The quantity $\lambda_{t}$ can be thought of as a wave packet stretching exponent over a time $t$. It differs from the classical Lyapunov exponent $\lambda$ because it contains quantum effects and the limit of infinite time is not taken. The stretching exponent, $\lambda_{t}$, converges to the Lyapunov exponent, $\lambda$, in the long time classical limit:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lim _{\lambda \rightarrow 0} \lambda_{t}=\lambda \tag{2.38}
\end{equation*}
$$

In order to prove Eq. (2.38), one needs to show that $\rho$ becomes the classical radius of curvature for the classical Lorentz gas as $\lambda \rightarrow 0$. Substituting Eq. (2.37) along with $\operatorname{Im}(1 / \tilde{\rho})=\lambda /\left(2 \sigma^{2}\right)$ into the transformations for $\tilde{\rho}_{t}$, Eqs. (2.30, 2.31), one gets

$$
\left.\begin{array}{rl}
\rho_{t} & =\frac{\left(\rho_{0}+v t\right)^{2}+\varepsilon_{0}(v t)^{2}}{\rho_{0}+v t+\varepsilon_{0} v t}  \tag{2.39}\\
\sigma_{t} & =\frac{\sigma_{0}}{\rho_{0}} \sqrt{\left(\rho_{0}+v t\right)^{2}+\varepsilon_{0}(v t)^{2}}
\end{array}\right\} \text { free streaming, }
$$

and $1 / \rho^{+}=1 / \rho^{-}+2 /(a \cos \phi)$ together with $\sigma^{+}=\sigma^{-}$at a collision. Here

$$
\begin{equation*}
\varepsilon_{t}=\left(\frac{\lambda \rho_{t}}{2 \sigma_{t}^{2}}\right)^{2} \tag{2.40}
\end{equation*}
$$

contains all the quantum effects; it vanishes as $\lambda \rightarrow 0$, which makes Eq. (2.39) converge to its classical counterpart [12, 27], see Eqs. (2.21) and (2.22).

Another way to visualize the semi-classical corrections is to rewrite Eq. (2.39) in differential form:

$$
\begin{equation*}
\dot{\rho}_{t}=v\left(1-\varepsilon_{t}\right) \quad \text { and } \quad \dot{\sigma}_{t}=v \frac{\sigma_{t}}{\rho_{t}} . \tag{2.41}
\end{equation*}
$$

Here the second equation has its classical form, and the quantum correction is apparent in the first equation: it shows that the free flight spreading of the wave packet results from a combination of a classical linear separation of trajectories and the quantum spreading due to the Uncertainty Principle.

The role of the Uncertainty Principle becomes apparent from the following simple consideration. Suppose one prepares a tiny minimal wave packet with spatial uncertainty $\sigma_{0}$. The corresponding uncertainty in momentum, $\Delta p$, is then given by $\sigma_{0} \Delta p=\hbar / 2$. After some time $t$ the wave packet size evolves to $\sigma_{\mathrm{UP}} \approx(\Delta p / m) t=\lambda v t /\left(2 \sigma_{0}\right)$ merely due to the Uncertainty Principle. Writing the geometrical (classical) spreading as $\sigma_{\mathrm{CL}}=\sigma_{0}\left(1+v t / \rho_{0}\right)$, we notice that $\sigma_{t}$ in Eq. (2.39) is essentially a simple combination of $\sigma_{\mathrm{CL}}$ and $\sigma_{\mathrm{UP}}$, namely $\sigma_{t}=\sqrt{\sigma_{\mathrm{CL}}^{2}+\sigma_{\mathrm{UP}}^{2}}$.


Figure 2.6: Free flight time evolution of $\rho$ and $\sigma$ : (a) classical case, $\varepsilon=0$, (b) quantum case, $\varepsilon>0$.

Figure 2.6 illustrates the free flight dynamics of $\rho$ and $\sigma$ given by Eq. (2.41). Figure 2.6a pictures the classical limit, $\lambda=0$ : an arc of instantaneous radius $\rho$ and
length $\sigma$ moves with constant velocity $v$ along the "cone" originating at a point $O$. Eq. (2.41) with $\varepsilon_{t}=0$ describes the time evolution of $\rho$ and $\sigma$ in this case. In quantum regime, $\varepsilon>0$, the point $O$ is also moving in the same direction as the arc, but with a different, time dependent, velocity equal to $\varepsilon v$, see fig. 2.6b. It can be shown from Eqs. $(2.40,2.41)$ that $\varepsilon_{t} \sim t^{-2}$ as $t \rightarrow \infty$, implying the convergence of point $O$ to some point $O^{\prime}$ in the long time limit, see fig. 2.6b. The time evolution of $\rho$ and $\sigma$ is then dominated by classical equations when $O$ is close to $O^{\prime}$.

### 2.2.3 Lyapunov regime

We now define an interval of time, called the Lyapunov regime for which the values of $\rho_{t}$ and $\sigma_{t}$ satisfy the inequality

$$
\begin{equation*}
\varepsilon_{t}=\left(\frac{\lambda \rho_{t}}{2 \sigma_{t}^{2}}\right)^{2} \ll 1 \tag{2.42}
\end{equation*}
$$

It follows from the free flight and collision transformations for $\rho_{t}$ and $\sigma_{t}$ that $\varepsilon_{t}$ is a rapidly decreasing function of time, see fig. 2.7. Therefore, once in the Lyapunov regime the system stays in it for some time $t_{L}$, at which $\sigma$ becomes comparable with the size of scatterers, and our collision analysis breaks down. It can also be shown that if the Lyapunov regime inequality is not satisfied at $t=0$, and the wave packet is small, the system rapidly evolves to a state for which this inequality is satisfied. During this transient regime $\rho_{t}$ rapidly decreases whereas $\sigma_{t}$ does not change significantly, see fig. 2.7.

In the Lyapunov regime, Eqs. (2.41) reduce to their classical counterpart,

$$
\begin{equation*}
\dot{\rho} \approx v \quad \text { and } \quad \dot{\sigma}_{t}=v \frac{\sigma_{t}}{\rho_{t}} \tag{2.43}
\end{equation*}
$$

so that $\sigma_{t}$ grows exponentially in the same way as a small pencil of trajectories separates exponentially in the classical system. That is $\sigma_{t}=\sigma_{0} \exp \left(t \lambda_{t}\right)$, where $\lambda_{t}$ is given by Eq. (2.36) and calculated using only classical mechanics. It is useful to remark that $\lambda_{t}$ typically reaches a value close to the classical Lyapunov exponent $\lambda$ after only a few collisions, see fig. 2.7.

Let us make a rough estimate of the maximum duration of the Lyapunov regime, $t_{L}^{\max }$, in a Lorentz gas system with the minimum free flight path $l_{\min }$ (defined as $R_{\text {min }}-2 a$, where $R_{\text {min }}$ is the minimum scatterer separation) being greater than or comparable to the disk-scatterer radius $a$, i.e. $l_{\min } \gtrsim a$. The case of closely packed scatters, $l_{\text {min }} \ll a$, should be treated separately.

Considerer a wave packet right after the first collision which brings the system into the Lyapunov regime. The wave packet is then characterized by its size $\sigma_{0}$, and the real radius of curvature $\rho_{0} \sim a$. The Lyapunov regime condition, Eq. (2.42), requires $\sigma_{0}>\sqrt{\lambda a}$. The spreading of the wave packet is exponential, $\sigma_{t} \approx \sigma_{0} \exp (\lambda t)$, with the rate given by the classical Lyapunov exponent. Equating $\sigma_{t}$ to the disk radius $a$, we obtain the time at which the wave packet spreads to the scatterer size and the Lyapunov regime gets terminated: $t \approx(1 / \lambda) \ln \left(a / \sigma_{0}\right)$. The maximum duration of the Lyapunov regime is then obtained by substituting the size of the smallest wave packet, $\sigma_{0}^{\min } \sim \sqrt{\lambda a}$, to get

$$
\begin{equation*}
t_{L}^{\max } \sim \frac{1}{2 \lambda} \ln \frac{a}{\lambda} . \tag{2.44}
\end{equation*}
$$

We see that the maximum Lyapunov regime time is about half of the Ehrenfest time [6], and for sufficiently small de Broglie wavelengths $\lambda$ can be long enough for the wave packet to exhibit exponential spreading governed by the classical Lyapunov exponent.

Finally, we illustrate the exponential spreading of a Gaussian wave packet for the case of particles moving in short, periodic orbits. We numerically evaluate $\sigma_{t}$ and $\rho_{t}$ in Eq. (2.41) (and in the $\rho^{-}$to $\rho^{+}$collision transformation) for the simplest periodic orbit: a particle moving back and forth along the line connecting the centers of two disks. Figure 2.7 shows $\sigma_{t}, \rho_{t}$, and quantity $\varepsilon_{t}$, given by Eq. (2.40), for the two disks of radius $a=1$, and the center-to-center separation $R=3$. The particle is placed in the middle between the two disks at $t=0$, and has the de Broglie wavelength $\lambda=10^{-7}$. The initial wave packet is characterized by $\sigma_{0}=2 \cdot 10^{-4}$ and $\rho_{0}=10$, so that $\varepsilon_{0} \approx 156$ and the system is far from the Lyapunov
regime at $t=0$. Figure 2.7 shows that it only takes a single collision for the system to reach the Lyapunov regime, $\varepsilon \ll 1$.


Figure 2.7: Wave packet size, $\sigma$, real radius of curvature, $\rho$, and $\varepsilon$, are shown as functions of time, $t$, for a two-disk periodic orbit. Disk radii $a=1$, center-to-center separation $R=3$, de Broglie wave length $\lambda=10^{-7}$. The corresponding two-disk Lyapunov exponent $\lambda / v \approx 1.32$. Initial wave packet size $\sigma_{0}=2 \cdot 10^{-4}$ and $\rho_{0}=10$. The particle is located in the middle between the two disks at $t=0$. Exponential trends are shown for plots of $\sigma$ and $\varepsilon$. All distances are measured in units of disk radius $a$.

The parameters in fig. 2.7 are chosen so as to illustrate the essential regimes: a short decay of quantum effects ( $\varepsilon$ becomes less than unity), followed by the Lyapunov spreading of the wave packet, $\sigma \sim \exp \left(\lambda^{(2)} t\right)$, where $\lambda^{(2)}$ stands for the Lyapunov exponent of the two-disk unstable periodic orbit. The relatively small value of the de Broglie wavelength used in this example can be indeed achieved
experimentally [28].
The classical Lyapunov exponent of a two-disk periodic orbit is known exactly [30, 29],

$$
\begin{equation*}
\lambda^{(2)}=\frac{v}{R-2 a} \ln \frac{R-a+\sqrt{R(R-2 a)}}{a} . \tag{2.45}
\end{equation*}
$$

Appendix A presents the derivation of the two-disk Lyapunov exponent by means of the radius of curvature method. In our case Eq. (2.45) gives $\lambda^{(2)} / v \approx 1.32$. The numerical evaluation presented in fig. 2.7 shows that a single collision is enough to initiate the exponential growth of the wave packet (with the rate given by the classical Lyapunov exponent), which persists for about 5-6 collisions. Our results do not apply for times longer than the duration of the Lyapunov regime, $v t_{L} / a \approx 6$.

Before leaving the subject of wave packet propagation in the two-dimensional Lorentz gas, let us compare the classical and semiclassical finite time Lyapunov exponents,

$$
\begin{equation*}
\lambda_{t}^{\mathrm{cl}}=\frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho_{\tau}^{\mathrm{cl}}} \quad \text { and } \quad \lambda_{t}=\frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho_{\tau}} \tag{2.46}
\end{equation*}
$$

respectively, for the systems in the Lyapunov regime. Our previous analysis showed that the classical and semiclassical radii of curvature, $\rho_{t}^{\mathrm{cl}}$ and $\rho_{t}$ respectively, are almost identical after the first collision event taking place at a time $t_{1}$. Therefore, the difference in finite time Lyapunov exponents mainly results from the time interval $\left(0, t_{1}\right)$, during which the time evolution of the radii of curvature is given by

$$
\begin{equation*}
\rho_{t}^{\mathrm{cl}}=\rho_{0}+v t \quad \text { and } \quad \rho_{t}=\frac{\left(\rho_{0}+v t\right)^{2}+\varepsilon_{0}(v t)^{2}}{\rho_{0}+v t+\varepsilon_{0} v t} \tag{2.47}
\end{equation*}
$$

where $\rho_{0}$ is some initial value of the curvature radius, and $\varepsilon_{0}$ is defined according to Eq. (2.40),

$$
\varepsilon_{0}=\left(\frac{\lambda \rho_{0}}{2 \sigma_{0}^{2}}\right)^{2}
$$

Assuming that the system is initially in the Lyapunov regime, $\varepsilon_{0} \ll 1$, we expand $1 / \rho_{t}$ in powers of $\varepsilon_{0}$ to get

$$
\begin{equation*}
\frac{1}{\rho_{t}}=\frac{1}{\rho_{0}+v t}+\varepsilon_{0} \frac{\rho_{0} v t}{\left(\rho_{0}+v t\right)^{3}}+\mathcal{O}\left(\varepsilon_{0}^{2}\right) \tag{2.48}
\end{equation*}
$$

Keeping only the first two terms in the expansion we estimate the difference between the semiclassical and classical finite time Lyapunov exponents:

$$
\begin{align*}
\lambda_{t}-\lambda_{t}^{\mathrm{cl}} & \approx \frac{v}{t} \int_{0}^{t_{1}} d \tau \varepsilon_{0} \frac{\rho_{0} v t}{\left(\rho_{0}+v t\right)^{3}} \\
& =\frac{\varepsilon_{0}}{2 t}\left(\frac{v t_{1}}{\rho_{0}+v t_{1}}\right)^{2}=\frac{\lambda^{2}}{2 t}\left[2 \sigma_{0}^{2}\left(\frac{1}{\rho_{0}}+\frac{1}{v t_{1}}\right)\right]^{-2} . \tag{2.49}
\end{align*}
$$

Equation (2.49) shows that the semiclassical finite time Lyapunov exponent is larger than the classical one by a small amount which is proportional to the square of the de Broglie wavelength and inversely proportional to the time $t$. We also see that the difference in the Lyapunov exponents satisfies $\lambda_{t}-\lambda_{t}^{\mathrm{cl}}<\varepsilon_{0} / 2 t \ll 1 / 2 t$ for the systems in the Lyapunov regime, and therefore is extremely small.

### 2.3 Propagator in three dimensions

The derivation of the wave packet propagator presented in this chapter was carried out for hard-disk systems in two dimensions, $d=2$. We now generalize this calculation to the three dimensional case, $d=3$, using methods similar to those used to describe the classical separation of close trajectories [12, 27]

The initial Gaussian wave packet in three dimensions reads

$$
\begin{align*}
& \langle\mathbf{r} \mid 0\rangle \equiv \psi_{0}(\mathbf{r})=\left(\frac{1}{2 \pi}\right)^{3 / 4}\left(\frac{1}{\sigma_{\| 0} \sigma_{0}^{2}}\right)^{1 / 2}  \tag{2.50}\\
& \quad \times \exp \left(\frac{i}{\lambda} \zeta-\frac{\zeta^{2}}{4 \Omega_{\| 0}}-\frac{1}{4} \boldsymbol{\eta}^{\mathrm{T}} \boldsymbol{\Omega}_{0}^{-1} \boldsymbol{\eta}\right),
\end{align*}
$$

where $\zeta$-axis is directed along the momentum $\mathbf{p}_{0}$, see fig. 2.2, while $\boldsymbol{\eta} \equiv\left(\eta^{(1)}, \eta^{(2)}\right)^{\mathrm{T}}$ lies in the plane perpendicular to $\mathbf{p}_{0} ; \boldsymbol{\Omega}_{0}$ is a $2 \times 2$ complex symmetric matrix, and T-superscript denotes transposition. As in two-dimensional case, the origin of the orthogonal frame $\left(\zeta, \eta^{(1)}, \eta^{(2)}\right)$ travels with the center of the wavepacket with fixed axes, except at collisions, when the axes rotate so that the new $\zeta$ axis is in the direction of motion of the center of the wave packet, see fig. 2.2. The wave packet
size in $\zeta$-direction $\sigma_{\| 0}^{2}=1 / \operatorname{Re}\left(\Omega_{\| 0}^{-1}\right)$, while in $\boldsymbol{\eta}$-plane

$$
\begin{equation*}
\sigma_{0}^{2}=\frac{1}{\sqrt{\operatorname{det} \operatorname{Re}\left(\boldsymbol{\Omega}_{0}^{-1}\right)}} \tag{2.51}
\end{equation*}
$$

Application of the free streaming propagator $G_{\mathrm{fs}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$, given by Eq. (2.6) with $d=3$, to the wave function above changes $\boldsymbol{\Omega}_{0}$ to

$$
\begin{equation*}
\boldsymbol{\Omega}_{t}=\boldsymbol{\Omega}_{0}+\frac{i}{2} \lambda v t \mathbf{1} \tag{2.52}
\end{equation*}
$$

where $\mathbf{1}$ is the $2 \times 2$ unit matrix; the change of the $\zeta$-directional component of the wave packet is the same as in the two-dimensional case, Eq. (2.7).

The single-sphere scattering propagator is given by Eq. (2.9) with $d=3$. As in the two-dimensional problem, only the reflected path contributes to the propagator for a wave packet small compared to the sphere radius, $a$. Closely following the arguments of this chapter in three dimensions, one can verify that the scattering propagator $G_{\mathrm{sc}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$ can be written as

$$
\begin{equation*}
G_{\mathrm{sc}}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} G_{\mathrm{fs}}\left(\mathbf{r}, \mathbf{r}_{2}, t / 2\right) \hat{C}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) G_{\mathrm{fs}}\left(\mathbf{r}_{1}, \mathbf{r}^{\prime}, t / 2\right) \tag{2.53}
\end{equation*}
$$

where, in order to simplify the algebra, we consider the case that the corresponding classical collision takes place at time $t / 2$. The instantaneous collision transformation $\hat{C}$, when expressed in particle-fixed coordinate frames $\left(\zeta_{1}, \eta_{1}^{(1)}, \eta_{1}^{(2)}\right)$ and $\left(\zeta_{2}, \eta_{2}^{(1)}, \eta_{2}^{(2)}\right)$ just before and after the collision respectively, reads

$$
\begin{equation*}
\hat{C}\left(\zeta_{2}, \boldsymbol{\eta}_{2}, \zeta_{1}, \boldsymbol{\eta}_{1}\right)=\delta\left(\zeta_{2}-\zeta_{1}\right) \delta\left(\boldsymbol{\eta}_{2}-\boldsymbol{\eta}_{1}\right) \exp \left(\frac{i}{\lambda a} \boldsymbol{\eta}_{1}^{\mathrm{T}} \mathbf{Q}(\phi, \theta) \boldsymbol{\eta}_{1}\right), \tag{2.54}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Q}(\phi, \theta)=\mathbf{P}_{\theta} \operatorname{diag}\left[\frac{1}{\cos \phi}, \cos \phi\right] \mathbf{P}_{\theta}^{\mathrm{T}} \tag{2.55}
\end{equation*}
$$

and

$$
\mathbf{P}_{\theta}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{2.56}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

Here $\phi$ is the angle of incidence in the collision plane, see fig. 2.3, and $\theta$ is the azimuthal angle that $\eta_{1}^{(1)}$-axis makes with the collision plane. Note, that the coordinate frames $\left(\zeta_{1}, \eta_{1}^{(1)}, \eta_{1}^{(2)}\right)$ and $\left(\zeta_{2}, \eta_{2}^{(1)}, \eta_{2}^{(2)}\right)$ are related to each other by the $3 \times 3$
reflection matrix $\left(\mathbf{1}_{3}-\mathbf{2} \mathbf{n n}\right)$, where $\mathbf{1}_{3}$ is the $3 \times 3$ unit matrix, and $\mathbf{n}$ stands for the three-dimensional collision vector, as illustrated in fig. 2.3.

As seen from Eq. (2.54) the instantaneous collision does not affect $\Omega_{\|}$, but changes the $\boldsymbol{\eta}$-component of the wave packet according to

$$
\begin{equation*}
\boldsymbol{\Omega}^{-1(+)}=\boldsymbol{\Omega}^{-1(-)}-\frac{4 i}{\lambda a} \mathbf{Q}(\phi, \theta) \tag{2.57}
\end{equation*}
$$

Introducing the radius of curvature matrix $\tilde{\rho}$ as

$$
\begin{equation*}
\boldsymbol{\Omega} \equiv \frac{i}{2} \lambda \tilde{\boldsymbol{\rho}}, \tag{2.58}
\end{equation*}
$$

we obtain the three-dimensional equivalent of Eqs. (2.30) and (2.31),

$$
\begin{align*}
\tilde{\boldsymbol{\rho}}_{t}=\tilde{\boldsymbol{\rho}}_{0}+v t \mathbf{1} & \text { free streaming, }  \tag{2.59}\\
\tilde{\boldsymbol{\rho}}^{-1(+)}=\tilde{\boldsymbol{\rho}}^{-1(-)}+\frac{2}{a} \mathbf{Q}(\phi, \theta) & \text { collision. } \tag{2.60}
\end{align*}
$$

Both transformations preserve the symmetry of the complex matrix $\tilde{\boldsymbol{\rho}}$.
As in two-dimensional case, we consider a sequence of collisions parameterized by a set of times $\left\{t_{j}\right\}$ together with a set of collision angles $\left\{\phi_{j}, \theta_{j}\right\}$. Substitution of the free streaming transformation, Eq. (2.59), into the expression for the size of the wave packet in the $\boldsymbol{\eta}$-plane, $\sigma_{t}^{2}=\lambda /\left(2 \sqrt{\operatorname{det} \operatorname{Im} \tilde{\boldsymbol{\rho}}_{t}^{-1}}\right)$, yields

$$
\begin{equation*}
\sigma_{t}^{2}=\sigma_{t_{j}}^{2}\left|\frac{\operatorname{det}\left[\tilde{\boldsymbol{\rho}}_{t_{j}}+v\left(t-t_{j}\right) \mathbf{1}\right]}{\operatorname{det} \tilde{\boldsymbol{\rho}}_{t_{j}}}\right|=\sigma_{t_{j}}^{2} \exp \left(v \mathcal{R e} \int_{t_{j}}^{t} d \tau \operatorname{tr} \tilde{\boldsymbol{\rho}}_{\tau}^{-1}\right), \tag{2.61}
\end{equation*}
$$

for $t_{j}<t<t_{j+1}$. Here we used the identity

$$
\begin{equation*}
\operatorname{det} \operatorname{Im} \tilde{\boldsymbol{\rho}}^{-1}=|\operatorname{det} \tilde{\boldsymbol{\rho}}|^{-2} \operatorname{det} \operatorname{Im} \tilde{\boldsymbol{\rho}}, \tag{2.62}
\end{equation*}
$$

which can be straightforwardly verified for two-by-two symmetric matrices. By propagating $\sigma_{t}$ backward in time we find

$$
\begin{equation*}
\sigma_{t}^{2}=\sigma_{0}^{2} \exp \left(v \mathcal{R} e \int_{0}^{t} d \tau \operatorname{tr} \tilde{\boldsymbol{\rho}}_{\tau}^{-1}\right)=\sigma_{0}^{2} e^{t h_{t}} \tag{2.63}
\end{equation*}
$$

where $\sigma_{0}$ characterizes the wave packet at $t=0$, and

$$
\begin{equation*}
h_{t}=\frac{v}{t} \mathcal{R} e \int_{0}^{t} d \tau \operatorname{tr} \tilde{\boldsymbol{\rho}}_{\tau}^{-1} . \tag{2.64}
\end{equation*}
$$

The quantity $h_{t}$ is a time-dependent stretching exponent, which describes growth of the area of wave packet cross section perpendicular to the direction of particle's motion. It can be shown to converge in the long time classical limit to the classical Kolmogorov-Sinai (KS) entropy $h_{\mathrm{KS}}$, which is equal to the sum of all positive Lyapunov exponents in the infinite Lorentz gas system:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lim _{\lambda \rightarrow 0} h_{t}=h_{\mathrm{KS}}=\sum_{\lambda_{j}>0} \lambda_{j} . \tag{2.65}
\end{equation*}
$$

To complete the analogy with the two-dimensional problem we define a real radius of curvature matrix $\boldsymbol{\rho}$ and a real $2 \times 2$ matrix $\boldsymbol{\Sigma}$ in accordance with

$$
\begin{equation*}
\tilde{\rho} \equiv\left[\rho^{-1}+\frac{i \lambda}{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\mathrm{T}}\right)^{-1}\right]^{-1} . \tag{2.66}
\end{equation*}
$$

It is easy to show that $\boldsymbol{\Sigma}$ determines the size $\sigma$ of the wave packet,

$$
\begin{equation*}
\sigma^{2}=|\operatorname{det} \boldsymbol{\Sigma}| \tag{2.67}
\end{equation*}
$$

and is not affected by the collision transformation given by Eq. (2.60), while $\boldsymbol{\rho}$ satisfies

$$
\begin{equation*}
\boldsymbol{\rho}^{-1(+)}=\boldsymbol{\rho}^{-1(-)}+\frac{2}{a} \mathbf{Q}(\phi, \theta) \tag{2.68}
\end{equation*}
$$

at collisions. The free streaming time evolution of $\boldsymbol{\rho}$ and $\boldsymbol{\Sigma}$ is given by the differential equations

$$
\begin{equation*}
\frac{1}{v} \frac{d \boldsymbol{\rho}}{d t}=\boldsymbol{1}-\left(\frac{\lambda}{2}\right)^{2} \boldsymbol{\rho}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\mathrm{T}}\right)^{-2} \boldsymbol{\rho} \quad \text { and } \quad \frac{1}{v} \frac{d \boldsymbol{\Sigma}}{d t}=\boldsymbol{\rho}^{-1} \boldsymbol{\Sigma} \tag{2.69}
\end{equation*}
$$

which are the three dimensional version of Eqs. (2.41). Since $\boldsymbol{\Sigma}^{+}=\boldsymbol{\Sigma}^{-}$, the second equation in Eqs. (2.69) can be integrated to get

$$
\begin{equation*}
\boldsymbol{\Sigma}_{t}=\mathcal{T} \exp \left(v \int_{0}^{t} d \tau \boldsymbol{\rho}_{\tau}^{-1}\right) \boldsymbol{\Sigma}_{0} \tag{2.70}
\end{equation*}
$$

where $\mathcal{T}$ stands for the time ordering operator. Finally, taking the determinant of both sides of Eq. (2.70) we recover Eq. (2.63), namely $\sigma_{t}^{2}=\sigma_{0}^{2} \exp \left(t h_{t}\right)$ with

$$
\begin{equation*}
h_{t}=\frac{v}{t} \int_{0}^{t} d \tau \operatorname{tr} \boldsymbol{\rho}_{\tau}^{-1} \tag{2.71}
\end{equation*}
$$

We conclude that the area (perpendicular to the probability current) of a small Gaussian wave packet grows exponentially with time. The rate of this growth is given by the sum of two positive Lyapunov exponents of the corresponding classical trajectory in three dimensions. In the case of an infinitely extended system this sum equals to the KS-entropy of the Lorentz gas. As in the two-dimensional case the theory presented here is valid only for times shorter than the Ehrenfest time at which the size of the wave packet becomes comparable to the scatterer size. We address the long time (beyond the Ehrenfest time) wave packet dynamics in Chapters IV and V.

## Chapter 3

## Periodic orbit revivals and the Loschmidt echo

In this chapter we present two applications of the semiclassical short-time propagator for small Gaussian wave packets in the Lorentz gas derived above.

As the first application, we calculate the wave packet autocorrelation function, or the particle return probability, for periodic orbits in the Lorentz gas. The time behavior of the autocorrelation function was earlier predicted and qualitatively described by Heller [13]. Our calculations confirm Heller's predictions and provide further details for the autocorrelation function decay.

Secondly, we derive an exact expression for the Loschmidt echo of a particular kind for a quantum particle moving in a hard-scatterer Lorentz gas. The Loschmidt echo, also known as fidelity, characterizes the sensitivity of quantum dynamics with respect to perturbations of system's Hamiltonian. The particular type of the Loschmidt echo we consider deals with the Hamiltonian perturbation given by a small change of the mass of the moving particle. We show that there exists a close connection between this echo and the wave packet autocorrelation function in any hard-wall billiard system.

### 3.1 The wave packet autocorrelation function

The wave packet autocorrelation function, also known as the particle return probability, $C(t)$, is defined by

$$
\begin{equation*}
C(t)=|\langle 0| G(t)| 0\rangle\left.\right|^{2}, \tag{3.1}
\end{equation*}
$$

with $G(t)$ being the time-domain quantum propagator for a system of interest:

$$
\begin{equation*}
G(t)=\exp \left(-\frac{i}{\hbar} H t\right) \tag{3.2}
\end{equation*}
$$

Here $H$ is the Hamiltonian of the system and $|0\rangle$ is an initial quantum state. We will show that, for small Gaussian wave packets on periodic orbits and for times shorter than the Ehrenfest time, this function exhibits a series of maxima, with amplitudes decreasing mainly exponentially with time, as $\exp (-\lambda t)$, where $\lambda$ is the positive Lyapunov exponents for the corresponding periodic orbits in the two-dimensional Lorentz gas. The autocorrelation function maxima are separated by deep minima that appear for simple physical reasons, which will be explained later in this chapter. This type of decay of the autocorrelation function was first predicted by Heller [13]. The calculations presented here agree with Heller's results and provide some additional information about the autocorrelation function, such as the value of $C(t)$ between the neighboring wave packet reconstruction peaks and the coefficient in front of the exponential. This coefficient will be shown to have a sub-exponential time dependence.

Let us now apply the wave packet dynamics developed in Chapter II, to calculate the wave packet auto-correlation function, $C(t)$, defined in Eq. (3.1), for particles moving in periodic orbits of a two-dimensional Lorentz gas. Here the initial state, $|0\rangle$, describes a Gaussian wave packet centered about a spatial point $\mathbf{r}_{0}$ with its average momentum $\mathbf{p}_{0}$, such that the phase point $\left(\mathbf{r}_{0}, \mathbf{p}_{0}\right)$ lies on a periodic orbit of the corresponding classical system.

The reasons for restricting our calculations to periodic orbits are as follows. The expansion used in the previous chapter to obtain the semiclassical single collision propagator in the previous chapter, Eq. (2.14), is correct for wave packets which are small compared to disk radii and average separation among scatterers. Mathematically, this limitation is a consequence of the truncation of the expansion of the coordinates of starting and final points connected by the propagator, $\mathbf{r}^{\prime}$ and
$\mathbf{r}$ respectively, about the centers of initial and final wave packets respectively, i.e. $\mathbf{r}^{\prime}=\mathbf{r}_{0}^{\prime}+\delta \mathbf{r}^{\prime}$ and $\mathbf{r}=\mathbf{r}_{0}+\delta \mathbf{r}$. Therefore, one gets a close approximation to the particle's wave function at positions close to the wave packet center, $\mathbf{r}_{0}$, but the approximation may fail on the periphery of the wave packet. Our calculations of the auto-correlation function, $C(t)$, are only reliable when the relevant overlap integrals are dominated by central region of the wave function, and contributions coming from wave packet wings can be neglected. This condition is most easily satisfied when the classical motion is along a periodic orbit.


Figure 3.1: A Gaussian wave packet is shown at time $t=0$ (centered about point $O)$, and at a later time $t=n T+\Delta / v($ centered about point $P)$. Points $O$ and $P$ lie on the same periodic orbit, and are separated in time by $n(=0,1,2, \ldots, N)$ periods, $T$, of the periodic orbit, plus a short time interval $\Delta / v$. The separation distance $\Delta$ is assumed to be sufficiently small in order for the initial and final wave packets to overlap significantly.

Consider a wave packet whose initial average coordinate, $\mathbf{r}_{0}$, and momentum, $\mathbf{p}_{0}$, correspond to a phase space point on a periodic orbit, with period $T$, of the classical Lorentz gas. Suppose that $n T$ is smaller than the Ehrenfest time, for
$n=0,1,2, \ldots, N$ so that we can apply the analysis developed in the previous section in order to propagate the wave packet over times

$$
\begin{equation*}
t=n T+\Delta / v \tag{3.3}
\end{equation*}
$$

where the displacement $\Delta$ is sufficiently small in order for the initial and final wave packets to overlap significantly, as illustrated in fig. 3.1. For simplicity we take the initial wave function, $\psi_{0}$, to be a circularly symmetric Gaussian wave packet, i.e. $\sigma_{\| 0}=\sigma_{0}$ and $\rho_{\| 0}=\rho_{0}$ with the explicit form,

$$
\begin{equation*}
\psi_{0}(x, y)=\left(\frac{1}{2 \pi \sigma_{0}^{2}}\right)^{1 / 2} \exp \left[-\frac{1}{4}\left(\frac{1}{\sigma_{0}^{2}}-\frac{2 i}{\lambda \rho_{0}}\right)\left(x^{2}+y^{2}\right)+\frac{i}{\lambda} x\right], \tag{3.4}
\end{equation*}
$$

where $x$-axis is directed along $\mathbf{p}_{0}$. In the same coordinate system the wave packet $\psi_{t}$ propagated from $\psi_{0}$ over time $t$, given by Eq. (3.3), reads, up to an irrelevant phase factor,

$$
\begin{align*}
& \psi_{t}(x, y)=\left(\frac{1}{2 \pi \sigma_{\|} \sigma}\right)^{1 / 2} \exp \left[-\frac{1}{4}\left(\frac{1}{\sigma_{\|}^{2}}-\frac{2 i}{\lambda \rho_{\|}}\right)(x-\Delta)^{2}\right.  \tag{3.5}\\
&\left.-\frac{1}{4}\left(\frac{1}{\sigma^{2}}-\frac{2 i}{\lambda \rho}\right) y^{2}+\frac{i}{\lambda}(x-\Delta)\right]
\end{align*}
$$

Here, $\sigma_{\|}, \sigma, \rho_{\|}$and $\rho$ depend on time $t$ through a sequence of free flight and collision transformations developed in the previous chapter. The probability distribution $\left|\psi_{0}(\mathbf{r})\right|^{2}$ is negligible outside a small circle of radius $r \sim \sigma_{0}$. Therefore, the main contribution to the overlap $\left\langle\psi_{0} \mid \psi_{t}\right\rangle$ comes from the points inside this circle, and the central regions of the wave packets dominate the integrals for small center-to-center separations $\Delta$, as illustrated in fig. 3.1.

A straightforward integration over $\mathbf{r}$-space shows that for $t$ given by Eq. (3.3)

$$
\begin{equation*}
C(t)=\left|\int d \mathbf{r} \psi_{0}^{*}(\mathbf{r}) \psi_{t}(\mathbf{r})\right|^{2}=\frac{A}{\sigma} \exp \left(-\alpha \Delta^{2}\right) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\frac{4}{\sigma_{0}^{2}}\left|\frac{g_{\|} g}{\sigma_{\|}}\right|,  \tag{3.7}\\
& \alpha=\frac{1}{2} \mathcal{R e}\left[g_{\|}\left(\frac{1}{\sigma_{\|}^{2}}-\frac{2 i}{\lambda \rho_{\|}}\right)\left(\frac{1}{\sigma_{0}^{2}}+\frac{2 i}{\lambda \rho_{0}}\right)\right], \tag{3.8}
\end{align*}
$$

with

$$
\begin{align*}
g & \equiv\left[\frac{1}{\sigma^{2}}+\frac{1}{\sigma_{0}^{2}}-\frac{2 i}{\lambda}\left(\frac{1}{\rho}-\frac{1}{\rho_{0}}\right)\right]^{-1} \\
g_{\|} & \equiv\left[\frac{1}{\sigma_{\|}^{2}}+\frac{1}{\sigma_{0}^{2}}-\frac{2 i}{\lambda}\left(\frac{1}{\rho_{\|}}-\frac{1}{\rho_{0}}\right)\right]^{-1} \tag{3.9}
\end{align*}
$$

As seen from Eq. (3.6) the auto-correlation function exhibits a sequence of peaks corresponding to partial reconstruction of the wave packet at times $t=n T$. These peaks, first predicted by Heller [13], have a simple physical origin: the wave packet repeatedly passes through the starting point giving rise to strong maxima of the return probability $C(t)$. These maxima, known as periodic orbit revivals, should be distinguished from more general classes of quantum revivals that do not require a particular periodic orbit for their appearance [15].

One can see that time dependence of $A$ and $\alpha$ is sub-exponential compared to to the exponential growth of $\sigma$ with time, so that the periodic orbit revival peaks have predominantly Gaussian form, see fig. 3.2. Indeed, $\sigma_{\|}$and $\rho_{\|}$are not affected by collision events and change linearly with time. Furthermore, since $\sigma$ grows exponentially with time, and $\rho$ oscillates and stays bounded from both below and above, we see that $g$ rapidly becomes an oscillating function of time. Thus, the strength of the autocorrelation function peaks decreases almost exponentially with time with a rate given by the Lyapunov exponent, $\lambda$, of the periodic orbit. This follows from the fact that, according to Eq. (3.6), height of the peaks is mainly determined by the exponential growth of the size of a wave packet, $\sigma \sim \exp (\lambda t)$. As one can see in fig. 3.2, the exact decay of the autocorrelation function envelope is slightly faster than $\exp (-\lambda t)$ because of the power law decay of $A$.

Figure 3.2 shows the numerical evaluation of the revivals in Eq. (3.6) for the two-disk periodic orbit described in previous section, see fig. 2.7. A particle of the de Broglie wavelength $\lambda=10^{-7}$ moves back and forth between two disks of radii $a=1$, with the center-to-center separation $R=3$, along the line connecting the centers. The initial wave packet is located in the middle between the two disks,
and is characterized by $\sigma_{\| 0}=\sigma_{0}=2 \cdot 10^{-4}$ and $\rho_{\| 0}=\rho_{0}=10$. The left part of fig. 3.2 shows the revival maxima $C_{\max }$, which occur at $t_{\max }=n T$. The right part shows the auto-correlation function in small neighborhoods of the corresponding maxima.


Figure 3.2: Revival peaks of the wave packet auto-correlation function, $C(t)$, for the same two-disk periodic orbit as in fig. 2.7: $a=1$ and $R=3$. Particles de Broglie wave length $\lambda=10^{-7}$. The initial wave packet is characterized by $\sigma_{0}=\sigma_{\| 0}=2 \cdot 10^{-4}$ and $\rho_{0}=\rho_{\| 0}=10$. The exponential trend is indicated by a straight line.

It easy to show that in case of the two-disk periodic orbit, the revival peaks are separated by deep minima of the autocorrelation function. The minima occur when the average momenta of the original wave packet and the one propagated in time $t$ are pointing in opposite directions. When this happens, $\psi_{0}$ and $\psi_{t}$ interfere destructively, and the auto-correlation integral, $C(t)$, is very small. We calculate
the overlap of $\psi_{0}$ and $\psi_{t}$ at $t=(n+1 / 2) T$, when the two wave packets are centered about the same point, but move in opposite directions. The initial wave function is given by Eq. (3.4), while

$$
\begin{equation*}
\psi_{t}(x, y)=\left(\frac{1}{2 \pi \sigma_{\|} \sigma}\right)^{1 / 2} \exp \left[-\frac{1}{4}\left(\frac{1}{\sigma_{\|}^{2}}-\frac{2 i}{\lambda \rho_{\|}}\right) x^{2}-\frac{1}{4}\left(\frac{1}{\sigma^{2}}-\frac{2 i}{\lambda \rho}\right) y^{2}-\frac{i}{\lambda} x\right] . \tag{3.10}
\end{equation*}
$$

Then,

$$
\begin{equation*}
C(t)=\left|\int d \mathbf{r} \psi_{0}^{*}(\mathbf{r}) \psi_{t}(\mathbf{r})\right|^{2}=\frac{A}{\sigma} \exp \left(-\frac{2}{\lambda^{2}} \mathcal{R} e g_{\|}\right) \tag{3.11}
\end{equation*}
$$

where $A$ and $g_{\|}$are defined in Eqs. (3.7, 3.9). It can be shown that the exponential in Eq. (3.11) is a very small number if the condition $\lambda \ll \sigma_{0}, \rho_{0}$ is satisfied, e.g. in case of the periodic orbit considered above (fig. 2.7 and fig. 3.2) $\mathcal{R e} g_{\|}$ranges from $2 \cdot 10^{-8}$ to $4 \cdot 10^{-8}$ making $C(t)$ smaller than $(A / \sigma) \exp \left(-4 \cdot 10^{6}\right)$, which is practically zero when compared with values of $C(t)$ at the periodic orbit revival maxima.

Similar deep minima of the autocorrelation function will occur for particles in more complicated periodic orbits, making the revivals very pronounced.

### 3.2 Mass perturbation Loschmidt echo

The calculation of the autocorrelation function presented in the previous section is limited in applicability to times less than the Ehrenfest time, which is the time necessary for a wave packet to spread to the size of a scatterer. However, there is an application of this result to the Loschmidt echo of a special type which is valid for a much longer time interval, greater than the Ehrenfest time.

The Loschmidt echo, also known as quantum fidelity, [16, 17, 18], $M_{L}(t)$, is defined by

$$
\begin{equation*}
\left.M_{L}(t)=\left|\langle 0| \exp \left(\frac{i}{\hbar}(H+\delta H) t\right) \exp \left(-\frac{i}{\hbar} H t\right)\right| 0\right\rangle\left.\right|^{2} . \tag{3.12}
\end{equation*}
$$

Here $H$ is the Hamiltonian for the system, $\delta H$ is a small perturbing Hamiltonian, and $|0\rangle$ is some initial quantum state. The Loschmidt echo is the probability for
a quantum system to return to its initial state when a Hamiltonian evolution for time $t$ is followed by a time-reversed evolution for the same time period under a slightly different Hamiltonian. Another way to look at this quantity is to say that the $M_{L}(t)$ compares two quantum states: one obtained from $|0\rangle$ by propagating it over time $t$ under Hamiltonian $H$, and the other obtained for the same initial state by time $t$ propagation under a modified Hamiltonian $H+\delta H$. The time decay of the Loschmidt echo for certain perturbations is known to be related to the Lyapunov exponents of classically chaotic systems [17, 18]. Here we provide an exact result for the Lorentz gas Loschmidt echo with a particular Hamiltonian perturbation.

For the case that $H$ is the Lorentz gas Hamiltonian with hard-wall scatterers, and the perturbation is a small change in the mass of the moving particle, it is straightforward to show that $M_{L}(t)$ is equal to the wave packet autocorrelation function evaluated at a scaled time, which can be made to be much shorter than the physical time $t$, by choosing a suitably small mass perturbation. Therefore for this special perturbation and hard scatterer Lorentz gas system, the quantum fidelity can be evaluated for very long times, if one knows the behavior of the autocorrelation function for a much shorter time interval.

Let us now describe the Hamiltonian perturbation of the Loschmidt echo defined by Eq. (3.12). We suppose that the perturbed Hamiltonian is obtained from the unperturbed one by changing the mass of the moving particle, from $m$ to $m+\delta m$. The identity depends on the fact that for hard scatterers, no matter what their shape, the eigenfunctions depend on wave numbers rather than on the mass of the moving particle. That is, the sets of eigenfunctions for particles of different masses are the same, only the values of the energy corresponding to the same wave numbers differ. The wave functions are the solutions of the scalar Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi_{\mathbf{k}}(\mathbf{r})=0 \tag{3.13}
\end{equation*}
$$

which satisfy the Dirichlet boundary condition that $\phi_{\mathbf{k}}(\mathbf{r})$ vanishes on the surface of each scatterer, and on the boundaries of the system.

We can express the time propagator for a moving particle of mass $m$ under a Hamiltonian $H_{m}$ as

$$
\begin{equation*}
\exp \left(-\frac{i t}{\hbar} H_{m}\right)=\sum_{\mathbf{k}}\left|\phi_{\mathbf{k}}\right\rangle \exp \left(-\frac{i \hbar t}{2 m} k^{2}\right)\left\langle\phi_{\mathbf{k}}\right| \tag{3.14}
\end{equation*}
$$

where the summation is over all possible eigenstates of the system. These eigenstates, $\left|\phi_{\mathbf{k}}\right\rangle$, satisfy an orthonormality relation

$$
\begin{equation*}
\left\langle\phi_{\mathbf{k}^{\prime}} \mid \phi_{\mathbf{k}}\right\rangle=\delta_{\mathbf{k}^{\prime}, \mathbf{k}}, \tag{3.15}
\end{equation*}
$$

where the choice between Kronecker and Dirac delta functions is dictated by the nature of the eigenstates. Eqs. $(3.14,3.15)$ hold for systems with hard wall potentials in any number of spatial dimensions.

This representation of the time displacement operator, Eq. (3.14), together with the orthonormality condition, Eq. (3.15), leads to the following identity

$$
\begin{equation*}
\exp \left(\frac{i t}{\hbar} H_{m+\delta m}\right) \exp \left(-\frac{i t}{\hbar} H_{m}\right)=\exp \left(-\frac{i t_{s}}{\hbar} H_{m}\right) \tag{3.16}
\end{equation*}
$$

where $t_{s}$ is a scaled time, related to the physical time $t$ by

$$
\begin{equation*}
t_{s}=\frac{\delta m}{m+\delta m} t \tag{3.17}
\end{equation*}
$$

This identity permits us to express the Loschmidt echo, for this special perturbation, in terms of the wave packet autocorrelation function as

$$
\begin{gather*}
\left.M_{L}(t)=\left|\langle 0| \exp \left(\frac{i t}{\hbar} H_{m+\delta m}\right) \exp \left(-\frac{i t}{\hbar} H_{m}\right)\right| 0\right\rangle\left.\right|^{2} \\
\left.=\left|\langle 0| \exp \left(-\frac{i t_{s}}{\hbar} H_{m}\right)\right| 0\right\rangle\left.\right|^{2}=C\left(t_{s}\right) \tag{3.18}
\end{gather*}
$$

This is the main result of this section. For small perturbations, $\delta m / m \ll 1$, the Loschmidt echo for long times can be expressed in terms of the short time autocorrelation function.

The physical origin of this result is straightforward. Classically, the perturbed and unperturbed masses follow exactly the same trajectory, but with different velocities. Hence the forward motion with mass $m$ followed by the reversed motion with mass $m+\delta m$ has a final position that is different from the initial position, and corresponds to motion over the part of the path that is not reached by the time reversed trajectory. This is exactly reflected by the operator identity, Eq. (3.16). Perhaps the most remarkable thing about this result is the fact that although for long times a small wave packet will spread over large distances, the Loschmidt echo in this case is determined by the short time spreading of the wave packet, even if the physical time is quite large.

As discussed in the previous section, the autocorrelation function $C(t)$ exhibits a sequence of sharp revival maxima when the particle moves on a classically periodic orbit. The maxima occur at times $t_{\max }$ multiples of the period $T$ of the periodic orbit, and $C\left(t_{\max }\right) \sim \exp \left(-\lambda t_{\max }\right)$, where $\lambda$ is the corresponding classical Lyapunov exponent. According to Eq. (3.18) the mass perturbation Loschmidt echo $M_{L}$ at time $t$ is simply the autocorrelation function $C$ at the scaled time $t_{s}$ given by Eq. (3.17). Thus, like the autocorrelation function, the Loschmidt echo $M_{L}(t)$ exhibits a periodic sequence of maxima at times

$$
\begin{equation*}
t_{\max }^{\prime}=\frac{m+\delta m}{\delta m} t_{\max }=n \frac{m+\delta m}{\delta m} T, \tag{3.19}
\end{equation*}
$$

where $n=1,2, \ldots, N$, such that $N T$ is smaller than the duration of the Lyapunov regime, $t_{L}$. The envelope of the maxima exhibits a mainly exponential decay:

$$
\begin{equation*}
M_{L}\left(t_{\max }^{\prime}\right)=C\left(t_{\max }\right) \sim \exp \left(-\lambda t_{\max }\right)=\exp \left(-\lambda_{s} t_{\max }^{\prime}\right) . \tag{3.20}
\end{equation*}
$$

Here we introduced a scaled Lyapunov exponent according to

$$
\begin{equation*}
\lambda_{s}=\frac{\delta m}{m+\delta m} \lambda . \tag{3.21}
\end{equation*}
$$

It is important to note that the behavior of the Loschmidt echo described by Eq. (3.20) can persist for times much longer than $t_{L}$ (for sufficiently small $\delta m$ )
despite the fact that the analysis of the wave packet dynamics presented in Chapter II is valid only for times shorter than $t_{L}$.

The Hamiltonian perturbation used in this section is rather trivial since the perturbed Hamiltonian commutes with the unperturbed Hamiltonian. Therefore the results of this section are not to be compared with those obtained for more complicated perturbations such as distortion of the mass tensor $[17,18]$.

## Chapter 4

## The Lorentz gas in high-energy diffraction regime

Having described the short time behavior of small Gaussian wave packets in the semiclassical Lorentz gas we turn our attention to the long time evolution of spatially extended wave functions. In this chapter, we derive the long time quantum propagator for a dilute Lorentz gas system with hard-disk scatterers using the method of the multiple collision expansion [32, 33]. Then, we apply this propagator to an initially localized wave packet, corresponding to a highly-energetic particle, and calculate the long time autocorrelation function for this wave packet. The time decay of the autocorrelation function turns out to be exponential, with the decay rate governed, to a large extent, by such properties of the corresponding classical Lorentz gas system as the mean Lyapunov exponents and the Kolmogorov-Sinai entropy. We also observe a sequence of well pronounced peaks in the autocorrelation function due to partial reconstruction of the wave packet.

### 4.1 Energy-dependent propagator for the Lorentz gas

We consider a particle of mass $m$ placed among a collection of $N$ fixed hard-disk scatterers of radius $a$ centered at position vectors $\mathbf{R}_{j}$, with $j=1,2, \ldots, N$. The Hamiltonian of the system can be written as

$$
\begin{equation*}
H=H_{0}+\sum_{j=1}^{N} V_{j} \tag{4.1}
\end{equation*}
$$

where $H_{0}$ is the free particle Hamiltonian, and the hard-disk scatterer potentials are given by

$$
V_{j}(\mathbf{r})= \begin{cases}+\infty & \text { for }\left|\mathbf{r}-\mathbf{R}_{j}\right|<a  \tag{4.2}\\ 0 & \text { for }\left|\mathbf{r}-\mathbf{R}_{j}\right| \geq a\end{cases}
$$

The time-domain propagator $G(t)$ satisfying the Schrödinger equation with the Hamiltonian given by Eqs. (4.1) and (4.2) can be formally expressed as

$$
\begin{equation*}
G(t)=\exp \left(-\frac{i}{\hbar} H t\right) \tag{4.3}
\end{equation*}
$$

Instead of working with the time-dependent propagator, one can construct the energy-domain propagator which is related to $G(t)$ by the positive time Fourier transform

$$
\begin{equation*}
G(E)=\frac{1}{i \hbar} \int_{0}^{+\infty} d t e^{i(E+i 0) t / \hbar} G(t)=\frac{1}{E-H+i 0} \tag{4.4}
\end{equation*}
$$

The inverse transform is given by

$$
\begin{equation*}
G(t)=\frac{i}{2 \pi} \int_{-\infty}^{+\infty} d E e^{-i E t / \hbar} G(E) \tag{4.5}
\end{equation*}
$$

where we consider time $t$ to be strictly positive. The appeal of dealing with the energy propagator $G(E)$ is motivated by a method of quantum scattering theory called the multiple collision (or multiple scattering) expansion [32, 33].

The multiple collision expansion of the energy-dependent propagator represents $G(E)$ as an infinite sum over possible collision sequences that the quantum particle can undergo:
$G=G_{0}+\sum_{j} G_{0} T_{j} G_{0}+\sum_{j} \sum_{k \neq j} G_{0} T_{j} G_{0} T_{k} G_{0}+\sum_{j} \sum_{k \neq j} \sum_{l \neq k} G_{0} T_{j} G_{0} T_{k} G_{0} T_{l} G_{0}+\ldots$,
where

$$
\begin{equation*}
G_{0}=\frac{1}{E-H_{0}+i 0} \tag{4.7}
\end{equation*}
$$

is the free particle propagator in the energy domain, and the binary collision operator, $T_{j}$, also known as the T-matrix, is defined by the multiple collision expansion,

Eq. (4.6), written for a system containing only the $j^{\text {th }}$ scatterer, i.e.

$$
\begin{equation*}
G_{j} \equiv \frac{1}{E-H_{0}-V_{j}+i 0}=G_{0}+G_{0} T_{j} G_{0} \tag{4.8}
\end{equation*}
$$

Hereinafter all $G$ and $T$ operators are given in the energy domain unless the time dependence is specified explicitly. Here, $G_{j}$ is the propagator for a particle moving in two dimensional space with only one scatterer located at point $\mathbf{R}_{j}$.

Equation (4.6) represents the full quantum propagator $G$ in a way that is useful for calculation of the autocorrelation function overlap $\langle 0| G|0\rangle$. According to Eq. (4.6) one can first separately calculate the autocorrelation function overlaps due to each term in the RHS, and then sum the resulting overlaps to get the total autocorrelation function. This method is useful for the Lorentz gas-like billiard systems which contain only a small number of scatterers. For such billiard systems the series due to the multiple collision expansion allows explicit summation.

Before going into the details of this summation let us first derive the matrix elements of the energy-dependent propagator $G$ given by Eq. (4.6). The hard disk binary collision operator $T_{j}$ was calculated by Correia [34] following a method proposed by Schick [35]. The idea of the method is to express the T-matrix $T_{j}$ in terms of the full one scatterer propagator $G_{j}$ and the scatterer potential $V_{j}$ by means of the Dyson expansion [36],

$$
\begin{equation*}
G_{j}=G_{0}+G_{0} V_{j} G_{j} . \tag{4.9}
\end{equation*}
$$

Comparison of Eqs. (4.8) and (4.9) yields the desired relation:

$$
\begin{equation*}
T_{j}=V_{j}+V_{j} G_{j} V_{j} . \tag{4.10}
\end{equation*}
$$

The matrix elements of operators $G_{j}$ and $V_{j}$ are then calculated for a disk-scatterer of a finite potential hight, so that the matrix elements of the binary collision operator are well defined. The limit of the infinitely high disk potential is taken at the last step to obtain the matrix elements of $T_{j}$ for a hard-disk scatterer.

For a particle of energy $E=\hbar^{2} \kappa^{2} / 2 m$, where $\kappa$ stands for the magnitude of the particle's wave vector, the matrix element $\langle\mathbf{k}| T_{j}\left|\mathbf{k}^{\prime}\right\rangle$ of the binary collision operator, relating two generally different momentum states $\mathbf{k}$ and $\mathbf{k}^{\prime}$, is given by

$$
\begin{align*}
\langle\mathbf{k}| T_{j}\left|\mathbf{k}^{\prime}\right\rangle= & 2 \pi a \frac{\hbar^{2}}{2 m} e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \mathbf{R}_{j}} \sum_{l=-\infty}^{+\infty} e^{i l\left(\theta_{k}-\theta_{k^{\prime}}\right)} \\
\times & \times \frac{\left(k^{\prime}\right)^{2}-\kappa^{2}}{k^{2}-\left(k^{\prime}\right)^{2}}\left[k^{\prime} J_{l}(k a) J_{l-1}\left(k^{\prime} a\right)-k J_{l-1}(k a) J_{l}\left(k^{\prime} a\right)\right]  \tag{4.11}\\
& \left.\quad+k^{\prime} J_{l}(k a) J_{l-1}\left(k^{\prime} a\right)-\kappa J_{l}(k a) J_{l}\left(k^{\prime} a\right) \frac{H_{l-1}^{(1)}(\kappa a)}{H_{l}^{(1)}(\kappa a)}\right\},
\end{align*}
$$

where $\left(k, \theta_{k}\right)$ and $\left(k^{\prime}, \theta_{k^{\prime}}\right)$ are the polar coordinates of the wave vectors $\mathbf{k}$ and $\mathbf{k}^{\prime}$ respectively, $J_{l}$ is the Bessel function of the first kind of order $l, H_{l}^{(1)}$ is the Hankel function of the first kind of order $l$. Appendix B presents the derivation due to Correia [34] of the matrix element given by Eq. (4.11). Hereinafter, we adopt the following normalization conditions to specify the position and momentum states:

$$
\begin{equation*}
\left\langle\mathbf{r} \mid \mathbf{r}^{\prime}\right\rangle=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \quad\left\langle\mathbf{k} \mid \mathbf{k}^{\prime}\right\rangle=(2 \pi)^{2} \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \quad \text { and } \quad\langle\mathbf{r} \mid \mathbf{k}\rangle=e^{i \mathbf{k}} \tag{4.12}
\end{equation*}
$$

so that the completeness relations read

$$
\begin{equation*}
\int d \mathbf{r}|\mathbf{r}\rangle\langle\mathbf{r}|=\mathbf{1} \quad \text { and } \quad \frac{1}{(2 \pi)^{2}} \int d \mathbf{k}|\mathbf{k}\rangle\langle\mathbf{k}|=\mathbf{1} \tag{4.13}
\end{equation*}
$$

Equation (4.11) together with the expression for the free particle propagator matrix element,

$$
\begin{equation*}
\langle\mathbf{k}| G_{0}\left|\mathbf{k}^{\prime}\right\rangle=\frac{2 m}{\hbar^{2}} \frac{\delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right)}{\kappa^{2}-k^{2}+i 0}, \tag{4.14}
\end{equation*}
$$

allows one to calculate the matrix element describing a sequence of $n$ successive


Figure 4.1: Schematic sketch of a particle collision sequence corresponding to the matrix element in Eq. (4.15).
collisions of the particle with scatterers $s, r, q, \ldots, p, j$ and $i$, see fig. 4.1:

$$
\begin{align*}
&\langle\mathbf{k}| T_{i} G_{0} T_{j} G_{0} T_{p} G_{0} \ldots T_{q} G_{0} T_{r} G_{0} T_{s}\left|\mathbf{k}^{\prime}\right\rangle=(-1)^{n} 4 i \frac{\hbar^{2}}{2 m} e^{-i \mathbf{k} \mathbf{R}_{i}+i \mathbf{k}^{\prime} \mathbf{R}_{s}} \\
& \times \sum_{l_{i}, l_{j}, l_{p} \ldots, l_{q}, l_{r}, l_{s}=-\infty}^{+\infty} {\left[\frac{J_{l_{i}}(k a)}{H_{l_{i}}^{(1)}(\kappa a)} e^{i l_{i}\left(\theta_{k}-\theta_{i j}+\pi / 2\right)}\right] H_{l_{i}-l_{j}}^{(1)}\left(\kappa R_{i j}\right) } \\
& \times {\left[\frac{J_{l_{j}}(\kappa a)}{H_{l_{j}}^{(1)}(\kappa a)} e^{i l_{j}\left(\theta_{i j}-\theta_{j p}\right)}\right] H_{l_{j}-l_{p}}^{(1)}\left(\kappa R_{j p}\right) \ldots } \\
& \times\left[\frac{\left.J_{l_{r}(\kappa a)}^{H_{l_{r}}^{(1)}(\kappa a)} e^{i l_{r}\left(\theta_{q r}-\theta_{r s}\right)}\right] H_{l_{r}-l_{s}}^{(1)}\left(\kappa R_{r s}\right)\left[\frac{J_{l_{s}}\left(k^{\prime} a\right)}{H_{l_{s}}^{(1)}(\kappa a)} e^{i l_{s}\left(\theta_{r s}-\theta_{k^{\prime}}-\pi / 2\right)}\right] .}{} .\right. \tag{4.15}
\end{align*}
$$

Here $\left(R_{i j}, \theta_{i j}\right)$ are the polar coordinates of the scatterer separation vectors $\mathbf{R}_{i j} \equiv \mathbf{R}_{i}-\mathbf{R}_{j}$, where $i, j=1,2,3, \ldots, N$. The matrix element of the product of operators, given by Eq. (4.15), is obtained in the result of a straightforward integration of the product of corresponding matrix elements over the momentum space:

$$
\langle\mathbf{k}| A B\left|\mathbf{k}^{\prime}\right\rangle=\frac{1}{(2 \pi)^{2}} \int d \mathbf{k}^{\prime \prime}\langle\mathbf{k}| A\left|\mathbf{k}^{\prime \prime}\right\rangle\left\langle\mathbf{k}^{\prime \prime}\right| B\left|\mathbf{k}^{\prime}\right\rangle .
$$

Reference [34] provides with the details of the momentum-space integration.
We will now calculate the autocorrelation function for an initially localized
wave packet $\left|\phi_{0}\right\rangle$ using the binary collision expansion presented in Eq. (4.6) and matrix elements for a collision sequence given by Eq. (4.15).

### 4.2 Autocorrelation function in the energy domain

Let us now specify the wave packet which we will use to calculate the autocorrelation function due to the propagator described by Eqs. (4.6) and (4.15). Although commonly used, a Gaussian wave packet would not constitute an appropriate choice, since in a hard-scatterer Lorentz gas it represents an unphysical state of infinite energy: the wings of the Gaussian wave packet, no matter how small, penetrate the disk scatterers and thus make an infinitely large contribution to the potential energy of the system ${ }^{1}$. Instead we choose a circular wave packet defined by

$$
\begin{equation*}
\phi_{0}(\mathbf{r})=\frac{e^{i \mathbf{k}_{\mathbf{0}} \mathbf{r}}}{\sqrt{\pi \sigma^{2}}} \Theta\left(\sigma-\left|\mathbf{r}-\mathbf{R}_{0}\right|\right) \tag{4.16}
\end{equation*}
$$

The wave packet represents a particle, with the average momentum $\hbar \mathbf{k}_{0}$, located at the position $\mathbf{R}_{0}$. Here $\Theta$ is the step function, and the real quantity $\sigma$ has an apparent meaning of the wave packet dispersion. We will see at the end of this chapter and in the next chapter that the time decay of the wave packet autocorrelation function does not depend significantly on the initial wave packet, as long as the latter is sufficiently localized in the momentum space.

For the sake of simplicity we fix the system of coordinate by imposing $\mathbf{R}_{0}=0$, so that the particle is initially located at the origin. The circular wave packet does not overlap with the disk scatterers if the following $N$ conditions are satisfied:

$$
\begin{equation*}
R_{j}>a+\sigma, \quad \text { for } \quad j=1,2,3, \ldots, N . \tag{4.17}
\end{equation*}
$$

[^0]The momentum representation of the wave packet is given by

$$
\begin{align*}
\phi_{0}\left(\mathbf{k}, \mathbf{k}_{0}\right) & =2 \sqrt{\pi} \frac{J_{1}\left(\left|\mathbf{k}-\mathbf{k}_{0}\right| \sigma\right)}{\left|\mathbf{k}-\mathbf{k}_{0}\right|} \\
& \equiv \phi_{0}\left(k, k_{0} ; \theta_{k}-\theta_{k_{0}}\right)=\sum_{l=-\infty}^{+\infty} \chi_{l}\left(k, k_{0}\right) e^{i l\left(\theta_{k}-\theta_{k_{0}}\right)}, \tag{4.18}
\end{align*}
$$

with

$$
\begin{equation*}
\chi_{l}\left(k, k_{0}\right)=2 \sqrt{\pi} \frac{k J_{l+1}(k \sigma) J_{l}\left(k_{0} \sigma\right)-k_{0} J_{l}(k \sigma) J_{l+1}\left(k_{0} \sigma\right)}{k^{2}-k_{0}^{2}} . \tag{4.19}
\end{equation*}
$$

Here $\left(k_{0}, \theta_{k_{0}}\right)$ are the polar coordinates of the wave vector $\mathbf{k}_{0}$.
Performing the integration over the $\mathbf{k}$-space we calculate the part of the wave packet autocorrelation function due to a sequence of $n$ successive collisions of the particle initially at $\mathbf{R}_{0}$ with scatterers $s, r, q, \ldots, p, j$ and $i$ :

$$
\begin{align*}
&\left\langle\phi_{0}\right| G_{0} T_{i} G_{0} T_{j} G_{0} T_{p} G_{0} \ldots T_{q} G_{0} T_{r} G_{0} T_{s} G_{0}\left|\phi_{0}\right\rangle \\
&=(-1)^{n} \frac{1}{4 i} \frac{2 m}{\hbar^{2}} \sum_{l, l_{i}, \ldots, l_{s}, l^{\prime}=-\infty}^{+\infty}\left[\chi_{l}\left(\kappa, k_{0}\right) e^{i l\left(\theta_{0 i}-\theta_{k_{0}}-\pi / 2\right)}\right]^{*} H_{l-l_{i}}^{(1)}\left(\kappa R_{0 i}\right) \\
& \times\left[\frac{J_{l_{i}}(\kappa a)}{H_{l_{i}}^{(1)}(\kappa a)} e^{i l_{i}\left(\left(\theta_{0 i}-\theta_{i j}\right)\right.}\right] H_{l_{i}-l_{j}}^{(1)}\left(\kappa R_{i j}\right)\left[\frac{J_{l_{j}}(\kappa a)}{H_{l_{j}}^{(1)}(\kappa a)} e^{i l_{j}\left(\theta_{i j}-\theta_{j p}\right)}\right] H_{l_{j}-l_{p}}^{(1)}\left(\kappa R_{j p}\right) \ldots \\
& \times\left[\frac{J_{l_{s}}(\kappa a)}{H_{l_{s}}^{(1)}(\kappa a)} e^{i l_{s}\left(\theta_{r s}-\theta_{s 0}\right)}\right] H_{l_{s}-l^{\prime}}^{(1)}\left(\kappa R_{s 0}\right)\left[\chi_{l^{\prime}}\left(\kappa, k_{0}\right) e^{i l^{\prime}\left(\theta_{s 0}-\theta_{k_{0}}-\pi / 2\right)}\right] . \tag{4.20}
\end{align*}
$$

The polar coordinates of the disk separation vectors $\mathbf{R}_{0 i} \equiv \mathbf{R}_{0}-\mathbf{R}_{i}$ and $\mathbf{R}_{s 0} \equiv$ $\mathbf{R}_{s}-\mathbf{R}_{0}$ are given by $\left(R_{0 i}, \theta_{0 i}\right)$ and $\left(R_{s 0}, \theta_{s 0}\right)$ respectively; the asterix denotes the complex conjugate.

The expression for the overlap in Eq. (4.20) is exact. We will now derive an approximation of this overlap for the case of a dilute scattering system. In the dilute Lorentz gas, $R_{i j} \gg a$, the high argument exponential approximation for the Hankel functions, that appear in Eq. (4.20), can be used to greatly simplify the analysis of the autocorrelation function.

Let us start with determining the angular momentum states dominating the autocorrelation function for a given value of $\kappa$. The ratios inside the brackets in

Eq. (4.20), $J_{l}(x) / H_{l}^{(1)}(x)$, are small for $l>x$, since $J_{l}(x)$ has its first maximum at $x \sim l$. Consequently, the main contribution to the multiple sum in Eq. (4.20) comes from terms with $l_{i}, l_{j}, \ldots, l_{s}$ running from $-[\kappa a]$ to $+[\kappa a]$, and $l, l^{\prime}$ running from $-[\kappa \sigma]$ to $+[\kappa \sigma]$, where the square brackets denote the integer part. At the same time, the large argument approximation of the Hankel function [37],

$$
\begin{equation*}
H_{l}^{(1)}(x) \approx \sqrt{\frac{2}{\pi i x}} \exp \left[i\left(x-\frac{\pi l}{2}\right)\right], \tag{4.21}
\end{equation*}
$$

holds for

$$
\begin{equation*}
x \gg \frac{1}{2}\left(l^{2}-\frac{1}{4}\right) . \tag{4.22}
\end{equation*}
$$

Therefore, if $\kappa R_{i j} \gg(2 \kappa a)^{2} / 2$, and $\kappa R_{0 i}, \kappa R_{s 0} \gg(\kappa a+\kappa \sigma)^{2} / 2$ we can use this approximation in Eq. (4.20) to get

$$
\begin{align*}
&\left\langle\phi_{0}\right| G_{0} T_{i} G_{0} T_{j} G_{0} \ldots T_{r} G_{0} T_{s} G_{0}\left|\phi_{0}\right\rangle \approx-\frac{m}{\hbar^{2}}\left(\frac{i}{2 \pi \kappa}\right)^{1 / 2} \\
& \times \phi_{0}^{*}\left(\kappa, k_{0} ; \theta_{0 i}-\theta_{k_{0}}\right) \frac{e^{i \kappa R_{0 i}}}{\sqrt{R_{0 i}}} f_{\kappa}\left(\theta_{0 i}-\theta_{i j}\right) \frac{e^{i \kappa R_{i j}}}{\sqrt{R_{i j}}} \cdots  \tag{4.23}\\
& \times f_{\kappa}\left(\theta_{r s}-\theta_{s 0}\right) \frac{e^{i \kappa R_{s 0}}}{\sqrt{R_{s 0}}} \phi_{0}\left(\kappa, k_{0} ; \theta_{s 0}-\theta_{k_{0}}\right),
\end{align*}
$$

where

$$
\begin{equation*}
f_{\kappa}(\theta)=-\left(\frac{2}{\pi i \kappa}\right)^{1 / 2} \sum_{l=-\infty}^{+\infty} \frac{J_{l}(\kappa a)}{H_{l}^{(1)}(\kappa a)} e^{i l \theta} \tag{4.24}
\end{equation*}
$$

is the scattering amplitude [33] describing scattering of a quantum particle of energy $E=\hbar^{2} \kappa^{2} / 2 m$ from a hard disk of radius $a$ at an angle $\theta$. The approximation given by Eq. (4.23) is only valid for energies satisfying the conditions (see Eq. (4.22) and the discussion right below it)

$$
\begin{equation*}
\kappa \ll \frac{R_{i j}}{2 a^{2}}, \frac{2 R_{0 i}}{(a+\sigma)^{2}} \quad \text { for } \quad i, j=1,2,3, \ldots, N . \tag{4.25}
\end{equation*}
$$

These conditions have a simple physical meaning. Suppose $R_{i j}, R_{0 i} \sim R$ and $\sigma \sim a$, then Eq. (4.25) can be written as $R \gg 2 a / \alpha$, with $\alpha=1 / \kappa a$. The latter has a meaning of the angle of diffraction of a wave with the wave length $1 / \kappa$ on an obstacle of size $a$, so that $2 a / \alpha$ represents the estimate of the shadow depth,
which is the largest distance that geometrical shadow can survive. Thus, the conditions (4.25) imply that Eq. (4.23) is only valid in the diffraction regime, i.e. no disk scatterer can be screened from the particle by other disks. In the case of a dilute scattering system, $R \gg a$, the inequality (4.25) is satisfied for a significant range of energies, so that Eq. (4.23) is a good approximation of the autocorrelation function for wave packets in the energy range specified by Eq. (4.25).

Suppose the wave packet $\phi_{0}$ given by Eq. (4.18) is well localized in momentum space, i.e. the particle's de Broglie wave length $\lambda \equiv 1 / k_{0} \ll \sigma$. Then, the overlap given by Eq. (4.23) is negligible unless $\theta_{0 i} \approx \theta_{s 0} \approx \theta_{k_{0}}$. Indeed, $\phi_{0}\left(k, k_{0} ; \theta\right)$, if considered as a function of the angle $\theta$ between $\mathbf{k}$ and $\mathbf{k}_{0}$, is sharply peaked at $\theta=0$, and rapidly vanishes as $\mathbf{k}$ turns away from $\mathbf{k}_{0}$. This means that the wave packet autocorrelation function $\left\langle\phi_{0}\right| G\left|\phi_{0}\right\rangle$ gets a significant scattering contribution $\left\langle\phi_{0}\right| G_{0}\left|\phi_{0}\right\rangle$ only if the wave packet is initially located on and moves along a line connecting centers of any two disks in the scattering system! It is because the reflection wave produced by a disk at the last scattering interferes destructively with the initial wave unless the two waves have their wave vectors pointing almost in the same direction. This effect is reminiscent of the phenomenon of eigenfunction "scarring" in closed chaotic billiards along classically unstable periodic orbits [38, 39].

### 4.3 Time-domain autocorrelation function

In this section we calculate the autocorrelation function for the circular wave packet defined by Eq. (4.16) in three different scattering systems: two-disk, three-disk "equilateral" and three-disk "isosceles" billiards. The autocorrelation function overlap in the energy domain can be written as

$$
\begin{equation*}
\left\langle\phi_{0}\right| G\left|\phi_{0}\right\rangle=\left\langle\phi_{0}\right| G_{0}\left|\phi_{0}\right\rangle+S(E), \tag{4.26}
\end{equation*}
$$

where the scattering part of the autocorrelation function, $S(E)$, is determined by all possible collision events:

$$
\begin{align*}
& S(E)=\sum_{j}\left\langle\phi_{0}\right| G_{0} T_{j} G_{0}\left|\phi_{0}\right\rangle+\sum_{j} \sum_{k \neq j}\left\langle\phi_{0}\right| G_{0} T_{j} G_{0} T_{k} G_{0}\left|\phi_{0}\right\rangle  \tag{4.27}\\
&+\sum_{j} \sum_{k \neq j} \sum_{l \neq k}\left\langle\phi_{0}\right| G_{0} T_{j} G_{0} T_{k} G_{0} T_{l} G_{0}\left|\phi_{0}\right\rangle+\ldots .
\end{align*}
$$

We will now sum this series explicitly for the three billiard systems using the diffraction regime approximation, Eq. (4.23), together with the assumption of a high-energetic wave packet as will be described below.

### 4.3.1 Two-disk billiard



Figure 4.2: Two-disk billiard. The circular wave packet is initially located on the classically periodic orbit distance $r_{1}$ away from disk " 1 ", and distance $r_{2}$ away from disk "2", with $r_{1}+r_{2}=R$.

The two-disk billiard consists of two hard disks, " 1 " and " 2 ", of radius $a$ with the center-to-center separation $R$, see fig. 4.2. As discussed in the previous section the wave packet should be initially placed on the line connecting the disk centers with its wave vector $\mathbf{k}_{0}$ pointing along this line in order for the sum in Eq. (4.27) to have significant, non-vanishing terms. For the initial condition shown in fig. 4.2 these non-vanishing terms are

$$
\begin{align*}
\left\langle\phi_{0}\right| G_{0} T_{1} G_{0} T_{2} G_{0} \ldots & T_{1} G_{0} T_{2} G_{0}\left|\phi_{0}\right\rangle=-\frac{m}{\hbar^{2}}\left(\frac{i}{2 \pi \kappa}\right)^{1 / 2}\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2} \\
& \times \frac{e^{i \kappa r_{1}}}{\sqrt{r_{1}}} f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}} f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}} \ldots f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}} f_{\kappa}(\pi) \frac{e^{i \kappa r_{2}}}{\sqrt{r_{2}}} \tag{4.28}
\end{align*}
$$

where the diffraction regime approximation, Eq. (4.23), has been used. Here, $r_{1}$ and $r_{2}$ are the distances separating the center of the wave packet and the centers of disks " 1 " and " 2 " respectively; $r_{1}+r_{2}=R$. Substitution of Eq. (4.28) into Eq. (4.27) yields

$$
\begin{align*}
S(E) & =-\frac{m}{\hbar^{2}}\left(\frac{i R}{2 \pi \kappa r_{1} r_{2}}\right)^{1 / 2}\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2} \sum_{n=1}^{+\infty}\left(f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}}\right)^{2 n} \\
& =\frac{m}{\hbar^{2}}\left(\frac{i R}{2 \pi \kappa r_{1} r_{2}}\right)^{1 / 2} \frac{\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2}}{1-\left(f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}}\right)^{-2}} \tag{4.29}
\end{align*}
$$

Equation (4.25) along with the assumption $r_{1} \sim r_{2} \sim R / 2$ shows that the validity of the result predicted by Eq. (4.29) is limited to the energies satisfying $\kappa \ll$ $R / 2 a^{2}, R /(a+\sigma)^{2}$. Now, if the wave packet is sufficiently localized in momentum space, i.e. the de Broglie wave length $\lambda=1 / k_{0} \ll \sigma$, and if $k_{0} \ll R / 2 a^{2}, R /(a+\sigma)^{2}$, then Eq. (4.29) can be used to calculate the time domain autocorrelation function for the wave packet.

We are going to make one more assumption, namely $\lambda \ll a$, in order to use the semiclassical (WKB) expression for the hard-disk scattering amplitude. This assumption says that we only consider high-energetic particles for which the scattering amplitude can be written as

$$
\begin{equation*}
f_{\kappa}(\theta)=-\sqrt{\frac{a}{2}|\sin (\theta / 2)|} e^{-2 i \kappa a|\sin (\theta / 2)|} \tag{4.30}
\end{equation*}
$$

Equation (4.30) is known to be a good approximation of the exact scattering amplitude for sufficiently large scattering angles [40]. Summarizing, the time dependent autocorrelation function to be calculated below refers to hard-disk billiard systems in the high-energy diffraction regime:

$$
\begin{equation*}
\frac{2 a^{2}}{R}, \frac{(a+\sigma)^{2}}{R} \ll \lambda \ll a, \sigma \tag{4.31}
\end{equation*}
$$

This condition can be easily satisfied for a sufficiently dilute billiard system, for which $R \gg a$, see fig. 4.3. The condition given by Eq. (4.31) can be also formulated
in the following way: we only consider such wave packets that can be represented, to a high accuracy, by a superposition of states with energies $E=\hbar^{2} \kappa^{2} / 2 m$, where $\kappa$ satisfies

$$
\begin{equation*}
\frac{1}{a} \ll \kappa \ll \frac{R}{2 a^{2}}, \frac{R}{(a+\sigma)^{2}} . \tag{4.32}
\end{equation*}
$$

The calculation of the scattering part of the autocorrelation function in the time domain, $S(t)$, proceeds as follows. According to Eq. (4.5) the energy-time domain transformation reads

$$
\begin{equation*}
S(t)=\frac{i}{2 \pi} \frac{\hbar^{2}}{m} \int_{\Gamma} d \kappa \kappa \exp \left(-i \frac{\hbar t}{2 m} \kappa^{2}\right) S(E) \tag{4.33}
\end{equation*}
$$

where $S(E)$ is given by Eq. (4.29), and contour $\Gamma$ consists of two straight segments, which lead from $-i \infty$ through 0 to $+\infty$. The expression, obtained for the autocorrelation function $S(E)$, is only valid in the energy range specified by Eq. (4.32). Therefore, the time-domain autocorrelation function $S(t)$ calculated in accordance with Eq. (4.33) will fail for short times, corresponding to high energies with $k \gtrsim R / 2 a^{2}, R /(a+\sigma)^{2}$, and for long times, corresponding to low energies with $k \lesssim 1 / a$.

Careful analytical calculation of a range of times, for which Eq. (4.33) gives accurate predictions, is a formidable problem. Nevertheless, we can use simple physical arguments to roughly estimate this time range. The method that we used to calculate the energy-dependent scattering part of the autocorrelation function, $S(E)$, relies on the assumption of the wave packet diffraction. The wave packet must explore the scattering system for the diffraction effects to take place. An estimate of the time needed for the particle to reach the first scatterer is $t_{E} \approx$ $r_{2} / v \sim R / v$, where $r_{2}$ is the distance between the initial location of the particle and the first scatterer it collides with, see fig. 4.2, and $v=\hbar k_{0} / m$ is the average velocity of the wave packet. Time $t_{E}$ also gives an estimate of the Ehrenfest time for the system: for times shorter than $t_{E}$ the wave packet evolution is dominated by the free particle Hamiltonian, and therefore is classical-like, while particle's propagation is diffractive and substantially non-classical for times beyond $t_{E}$. To
estimate the upper bound of the applicability time range of Eq. (4.33), with $S(E)$ given by Eq. (4.29), we note that the expression for $S(E)$ breaks down at energies $E=\hbar^{2} \kappa^{2} / 2 m$ with $\kappa \sim 1 / a$. The momentum corresponding to these energies is $\hbar \kappa \sim(\lambda / a) \hbar k_{0}$, and the corresponding velocity is $v_{\kappa} \sim(\lambda / a) v$. The contribution of these low energy modes of the particle to the autocorrelation function become significant after the long wavelength part of the wave packet explores the scattering system, i.e. after times $t_{\max } \sim R / v_{\kappa} \sim(a / \lambda) R / v$ corresponding to $a / \lambda$ particledisk collisions. Since, $a \gg \lambda$ this number of collisions can be quite large.

In order to evaluate the integral in Eq. (4.33) one can show that for $t>0$ the contour can be closed along the infinite quarter-circle $\kappa=+\infty e^{i \gamma}$ with $3 \pi / 2<$ $\gamma<2 \pi$, so that the value of the integral is determined by poles of $S(E)$ in the fourth quadrant of the complex $\kappa$ plane:

$$
\begin{equation*}
\kappa_{n}=\frac{\pi n}{R}-\frac{i}{2 R} \ln \frac{2 R}{a}, \quad \text { for } \quad n=1,2,3, \ldots \tag{4.34}
\end{equation*}
$$

The semiclassical approximation for the scattering amplitude, Eq. (4.30), was used to find zeros of the denominator of $S(E)$, so that Eq. (4.34) correctly locates the poles right below the region on real $\kappa$ axis where $\phi_{0}\left(\kappa, k_{0} ; 0\right)$ is localized. Then, calculating the residues corresponding to the poles, we get

$$
\begin{equation*}
S(t) \approx \frac{1}{2}\left(2 \pi i R r_{1} r_{2}\right)^{-1 / 2} \sum_{n \sim n_{0}-[R / \sigma]}^{n_{0}+[R / \sigma]} \sqrt{\kappa_{n}}\left|\phi_{0}\left(\kappa_{n}, k_{0} ; 0\right)\right|^{2} \exp \left(-i \frac{\hbar t}{2 m} \kappa_{n}^{2}\right) \tag{4.35}
\end{equation*}
$$

where $\pi n_{0} / R=k_{0}$, and the square brackets represent the integer part. Equation (4.35) is expected to fail for short times $t$ where the dynamics is determined by values of $S(E)$ at high energies at which the diffraction regime approximation breaks down, as well as for times $t \rightarrow \infty$ which would require to go beyond the WKB approximation for the scattering amplitude $f_{\kappa}(\theta)$. Equation (4.35) is valid for times greater than the Ehrenfest time, $t_{E} \approx r_{2} / v$, with $v=\hbar k_{0} / m$ representing the velocity of the corresponding classical particle; the evolution of the wave packet is substantially non-classical for times beyond the Ehrenfest limit.

The free streaming part of the autocorrelation function overlap, $\left\langle\phi_{0}\right| G_{0}(t)\left|\phi_{0}\right\rangle$, can be calculated explicitly for the propagator given by Eq. (2.6). As we show in Appendix C, the free motion contribution to the full autocorrelation function $C(t)$ is negligible for dilute billiard systems we are dealing with. Thus, the autocorrelation function for long times is entirely determined by the scattering events, so that one can write

$$
\begin{equation*}
\left.C(t)=\left|\left\langle\phi_{0}\right| G(t)\right| \phi_{0}\right\rangle\left.\right|^{2} \approx|S(t)|^{2} . \tag{4.36}
\end{equation*}
$$

The main features of the time-domain autocorrelation function $C(t)$ can be deduced by considering only a small number of poles with $n=n_{0}+\tilde{n}$, where $\tilde{n}$ is sufficiently small, so that the pre-exponential function in Eq. (4.35) stays approximately constant. The contribution due to these poles is

$$
\begin{align*}
S(t) & \sim \sum_{\tilde{n}} \exp \left[-i \frac{\hbar t}{2 m}\left(k_{0}+\frac{\pi \tilde{n}}{R}-\frac{i}{2 R} \ln \frac{2 R}{a}\right)^{2}\right]  \tag{4.37}\\
& \sim e^{-i E_{0} t / \hbar} \exp \left(-\frac{1}{2} \lambda^{(2)} t\right) \sum_{\tilde{n}} e^{-i \frac{v t}{R} \pi \tilde{n}},
\end{align*}
$$

where $E_{0}=\hbar^{2} k_{0}^{2} / 2 m$ is the average energy of the wave packet, $v=\hbar k_{0} / m$ is its average velocity, and

$$
\begin{equation*}
\lambda^{(2)}=\frac{v}{R} \ln \frac{2 R}{a} \tag{4.38}
\end{equation*}
$$

is the classical Lyapunov exponent of the two-disk periodic orbit [29]. Equation (4.37) shows that (i) the envelope of the scattering part of the autocorrelation function decays exponentially with time, $C(t) \sim e^{-\lambda^{(2)} t}$, with the decay rate given by the classical Lyapunov exponent of the system, and (ii) strong interference (revival) peaks occur in $C(t)$ at times $t$ multiple to the period of the classical periodic orbit, i.e. when $v t / R$ is an even integer.

Figure 4.3 shows the autocorrelation function, $C(t)$, directly computed from Eq. (4.35), with the wave packet given by Eq. (4.18), for the two-disk billiard with the following parameters: $a=1$ and $R=10^{4}$. The circular wave packet of size $\sigma=1$ is initially placed in the middle between the disks, $r_{1}=r_{2}=R / 2$, and its de


Figure 4.3: Absolute value squared of the scattering part of the autocorrelation function $C(t)$ as a function of $v t / R$ for the two-disk billiard. Parameters of the system are as follows: $a=\sigma=1, R=10^{4}, r_{1}=r_{2}=R / 2$ and $\lambda=10^{-2}$. The straight line shows exponential decay with the rate given by the classical two-disk Lyapunov exponent $\lambda^{(2)}$. The decay is shown for times $t$ greater than the Ehrenfest time $t_{E} \approx R / 2 v$.

Broglie wave length $\lambda=10^{-2}$. Conditions (4.31) are satisfied by this system. The summation in Eq. (4.35) includes 20,001 poles. The solid line shows $e^{-\lambda^{(2)} t}$ decay. The Ehrenfest time for the system $t_{E} \approx R / 2 v$.

### 4.3.2 Three-disk "equilateral" billiard

Now we address different scattering systems, namely three-disk billiards. In these systems a particle moves in two dimensional space with only three hard-disk scatterers. In this chapter we consider only such three-disk billiards for which the
centers of the disks are vertices of an equilateral or an isosceles triangle. The corresponding scattering systems are then called the three-disk "equilateral" and "isosceles" billiards. The most general case, in which all three sides of the triangle are different is called a generic three-disk billiard and will be considered in the next chapter.


Figure 4.4: Three-disk "isosceles" billiard. The circular wave packet is initially located distance $r_{1}$ away from disk " 1 ", and distance $r_{2}$ away from disk " 2 ", with $r_{1}+r_{2}=R$. Disk " 3 " is distance $\alpha R$ away from disks " 1 " and " 2 ". The "equilateral" billiard case corresponds to $\alpha=1$.

Consider a billiard consisting of three hard disks of radius $a$ centered at the vertices of an isosceles triangle with one side of length $R$ and two other sides of length $\alpha R$, see fig. 4.4. In this section we focus on the "equilateral" billiard ( $\alpha=1$ ), which allows complete analytical treatment. The following section is devoted to the "isosceles" billiard case $(\alpha \neq 1)$, for which a substantial understanding can be
achieved in the limit $\alpha \gg 1$.
Our calculation of the autocorrelation function for a wave packet in the threedisk "equilateral" billiard employs the matrix method by Gaspard and Rice [21]. As in the case of the two-disk billiard we initially put the wave packet of size $\sigma$ on the line connecting the center of two disks, labeled by " 1 " and " 2 ", with center-to-center separation $R$, see fig. 4.4. Distances $r_{1}$ and $r_{2}$ separating the wave packet center and the centers of disks " 1 " and " 2 " respectively satisfy the apparent condition: $r_{1}+r_{2}=R$. The average wave vector of the wave packet $\mathbf{k}_{0}$ is pointing along the line connecting the centers of disks " 1 " and " 2 "; the third disk of the billiard is labeled by " 3 " and stands distance $\alpha R$ away from the first two disks.

For the three-disk billiard the multiple collision expansion given by Eq. (4.27) reads

$$
\begin{equation*}
S(E)=\sum_{n=2}^{\infty} \sum_{\operatorname{path}(n)}\left\langle\phi_{0}\right| G_{0} T_{1} G_{0} T_{i} G_{0} T_{j} \ldots G_{0} T_{2} G_{0}\left|\phi_{0}\right\rangle \tag{4.39}
\end{equation*}
$$

where the second sum runs over all possible paths consisting of $n$ binary collision events with the first collision taking place at disk " 2 " and the $n^{\text {th }}$ one at disk " 1 ". Every term in this double sum is evaluated using the diffraction regime approximation, Eq. (4.23). Following [21] we construct a $6 \times 6$ matrix $\mathbf{Q}$ describing a transition in 6-dimensional space composed of directions $(1 \rightarrow 2),(1 \rightarrow 3),(2 \rightarrow 1)$, $(2 \rightarrow 3),(3 \rightarrow 1)$ and $(3 \rightarrow 2)$, due to a single scattering event,

$$
\mathbf{Q}=\left(\begin{array}{cccccc}
1 \cdot 2 & 1 \cdot 3 & 2 \cdot 1 & 2 \cdot 3 & 3 \cdot 1 & 3 \cdot 2 \\
0 & 0 & X & W & 0 & 0  \tag{4.40}\\
0 & 0 & 0 & 0 & X & W \\
X & W & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & W & X \\
W & X & 0 & 0 & 0 & 0 \\
0 & 0 & W & X & 0 & 0
\end{array}\right) \begin{gathered}
\\
1 \cdot 2 \\
1 \cdot 3 \\
2 \cdot 1 \\
2 \cdot 3 \\
3 \cdot 1 \\
3 \cdot 2
\end{gathered}
$$

where

$$
\begin{equation*}
X=f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}} \quad \text { and } \quad W=f_{\kappa}(2 \pi / 3) \frac{e^{i \kappa R}}{\sqrt{R}} \tag{4.41}
\end{equation*}
$$

Here $\pi$ and $2 \pi / 3$ are the turning angles for a classical particle bouncing among three disk of radius $a$ placed in the vertices of an equilateral triangle with side $R \gg a$. The second sum in Eq. (4.39) is then given by the one-one element of the matrix $\mathbf{Q}^{n}$ :

$$
\sum_{\operatorname{path}(n)}\left\langle\phi_{0}\right| G_{0} T_{1} G_{0} T_{i} G_{0} T_{j} \ldots G_{0} T_{2} G_{0}\left|\phi_{0}\right\rangle=-\frac{m}{\hbar^{2}}\left(\frac{i R}{2 \pi \kappa r_{1} r_{2}}\right)^{1 / 2}\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2}\left(\mathbf{Q}^{n}\right)_{1,1} .
$$

Substituting the last expression into Eq. (4.39), and noting that $\sum_{n=2}^{\infty} \mathbf{Q}^{n}=\mathbf{Q}^{2}(\mathbf{1}-\mathbf{Q})^{-1}$, we obtain

$$
\begin{align*}
S(E)= & \frac{m}{\hbar^{2}}\left(\frac{i R}{2 \pi \kappa r_{1} r_{2}}\right)^{1 / 2}\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2}  \tag{4.42}\\
& \times\left(1-\frac{1 / 6}{1-W+X}-\frac{1 / 6}{1-W-X}-\frac{(2+W) / 3}{1+W+W^{2}-X^{2}}\right)
\end{align*}
$$

As in the two-disk billiard case the poles of $S(E)$ located in the fourth quadrant of the complex $\kappa$ plane determine the time-domain autocorrelation function. Defining $\xi \equiv-\sqrt{a / R} e^{i \kappa R}$, we find that the poles of $S(E)$ in the limit $a \ll R$ are given by

$$
\begin{equation*}
\kappa_{n, j}=\frac{2 \pi n+\pi+\arg \xi_{j}}{R}-\frac{i}{2 R} \ln \frac{R\left|\xi_{j}\right|^{2}}{a} \tag{4.43}
\end{equation*}
$$

where $j=1,2,3,4$, and

$$
\begin{array}{ll}
\xi_{1}=\frac{1}{(1 / 2)^{1 / 2}+\left(3^{1 / 2} / 4\right)^{1 / 2}}, & \xi_{2}=\frac{\left(4^{3 / 2}-3^{3 / 2}\right)^{1 / 2}-3^{1 / 4}}{2\left[1-(3 / 4)^{1 / 2}\right]} e^{i \pi},  \tag{4.44}\\
\xi_{3}=\frac{\left(4^{3 / 2}-3^{3 / 2}\right)^{1 / 2}+3^{1 / 4}}{2\left[1-(3 / 4)^{1 / 2}\right]}, & \xi_{4}=\frac{1}{(1 / 2)^{1 / 2}-\left(3^{1 / 2} / 4\right)^{1 / 2}} e^{i \pi} .
\end{array}
$$

As before we only consider the poles lying under the region on the real $\kappa$-axis on which the wave packet is mainly concentrated, i.e. $n \in\left(n_{0}-[R / 2 \sigma], n_{0}+\right.$ $[R / 2 \sigma])$, with $2 \pi n_{0} / R=k_{0}$ and the square brackets denoting the integer part. It is interesting to note that the simple poles $\kappa_{n 2}$ and $\kappa_{n 3}$ appear as double poles in the three-disk scattering matrix [21].

The time-domain scattering part of the autocorrelation function, $S(t)$, is determined in the same way as for the two-disk billiard system. Calculation of residues
of $S(E)$ is straightforward. The result is given by

$$
\begin{align*}
S(t) \approx & \frac{1}{6}\left(2 \pi i R r_{1} r_{2}\right)^{-1 / 2} \sum_{n \sim n_{0}-[R / 2 \sigma]}^{n_{0}+[R / \sigma]}
\end{align*} \quad\left\{\sqrt{\kappa_{n 1}}\left|\phi_{0}\left(\kappa_{n 1}, k_{0} ; 0\right)\right|^{2} e^{-i \frac{\hbar t}{2 m} \kappa_{n 1}^{2}} .\right.
$$

One can consider only poles in a small vicinity of the peak of the wave function, $n=n_{0}+\tilde{n}$, with $\tilde{n} \ll n_{0}$, to predict the main features of the decay:

$$
\begin{equation*}
S(t) \sim\left[\left(e^{-\gamma^{(3)} t / 2}+2 e^{-\tilde{\gamma}_{3} t / 2}\right) e^{-i \frac{v t}{R} \pi}+2 e^{-\tilde{\gamma}_{2} t / 2}+e^{-\tilde{\gamma}_{4} t / 2}\right] e^{-i E_{0} t / \hbar} \sum_{\tilde{n}} e^{-i \frac{v t}{R} 2 \pi \tilde{n}}, \tag{4.46}
\end{equation*}
$$

where, as before, $E_{0}$ is the average energy of the wave packet, $v$ is its average velocity, $\tilde{\gamma}_{j} \equiv(v / R) \ln \left(R\left|\xi_{j}\right|^{2} / a\right)$, with $j=2,3,4$, and the slowest decay is given by the rate $\gamma^{(3)} \equiv(v / R) \ln \left(R\left|\xi_{1}\right|^{2} / a\right)$ that can be also written as

$$
\begin{equation*}
\gamma^{(3)}=\frac{v}{R} \ln \frac{4 R}{\left[2^{1 / 2}+3^{1 / 4}\right]^{2} a} \approx \frac{v}{R} \ln \frac{0.54 R}{a} \tag{4.47}
\end{equation*}
$$

Taking into account that $\left|\xi_{1}\right| \approx 0.73,\left|\xi_{2}\right| \approx 1.34,\left|\xi_{3}\right| \approx 11.16$ and $\left|\xi_{4}\right| \approx 20.38$, one can see that strong interference peaks, corresponding to phase space returns of the classical particle, occur when $v t / R$ becomes an integer greater than one, see fig. 4.5. At $t=R / v$ a part of the wave packet reflected by disk " 2 " overlaps with the initial wave packet, but this overlap leads to destructive interference since the wave vectors of the two waves have opposite directions. This shows up as the absence of the revival peak at $t=R / v$, see fig. 4.5, and appears mathematically as partial cancellation of the expression within the square brackets in Eq. (4.46). It is clear from Eq. (4.46) and $\left|\xi_{1}\right|,\left|\xi_{2}\right| \ll\left|\xi_{3}\right|,\left|\xi_{4}\right|$ that, as pointed out by Gaspard and Rice [21], the lines of poles corresponding to $\xi_{3}$ and $\xi_{4}$ are screened by the other two lines of poles and have no affect on the wave packet dynamics. One can also show that after only two collisions the RHS of Eq. (4.46) is totally dominated by the
first exponential term within the square brackets, and the autocorrelation function envelope decay becomes exponential: $C(t) \sim e^{-\gamma^{(3)} t}$. As in the two-disk billiard case the expression derived for $S(t)$ holds for times $t$ greater than the Ehrenfest time $t_{E} \approx r_{2} / v$.


Figure 4.5: The autocorrelation function $C(t)$ as a function of $v t / R$ for the threedisk "equilateral" billiard. Parameters of the system are the same as for the twodisk billiard system: $a=\sigma=1, R=10^{4}, r_{1}=r_{2}=R / 2$ and $\lambda=10^{-2}$. The straight line shows exponential decay with the rate given by $\gamma^{(3)}$. The decay is shown for times $t$ greater than the Ehrenfest time $t_{E} \approx R / 2 v$.

Figure 4.5 shows the decay of the time-dependent autocorrelation function for the three-disk "equilateral" billiard system described above. The parameters of the system are chosen to be identical with once used for the two-disk billiard system: $a=\sigma=1, R=10^{4}, r_{1}=r_{2}=R / 2$ and $\lambda=10^{-2}$. The function $C(t)$ for a time interval comprising 10 collision events was calculated by computing the
sum in Eq. (4.45) over the total of 40,006 poles. The straight line shows $e^{-\gamma^{(3)} t}$ decay. It is interesting to note how small the magnitude of the autocorrelation function becomes after only a few particle-disk collisions, see fig. 4.5. After the time corresponding to ten bounces of the classical particle, the return probability drops down to a value below $10^{-40}$ implying practical orthogonality of the initial and final states of the quantum particle.

### 4.3.3 Three-disk "isosceles" billiard

In this part we consider a more general three-disk scattering system: the scatterers are located at the vertices of an isosceles triangle shown, as shown in fig. 4.4 with $\alpha \neq 1$. The center-to-center separation between disks " 1 " and " 2 " is $R$, while the disk " 3 " is distance $\alpha R$ away form " 1 " and " 2 ".

The single collision transition matrix $Q$, given by Eq. (4.40) for the equilateral triangle case, now reads

$$
\mathbf{Q}=\left(\begin{array}{cccccc}
1 \cdot 2 & 1 \cdot 3 & 2 \cdot 1 & 2 \cdot 3 & 3 \cdot 1 & 3 \cdot 2  \tag{4.48}\\
0 & 0 & X_{1} & W_{1} & 0 & 0 \\
0 & 0 & 0 & 0 & X_{2} & W_{3} \\
X_{1} & W_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & W_{3} & X_{2} \\
W_{2} & X_{2} & 0 & 0 & 0 & 0 \\
0 & 0 & W_{2} & X_{2} & 0 & 0
\end{array}\right) \begin{gathered}
1 \cdot 2 \\
1 \cdot 3 \\
2 \cdot 1 \\
2 \cdot 3 \\
3 \cdot 1 \\
3 \cdot 2
\end{gathered}
$$

with

$$
\begin{align*}
& X_{1}=f_{\kappa}(\pi) \frac{e^{i \kappa R}}{\sqrt{R}}, \quad X_{2}=f_{\kappa}(\pi) \frac{e^{i \kappa \alpha R}}{\sqrt{\alpha R}} \\
& W_{1}=f_{\kappa}\left(\pi-\phi_{1}\right) \frac{e^{i \kappa R}}{\sqrt{R}}, \quad W_{2}=f_{\kappa}\left(\pi-\phi_{1}\right) \frac{e^{i \kappa \alpha R}}{\sqrt{\alpha R}}, \quad W_{3}=f_{\kappa}\left(\pi-\phi_{3}\right) \frac{e^{i \kappa \alpha R}}{\sqrt{\alpha R}} \tag{4.49}
\end{align*}
$$

Here, $\phi_{1}$ and $\phi_{3}$ are angles of the triangle corresponding to vertices " 1 " and " 3 " respectively; the angles are functions of $\alpha$, and satisfy the obvious relation: $2 \phi_{1}+$
$\phi_{3}=\pi$.
Following the technique used in the equilateral triangle case, we calculate the one-one element of the matrix $\mathbf{Q}(\mathbf{1}-\mathbf{Q})^{-1}$ to obtain the energy dependent autocorrelation function:

$$
\begin{align*}
& S(E)=-\frac{m}{\hbar^{2}}\left(\frac{i R}{2 \pi \kappa r_{1} r_{2}}\right)^{1 / 2}\left|\phi_{0}\left(\kappa, k_{0} ; 0\right)\right|^{2} \frac{\xi^{2}}{\alpha^{2}} \\
& \times \frac{X_{1}^{2}\left(1-X_{2}^{2}\right)^{2}+\left[2 X_{1} X_{2}+W_{3}-X_{2}^{2}\left(2 X_{1} X_{2}-W_{1} W_{2}\right)\right] W_{1} W_{2}-\left(X_{1} X_{2}-W_{1} W_{2}\right)^{2} W_{3}^{2}}{\left[1-X_{2}^{2}+\left(X_{1} X_{2}-W_{1} W_{2}\right) W_{3}\right]^{2}-\left[X_{1}\left(1-X_{2}^{2}\right)+X_{2}\left(W_{1} W_{2}+W_{3}\right)\right]^{2}} . \tag{4.50}
\end{align*}
$$

As above, we introduce $\xi \equiv-\sqrt{a / R} e^{i \kappa R}$. The poles of $S(E)$, i.e. zeros of the denominator in Eq. (4.50), are given by solutions of the following two polynomial equations:

$$
\begin{align*}
& {\left[2-\left(\sqrt{2}-\sqrt{1+\frac{1}{2 \alpha}}\right) \xi\right] \xi^{2 \alpha}=\omega_{+}\left(-\frac{a}{R}\right)^{\alpha-1}(2-\sqrt{2} \xi),} \\
& {\left[2+\left(\sqrt{2}-\sqrt{1+\frac{1}{2 \alpha}}\right) \xi\right] \xi^{2 \alpha}=\omega_{-}\left(-\frac{a}{R}\right)^{\alpha-1}(2+\sqrt{2} \xi),} \tag{4.51}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{ \pm}=\frac{2 \alpha}{1 \pm\left(1-\frac{1}{4 \alpha^{2}}\right)^{1 / 4}} \tag{4.52}
\end{equation*}
$$

In the limit of $\alpha \rightarrow+\infty$ we have $\omega_{+} \rightarrow \alpha$ and $\omega_{-} \rightarrow 2^{5} \alpha^{3}$.
For the sake of clarity of the following analysis we will restrict our calculation to the cases in which $2 \alpha$ is an integer. The case of noninteger $2 \alpha$ will be discussed in the next chapter. Then, for $a \ll R$ and large $\alpha$ one can find approximate solutions
to Eqs. (4.51):

$$
\begin{align*}
\xi_{p 1} & \approx\left(1-\frac{1}{4 \alpha} \sqrt{1+\frac{1}{2 \alpha}} \xi_{p 1}^{(0)}\right) \xi_{p 1}^{(0)}, \quad \text { with } \quad \xi_{p 1}^{(0)}=\omega_{+}^{1 / 2 \alpha}\left(\sqrt{\frac{a}{R}}\right)^{1-1 / \alpha} e^{i \pi(1+p / \alpha)} \\
\xi_{p 2} & \approx\left(1+\frac{1}{4 \alpha} \sqrt{1+\frac{1}{2 \alpha}} \xi_{p 2}^{(0)}\right) \xi_{p 2}^{(0)}, \quad \text { with } \quad \xi_{p 2}^{(0)}=\omega_{-}^{1 / 2 \alpha}\left(\sqrt{\frac{a}{R}}\right)^{1-1 / \alpha} e^{i \pi(1+p / \alpha)} \\
\xi_{3}^{( \pm)} & \approx \pm 2\left(\sqrt{2}-\sqrt{1+\frac{1}{2 \alpha}}\right)^{-1}, \tag{4.53}
\end{align*}
$$

where $p=1,2, \ldots, 2 \alpha$. Each of these $4 \alpha+2$ values of $\xi$ defines a line of poles of $S(E)$ in the complex $\kappa$-plane according to

$$
\begin{align*}
& \kappa_{n, p, j}=\frac{2 \pi n+\pi+\arg \xi_{p, j}}{R}-\frac{i}{2 R} \ln \frac{R\left|\xi_{p, j}\right|^{2}}{a}, \quad \text { with } \quad j=1,2 ; \\
& \kappa_{n, 3}^{( \pm)}=\frac{2 \pi n+\pi+\arg \xi_{3}^{( \pm)}}{R}-\frac{i}{2 R} \ln \frac{R\left|\xi_{3}^{ \pm}\right|^{2}}{a} . \tag{4.54}
\end{align*}
$$

Here, as above, the integer $n$ runs over a range of values such that the poles given by Eq. (4.54) are located right beneath the region on the real $\kappa$-axis, on which the initial wave packet is localized, i.e. $n \in\left(n_{0}-[R / 2 \sigma], n_{0}+[R / 2 \sigma]\right)$, with $2 \pi n_{0} / R=k_{0}$ and the square brackets denoting the integer part.

The poles given by Eqs. (4.54) come in three "bands". The first and the second bands of poles, corresponding to $\xi_{p, 1}$ and $\xi_{p, 2}$ respectively, are essential for the wave packet dynamics, while the third band, given by $\xi_{3}^{( \pm)}$, is completely screened by the first two, since $\left|\xi_{1}\right|<\left|\xi_{2}\right| \ll\left|\xi_{3}\right|$. The first two bands approach one another as $\alpha$ increases and merge into the real $\kappa$-axis: $\omega_{ \pm}^{1 / 2 \alpha} \rightarrow 1$ as $\alpha \rightarrow+\infty$. The physical meaning of this limit will be clarified below.

Figure 4.6 shows the first two bands of poles for the three-disk "isosceles" billiard with $\alpha=5 / 2$ and $R / a=10^{4}$. Figure 4.6a displays the bands over some interval of real $\kappa$-axis, while fig. 4.6b and fig. 4.6c magnify the first and the second bands respectively. The dots in these figures represent poles numerically computed directly from Eq. (4.51), and thus should be thought as of "exact" poles, while crosses are "approximate" poles predicted by Eq. (4.54) together with Eq. (4.53).


Figure 4.6: (a) First two bands of poles for the case of $\alpha=5 / 2$ and $R / a=$ $10^{4}$; (b) magnification of the first band; (c) magnification of the second band. Dots correspond to exact values of the poles, and crosses show the same poles approximately predicted by Eq. (4.54) together with Eq. (4.53).

One can see that the approximate expressions accurately locate poles of the autocorrelation function.

As we saw earlier, the size of the gap separating the poles and the real $\kappa$-axis determines time decay of the envelope of the autocorrelation function. Thus, the overall decay is exponential, $C(t) \sim \exp \left(-\gamma_{\alpha}^{(3)} t\right)$ with

$$
\begin{equation*}
\gamma_{\alpha}^{(3)} \approx \frac{v}{R} \ln \left(\frac{R}{a}\left|\xi_{p 1}^{(0)}\right|^{2}\right)=\frac{v}{\alpha R} \ln \frac{2 \alpha R}{\left[1+\left(1-\frac{1}{4 \alpha^{2}}\right)^{1 / 4}\right] a} \tag{4.55}
\end{equation*}
$$

In the limit $\alpha \gg 1$ the decay rate becomes $\gamma_{\alpha}^{(3)} \approx(v / \alpha R) \ln (\alpha R / a)$.
Calculating the residues of $S(E)$ and computing the sum over poles, one obtains the time-domain autocorrelation function in the same way it was done for the


Figure 4.7: The autocorrelation function as a function of time for the "isosceles" three-disk billiard with $\alpha=3 / 2$. Disks " 1 " and "2" are separated by distance $R=10^{4} a$. The wave packet of the de Broglie wavelength $\lambda=10^{-2} a$ is initially located as shown in fig. 4.4 with $r_{1}=r_{2}=R / 2$. The dotted and the solid straight lines represent $e^{-\lambda^{(2)} t}$ and $e^{-\gamma_{\alpha}^{(3)} t}$ decays respectively.
"equilateral" three-disk billiard. The autocorrelation function $C(t)$ is shown in fig. 4.7 for the case of $\alpha=3 / 2$ and in fig. 4.8 for $\alpha=5 / 2$. In both figures the separation of disks is characterized by $R / a=10^{4}$, and the wave packet of the de Broglie wavelength $\lambda=10^{-2} a$ is initially placed between disks " 1 " and " 2 " with $r_{1}=r_{2}=R / 2$.

In these figures, $C(t)$ appears as a complicated sequence of peaks. The overall envelope decays as $e^{-\gamma_{\alpha}^{(3)} t}$ with the decay exponent $\gamma_{\alpha}^{(3)}$ given by Eq. (4.55). The trend of this exponential decay is shown by solid lines in figs. 4.7 and 4.8. Dotted lines in the figures represent $e^{-\lambda^{(2)} t}$ decay, with the decay rate $\lambda^{(2)}$ being the two-


Figure 4.8: The autocorrelation function as a function of time for the "isosceles" three-disk billiard with $\alpha=5 / 2$. Disks " 1 " and " 2 " are separated by distance $R=10^{4} a$. The wave packet of the de Broglie wavelength $\lambda=10^{-2} a$ is initially located as shown in fig. 4.4 with $r_{1}=r_{2}=R / 2$. The dotted and the solid straight lines represent $e^{-\lambda^{(2)} t}$ and $e^{-\gamma_{\alpha}^{(3)} t}$ decays respectively.
disk Lyapunov exponent of the unstable periodic orbit trapped between disks " 1 " and "2", see Eq. (4.38). The two-disk decay appears in the three-disk scattering system for the reason explained below.

The peaks of the autocorrelation function occur at instants of time at which the counterpart classical particle returns to its initial point in phase space. So, the peaks correspond to classical recurrences in the system. The autocorrelation function exhibits large peaks at times $t_{n}=(2 \alpha n+1) R / v$, with $n=1,2, \ldots$, which correspond to the scattering sequences "132", "13232", "13132" and so on. Large wave packet reconstruction peaks come from phase space periodic trajectories with
the smallest number of collisions for a given length of the trajectory. It is because at every collision event a dominant part of particle's probability density completely escapes the billiard, and only a tiny part of this density returns to point of the initial location of the wave packet to contribute to the autocorrelation function. Thus, phase space periodic orbits with longest mean free paths result in strongest reconstruction peaks.

In the "isosceles" three-disk billiard in fig. 4.4 the long free flight path trajectories are the ones that pass through disk " 3 " every second collision, and return to the initial point at times $t_{n}=(2 \alpha n+1) R / v$. During intermediate times, $t_{n-1}<t<t_{n}$, smaller wave packet reconstruction peaks occur due to periodic orbits with shorter mean free paths, which are determined by trajectories bouncing mostly between disks " 1 " and " 2 ". For times $t<t_{1}$ only the two-disk collision sequences " 12 ", "1212" and so on, contribute to the autocorrelation function decay, resulting in the $e^{-\lambda^{(2)} t}$ decay.

Another distinctive feature of figs. 4.7 and 4.8 is the absence of peaks for times which have no phase space periodic trajectories corresponding to them: for the case of $\alpha=3 / 2$, there are no phase space periodic orbits with periods $R / v$ and $3 R / v$; in the $\alpha=5 / 2$ case, the periodic orbits do not exist for times $R / v, 3 R / v$ and $5 R / v$.

We can also see now how the two-disk billiard decay is obtained as one removes disk " 3 " to infinity. In the limit $\alpha \rightarrow \infty$ the time of the first large reconstruction peak goes to infinity, $t_{1} \rightarrow \infty$, and the autocorrelation function decays as $e^{-\lambda^{(2)} t}$ for $t<t_{1}$. Hence, we arrive at the two-disk billiard result.

## Chapter 5

## Simple theory for the autocorrelation function decay

In this section we present a simple method for predicting the peaks of the wave packet autocorrelation function, $\left.C(t) \equiv\left|\left\langle\psi_{0}\right| \exp (-i H t / \hbar)\right| \psi_{0}\right\rangle\left.\right|^{2}$, based on a semiclassical description of scattering and the quantum phenomenon of interference. The arguments here are motivated by the structure of the energy-domain autocorrelation function in the high-energy diffraction regime, see Eq. (4.23).

### 5.1 Formulation of the method

Suppose the autocorrelation function, $\left.C(t)=\left|\left\langle\psi_{0}\right| G(t)\right| \psi_{0}\right\rangle\left.\right|^{2}$, has a peak at time $t$. The value of the function at the peak is given by a sum of $M(t)$ overlap amplitudes $O_{l}(t)$, with $l=1,2, \ldots, M(t)$, according to

$$
\begin{equation*}
C(t) \sim\left(\sum_{l=1}^{M(t)} O_{l}(t)\right)^{2} \tag{5.1}
\end{equation*}
$$

Each individual overlap amplitude $O_{l}(t)$ gives the contribution to the autocorrelation function due to a particular collision sequence $\eta_{l}=\{1, i, j, \ldots, r, s, 2\}$ such that

$$
\begin{equation*}
R_{1 i}+R_{i j}+\ldots+R_{r s}+R_{s 2}+R_{21}=v t \tag{5.2}
\end{equation*}
$$

Here, "2" and "1" are the scatterers the classical particle corresponding to the wave packet would first collide with in its direct and time-reversed motions respectively,
e.g. see figs. 4.2 and 4.4. The number $M(t)$ of the collision sequences satisfying Eq. (5.2) is in general a function of time. The overlap amplitudes $O_{l}(t)$ are real ${ }^{1}$, and are given by
$O_{l}(t)=\left(\frac{\sigma_{\text {diff }}\left(\pi-\phi_{1}\right)}{R_{1 i}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{i}\right)}{R_{i j}} \ldots \frac{\sigma_{\text {diff }}\left(\pi-\phi_{r}\right)}{R_{r s}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{s}\right)}{R_{s 2}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{2}\right)}{R_{21}}\right)^{1 / 2}$,
where $\phi_{i}$ is the $i^{\text {th }}$ angle of the "polygon" constructed on the vertices given by locations of scatterers in the collision sequence $\eta_{l}$, and $\sigma_{\text {diff }}(\theta)$ is the differential cross section at the scattering angle $\theta$. One can use the classical expression for the differential cross section,

$$
\begin{equation*}
\sigma_{\mathrm{diff}}(\theta)=\frac{a}{2}\left|\sin \frac{\theta}{2}\right|, \tag{5.4}
\end{equation*}
$$

when the system is in the high-energy diffraction regime defined by Eq. (4.31), and the diffraction angle $\theta$ is not close to zero. The classical differential cross section fails at very small diffraction angles, and a more sophisticated expression should be used [40].

If properly modified, the method described above is also applicable for calculation of the classical autocorrelation function $C_{\mathrm{cl}}(t)$, i.e. a fraction of classical trajectories in a small phase space region around the starting point of a classical particle, which return to this region after time $t$. The classical autocorrelation function gives the phase space return probability for a classical particle described by a phase space distribution function rather by the exact coordinates. It characterizes the escape of classical trajectories from a chaotic repellor of the system. In mixing chaotic systems, such as hard-disk billiards we consider, the autocorrelation function decays exponentially in time, $C_{\mathrm{cl}}(t) \sim e^{-\gamma_{\mathrm{cl}} t}$, with the decay rate $\gamma_{\mathrm{cl}}$ known as the escape rate on the repellor [21].

[^1]The changes one needs to introduce in Eqs. (5.1) and (5.3) are apparent. Due to the absence of interference in classical mechanics we write

$$
\begin{equation*}
C_{\mathrm{cl}}(t) \sim \sum_{l=1}^{M(t)} O_{l}^{2}(t) \tag{5.5}
\end{equation*}
$$

The sum in Eq. (5.5) goes over classical return probabilities, $O_{l}^{2}$, corresponding to individual collision sequences $\eta_{l}$. As above, the probabilities are given by

$$
O_{l}^{2}(t)=\frac{\sigma_{\text {diff }}\left(\pi-\phi_{1}\right)}{R_{1 i}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{i}\right)}{R_{i j}} \ldots \frac{\sigma_{\text {diff }}\left(\pi-\phi_{r}\right)}{R_{r s}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{s}\right)}{R_{s 2}} \frac{\sigma_{\text {diff }}\left(\pi-\phi_{2}\right)}{R_{21}} .
$$

The collision sequences $\eta_{l}$ and the differential cross section $\sigma_{\text {diff }}(\theta)$ are still determined according to Eqs. (5.2) and (5.4) respectively.

As we will see below, the expression for the quantum (classical) autocorrelation function proposed in this section, despite its simplicity, accurately predicts times and relative magnitudes ${ }^{2}$ of the wave packet (distribution function) reconstruction peaks. Nevertheless, application of more sophisticated techniques, like the one presented in the previous chapter, is required if one needs to obtain absolute (and not relative) values of the autocorrelation function for a wide range of times, including time intervals between the neighboring peaks. One needs to have detailed knowledge of the particle's wave function in order to predict $C(t)$ for times $t$ other than the peak times, i.e. for times that have no phase space period orbits corresponding to them. This requires the construction of the full quantum propagator for a given system by methods analogous to the one presented in Chapter IV.

### 5.2 Application to studied cases

First we will show that for the two-disk scattering system, see fig 4.2 , the autocorrelation function decay predicted by the simple method described above is in

[^2]perfect agreement with the one obtained in the previous chapter. Indeed, there is only one scattering sequence, " $1212 \ldots$..., contributing to a peak of $C(t)$ at time $t=2 n R / v$, with $n=1,2, \ldots$, so that
\[

$$
\begin{equation*}
C(t) \sim\left(\frac{a}{2 R}\right)^{2 n}=\exp \left(-\frac{v t}{R} \ln \frac{2 R}{a}\right)=\exp \left(-\lambda^{(2)} t\right) \tag{5.6}
\end{equation*}
$$

\]

with the two-disk Lyapunov exponent $\lambda^{(2)}$ given by Eq. (4.38).
Since the right hand sides of Eqs. (5.1) and (5.5) reduce to the return probability given by a single collision sequence, we see that the classical autocorrelation function decays exactly in the same manner as the quantum one:

$$
\begin{equation*}
C_{\mathrm{cl}}(t) \sim \exp \left(-\lambda^{(2)} t\right) \tag{5.7}
\end{equation*}
$$

As we will see later, this similarity is the consequence of the fact that the KolmogorovSinai entropy for the two-disk periodic orbit is zero [20, 29], i.e. there is no information production in the system since for any time $t=2 n R / v$ there exists only one trajectory leading to the wave packet (distribution function) partial reconstruction. Thus, the phenomenon of interference between different trajectories is absent in the quantum case, and there is no difference between the wave packet and classical distribution function dynamics.

### 5.2.1 Three-disk "equilateral" billiard

Let us now turn to the three-disk scattering problem, with the scatterers centered in the vertices of an equilateral triangle. Figure 5.1 shows the autocorrelation peaks as a function of time, which were computed numerically according to Eqs. (5.1), (5.3) and (5.4) by summation over all collision sequences satisfying Eq. (5.2). The dashed line in the figure represents the exponential trend calculated according to Eq. (4.47). The billiard is characterized by the disk radius $a=1$, and by the disk center-to-center separation $R=10^{4}$. Once again, as for the two-disk case, one can see an excellent agreement of results of the method of this section and the technique of multiple collision expansion in the high-energy diffraction regime.


Figure 5.1: Peaks of the autocorrelation function for the "equilateral" three-disk billiard calculated in accordance with Eqs. (5.1), (5.3) and (5.4). The dashed line shows $e^{-\gamma^{(3)} t}$ decay, with $\gamma^{(3)}$ given by Eq. (4.47). The radii of the disks constituting the billiard equal $a=1$, while the disk center-to-center separation is $R=10^{4}$. This figure is to be compared with fig. 4.5.

The decay rate $\gamma^{(3)}$ given by Eq. (4.47) for the "equilateral" three-disk billiard can be exactly recovered using our simple theory. In order to calculate $\gamma^{(3)}$ one needs to sum scattering amplitudes $O_{l}(t)$ over all collision sequences $\eta_{l}$ satisfying Eq. (5.2). As before, this can be accomplished with the help of the matrix method introduced in the previous chapter. We construct a one-collision transition matrix
q according to

$$
\mathbf{q}=\left(\begin{array}{cccccc}
0 & 0 & x & w & 0 & 0  \tag{5.8}\\
0 & 0 & 0 & 0 & x & w \\
x & w & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & w & x \\
w & x & 0 & 0 & 0 & 0 \\
0 & 0 & w & x & 0 & 0
\end{array}\right) \begin{gathered}
1 \cdot 2 \\
{ }_{1 \cdot 3} \\
\begin{array}{l}
2 \cdot 1 \\
\\
3 \cdot 3
\end{array} \\
\end{gathered}
$$

with

$$
\begin{equation*}
x \equiv\left(\frac{a}{2 R}\right)^{1 / 2} \quad \text { and } \quad w \equiv\left(\frac{\sqrt{3} a}{4 R}\right)^{1 / 2} \tag{5.9}
\end{equation*}
$$

Here, $x$ and $w$ are the values of the amplitude $\sqrt{\sigma_{\text {diff }}(\pi-\phi) / R}$ with $\sigma_{\text {diff }}$ given by Eq. (5.4) and $\phi$ taking values of 0 and $\pi / 3$ respectively. The matrix $\mathbf{q}$ describes a transition due to a single collision event in the six-dimensional space spanned by directions $(1 \rightarrow 2),(1 \rightarrow 3),(2 \rightarrow 1),(2 \rightarrow 3),(3 \rightarrow 1)$ and $(3 \rightarrow 2)$. This matrix allows one to express the sum of overlap amplitudes in Eq. (5.1) for times $t=n_{\text {coll }} R / v$, with number of collisions $n_{\text {coll }}=2,3, \ldots$, according to

$$
\begin{equation*}
\sum_{l=1}^{M(t)} O_{l}(t)=\left(\mathbf{q}^{n_{\mathrm{coll}}}\right)_{1,1}, \tag{5.10}
\end{equation*}
$$

where the subscript denotes that the one-one element of the matrix is taken. The autocorrelation function at the $\left(n_{\text {coll }}\right)^{\text {th }}$ collision is related to the one at the $\left(n_{\text {coll }}+\right.$ 1) ${ }^{\text {th }}$ collision by

$$
\begin{equation*}
\frac{C(t+R / v)}{C(t)}=\left[\frac{\left(\mathbf{q}^{n_{\text {coll }}+1}\right)_{1,1}}{\left(\mathbf{q}^{n_{\text {coll }}}\right)_{1,1}}\right]^{2}=\left[\frac{\left(\mathbf{U} \operatorname{diag}\left[H_{j}^{n_{\text {coll }}+1}\right] \mathbf{U}^{\mathrm{T}}\right)_{1,1}}{\left(\mathbf{U} \operatorname{diag}\left[H_{j}^{n_{\text {coll }}}\right] \mathbf{U}^{\mathrm{T}}\right)_{1,1}}\right]^{2} \tag{5.11}
\end{equation*}
$$

where $\mathbf{U}$ is the orthogonal matrix diagonalizing $\mathbf{q}$, superscript " T " denotes transposition, and $H_{j}$ with $j=1,2,3,4$ are the eigenvalues of $\mathbf{q}$ labeled in the order of magnitude. For large number of collisions, $n_{\text {coll }} \gg 1$, the largest eigenvalue $H_{1}$ of the matrix $\mathbf{q}$ dominates both the numerator and the denominator of Eq. (5.11), so
that

$$
\begin{align*}
\lim _{t \rightarrow+\infty} \frac{C(t+R / v)}{C(t)} & =H_{1}^{2}=(x+w)^{2} \\
& =\frac{a}{R}\left[(1 / 2)^{1 / 2}+\left(3^{1 / 2} / 4\right)^{1 / 2}\right]^{2}=\exp \left(-\gamma^{(3)} \frac{R}{v}\right) \tag{5.12}
\end{align*}
$$

where $\gamma^{(3)}$ is the decay rate given by Eq. (4.47):

$$
\gamma^{(3)}=\frac{v}{R} \ln \frac{4 R}{\left[2^{1 / 2}+3^{1 / 4}\right]^{2} a} \approx \frac{v}{R} \ln \frac{0.54 R}{a} .
$$

The classical escape rate, $\gamma_{\mathrm{cl}}^{(3)}$, is obtained with the help of transition matrix $\mathbf{q}$ with its elements modified according to

$$
\begin{equation*}
x \rightarrow \frac{a}{2 R} \quad \text { and } \quad w \rightarrow \frac{\sqrt{3} a}{4 R} . \tag{5.13}
\end{equation*}
$$

Then,

$$
\begin{align*}
& \frac{C_{\mathrm{cl}}(t+R / v)}{C_{\mathrm{cl}}(t)}=\frac{\left(\mathbf{q}^{n_{\mathrm{coll}}+1}\right)_{1,1}}{\left(\mathbf{q}^{n_{\mathrm{coll}}}\right)_{1,1}} \xrightarrow{\xrightarrow{\rightarrow \infty}} H_{1}=x+w \\
& \xrightarrow{t \rightarrow \infty} \frac{a}{R}\left[\frac{1}{2}+\frac{\sqrt{3}}{4}\right]=\exp \left(-\gamma_{\mathrm{cl}}^{(3)} \frac{R}{v}\right) \tag{5.14}
\end{align*}
$$

with the classical escape rate given by

$$
\begin{equation*}
\gamma_{\mathrm{cl}}^{(3)}=\frac{v}{R} \ln \frac{4 R}{[2+\sqrt{3}] a} \approx \frac{v}{R} \ln \frac{1.07 R}{a} . \tag{5.15}
\end{equation*}
$$

One can see that the absence of interference in the classical case results in faster wave packet decay. The classical escape rate for the three-disk "equilateral" billiard was first obtained by Gaspard and Rice [20].

### 5.2.2 Ruelle pressure function

It is interesting to note that the decay rate $\gamma^{(3)}$ of the autocorrelation function can be written as

$$
\begin{equation*}
\gamma^{(3)}=-\frac{2 v}{R} \ln \left[\left(\frac{a}{2 R}\right)^{1 / 2}+\left(\frac{\sqrt{3} a}{4 R}\right)^{1 / 2}\right]=-2 P(1 / 2) \tag{5.16}
\end{equation*}
$$

where

$$
\begin{equation*}
P(\beta)=\frac{v}{R} \ln \left[\left(\frac{a}{2 R}\right)^{\beta}+\left(\frac{\sqrt{3} a}{4 R}\right)^{\beta}\right] \tag{5.17}
\end{equation*}
$$

is the Ruelle pressure function for the three-disk billiard with the disk centers forming an equilateral triangle [29, 41].

The pressure function [42] is a dynamical analog of the Helmholtz free energy per particle of a thermodynamic system, and can be defined as

$$
\begin{equation*}
P(\beta)=\lim _{t \rightarrow \infty} \frac{1}{t} \ln Z(\beta, t), \tag{5.18}
\end{equation*}
$$

where $Z(\beta, t)$ is called the dynamical partition function $[29,43]$, and is given by

$$
\begin{equation*}
Z(\beta, t)=\int d \mu(\mathbf{r}, \mathbf{p})[\Lambda(\mathbf{r}, \mathbf{p}, t)]^{1-\beta} \tag{5.19}
\end{equation*}
$$

Here the integration is over the equilibrium measure, $\mu(\mathbf{r}, \mathbf{p})$, for the phase space of the moving classical particle ( $\mathbf{r}$ and $\mathbf{p}$ are the position and momentum of the particle respectively). The quantity $\Lambda(\mathbf{r}, \mathbf{p}, t)$ is the stretching factor for a phase space trajectory of the particle starting at $(\mathbf{r}, \mathbf{p})$ and extending over time $t$. The stretching factor is the factor by which the projection of an infinitesimal phase space volume onto the unstable directions of the phase space will expand over time $t$. For very long times it is determined by the sum of local positive Lyapunov exponents $\lambda_{i}(\mathbf{r}, \mathbf{p})$ according to

$$
\begin{equation*}
\Lambda(\mathbf{r}, \mathbf{p}, t) \approx \exp \left(t \sum_{\lambda_{i}>0} \lambda_{i}(\mathbf{r}, \mathbf{p})\right) \tag{5.20}
\end{equation*}
$$

The pressure function, once known, works as a generating function, and allows one to determine many important quantities characterizing the dynamics of a chaotic system [29], i.e. sum of positive mean Lyapunov exponents $\bar{\lambda}_{i}$, KolmogorovSinai entropy $h_{\mathrm{KS}}$, classical escape rate $\gamma_{\mathrm{cl}}$, and the fractal dimension of the chaotic repellor. A fundamental identity reads

$$
\begin{equation*}
\left.P(\beta)\right|_{\beta \approx 1}=h_{\mathrm{KS}}-\beta \sum_{\bar{\lambda}_{i}>0} \bar{\lambda}_{i}, \tag{5.21}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{\bar{\lambda}_{i}>0} \bar{\lambda}_{i}=-P^{\prime}(1), \tag{5.22}
\end{equation*}
$$

where prime denotes the derivative. The classical escape rate is known to be given by a difference of the stretching and randomization rates in a chaotic system [14],

$$
\begin{equation*}
\gamma_{\mathrm{cl}}=\sum_{\bar{\lambda}_{i}>0} \bar{\lambda}_{i}-h_{\mathrm{KS}} . \tag{5.23}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
& \gamma_{\mathrm{cl}}=-P(1),  \tag{5.24}\\
& h_{\mathrm{KS}}=P(1)-P^{\prime}(1) .
\end{align*}
$$

It was first shown by Gaspard [41] that the lower bound of quantum wave function escape rate for semiclassical systems, $\gamma_{q}$, where the subscript " $q$ " stands for "quantum", is also related to the Ruelle pressure function,

$$
\begin{equation*}
\gamma_{\mathrm{q}}=-2 P(1 / 2) . \tag{5.25}
\end{equation*}
$$

The decay rate given by Eq. (5.16) confirms this general result for the case of the three-disk "equilateral" billiard.

Equations (5.22), (5.24) and (5.25) suggest that the method for calculation of the classical and quantum decay rates presented in this chapter can be used to approximately determine such chaotic properties of disk billiards as the mean Lyapunov exponent, $\bar{\lambda}$, and the KS-entropy, $h_{\mathrm{KS}}$. The idea is based on the fact that the topological pressure $P(\beta)$ is an almost linear function of $\beta$ for $1 / 2<\beta<1$, see $[29,41]$. Then one can approximate the derivative $P^{\prime}(1)$ by a finite difference according to

$$
\begin{equation*}
P^{\prime}(1) \approx 2[P(1)-P(1 / 2)]=\gamma_{\mathrm{q}}-2 \gamma_{\mathrm{cl}}, \tag{5.26}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\sum_{\bar{\lambda}_{i}>0} \bar{\lambda}_{i} \approx 2 \gamma_{\mathrm{cl}}-\gamma_{\mathrm{q}} \tag{5.27}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\mathrm{KS}} \approx \gamma_{\mathrm{cl}}-\gamma_{\mathrm{q}} \tag{5.28}
\end{equation*}
$$

As we will see below, Eqs. (5.27) and (5.28) provide a useful tool for estimation of the most important quantities characterizing dynamics of classically chaotic systems.

Another way to express the connection between quantum decay rate $\gamma_{q}$ and purely classical properties of the underlying chaotic system is to eliminate the classical escape rate $\gamma_{\mathrm{cl}}$ in Eqs. (5.27) and (5.28) to obtain

$$
\begin{equation*}
\gamma_{\mathrm{q}} \approx \sum_{\bar{\lambda}_{i}>0} \bar{\lambda}_{i}-2 h_{\mathrm{KS}} . \tag{5.29}
\end{equation*}
$$

Comparison of Eq. (5.29) to its classical counterpart Eq. (5.23) shows that interference nature of quantum mechanics introduces a factor of 2 in front of the KSentropy, and results in slower escape of the quantum wave packet from a chaotic billiard as compared to the escape of the corresponding classical particle density.

Let us now apply the above formulae together with Eqs. (4.47) and (5.15) to calculate the mean Lyapunov exponent $\bar{\lambda}^{(3)}$ and the KS-entropy $h_{\mathrm{KS}}^{(3)}$ for the three-disk "equilateral" billiard. We have

$$
\begin{equation*}
\bar{\lambda}^{(3)} \approx \frac{v}{R}\left[\ln \frac{4 R}{a}+2 \ln \frac{2^{1 / 2}+3^{1 / 4}}{2+\sqrt{3}}\right] \approx \frac{v}{R} \ln \frac{2.141 R}{a} \tag{5.30}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\mathrm{KS}}^{(3)} \approx \frac{v}{R} \ln \frac{\left[2^{1 / 2}+3^{1 / 4}\right]^{2}}{2+\sqrt{3}} \approx \frac{v}{R} \ln 1.997 . \tag{5.31}
\end{equation*}
$$

Our predictions are in good agreement with the result of a careful calculation due to Gaspard and Rice [20] namely $\bar{\lambda}^{(3)} \approx(v / R) \ln (2.138 R / a)$ and $h_{\mathrm{KS}}^{(3)} \approx$ $(v / R) \ln 1.995$.

### 5.2.3 Three-disk "isosceles" billiard

In order to complete the comparison of predictions of Eqs. (5.1-5.4) with the results of the detailed binary collision expansion studies, we consider the case of


Figure 5.2: Peaks of the autocorrelation function calculated in accordance with Eqs. (5.1), (5.3) and (5.4) for the "isosceles" three-disk billiard with $\alpha=5 / 2$. The dashed line shows $e^{-\gamma_{\alpha}^{(3)} t}$ decay, with $\gamma_{\alpha}^{(3)}$ given by Eq. (4.55), while the dotted lines show the trend of the $e^{-\lambda^{(2)} t}$ decay, with $\lambda^{(2)}$ defined by Eq. (4.38). The billiard is parametrized by $a=1$ and $R=10^{4}$. This figure is to be compared with fig. 4.8.
the three-disk billiard with the scatterers centered in the vertices of an isosceles triangle. Figure 5.2 displays the peaks of the autocorrelation function in the system shown in fig. 4.4 with $\alpha=5 / 2, a=1$ and $R=10^{4}$. As one can see, the structure of the decay is twofold. There are relatively big recurrences of the wave packet at times $t=(2 \alpha n+1) R / v=(5 n+1) R / v$. The magnitudes of these recurrences follow $e^{-\gamma_{\alpha}^{(3)} t}$ decay (represented by the dashed line), with the decay rate $\gamma_{\alpha}^{(3)}$ given by Eq. (4.55). In between any two major peaks the autocorrelation function decays rapidly, approximately following $e^{-\lambda^{(2)} t}$ decay (dotted lines), with the two-disk Lyapunov exponent $\lambda^{(2)}$ defined by Eq. (4.38). The sequence of autocorrelation
function peaks in fig. 5.2 is almost identical to the one in fig. 4.8.
The strongest recurrences of the wave packet come from periodic trajectories with the smallest number of collisions for a given flight length $v t$, i.e. from trajectories with the longest mean free path. Table 5.1 lists these trajectories for the case of the "isosceles" three-disk scattering system. The long mean free path
$\left.\begin{array}{|c|c|c|c|}\hline n & \text { Collision sequences, } \eta_{l} & \text { Time, } v t / R & \text { Number of collisions, } n_{\text {coll }} \\ \hline 1 & 132 & 2 \alpha+1 & 3 \\ \hline 2 & 13232 & 4 \alpha+1 \\ 13132\end{array}\right)$

Table 5.1: Long mean free path trajectories for the case of the "isosceles" three-disk billiard.
trajectories dominate the sum in Eq. (5.1) for dilute scattering systems, $R \gg a$, since the overlap amplitudes $O_{l}(t)$ corresponding to them are given by products of the smallest number of $\sqrt{\sigma_{\text {diff }} / R} \ll 1$ terms, and therefore are the dominant ones.

Now we will derive the autocorrelation function decay rate $\gamma_{\alpha}^{(3)}$ making use of our simple theory, and compare it to the result obtained in the previous chapter, see Eq. (4.55). For the sake of clarity of the arguments, we will first present our derivation it in the simplest case, $\alpha \gg 1$, and then address the general case $\alpha>1$, which will require application of the matrix method.

Let us calculate the magnitude of the autocorrelation function peaks at times $t=(2 \alpha n+1) R / v$, where $n=1,2, \ldots$, for the case of the "isosceles" three-disk
billiard with $\alpha \gg 1$. The collision sequences contributing to $C(t)$ are listed in Table 5.1. The number of collisions in these sequences equals $n_{\text {coll }}=2 n+1$ for a given $n$. Each trajectory collides every second time with the disk " 3 ". The differential cross section corresponding to collisions with disk " 3 " is evaluated according to Eq. (5.4) with the scattering angle $\theta \approx 0$. Here we use the $\alpha \gg 1$ approximation, which allows us to neglect the angle of the triangle at the vertex " 3 ". The differential cross section $\sigma_{\text {diff3 }}$, corresponding to the disk " 3 ", simply becomes $a / 2$. Then, we approximate the scattering angles at the other two scatterers by $\pi / 2$ to evaluate the differential cross sections at disks " 1 " and "2". These cross section become $\sigma_{\mathrm{diff} 1}=\sigma_{\mathrm{diff} 2} \approx a / 2 \sqrt{2}$. The amplitude overlap can now be written as

$$
\begin{equation*}
O(t)=\sqrt{\frac{\sigma_{\text {diff } 1} \sigma_{\text {diff } 2} \sigma_{\text {diff }}^{n_{\text {coll }}-2}}{R(\alpha R)^{n_{\text {coll }}-1}}} \approx \sqrt{\frac{1}{2^{n_{\mathrm{coll}}+1}} \frac{1}{\alpha_{\mathrm{coll}}-1}\left(\frac{a}{R}\right)^{n_{\mathrm{coll}}}} . \tag{5.32}
\end{equation*}
$$

One can notice by looking at the Table 5.1 that the number of the scattering sequences grows as $2^{n-1}$. Taking this into account, we calculate the peaks of the autocorrelation function:

$$
C(t) \sim\left[2^{n-1} O(t)\right]^{2} \approx \frac{a}{16 R}\left(\frac{a}{\alpha R}\right)^{n_{\mathrm{coll}}-1}=\frac{a}{16 R}\left(\frac{a}{\alpha R}\right)^{2 n}
$$

which for large values of $n$ simplifies to

$$
\begin{equation*}
C(t) \sim \frac{a}{16 R} \exp \left(-\frac{v t}{\alpha R} \ln \frac{\alpha R}{a}\right) \sim e^{-\gamma_{\alpha}^{(3)} t} . \tag{5.33}
\end{equation*}
$$

Once again we rediscover the exponential decay with the rate $\gamma_{\alpha}^{(3)} \approx(1 / \alpha R) \ln (\alpha R / a)$ in perfect agreement with the $\alpha \gg 1$ limit of the careful quantum mechanical treatment, see Eq. (4.55).

We see that in the above derivation all the trajectories for a given time have equal "weights", so that one needs only to count the number of these trajectories. The situation is slightly different in the general case $\alpha>0$. One needs to distinguish between collisions $(2 \rightarrow 3 \rightarrow 2)$ and $(2 \rightarrow 3 \rightarrow 1)$ since they have different differential cross sections. Indeed, collisions $(1 \rightarrow 3 \rightarrow 1)$ and $(2 \rightarrow 3 \rightarrow 2)$ are described by the cross section $\sigma_{\text {diff } 3}=a / 2$, while $(1 \rightarrow 3 \rightarrow 2)$ and $(2 \rightarrow 3 \rightarrow 1)$
by $\sigma_{\text {diff }_{3}^{\prime}}=(a / 2) \cos \left(\phi_{3} / 2\right)=(a / 2) \sqrt{1-1 / 4 \alpha^{2}}$. The first and the last collisions of every periodic trajectory in Table 5.1 deflects the moving particle by the angle $\theta=\pi-\phi_{1}=\pi / 2+\phi_{3} / 2$, and is described by the cross section $\sigma_{\text {diff } 1}=\sigma_{\text {diff } 2}=\left(a / 2^{3 / 2}\right) \sqrt{1+1 / 2 \alpha}$. Here $\phi_{1}\left(=\phi_{2}\right)$ and $\phi_{3}$ are the angles of the isosceles triangle satisfying $2 \phi_{1}+\phi_{3}=\pi$. Thus, we write the sum of overlap amplitudes at time $t_{n}=(2 \alpha n+1) R / v$ corresponding to $n_{\text {coll }}=2 n+1$ collisions as

$$
\begin{equation*}
\sum_{l=1}^{M(t)} O_{l}(t)=\sqrt{\frac{\sigma_{\text {diff } 1}}{\alpha R}}\left(\mathbf{q}_{\alpha}^{n_{\text {coll }}-2}\right)_{1,2} \sqrt{\frac{\sigma_{\mathrm{diff} 2}}{R}} \tag{5.34}
\end{equation*}
$$

where

$$
\mathbf{q}_{\alpha}=\left(\begin{array}{cccc}
2 \cdot 3 & 3 \cdot 1 & 1 \cdot 3 & 3 \cdot 2 \\
0 & w & 0 & x  \tag{5.35}\\
0 & 0 & x & 0 \\
0 & x & 0 & w \\
x & 0 & 0 & 0
\end{array}\right) \begin{gathered}
\\
\begin{array}{l}
2 \cdot 3 \\
3 \cdot 1 \\
3 \cdot 2
\end{array}
\end{gathered}
$$

with

$$
\begin{equation*}
x \equiv \sqrt{\frac{a}{2 \alpha R}} \quad \text { and } \quad w \equiv \sqrt{\frac{a}{2 \alpha R}}\left(1-\frac{1}{4 \alpha^{2}}\right)^{1 / 4} . \tag{5.36}
\end{equation*}
$$

Repeating the arguments used in the case of the three-disk "isosceles" billiard we find that

$$
\begin{align*}
\frac{C\left(t_{n+1}\right)}{C\left(t_{n}\right)} & =\left[\frac{\left(\mathbf{q}_{\alpha}^{2 n+1}\right)_{1,2}}{\left(\mathbf{q}_{\alpha}^{2 n-1}\right)_{1,2}}\right]^{2}  \tag{5.37}\\
& \xrightarrow{n \rightarrow \infty} x^{2}(x+w)^{2}=\left(\frac{a}{2 \alpha R}\right)^{2}\left[1+\left(1-\frac{1}{4 \alpha^{2}}\right)^{1 / 4}\right]^{2}
\end{align*}
$$

since $\sqrt{x(x+w)}$ is the largest eigenvalue of the matrix $\mathbf{q}_{\alpha}$. The time difference between any two large peaks of the autocorrelation function is $t_{n+1}-t_{n}=2 \alpha R / v$, so that for $n \gg 1$ we get

$$
C\left(t_{n+1}\right) \approx C\left(t_{n}\right) \exp \left[-\gamma_{\alpha}^{(3)}\left(t_{n+1}-t_{n}\right)\right]
$$

with the decay rate given by Eq. (4.55):

$$
\gamma_{\alpha}^{(3)}=\frac{v}{\alpha R} \ln \frac{2 \alpha R}{\left[1+\left(1-\frac{1}{4 \alpha^{2}}\right)^{1 / 4}\right] a}
$$

Once again, we see that the decay rate obtained by means of the binary collision expansion method of previous chapter can be exactly reproduced using the simple theory presented here. As we mentioned earlier one needs to apply the technique of multiple collision expansions in order to predict the detailed structure of the autocorrelation peaks, as well as to describe the autocorrelation function during time intervals between the peaks.

The classical decay rate $\gamma_{\mathrm{cl}, \alpha}^{(3)}$ is obtained in the same way with the elements of the matrix $\mathbf{q}_{\alpha}$ modified according to

$$
\begin{equation*}
x \rightarrow \frac{a}{2 \alpha R} \quad \text { and } \quad w \rightarrow \frac{a}{2 \alpha R} \sqrt{1-\frac{1}{4 \alpha^{2}}} . \tag{5.38}
\end{equation*}
$$

Then,

$$
\left.\begin{array}{rl}
\frac{C_{\mathrm{cl}}\left(t_{n+1}\right)}{C_{\mathrm{cl}}\left(t_{n}\right)}=\frac{\left(\mathbf{q}_{\alpha}^{2 n+1}\right)_{1,2}}{\left(\mathbf{q}_{\alpha}^{2 n-1}\right)_{1,2}} \xrightarrow{n \rightarrow \infty} & x(x+w)=\left(\frac{a}{2 \alpha R}\right)^{2}\left(1+\sqrt{1-\frac{1}{4 \alpha^{2}}}\right) \\
& \xrightarrow{n \rightarrow \infty}
\end{array}\right) \exp \left[-\gamma_{\mathrm{cl}, \alpha}^{(3)}\left(t_{n+1}-t_{n}\right)\right], ~ \$
$$

where

$$
\begin{equation*}
\gamma_{\mathrm{cl}, \alpha}^{(3)}=\frac{v}{\alpha R} \ln \frac{2 \alpha R}{\left[1+\sqrt{1-\frac{1}{4 \alpha^{2}}}\right]^{1 / 2} a} \tag{5.39}
\end{equation*}
$$

Substituting the quantum and classical decay rates given by Eqs. (4.55) and (5.39) into Eqs. (5.27) and (5.28) we obtain approximate values of the mean Lyapunov exponent and the KS-entropy for the three-disk "isosceles" billiard:

$$
\begin{equation*}
\bar{\lambda}_{\alpha} \approx \frac{v}{\alpha R} \ln \frac{2 \alpha R}{a} \tag{5.40}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\mathrm{KS}, \alpha} \approx \frac{v}{2 \alpha R} \ln \left(1+\sqrt{1-\frac{1}{4 \alpha^{2}}}\right) . \tag{5.41}
\end{equation*}
$$

### 5.3 New hard-disk scattering systems

So far we have seen that the method presented in this section well predicts the peaks of the wave packet autocorrelation function for hard-disk scattering systems studied earlier. We now apply the method to problems which could not be easily solved by technique of explicit calculation of scattering resonances used in the previous chapter.

### 5.3.1 Generic three-disk billiard



Figure 5.3: A three-disk billiard of the most general type. For concreteness, disks " 1 " and " 3 " have the largest separation, $\beta>1, \alpha$.

The first system we address is a three-disk billiard of the most general type, see fig. 5.3: the disks of radii $a$ are located in the vertices of a triangle with sides $R, \alpha R$ and $\beta R$, where for concreteness we take $\beta>1, \alpha$. Here, the trajectories with the longest free flight path are the ones bouncing most of the time between the two disks with the center-to-center separation $\beta R$, i.e. between disks " 1 " and " 3 " in fig. 5.3. In the limit of a large number of collisions, $n_{\text {coll }} \gg 1$, the strongest
recurrences take place at times $t \approx n_{\text {coll }} \beta R / v$, and

$$
\begin{equation*}
C(t) \sim\left(\frac{a}{2 \beta R}\right)^{n_{\text {coll }}} \approx \exp \left(-\lambda_{\beta}^{(2)} t\right) \tag{5.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\beta}^{(2)}=\frac{v}{\beta R} \ln \frac{2 \beta R}{a} \tag{5.43}
\end{equation*}
$$

is the two-disk Lyapunov exponent, see Eq. (4.38), corresponding to the two disks separated by distance $\beta R$.


Figure 5.4: Peaks of the autocorrelation function for the three-disk billiard with $\alpha=\sqrt{2}, \beta=2, a=1$ and $R=10^{4}$. The initial wave packet starts between disks " 1 " and "2" as shown in fig. 5.3. Solid line represents $e^{-\lambda_{\beta}^{(2)} t}$ decay, with $\lambda_{\beta}^{(2)}$ calculated according to Eq. (5.43); dashed line corresponds to $e^{-\lambda^{(2)} t}$ decay, with $\lambda^{(2)}$ given by Eq. (4.38).

Figure 5.4 shows peaks of the wave packet autocorrelation function for the three-disk billiard with $\alpha=\sqrt{2}, \beta=2, a=1$ and $R=10^{4}$. The peaks fall inside
a narrow cone. Magnitudes of the strongest recurrence peaks decay exponentially with time as $e^{-\lambda_{\beta}^{(2)} t}$, with the decay rate $\lambda_{\beta}^{(2)}$ predicted by Eq. (5.43). The trend of this exponential decay is shown by the solid line. The dashed line represents the exponential decay $e^{-\lambda^{(2)} t}$ due to the shortest two-disk periodic orbit in the system. The value of $\lambda^{(2)}$ is calculated in accordance with Eq. (4.38), and represents the exponential rate of the fastest decay in the system.

As we have shown in Chapter 4, the peaks of the autocorrelation function have significant width which increases with time, see figs. 4.3, 4.5, 4.7 and 4.8. Then, if the autocorrelation function peaks are dense as in fig. 5.4, the peak broadening ultimately results in overlapping of neighboring peaks, so that only the overall envelope decay $C(t) \sim e^{\lambda_{\beta}^{(2)} t}$ can be resolved.

Thus, the simple theory of this chapter allows one to predict main features of the time-dependent autocorrelation function for wave packets in arbitrary shaped three-disk billiards.

Before we leave the three-disk billiard problem, let us compare the decays of the wave packet autocorrelation function in three-disk scattering systems of three possible types: (i) "equilateral", (ii) "isosceles" and (iii) generic three-disk billiards, see fig. 5.3. Let the triangles, built on the centers of the disks, also have approximately equal sides, and differ only by the number of symmetries. So, in the cases (ii) and (iii) both $\alpha$ and $\beta$ are very close (but not identical) to unity. Table 5.2 represents the autocorrelation function decay exponents for the three-disk billiards of the above mentioned symmetry types calculated in accordance with Eqs. (4.47), (4.55) and (5.43). One can see that the decay rate increases by approximately $(v / R) \ln 2$ as the number of equal sides in the three-disk billiard decreases by one. This difference in the decay rates is approximately equal to twice the difference in KS-entropies of corresponding billiards.

Presence of symmetries in a scattering system increases the number of periodic trajectories of a given length, and thus enhances interference effects. It is due to

| Disk billiard | Number of symmetries | Decay exponent |
| :---: | :---: | :---: |
| Equilateral <br> $\alpha=\beta=1$ | rotational $=3, \quad$ reflectional $=3$ | $\frac{v}{R} \ln \frac{0.54 R}{a}$ |
| Isosceles <br> $\alpha=\beta \neq 1$ | rotational $=2, \quad$ reflectional $=1$ | $\approx \frac{v}{R} \ln \frac{R}{a}$ |
| Generic <br> $\alpha \neq \beta \neq 1$ | rotational $=1, \quad$ reflectional $=0$ | $\approx \frac{v}{R} \ln \frac{2 R}{a}$ |

Table 5.2: Autocorrelation function decay exponents for three-disk billiards of different symmetries, and with $\alpha \approx \beta \approx 1$.
the interference that strong wave packet reconstruction peaks occur and result in slower decay of the wave packet autocorrelation function.

### 5.3.2 Scattering systems in three spatial dimensions

In this section we generalize our method for calculation of autocorrelation function peaks to the case of hard-sphere billiards in three spatial dimensions.

The autocorrelation function $C(t)$, as in the two-dimensional case, is given by a sum over periodic collision sequences $\eta_{l}$ in accordance with Eqs. (5.1) and (5.2). The overlap amplitudes $O_{l}(t)$, corresponding to individual trajectories, no longer depend on collision angles, since the classical differential cross section for the threedimensional case is a constant equal to $\sigma_{\text {diff }}=a^{2} / 4$. Equation (5.3) should be then modified to

$$
\begin{equation*}
O_{l}(t)=\frac{a}{2 R_{1 i}} \frac{a}{2 R_{i j}} \cdots \frac{a}{2 R_{r s}} \frac{a}{2 R_{s 2}} \frac{a}{2 R_{21}} . \tag{5.44}
\end{equation*}
$$

Let us now use Eqs. (5.1), (5.2) and (5.44) to calculate the autocorrelation peaks for simple three-dimensional scattering systems: (i) the two-sphere, (ii) the "triangular" and (iii) the "pyramidal" billiards.

The two-sphere billiard consists of two spheres, " 1 " and " 2 ", of radii $a$ separated
by a distance $R$, e.g. see fig. 3.1. A wave packet is initially located on the line connecting the spheres and moves toward one of the spheres. The wave packet reconstruction peaks will appear at times $t=2 n R / v$, with $n=1,2, \ldots$. The number of collision events is $n_{\text {coll }}=2 n$. There is only one collision sequence satisfying Eq. (5-4.1), so that $M(t)=1$. Putting this information together we come up with

$$
\begin{equation*}
C(t) \sim\left(\frac{a}{2 R}\right)^{2 n_{\text {coll }}}=\exp \left(-\gamma_{3 \mathrm{D}}^{(2)} t\right) \tag{5.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{3 \mathrm{D}}^{(2)}=2 \lambda^{(2)}=\frac{2 v}{R} \ln \frac{2 R}{a} \tag{5.46}
\end{equation*}
$$

is the sum of the two positive Lyapunov exponents of the two-sphere periodic orbit.
The triangular billiard in three dimensions consists of three spheres of radii $a$ placed in the vertices of an equilateral triangle with side $R$. In this system, the peaks of the autocorrelation function occur at times $t=n_{\text {coll }} R / v$, where $n_{\text {coll }}=$ $2,3,4, \ldots$ being the number of collisions. The overlap amplitudes are given by $O_{l}(t)=(a / 2 R)^{n_{\text {coll }}}$, and the number $M(t)$ of interfering paths can be calculated with the help of the transition matrix

$$
\mathbf{q}_{3 \mathrm{D}}=\left(\begin{array}{cccccc}
1 \cdot 2 & 1 \cdot 3 & 2 \cdot 1 & 2 \cdot 3 & 3 \cdot 1 & 3 \cdot 2  \tag{5.47}\\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0
\end{array}\right) \begin{gathered}
\\
1 \cdot 2 \\
1 \cdot 3 \\
2 \cdot 1 \\
2 \cdot 3 \\
3 \cdot 1 \\
3 \cdot 2
\end{gathered}
$$

in accordance with

$$
\begin{equation*}
M(t)=\left(\mathbf{q}_{3 \mathrm{D}}^{n_{\text {coll }}}\right)_{1,1} . \tag{5.48}
\end{equation*}
$$

Here, as above, the subscript " 1,1 " denotes that the one-one element of the matrix
is taken. Then, the change of $C(t)$ due to one collision is given by

$$
\begin{equation*}
\frac{C(t+R / v)}{C(t)}=\left(\frac{\left(\mathbf{q}_{3 \mathrm{D}}^{n_{\text {coll }}+1}\right)_{1,1}}{\left(\mathbf{q}_{3 \mathrm{D}}^{n_{\text {coll }}}\right)_{1,1}}\right)^{2}\left(\frac{a}{2 R}\right)^{2} \tag{5.49}
\end{equation*}
$$

For the large number of collisions, $n_{\text {coll }} \gg 1$, the ratio of the matrix elements in Eq. (5.49) equals the larges eigenvalue, $H_{1}=2$, of the matrix $\mathbf{q}_{3 \mathrm{D}}$, so that we write

$$
C(t+R / v)=C(t)\left(\frac{a}{R}\right)^{2}=C(t) \exp \left(-\gamma_{3 \mathrm{D}}^{(3)} \frac{R}{v}\right),
$$

where

$$
\begin{equation*}
\gamma_{3 \mathrm{D}}^{(3)}=\frac{2 v}{R} \ln \frac{R}{a} \tag{5.50}
\end{equation*}
$$

is the autocorrelation function decay rate for the triangular billiard in three dimensions.


Figure 5.5: The pyramidal four-sphere billiard. The wave packet is initially placed between spheres " 1 " and "2", with its average momentum directed toward the sphere " 2 ".

Finally, we consider a substantially three-dimensional scattering system - a pyramidal billiard - where four spheres of radii $a$ are placed in the vertices of a
pyramid build of four equilateral triangles of sides $R$, as shown in fig. 5.5. The wave packet starts on a line connecting two disks labeled by " 1 " and "2".

The calculation of the decay exponent for this billiard proceeds in close analogy with the three-sphere case considered above. We construct a twelve-by-twelve transition matrix $\tilde{\mathbf{q}}_{3 \mathrm{D}}$ in twelve-dimensional space spanned by directions $(1 \rightarrow 2)$, $(1 \rightarrow 3),(1 \rightarrow 4),(2 \rightarrow 1),(2 \rightarrow 3),(2 \rightarrow 4),(3 \rightarrow 1),(3 \rightarrow 2),(3 \rightarrow 4),(4 \rightarrow 1)$, $(4 \rightarrow 2)$ and $(4 \rightarrow 3)$. We write

$$
\tilde{\mathbf{q}}_{3 \mathrm{D}}=\left(\begin{array}{cccccccccccccc}
1 \cdot 2 & 1 \cdot 3 & 1 \cdot 4 & 2 \cdot 1 & 2 \cdot 3 & 2 \cdot 4 & 3 \cdot 1 & 3 \cdot 2 & 3 \cdot 4 & 4 \cdot 1 & 4 \cdot 2 & 4 \cdot 3 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.51}\\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \cdot 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \cdot 4 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \cdot 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 2 \cdot 3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \cdot 4 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0
\end{array}\right) \quad 3 \cdot 1
$$

Then, the number of trajectories interfering at time $t=n_{\text {coll }} R / v$ is $M(t)=$ $\left(\tilde{\mathbf{q}}_{3 \mathrm{D}}^{n_{\text {coll }}}\right)_{1,1}$. The ratio

$$
\frac{M(t+R / v)}{M(t)}=\frac{\left(\tilde{\mathbf{q}}_{\mathrm{G} D}^{n_{\text {coll }}+1}\right)_{1,1}}{\left(\tilde{\mathbf{q}}_{3 \mathrm{D}}^{n_{\text {coll }}}\right)_{1,1}} \rightarrow 3, \quad \text { as } \quad n_{\text {coll }} \rightarrow \infty
$$

and we have

$$
\begin{equation*}
\frac{C(t+R / v)}{C(t)}=\left(\frac{M(t+R / v)}{M(t)} \frac{a}{2 R}\right)^{2} \rightarrow \exp \left(-\gamma_{3 \mathrm{D}}^{(4)} \frac{R}{v}\right) \tag{5.52}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{3 \mathrm{D}}^{(4)}=\frac{2 v}{R} \ln \frac{2 R}{3 a} \tag{5.53}
\end{equation*}
$$

is the decay rate for the pyramidal four-sphere billiard.


Figure 5.6: Peaks of the autocorrelation function for three scattering systems: twosphere (circles), "equilateral" three-sphere (triangles) and "pyramidal" four-sphere (diamonds) billiards. The radii of the sphere scatterers are $a=1$, and the sphere center-to-center separation is $R=10^{4}$. The autocorrelation function decay rates for these billiards are calculated according to Eqs. (5.46), (5.50) and (5.53), and presented in the figure by the dotted, dashed and solid lines respectively.

Figure 5.6 shows peaks of the autocorrelation function for the three scattering systems considered above: two-sphere, "equilateral" three-sphere and "pyramidal" four-sphere billiards. The radii of the sphere scatterers are $a=1$, and the sphere center-to-center separation is $R=10^{4}$. The autocorrelation function decay rates for these billiards are calculated according to Eqs. (5.46), (5.50) and (5.53), and presented in the figure by the dotted, dashed and solid lines respectively.

One can see, that the decay rate decreases as additional scatterers are intro-
duces to a billiard. This decrease is given by the difference of topological entropies of the corresponding billiard systems. The topological entropy per unit time, $h_{\text {top }}$, is the exponential rate at which the number of possible trajectories $M(t)$ grows with time in a chaotic system:

$$
\begin{equation*}
M(t) \sim \exp \left(h_{\mathrm{top}} t\right) . \tag{5.54}
\end{equation*}
$$

For the two-sphere billiard there is only one periodic collision sequence a particle can follow. Thus, $M(t)=1$ and

$$
\begin{equation*}
h_{\mathrm{top}}^{(2)}=0 . \tag{5.55}
\end{equation*}
$$

In a three-sphere "equilateral" billiard the number of possible trajectories multiplies by two at every collision, so that $M(t)=2^{v t / R}$ and we have

$$
\begin{equation*}
h_{\mathrm{top}}^{(3)}=\frac{v}{R} \ln 2 . \tag{5.56}
\end{equation*}
$$

In the same way we conclude that in a four-sphere "pyramidal" billiard the number of possible trajectories $M(t)=3^{v t / R}$, and the topological entropy per unit time reads

$$
\begin{equation*}
h_{\text {top }}^{(4)}=\frac{v}{R} \ln 3 . \tag{5.57}
\end{equation*}
$$

Now, looking at the expressions for the autocorrelation function decay rates in the three-dimensional billiards considered above, Eqs. (5.46), (5.50) and (5.53), we notice that the following relation holds

$$
\begin{equation*}
\gamma_{3 \mathrm{D}}^{(j)}=\frac{2 v}{R} \ln \frac{2 R}{a}-2 h_{\text {top }}^{(j)} \quad \text { with } \quad j=2,3,4 . \tag{5.58}
\end{equation*}
$$

In Appendix A we prove that $(2 v / R) \ln (2 R / a)$ is nothing but the sum of mean positive Lyapunov exponents for the three dilute billiard systems under consideration, i.e. for the two-sphere, three-sphere "equilateral" and four-sphere "pyramidal" billiards, with equally separated scatterers. At the same time one can notice, that for three-dimensional hard-sphere scattering systems the topological entropy $h_{\text {top }}$
is equal to the Kolmogorov-Sinai entropy $h_{\mathrm{KS}}$. Indeed, the particle-sphere differential cross section does not depend on the scattering angle, so that all possible trajectories a particle can follow while on a chaotic repellor have equal probability weights. Thus, we conclude that for the three-dimensional hard-sphere billiards we considered the following equality is valid:

$$
\begin{equation*}
\gamma_{3 \mathrm{D}}=\sum_{\lambda_{i}>0} \lambda_{i}-2 h_{\mathrm{KS}} \tag{5.59}
\end{equation*}
$$

Equation (5.59) serves as a confirmation for the general relation given by Eq. (5.29).

A significant amount of work has been done by Gaspard, Wirzba and others [21, 22, 23, 24, 25, 26, 29, 41] towards quantifying chaotic scattering in semiclassical and quantum hard-disk billiard systems. These studies mainly focus on locating the scattering resonance poles in the complex energy (or momentum) plane for the billiard systems in two spatial dimensions. It was first realized by Gaspard [29] that the slowest escape rate in the chaotic billiards, corresponding to the envelope decay rate $\gamma$ in Chapters IV and V of this dissertation, can be expressed in terms of the Ruelle pressure function, $P(\beta)$, in accordance with Eq. (5.25). Together with the fact that $P(\beta)$ is almost linear in the interval $1 / 2 \lesssim \beta \lesssim 1$, the latter observation yields the approximate relation (5.29) connecting the quantum decay rate to the mean positive Lyapunov exponents and the Kolmogorov-Sinai entropy of the corresponding classical systems. One of the important results of this chapter is the generalization of the Eq. (5.29) to the three-dimensional hard-sphere billiard systems, see Eq. (5.59). It is interesting to note that in three spatial dimensions the equation relating the wave packet autocorrelation function decay rate to the properties of the classical systems becomes exact, producing a stronger connection between classical and quantum chaos.

## Chapter 6

## Conclusions and future directions

This chapter presents a summary of main results obtained in the dissertation. The summary is followed by a discussion of new directions of research which would utilize the methods developed in this work.

### 6.1 Summary of the main results of the dissertation

We considered the dynamics of quantum wave packets in arrays of hard-disk and hard-sphere scatterers in two different regimes: (i) the short-time semiclassical, and (ii) the long-time high-energy diffraction regimes. We found that in all cases the time evolution of wave packets is strongly affected by properties characterizing chaotic dynamics of counterpart classical systems.

### 6.1.1 Short-time semiclassical regime

We have considered the short time spreading of a small Gaussian wave packet for a particle moving in an array of fixed, hard-sphere scatterers, i.e. the Lorentz gas, in both two and three dimensions. Our calculations are based upon the semiclassical expression for the quantum propagator in terms of the classical action for paths of the particle. We find that for times less than the Ehrenfest time, after which the wave packet size becomes comparable with the scatterer size, the spreading of the quantum wave packet is determined by the sum of the positive Lyapunov exponents that describe the classical separation of nearby trajectories.

The main achievement of our analysis of wave packet dynamics in the short-time semiclassical regime is the understanding of the role that classical Sinai curvature equations [12] play in quantum dynamics. We showed that these equations, when written for complex analogs of classical curvature radii, describe spatial spreading of Gaussian wave packets in the course of time. This parallel between classical and semiclassical dynamics allows us to determine semiclassical counterparts of classical finite time Lyapunov exponents. The semiclassical finite time Lyapunov exponent differs from the classical one by a small amount proportional to the square of the particle's de Broglie wavelength. The Sinai-like curvature formulation of the semiclassical evolution of Gaussian wave packets allows us to more deeply understand the appearance of the classical limit as the de Broglie wavelength goes to zero.

We used the expressions for the propagator to calculate the wave packet autocorrelation function for periodic orbits. Our results agree with earlier results of Heller [13]: (i) this function exhibits a set of sharp maxima, the periodic orbit revivals, whenever the moving wave packet overlaps with the initial one and has the same velocity direction, and (ii) the strengths of the maxima decrease exponentially with a decay rate given by the positive Lyapunov exponents. When the velocities are oppositely directed, the correlation function takes on extremely small values, even though the wave packets spatially overlap.

Finally, we used a special property of the eigenfunctions for hard-sphere Lorentz gases to evaluate the quantum fidelity, or Loschmidt echo, for a perturbing Hamiltonian that is just a small change in the mass of the moving particle. The property that makes the eigenfunctions independent of the mass of the particle, when expressed in terms of the wave number, allowed us to relate the Loschmidt echo at long times to the wave packet autocorrelation function at much shorter times. Therefore, we conclude that for periodic orbits, at least, the Loschmidt echo will exhibit the same kind of periodic orbit revivals as one finds for the correlation functions.

### 6.1.2 High-energy diffraction regime

The second part of this dissertation addresses the time decay of the autocorrelation function for wave packets in dilute hard-disk and hard-sphere scattering systems.

We used the technique of multiple collision expansions to construct the quantum propagator for a particle with the de Broglie wavelength, $\lambda$, small compared to the scatterer size, $a$. The typical scatterer separation, $R$, is assumed to be very large, $R \gg a^{2} / \lambda$, so that the diffraction effects prevail over the formation of geometrical shadow at distances of the order of $R$. Thus, no scatterer can be screened from the quantum particle by any other scatterer in the system.

The quantum propagator was used to analytically calculate the time-dependent autocorrelation function for a wave packet, initially localized in both position and momentum spaces, evolving in an open two- or three-disk billiard system. As originally pointed out by Gaspard [21], the decay of the autocorrelation function is determined by the scattering resonances of the billiard system. We found that the autocorrelation function exhibits a sequence of sharp peaks at times corresponding to periods of classical phase space periodic orbits of the system. The envelope of the correlation function decays exponentially with time. This exponential decay appears at times $t$ greater than the Ehrenfest time, $t_{E}$, of the system and lasts for some $a / \lambda$ scattering events, i.e. $t_{E} \lesssim t \lesssim(a / \lambda) t_{E}$.

The exponential decay rate, $\gamma$, of the autocorrelation function in quantum hard-disk billiards was shown to be approximately equal to the difference of the mean positive Lyapunov exponent, $\bar{\lambda}$, and twice the Kolmogorov-Sinai entropy, $h_{\mathrm{KS}}$, of the corresponding classical billiards, i.e. $\gamma \approx \bar{\lambda}-2 h_{\mathrm{KS}}$. This equality was first conjectured by Gaspard [41]. We verified it for hard-disk two-dimensional systems, and generalized to three-dimensional hard-sphere billiards. In three spatial dimensions the role of $\bar{\lambda}$ is taken by the sum of two mean positive Lyapunov exponents, $\bar{\lambda}_{1}+\bar{\lambda}_{2}$. The exact equality $\gamma_{3 \mathrm{D}}=\bar{\lambda}_{1}+\bar{\lambda}_{2}-2 h_{\mathrm{KS}}$, where $\gamma_{3 \mathrm{D}}$ stands for the three-dimensional decay rate of the autocorrelation function, was derived
for two-sphere, three-sphere triangular and four-sphere pyramidal billiards.
Finally, we proposed a simple semiclassical method to predict relative magnitudes of the autocorrelation peaks, and to calculate the exponential decay rate $\gamma$. The method is based on the observation that a wave packet reconstruction peak at time $t$ results from a quantum particle following all possible paths in phase space that bring the particle back to its initial point at the time $t$. The probability amplitudes for such paths are calculated semiclassically, and the overall particle recurrence probability is given by the quantum superposition of these amplitudes. The main disadvantage of the method is that it fails to describe the full time dependence of the autocorrelation function, which requires the detailed knowledge of the particle wave function at all times. On the other hand, the method allows one to calculate the decay rate of the autocorrelation function envelope for relatively complicated hard-disk and hard-sphere billiard systems.

### 6.2 Future directions of research

In the future research we would like to address the issue of the Loschmidt echo (also referred to as fidelity) in chaotic billiards and Lorentz gas-like systems. As already discussed in Chapter III, the Loschmidt echo quantifies the sensitivity of quantum dynamics to perturbations of the system's Hamiltonian. There exist theoretical arguments and strong numerical evidence [16, 17, 18] suggesting that in certain regimes the fidelity decays exponentially with time, with the rate equal to the mean Lyapunov exponent of the classical chaotic system. Thus, the Loschmidt echo serves as a tool to quantify quantum chaos. The Loschmidt echo is also crucial for understanding the phenomenon of environment-induced decoherence [47]. So far, most of the theories for the Loschmidt echo are formulated for systems with quenched disorder [17]. It is therefore important to gain theoretical insight into the fidelity for quantum analogs of pure chaotic systems. Several techniques presented in this dissertation may be useful for this purpose.

One of the new promising directions for further research is the consideration of off-diagonal contributions to double sums over periodic orbits, which arise in semiclassical calculations of spectral statistics of classically chaotic quantum systems [44, 45], and application of them to the semiclassical theory of Loschmidt echos.

The semiclassical Gutzwiller trace formula [7] expresses the density of energy eigenstates, $d(E)$, of a semiclassical system as a sum over periodic orbits, $\gamma$, of the corresponding classical chaotic system:

$$
\begin{equation*}
d(E) \approx \bar{d}(E)+\frac{1}{\pi \hbar} \mathcal{R e} \sum_{\gamma} A_{\gamma} e^{i S_{\gamma} / \hbar} \tag{6.1}
\end{equation*}
$$

where $S_{\gamma}$ and $A_{\gamma}$ represent the classical action and the amplitude of the orbit $\gamma$ respectively, and $\bar{d}(E)$ is the mean density of states.


Figure 6.1: An example of self-intersecting classical periodic orbit with small opening angle $\varepsilon$, and its neighboring periodic orbit. The figure is taken from reference [44].

The spectral form factor [44, 45] characterizing the distribution of energy levels in a quantum system can be represented as a double sum over periodic orbits of
the system, say $\gamma$ and $\gamma^{\prime}$,

$$
\begin{equation*}
K(T) \sim \sum_{\gamma, \gamma^{\prime}}\left\langle A_{\gamma} A_{\gamma^{\prime}}^{*} e^{i\left(S_{\gamma}-S_{\gamma^{\prime}}\right) / \hbar} \delta\left(T-\frac{T_{\gamma}+T_{\gamma^{\prime}}}{2}\right)\right\rangle_{E} \tag{6.2}
\end{equation*}
$$

Here $T_{\gamma}=\partial S_{\gamma} / \partial E$ is the period of the orbit $\gamma$, and angular brackets represent the averaging over the energy. Due to the interference of terms in the double sum, only the pairs of orbits with close classical action contribute to the spectral form factor. The leading order contribution comes from the terms with $\gamma=\gamma^{\prime}$ and the first diagonal correction arises when $\gamma^{\prime}$ is the time reversal of $\gamma$. The following order correction is given by pairs of orbits, known as Sieber-Richter pairs, in which $\gamma$-orbit has a self-crossing with a small crossing angle, while $\gamma^{\prime}$ exhibits an "anticrossing", see fig. 6.1. Outside of the crossing region the two orbits are located exponentially close to each other.

Formulation of the semiclassical Loschmidt echo [17] can be put in the framework similar to the one used in the spectral form factor theory. The Van Vleck propagator for a semiclassical particle reads

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)=\left(\frac{1}{2 \pi i \hbar}\right)^{d / 2} \sum_{\gamma} \sqrt{\left|D_{\gamma}\right|} \exp \left(\frac{i}{\hbar} S_{\gamma}+i \frac{\pi \mu_{\gamma}}{2}\right) \tag{6.3}
\end{equation*}
$$

where $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are two points in the $d$-dimensional space connected by the propagator, $S_{\gamma}=S_{\gamma}\left(\mathbf{r}, \mathbf{r}^{\prime}, t\right)$ and $\mu_{\gamma}$ are the classical action and the Maslov index respectively corresponding to a path $\gamma$. The summation in Eq. (6.3) goes over all classical paths $\gamma$ connecting points $\mathbf{r}$ and $\mathbf{r}^{\prime}$ in time $t . \quad D_{\gamma}=\operatorname{det}\left(-\partial^{2} S_{\gamma} / \partial \mathbf{r} \partial \mathbf{r}^{\prime}\right)$ is the Van Vleck determinant. The Loschmidt echo, defined in Eq. (3.12), is the overlap

$$
\begin{equation*}
\left.M_{L}(t)=\left|\langle 0|(\tilde{G}(t))^{\dagger} G(t)\right| 0\right\rangle\left.\right|^{2} \tag{6.4}
\end{equation*}
$$

where $G$ represents the propagator due to a Hamiltonian $H$, and $\tilde{G}$ is the propagator due to a slightly perturbed Hamiltonian $\tilde{H}=H+\delta H$. Here $\dagger$ denotes Hermitian conjugate. The analysis of the product of the propagators $G$ and $\tilde{G}$, see reference [17], shows that the Loschmidt echo, likewise the spectral form factor
given by Eq. (6.2), can be expressed as a double sum over classical paths, say $\gamma$ and $\gamma^{\prime}$. As in the case of the form factor, the expression for the fidelity is dominated by pairs of only those paths that have close classical actions associated with them, i.e. $S_{\gamma} \approx S_{\gamma^{\prime}}$. Therefore the methods used in the theory of the spectral form factor can be applied to the fidelity calculation. Construction of the Sieber-Richter pairs, say for the Lorentz gas, is rather delicate. It requires a detailed analysis of the crossing region that takes place in the vicinity of short unstable periodic orbits in the case of the Lorentz gas. The method developed in Chapters II and III of this dissertation may appear to be useful for this calculation.

Another possible direction of the future research is the application of the multiple collision expansion technique to the calculation of the Loschmidt echo for the hard-disk and hard-sphere geometrically open billiards in the long-time, highenergy diffraction regime. One can take a small change of scatterer radii or modify the separation between scatterers as the Hamiltonian perturbation. Such perturbation, unlike the one used in Chapter III, does not commute with the system's Hamiltonian. Then, the multiple collision expansions for the perturbed and the unperturbed Hamiltonians can be constructed separately. One can expect to explicitly sum the product of the two expansions for the billiards containing a small number of scatterers, i.e. for the two- and three-disk billiards, or for the two-, three- and four-sphere scattering systems in three spatial dimension. Such summation, if obtained, would provide us with an example of the Loschmidt echo for pure chaotic systems. It is very interesting to see if the decay of this quantity is still governed by the classical Lyapunov exponents, and whether such properties of classical chaotic systems as the Kolmogorov-Sinai entropy play any role in the fidelity decay.

## Appendix A

## Lyapunov exponents for disk and sphere billiards

Here we derive the Lyapunov exponents for certain hard-disk and hard-sphere billiards. The method of curvature radii used in this appendix is described in details in [29].

## A. 1 Two-disk Lyapunov exponent

We start with the calculation of the Lyapunov exponent $\lambda^{(2)}$ for the two-disk periodic orbit.


Figure A.1: The radii of curvature of an infinitesimal cone of classical trajectories. $\rho_{1}^{+}$corresponds to the instant of time right after the trajectories scatter of disk " 1 "; $\rho_{2}^{-}$and $\rho_{2}^{+}$correspond to the instants of time right before and right after the collision with disk "2" respectively.

Consider a small cone of infinitesimally close trajectories of classical particles originating from the same spatial point and moving with the same speed, but
having slightly different initial directions of velocities. Let the particles bounce back and forth between two hard disks, " 1 " and " 2 ", of equal radii $a$ with center-to-center separation $R$, see fig. A.1. Suppose that the axis of the cone coincides with the line connecting the disk centers.

In fig. A. 1 the classical particles originate at point $O$ on the two-disk periodic orbit, and undergo a scattering sequence with disks " 1 " and "2". Right after the first collision with the disk " 1 " the cone of trajectories gets reprojected onto a new cone with its vertex inside the disk " 1 ". The length of the new cone side, which is the radius of curvature of a small arc characterizing the separation of trajectories (see fig. A.2), is denoted by $\rho_{1}^{+}$. The radius of curvature grows linearly and reaches the value $\rho_{2}^{-}$right before a collision with the disk " 2 ". Collision of the particles with the disk " 2 " instantaneously changes the radius of curvature to the value $\rho_{2}^{+}$, and the whole process repeats all over again. If the initial separation of trajectories is small enough the particles can experience an arbitrary large number of collisions before they escape the region "bounded" by the two disks.


Figure A.2: Free streaming evolution of the trajectory cone.

The separation or trajectories within the cone can be quantified by length $\sigma$ of the arc on which the particles are located at a given instant of time, see fig. A.2. The arc length changes linearly with time during the free streaming,

$$
\begin{equation*}
\sigma(t)=\frac{\sigma_{0}}{\rho_{0}} \rho(t)=\frac{\sigma_{0}}{\rho_{0}}\left(\rho_{0}+v t\right), \tag{A.1}
\end{equation*}
$$

where $\rho_{0}$ and $\sigma_{0}$ are specified at the initial time $t_{0}=0$, and $t$ is less than the time of the first collision event $t_{1}$. One can use Eq. (A.1), together with the fact that instantaneous particle-disk collisions do not affect trajectory separations, to
write an expression for $\sigma(t)$ valid for times $t$ during which a sequence of $N$ collision events takes place:

$$
\begin{align*}
\sigma(t) & =\sigma_{0} \frac{\rho_{1}^{-}}{\rho_{0}} \frac{\rho_{2}^{-}}{\rho_{1}^{+}} \ldots \frac{\rho_{N}^{-}}{\rho_{N-1}^{+}} \frac{\rho(t)}{\rho_{N}^{+}} \\
& =\sigma_{0} \frac{\rho_{0}+v t_{1}}{\rho_{0}} \frac{\rho_{1}^{+}+v\left(t_{2}-t_{1}\right)}{\rho_{1}^{+}} \ldots \frac{\rho_{N-1}^{+}+v\left(t_{N}-t_{N-1}\right)}{\rho_{N-1}^{+}} \frac{\rho_{N}^{+}+v\left(t-t_{N}\right)}{\rho_{N}^{+}} \tag{A.2}
\end{align*}
$$

where the collisions are parametrized by times $t_{j}$, with $j=1,2, \ldots, N$. Then, rewriting ratios $(\rho+v t) / \rho$ as $\exp \int_{0}^{t} v d \tau /(\rho+v \tau)$ and summing power of the exponentials, we end up with

$$
\begin{equation*}
\sigma(t)=\sigma_{0} \exp \left(-\lambda_{t}^{(2)} t\right), \quad \text { with } \quad \lambda_{t}^{(2)} \equiv \frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho(\tau)} \tag{A.3}
\end{equation*}
$$

The limit $\lambda^{(2)}=\lim _{t \rightarrow+\infty} \lambda_{t}^{(2)}$ defines the Lyapunov exponent of the two-disk periodic orbit.

In order to show the existence of the limit above and to calculate the limit itself one needs to take a closer look at the function $\rho(t)$. The instantaneous jump of the radius of curvature at a collision is described by the circular mirror formula:

$$
\begin{equation*}
\frac{1}{\rho^{+}}=\frac{1}{\rho^{-}}+\frac{2}{a \cos \phi} \tag{A.4}
\end{equation*}
$$

where $\phi$ is the angle which the central (axial) trajectory makes with the normal to the disk at the collision point. For the case of the two-disk periodic orbit the central trajectory incidents normally to disk's circumference, see fig. A.1, so that $\phi=0$. Thus, the radii of curvature $\rho_{i}^{+}$and $\rho_{i+1}^{+}$right after the $i^{\text {th }}$ and the $(i+1)^{\text {th }}$ collisions respectively are related by

$$
\begin{equation*}
\rho_{i+1}^{+}=\frac{1}{\frac{1}{\rho_{i}^{+}+R-2 a}+\frac{2}{a}} . \tag{A.5}
\end{equation*}
$$

It is due to a stable fixed point of the one-dimensional map defined by Eq. (A.5) that the limit $\lambda_{t \rightarrow+\infty}^{(2)}$ exists. This fixed point $\rho_{*}$ is given by

$$
\begin{equation*}
\rho_{*}=\frac{1}{2}[\sqrt{R(R-2 a)}-(R-2 a)], \tag{A.6}
\end{equation*}
$$

and its local stability can be seen by linearizing the map:

$$
\begin{equation*}
\delta \rho_{i+1}=\left(\frac{\rho_{*}}{\rho_{*}+R-2 a}\right)^{2} \delta \rho_{i} \tag{A.7}
\end{equation*}
$$

where $\rho_{i}=\rho_{*}+\delta \rho_{i}$ for all values of index $i$. We immediately see that $\left|\delta \rho_{i+1}\right|<\left|\delta \rho_{i}\right|$ for $R>2 a$. A more detailed consideration shows that the fixed point given by Eq. (A.6) is also globally stable.

According to Eq. (A.7), $\rho_{i}$ converges to $\rho_{*}$ exponentially fast. Hence, $\rho(t)$ becomes a periodic function of time (up to any desired accuracy) after a certain finite time interval. The limit of $\lambda_{t}^{(2)}$ as $t \rightarrow \infty$ is determined by this periodic function and can be written as

$$
\begin{align*}
\lambda^{(2)} & \equiv \lim _{t \rightarrow+\infty} \frac{v}{t} \int_{0}^{t} \frac{d \tau}{\rho(\tau)}=\frac{v}{R-2 a} \int_{0}^{R-2 a} \frac{d l}{\rho_{*}+l}  \tag{A.8}\\
& =\frac{v}{R-2 a} \ln \frac{R-a+\sqrt{R(R-2 a)}}{a} .
\end{align*}
$$

This is the classical Lyapunov exponent for the two-disk scattering system. In the limit of a "dilute" system, in which the disk radii $a$ are much smaller than the center-to-center separation $R$, Eq. (A.8) reduces to

$$
\begin{equation*}
\lambda^{(2)} \approx \frac{v}{R} \ln \frac{2 R}{a} . \tag{A.9}
\end{equation*}
$$

## A. 2 Three-disk Lyapunov exponents

Let us now consider the three-disk "equilateral" billiard shown in fig. 4.4 with $\alpha=$ 1. For simplicity we will only address the dilute billiard case in which $a \ll R$. There are two fundamental periodic orbits in the scattering system: "12121212..." and "123123123...". Let the Lyapunov exponents of these periodic orbits be denoted by $\lambda_{1}^{(3)}$ and $\lambda_{2}^{(3)}$ respectively.

Separation $\sigma$ between a pair of close-by trajectories changes linearly with time during free flights, see Eq. (A.1). This allows us to relate the separation $\sigma_{j+1}$ to the separation $\sigma_{j}$ at the instants of $(j+1)^{\text {th }}$ and $j^{\text {th }}$ collisions respectively:

$$
\begin{equation*}
\sigma_{j+1}=\frac{\rho_{j+1}^{-}}{\rho_{j}^{+}} \sigma_{j} \approx \frac{R}{\rho_{j}^{+}} \sigma_{j}, \tag{A.10}
\end{equation*}
$$

where we used the approximation $a \ll R$.
On the other hand, collisions result in instantaneous change of radius of curvature $\rho$ according to Eq. (A.4). Then, we have

$$
\frac{1}{\rho_{j}^{+}} \approx \frac{1}{R}+\frac{2}{a \cos \phi_{j}},
$$

or

$$
\begin{equation*}
\frac{R}{\rho_{j}^{+}} \approx \frac{2 R}{a \cos \phi_{j}} . \tag{A.11}
\end{equation*}
$$

Substitution of Eq. (A.11) into Eq. (A.10) yields

$$
\begin{equation*}
\sigma_{j+1} \approx \frac{2 R}{a \cos \phi_{j}} \sigma_{j}=\sigma_{j} \exp \left(\lambda_{j}^{(3)}\left(t_{j+1}-t_{j}\right)\right) \tag{A.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{j}^{(3)}=\frac{v}{R} \ln \frac{2 R}{a \cos \phi_{j}} . \tag{A.13}
\end{equation*}
$$

The Lyapunov exponents for the fundamental periodic orbits of the three-disk "equilateral" billiard can now be obtained by substituting appropriate collision angles $\phi_{j}$ into the Eq. (A.13). For the "121212..." periodic orbit we have $\phi_{j}=0$, so that

$$
\begin{equation*}
\lambda_{1}^{(3)} \approx \frac{v}{R} \ln \frac{2 R}{a} . \tag{A.14}
\end{equation*}
$$

In the case of the "123123123..." periodic orbit the collision angle equals one half of the angle of the equilateral triangle, i.e. $\phi_{j}=\pi / 6$, and we have

$$
\begin{equation*}
\lambda_{2}^{(3)} \approx \frac{v}{R} \ln \frac{4 R}{\sqrt{3} a} . \tag{A.15}
\end{equation*}
$$

We can now calculate the mean Lyapunov exponent $\bar{\lambda}^{(3)}$ for the dilute three-disk "equilateral" billiard. Following Gaspard and Rice [20] we note that the probability weights of the fundamental Lyapunov exponents $\lambda_{1}^{(3)}$ and $\lambda_{2}^{(3)}$ are proportional to their Lyapunov numbers (or stretching factors) $\Lambda_{1}=\exp \left(\lambda_{1}^{(3)}\right)$ and $\Lambda_{2}=$ $\exp \left(\lambda_{2}^{(3)}\right)$ respectively. Thus, we have

$$
\begin{align*}
\bar{\lambda}^{(3)} & =\frac{\Lambda_{1}}{\Lambda_{1}+\Lambda_{2}} \lambda_{1}^{(3)}+\frac{\Lambda_{2}}{\Lambda_{1}+\Lambda_{2}} \lambda_{2}^{(3)} \\
& \approx \frac{v}{R}\left(\ln \frac{R}{a}+\frac{2}{2+\sqrt{3}} \ln 2+\frac{\sqrt{3}}{2+\sqrt{3}} \ln \frac{4}{\sqrt{3}}\right) \approx \frac{v}{R} \ln \frac{2.138 R}{a} . \tag{A.16}
\end{align*}
$$

## A. 3 Lyapunov exponents in three-dimensional systems

Now we will calculate the sum of positive Lyapunov exponents in such threedimensional hard-sphere systems as two-sphere, three-sphere "equilateral" and four-sphere "pyramidal" billiards.

In three dimensions one needs to introduce two radii of curvature, $\rho_{\|}$and $\rho_{\perp}$, in order to describe a particle-sphere collision in the collision plane and in the plane perpendicular to the collision plane respectively. These two radii of curvature are sufficient to derive Lyapunov exponents for the cases of two-sphere and threesphere billiards. For the case of a more general three-dimensional billiard system, e.g. the four-disk "pyramidal" billiard, one needs to consider a radius of curvature matrix $\boldsymbol{\rho}$, since different scattering events can have different collision planes. For the sake of clarity we will first present the arguments in terms of the quantities $\rho_{\|}$ and $\rho_{\perp}$, and then generalize them by considering the radius of curvature matrix $\boldsymbol{\rho}$.

The radii of curvature $\rho_{\|}$and $\rho_{\perp}$ characterize close-by trajectory deviations $\sigma_{\|}$ in the collision plane and $\sigma_{\perp}$ in the plane perpendicular to the collision plane. A small area $S=\sigma_{\|} \sigma_{\perp}$ of trajectory points grows quadratically with time during particle free flights, and is related to the radii of curvature by

$$
\begin{equation*}
S(t)=\sigma_{\|}(t) \sigma_{\perp}(t)=\frac{S_{0}}{\rho_{\| 0} \rho_{\perp 0}} \rho_{\|}(t) \rho_{\perp}(t) \tag{A.17}
\end{equation*}
$$

where we used Eq. (A.1) for the two orthogonal directions, see fig. (A.2). The radii of curvature change linearly in time during free flights of the particle:

$$
\begin{align*}
& \rho_{\|}(t)=\rho_{\| 0}+v t,  \tag{A.18}\\
& \rho_{\perp}(t)=\rho_{\perp 0}+v t .
\end{align*}
$$

A particle-sphere collision at an incident angle $\phi$ is described by an instantaneous reprojection of the radii of curvature in accordance with, e.g. see [27],

$$
\begin{equation*}
\frac{1}{\rho_{\|}^{+}}=\frac{1}{\rho_{\|}^{-}}+\frac{2}{a \cos \phi} \quad \text { and } \quad \frac{1}{\rho_{\perp}^{+}}=\frac{1}{\rho_{\perp}^{-}}+\frac{2 \cos \phi}{a} \tag{A.19}
\end{equation*}
$$

In the case of a dilute scattering system, $a \ll R$, Eqs. (A.18) and (A.19) simplify to

$$
\begin{equation*}
\rho_{\| j}^{-} \approx \rho_{\perp j}^{-} \approx R \tag{A.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{\| j}^{+} \approx \frac{a \cos \phi_{j}}{2} \quad \text { and } \quad \rho_{\perp j}^{+} \approx \frac{a}{2 \cos \phi_{j}}, \tag{A.21}
\end{equation*}
$$

where the subscript $j$ labels a particular scatterer. These equations allows one to express the area $S_{j+1}$ at the instant of $(j+1)^{\text {th }}$ collision in terms of the area $S_{j}$ at the $j^{\text {th }}$ collision:

$$
\begin{equation*}
S_{j+1} \approx \frac{\rho_{\| j+1}^{-}}{\rho_{\| j}^{+}} \frac{\rho_{\perp j+1}^{-}}{\rho_{\perp j}^{+}} S_{j}=\left(\frac{2 R}{a}\right)^{2} S_{j} . \tag{A.22}
\end{equation*}
$$

We notice that the growth of a small area of trajectory points does not depend on the collision angle $\phi_{j}$. This is another way of saying that the classical differential cross section $\sigma_{\text {diff }}=a^{2} / 4$ is independent of the collision angle in three dimensions. Equation (A.22) determines the sum of positive Lyapunov exponents in threedimensional hard-sphere billiards with equally separated scatterers:

$$
\begin{equation*}
S_{j+1}=S_{j} \exp \left(\sum_{\lambda_{i}>0} \lambda_{i}\left(t_{j+1}-t_{j}\right)\right), \tag{A.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{\lambda_{i}>0} \lambda_{i} \approx \frac{2 v}{R} \ln \frac{2 R}{a} \tag{A.24}
\end{equation*}
$$

The case of the four-sphere "pyramidal" billiard with equally spaced scatterers, see fig. 5.5 , should be treated somewhat differently, since the collision plane changes from scatterer to scatterer as the particle travels along the chaotic repellor of the system. Instead of considering only two radii of curvature corresponding to two perpendicular directions we introduce the radius of curvature real two-by-two matrix $\boldsymbol{\rho}$, in terms of which an expanding area $S$ characterizing the separation of an infinitesimal pencil of trajectories changes during free flights according to

$$
S(t)=\frac{\operatorname{det} \boldsymbol{\rho}(t)}{\operatorname{det} \boldsymbol{\rho}_{0}} S_{0},
$$

with

$$
\begin{equation*}
\boldsymbol{\rho}(t)=\boldsymbol{\rho}_{0}+v t \mathbf{1} \tag{A.25}
\end{equation*}
$$

The particle-sphere collision is given by the transformation

$$
\begin{equation*}
\boldsymbol{\rho}^{-1(+)}=\boldsymbol{\rho}^{-1(-)}+\frac{2}{a} \mathbf{Q}(\phi, \theta), \tag{A.26}
\end{equation*}
$$

where matrix $\mathbf{Q}$ reads

$$
\begin{equation*}
\mathbf{Q}(\phi, \theta)=\mathbf{P}_{\theta} \operatorname{diag}\left[\frac{1}{\cos \phi}, \cos \phi\right] \mathbf{P}_{\theta}^{\mathrm{T}}, \tag{A.27}
\end{equation*}
$$

and

$$
\mathbf{P}_{\theta}=\left(\begin{array}{rr}
\cos \theta & -\sin \theta  \tag{A.28}\\
\sin \theta & \cos \theta
\end{array}\right) .
$$

Here, $\phi$ is the particle collision angle, and $\theta$ describes rotation of the current collision plane with respect to the collision plane of the preceding scattering event. In a scattering system with only one collision plane, e.g. two- and three-sphere billiards, the radius of curvature matrix reduces to $\boldsymbol{\rho}=\operatorname{diag}\left[\rho_{\|}, \rho_{\perp}\right]$, and the above derivation for the sum of the Lyapunov exponents applies.

The calculation of the sum of positive Lyapunov exponents for a dilute billiard system, $a \ll R$, goes in the same manner as in the special case described above. The area $S_{j+1}$ is related to the area $S_{j}$ at the previous collision by

$$
S_{j+1}=\frac{\operatorname{det} \boldsymbol{\rho}_{j+1}^{-}}{\operatorname{det} \boldsymbol{\rho}_{j}^{+}} S_{j} \approx \frac{R^{2}}{\operatorname{det}\left(\frac{2}{a} \mathbf{Q}\left(\phi_{j}, \theta_{j}\right)\right)^{-1}} S_{j}=\left(\frac{2 R}{a}\right)^{2} S_{j},
$$

and we recover the earlier expression for the sum of positive Lyapunov exponents, see Eq. (A.24).

## Appendix B

## Hard-disk binary collision operator

Here we present a derivation due to Correia [34] for the matrix elements $\langle\mathbf{k}| T\left|\mathbf{k}^{\prime}\right\rangle$ of the hard-disk binary collision operator.

Consider a quantum particle of mass $m$ and energy $E=\hbar^{2} \kappa^{2} / 2 m$ moving in the two-dimensional space with a single disk scatterer of the radius $a$ centered in the origin of a given coordinate system. Let the disk represent a potential barrier of the finite height $U=\hbar^{2} u^{2} / 2 m$ greater than $E$. The particle's Hamiltonian in radial coordinates $\mathbf{r}=\left(r, \theta_{r}\right)$ reads

$$
\begin{equation*}
H_{\mathbf{r}}=-\frac{\hbar^{2}}{2 m}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta_{r}^{2}}\right)+V(r), \tag{B.1}
\end{equation*}
$$

where the potential

$$
V(r)=\frac{\hbar^{2}}{2 m} \begin{cases}u^{2} & \text { for } r<a  \tag{B.2}\\ 0 & \text { for } r \geq a\end{cases}
$$

The case of the hard-disk scatterer will be later obtained as the limit $u \rightarrow \infty$.
The binary collision operator, $T_{u}$, for the disk scatterer is given by [35]

$$
\begin{equation*}
T_{u}=V+V G V, \tag{B.3}
\end{equation*}
$$

where $G$ is the quantum particle propagator for the Hamiltonian defined by Eq. (B.1). Coordinate representation of the propagator $G$ is a two-dimensional Green function $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\langle\mathbf{r}| G\left|\mathbf{r}^{\prime}\right\rangle$ satisfying the equation [48]

$$
\begin{equation*}
\left(E-H_{\mathbf{r}}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{B.4}
\end{equation*}
$$

Expanding the Green function in terms of the angular momentum states,

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{m}{\pi \hbar^{2}} \sum_{l=-\infty}^{+\infty} g_{l}\left(r, r^{\prime}\right) \exp \left[i l\left(\theta_{r}-\theta_{r^{\prime}}\right)\right] \tag{B.5}
\end{equation*}
$$

with $\mathbf{r}=\left(r, \theta_{r}\right)$ and $\mathbf{r}^{\prime}=\left(r^{\prime}, \theta_{r}^{\prime}\right)$, we get

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\kappa^{2}-\frac{2 m}{\hbar^{2}} V(r)-\frac{l^{2}}{r^{2}}\right) g_{l}\left(r, r^{\prime}\right)=\frac{1}{r} \delta\left(r-r^{\prime}\right) \tag{B.6}
\end{equation*}
$$

The solution of Eq. (B.6) with the boundary conditions that the Green function is regular as $r=0$, while behaves as an outgoing wave at $r \rightarrow \infty$, can be written as [48]

$$
\begin{equation*}
g_{l}\left(r, r^{\prime}\right)=\frac{\chi_{l}^{(1)}\left(r_{<}\right) \chi_{l}^{(2)}\left(r_{>}\right)}{r W(r)} \tag{B.7}
\end{equation*}
$$

where $r_{<}=\min \left(r, r^{\prime}\right)$ and $r_{>}=\max \left(r, r^{\prime}\right)$,

$$
\chi_{l}^{(1)}(r)= \begin{cases}I_{l}\left(r \sqrt{u^{2}-\kappa^{2}}\right) & \text { for } r<a  \tag{B.8}\\ \alpha_{1} J_{l}(\kappa r)+\beta_{1} N_{l}(\kappa r) & \text { for } r \geq a\end{cases}
$$

is the solution of the homogeneous equation regular at $r=0$, and

$$
\chi_{l}^{(2)}(r)= \begin{cases}\alpha_{2} I_{l}\left(r \sqrt{u^{2}-\kappa^{2}}\right)+\beta_{2} K_{l}\left(r \sqrt{u^{2}-\kappa^{2}}\right) & \text { for } r<a  \tag{B.9}\\ H_{l}^{(1)}(\kappa r) & \text { for } r \geq a\end{cases}
$$

is the one regular at $r \rightarrow \infty$. Here, $J_{l}$ and $N_{l}$ are the Bessel functions of the first and the second kinds respectively, $H_{l}^{(1)}=J_{l}+i N_{l}$ is the Hankel function of the first kind, $I_{l}$ and $K_{l}$ are modified Bessel functions of the first and the second kinds respectively. The coefficients $\alpha_{1}, \beta_{1}, \alpha_{2}$ and $\beta_{2}$ are determined by the matching conditions at $r=a$. Finally,

$$
\begin{equation*}
W(r) \equiv \chi_{l}^{(1)}(r) \frac{d}{d r} \chi_{l}^{(2)}(r)-\chi_{l}^{(2)}(r) \frac{d}{d r} \chi_{l}^{(1)}(r)=-\frac{\beta_{2}}{r} \tag{B.10}
\end{equation*}
$$

is the Wronskian of the two linearly independent solutions. Equations (B.2) and (B.5) along with Eqs. (B.7-B.10) allow one to find the binary collision operator in coordinate representation:

$$
\begin{equation*}
T_{u}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=V(r)+\sum_{l=-\infty}^{+\infty} V(r) g_{l}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) e^{i l\left(\theta_{r}-\theta_{r^{\prime}}\right)} \tag{B.11}
\end{equation*}
$$

In order to obtain the binary collision operator in the momentum representation on needs to do a Fourier transform on $T_{u}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ :

$$
\begin{align*}
T_{u}\left(\mathbf{k}, \mathbf{k}^{\prime}\right) & =\int d \mathbf{r} \int d \mathbf{r}^{\prime} e^{-i \mathbf{k r}+i \mathbf{k}^{\prime} \mathbf{r}^{\prime}} T_{u}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \\
& =\frac{\hbar^{2}}{2 m} \sum_{l=-\infty}^{+\infty} t_{l}^{(u)}\left(k, k^{\prime}\right) e^{i l\left(\theta_{k}-\theta_{k^{\prime}}\right)} \tag{B.12}
\end{align*}
$$

where $\mathbf{k}=\left(k, \theta_{k}\right)$ and $\mathbf{k}^{\prime}=\left(k^{\prime}, \theta_{k^{\prime}}\right)$ are two different wave vectors, and

$$
\begin{gather*}
t_{l}^{(u)}\left(k, k^{\prime}\right)=\frac{2 \pi a u^{2}}{k^{\prime 2}+u^{2}-\kappa^{2}}\left\{\frac{k^{\prime 2}-\kappa^{2}}{k^{2}-k^{\prime 2}}\left[k^{\prime} J_{l}(k a) J_{l-1}\left(k^{\prime} a\right)-k J_{l-1}(k a) J_{l}\left(k^{\prime} a\right)\right]\right. \\
+\frac{u^{2}}{k^{2}+u^{2}-\kappa^{2}} \frac{\sqrt{u^{2}-\kappa^{2}} J_{l}(k a) I_{l-1}\left(a \sqrt{u^{2}-\kappa^{2}}\right)-k J_{l-1}(k a) I_{l}\left(a \sqrt{u^{2}-\kappa^{2}}\right)}{\sqrt{u^{2}-\kappa^{2}} I_{l-1}\left(a \sqrt{u^{2}-\kappa^{2}}\right) H_{l}^{(1)}(\kappa a)-\kappa I_{l}\left(a \sqrt{u^{2}-\kappa^{2}}\right) H_{l-1}^{(1)}(\kappa a)} \\
\left.\times\left[k^{\prime} J_{l-1}\left(k^{\prime} a\right) H_{l}^{(1)}(\kappa a)-\kappa J_{l}\left(k^{\prime} a\right) H_{l-1}^{(1)}(\kappa a)\right]\right\} . \tag{B.13}
\end{gather*}
$$

After taking the hard-disk scatterer limit, $T=\lim _{u \rightarrow \infty} T_{u}$, we end up with the desired expression for the binary collision operator:

$$
\begin{align*}
\langle\mathbf{k}| T\left|\mathbf{k}^{\prime}\right\rangle= & 2 \pi a \frac{\hbar^{2}}{2 m} \sum_{l=-\infty}^{+\infty} e^{i l\left(\theta_{k}-\theta_{k^{\prime}}\right)} \\
& \left\{\frac{k^{\prime 2}-\kappa^{2}}{k^{2}-k^{\prime 2}}\left[k^{\prime} J_{l}(k a) J_{l-1}\left(k^{\prime} a\right)-k J_{l-1}(k a) J_{l}\left(k^{\prime} a\right)\right]\right.  \tag{B.14}\\
& \left.+k^{\prime} J_{l}(k a) J_{l-1}\left(k^{\prime} a\right)-\kappa J_{l}(k a) J_{l}\left(k^{\prime} a\right) \frac{H_{l-1}^{(1)}(\kappa a)}{H_{l}^{(1)}(\kappa a)}\right\} .
\end{align*}
$$

The configuration in which the hard-disk scatterer is located at a point $\mathbf{R}$ different from the origin is obtained by the shift of the coordinate system by the vector $-\mathbf{R}$. This shift results in the additional factor $\exp \left[-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \mathbf{R}\right]$, see Eq. (4.11).

## Appendix C

## Free streaming autocorrelation function for

## Gaussian wave packets

The purpose of this appendix is to show that the part of the wave packet autocorrelation function due to the particle's free motion is negligible in comparison with the part of the autocorrelation function due to scattering events in hard-disk billiard systems. It is a complicated problem to calculate the free streaming autocorrelation function directly for the "circular" wave packet that we used in Chapter IV, because the integrals required for such calculation can not be done analytically. Instead we present our calculation for a Gaussian wave packet $\psi$ having the same dispersion $\sigma$ and the same de Broglie wavelength $\lambda$ as the "circular" one. Since the two wave packets represent particles with similar classical parameters, i.e. average momentum and uncertainty of the initial location, we expect the free flight return probability $\left.C_{0}(t)=\left|\langle\psi| G_{0}(t)\right| \psi\right\rangle\left.\right|^{2}$ for the Gaussian wave packet, with $G_{0}(t)$ being the free particle propagator, to be of the same order of magnitude as the corresponding return probability for the "circular" wave packet.

Let the initial Gaussian wave packet be given by

$$
\begin{equation*}
\psi(\mathbf{r}) \equiv\langle\mathbf{r} \mid \psi\rangle=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(i \mathbf{k}_{0} \mathbf{r}-\frac{\mathbf{r}^{2}}{4 \sigma^{2}}\right) \tag{C.1}
\end{equation*}
$$

where $\mathbf{k}_{0}$ is the average wave vector of the particle with $\left|\mathbf{k}_{0}\right|=1 / \lambda$, and $\sigma$ characterizes the size of the wave packet. The momentum representation of the wave
packet reads

$$
\begin{align*}
\psi(\mathbf{k}) \equiv\langle\mathbf{k} \mid \psi\rangle & =\int d \mathbf{r}\langle\mathbf{k} \mid \mathbf{r}\rangle \psi(\mathbf{r})  \tag{C.2}\\
& =2 \sigma \sqrt{2 \pi} \exp \left(-\sigma^{2}\left(\mathbf{k}-\mathbf{k}_{0}\right)^{2}\right)
\end{align*}
$$

Here we use the following normalization conditions:

$$
\begin{equation*}
\left\langle\mathbf{r} \mid \mathbf{r}^{\prime}\right\rangle=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \quad\left\langle\mathbf{k} \mid \mathbf{k}^{\prime}\right\rangle=(2 \pi)^{2} \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \quad \text { and } \quad\langle\mathbf{r} \mid \mathbf{k}\rangle=e^{i \mathbf{k}}, \tag{C.3}
\end{equation*}
$$

so that the completeness relations become

$$
\begin{equation*}
\int d \mathbf{r}|\mathbf{r}\rangle\langle\mathbf{r}|=\mathbf{1} \quad \text { and } \quad \frac{1}{(2 \pi)^{2}} \int d \mathbf{k}|\mathbf{k}\rangle\langle\mathbf{k}|=\mathbf{1} \tag{C.4}
\end{equation*}
$$

The momentum space matrix elements of the free streaming propagator, $G_{0}(t)=$ $\exp \left(-i H_{0} t / \hbar\right)$, where $H_{0}$ is the free particle Hamiltonian, read

$$
\begin{equation*}
G_{0}\left(\mathbf{k}, \mathbf{k}^{\prime}, t\right) \equiv\langle\mathbf{k}| G_{0}(t)\left|\mathbf{k}^{\prime}\right\rangle=(2 \pi)^{2} \exp \left(-i \frac{\hbar t}{2 m} k^{2}\right) \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{C.5}
\end{equation*}
$$

where $m$ is the mass of the particle. The free streaming autocorrelation function overlap is then given by

$$
\begin{align*}
\langle\psi| G_{0}(t)|\psi\rangle & =\int \frac{d \mathbf{k}}{(2 \pi)^{2}} \int \frac{d \mathbf{k}^{\prime}}{(2 \pi)^{2}}\langle\psi \mid \mathbf{k}\rangle\langle\mathbf{k}| G_{0}(t)\left|\mathbf{k}^{\prime}\right\rangle\left\langle\mathbf{k}^{\prime} \mid \psi\right\rangle  \tag{C.6}\\
& =\frac{1}{1+i \tau} \exp \left[-2\left(\frac{\sigma}{\lambda}\right)^{2} \frac{i \tau}{1+i \tau}\right]
\end{align*}
$$

where we defined a scaled time according to

$$
\begin{equation*}
\tau \equiv \frac{\hbar t}{4 m \sigma^{2}}=\frac{\lambda v t}{(2 \sigma)^{2}} \tag{C.7}
\end{equation*}
$$

Here $v=\hbar k_{0} / m=\hbar / m \lambda$ is the average velocity of the particle. Then, the corresponding autocorrelation is

$$
\begin{equation*}
\left.C_{0}(t)=\left|\langle\psi| G_{0}(t)\right| \psi\right\rangle\left.\right|^{2}=\frac{1}{1+\tau^{2}} \exp \left[-\left(\frac{2 \sigma}{\lambda}\right)^{2} \frac{\tau^{2}}{1+\tau^{2}}\right] . \tag{C.8}
\end{equation*}
$$

We see that for short times, $\tau \ll 1$, the free steaming autocorrelation function decay is Gaussian,

$$
\begin{equation*}
C_{0}(t) \sim \exp \left[-\left(\frac{2 \sigma}{\lambda}\right)^{2} \tau^{2}\right]=\exp \left[-\left(\frac{v t}{2 \sigma}\right)^{2}\right] \tag{C.9}
\end{equation*}
$$

while in the long time limit, $\tau \gg 1$, the decay becomes polynomial,

$$
\begin{equation*}
C_{0}(t) \sim \frac{1}{\tau^{2}} \exp \left[-\left(\frac{2 \sigma}{\lambda}\right)^{2}\right] \tag{C.10}
\end{equation*}
$$

Let us now estimate the contribution to the autocorrelation function due to the free particle motion for the hard-disk billiard systems of Chapter IV. The twoand three-disk billiards we consider in Chapter IV satisfy the condition

$$
\begin{equation*}
\frac{2 a^{2}}{R} \ll \lambda \ll a \sim \sigma \tag{C.11}
\end{equation*}
$$

where $a$ stands for radii of the hard disks, and $R$ characterizes the distance between scatterers. Thus, after the first particle-scatterer collision, i.e. for times $t$ longer than the Ehrenfest time $t_{E} \sim R / v$, the decay of the free streaming autocorrelation function is polynomial, Eq. (C.10). Indeed,

$$
\tau>\frac{\lambda v t_{E}}{(2 \sigma)^{2}} \sim \frac{\lambda R}{4 a^{2}} \gg 1
$$

Therefore, we see that after only one free flight time the free streaming part of the autocorrelation function becomes an extremely small number:

$$
\begin{equation*}
C_{0}(t)<C_{0}\left(t_{E}\right) \sim \frac{(2 \sigma)^{2}}{\lambda R} \exp \left[-\left(\frac{2 \sigma}{\lambda}\right)^{2}\right] \quad \text { for } \quad t>t_{E} \tag{C.12}
\end{equation*}
$$

In Chapter IV we considered the scattering systems with the following parameters: $a=\sigma=1, R=10^{4}$ and $\lambda=10^{-2}$. According to Eq. (C.12) the free motion part of the autocorrelation function is smaller than $0.04 \times e^{-40000} \approx 10^{-17373}$, and therefore can be neglected with respect to the scattering part, see figs. 4.3, 4.5, 4.7 and 4.8.
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[^0]:    ${ }^{1}$ Mathematically, the unphysicality of the Gaussian state shows up as divergence of the integral determining the time-domain scattering part of the autocorrelation function, see Eq. (4.33) below.

[^1]:    ${ }^{1}$ The phase space periodicity of paths $\eta_{l}$ automatically guarantee the constructive interference of scattering wave functions corresponding to these paths. Therefore, only the magnitudes of the overlap amplitudes are required for calculation of $C(t)$.

[^2]:    ${ }^{2}$ Neither of Eqs. (5.1) or (5.5) contains any information about the initial wave packet. Thus, these equations predict the peaks of the corresponding autocorrelation functions up to a timeindependent pre-factor, and therefore only the relative magnitudes of the peaks are trustworthy.

