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We present a high resolution spectrometer consisting of dual solid Fabry-Perot

Interferometers (FPIs). This work is intended to be an all inclusive documentation

of the instrument including discussion of the design of this instrument, the meth-

ods used in data reduction, and the analysis of these data. Each FPI is made of

a single piece of L-BBH2 glass which has a high index of refraction n∼2.07 with a

thickness on the order of 100 µm. Each is then coated with partially reflective mir-

rors to create a resonant cavity and thus achieve a spectral resolution of R∼30,000.

Running the FPIs in tandem reduces the overlapping orders and allows for a much

wider free spectral range and higher contrast. We will also discuss the properties

of the FPIs which we have measured. This includes the tuning of the FPIs which

is achieved by adjusting the temperature and thus changing the FPI gap and the

refractive index of the material. The spectrometer then moves spatially in order

to get spectral information at every point in the field of view. We select spectral

lines for further analysis and create maps of the line depths across the field. Using



this technique we are able to measure the fluorescence of chlorophyll in plants and

attempt to observe zodiacal light. In the chlorophyll analysis we are able to detect

chlorophyll fluorescence using the line depth in a plant using the sky as a reference

solar spectrum. This instrument has possible applications in either a cubesat or

aerial observations to measure bulk plant activity over large areas.
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Chapter 1: Introduction

In this project, I set out to build and test a Fabry-Perot instrument with the

end goal to make astronomical observations and measure florescence of chlorophyll.

The project itself is broken down into four major components; instrument construc-

tion, data reduction, data collection, and analysis of that data. This instrument

contains two Fabry-Perot interferometers which can take high resolution of diffuse

sources. I then wrote a data pipeline to reduce the data and extract spectra from

each region of a field of view. With the ability to create spectra at any point in

the field of view, I then used the instrument to make observations of chlorophyll

florescence and astronomical sources.

The ability to achieve high spectral resolution in a small volume the Fabry-

Perot interferometer and large etendue (sometimes called throughput) compared

compared to the grating spectrometers makes FPI is a very attractive option for

measurements of the extended objects. One example of this is chlorophyll fluo-

rescence which can be measured by looking at the depth of different lines in solar

absorption features [1]. The chlorophyll signal is spread over the entire field con-

taining a plant and thus a remote sensing application would require high spectral

resolution, to resolve the narrow spectral features, as well as spatial resolution to
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separate the different source components. Another application is zodiacal light,

the scattered solar radiation off dust grains in the solar system interplanetary dust

cloud. Zodiacal light extends all over the sky with very small variation at solar elon-

gations ninety degrees or more, thus forming a uniform ”screen”. Due to its very low

brightness it is very difficult to observe with slit based grating spectroscopy [2]. Since

zodiacal light does not have spectral features of its own, its spectrum is essentially

solar, which can be used to discriminate it from other diffuse sources by observing

the solar absorption lines [3]. This approach has been successfully demonstrated

before [4].

Chlorophyll fluoresces brightly from the red end of the optical (650 nm) to

the near IR (850 nm). This can be observed as a filling of solar spectral lines. This

means that in high resolution spectra of plants the solar spectral lines should be

shallower than those same features in a pure solar spectrum [1]. This measurement

can be directly related to the chlorophyll productivity of the plant. Thus by simply

taking the spectrum of a plant one can recover the efficiency at which it is converting

solar radiation into energy via chlorophyll. The chlorophyll measurements will allow

for high altitude observations of forests and crops to measure gross plant output and

possibly be able to provide global mapping of photosynthesis.

1.1 Fabry-Perot Interferometer Background

First invented in 1897 by Charles Fabry and Alfred Perot, the Fabry-Perot

Interferometer (FPI) has become an integral component in precision spectroscopic
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measurements [5]. The ability to have differential transmission of light of any given

wavelength is an extremely powerful tool. This combined with the ability to dis-

criminate very fine wavelength changes make this the ideal component for a high

resolution spectrometer.

Another unique feature of FPIs is their ability to combine high throughput

with high spectral resolution. These two factors combined make this instrument

optimal for taking spectra of diffuse objects with high spectral resolution. For

most optical FPIs reflectivity of 85% is easily reached, corresponding to a spectral

resolution of 30,000 at optical wavelengths [6, 7].

The Fabry-Perot interferometer operates by creating interference between its

two partially reflective, plane parallel mirrors. Since the reflectivity of the mirrors is

high, multiple reflections occur before the light exits out the opposite side of the FPI.

The transmission through the FPI is maximal when the constructive interference

condition is met. The interference condition is dependent on the incident angle θ,

the index of refraction n and the separation of the mirrors l. A study of this system

finds that the transmission T through an ideal FPI is only related to the reflectivity

R and the phase of the light δ [6].

δ =

(
2π

λ

)
2nl cos θ′ (1.1)

sin θ′ =n sin θ (1.2)

δ =

(
2π

λ

)
2l
√
n2 − sin θ2 (1.3)

T =
(1−R)2

1 +R2 − 2R cos δ
(1.4)

Where θ′ is the angle of incidence before the FPI enters the cavity which contains
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a material with index of refraction n. We have also assumed that the index of

refraction outside the FPI to be unity. Also the transmission equation used here is

for the ideal case in which there is no absorption within the FPI.

Figure 1.1: Left: A diagram illustrating the passage of light through a
Fabry-Perot etalon; light entering from the left is observed to be am-
plified if the wavelength is an integer multiple of the effective path
length [8]. Right: A plot of the transmission through an ideal FPI as
a function of the phase δ for different values of R (0.98, 0.81, 0.65, and
0.45 from narrowest to widest); In our case the phase change is induced
by changing the path length l and the angle θ [6].

Looking through a Fabry-Perot etalon one sees a series of rings representing

the spectrum of the source one is observing, like the one shown in Figure 1.2. If any

of the parameters λ, n, l, or θ change there will be a shift in the rings corresponding

to that change. This allows the FPI to be used for spectroscopy by changing a

parameter like the index of refraction or separation in a controlled manner [9].
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Figure 1.2: An image of a diffuse laser source through a 121 µm thick
solid FPI. Here we can see that there are 3 spectral lines corresponding
to the 0th, 1st, and 2nd orders of the lasing cavity.

1.1.1 Dual Fabry-Perot Interferometers

With the ability to control one etalon another can be placed in the beam. The

transmission through two etalons will then simply be the product of the transmission

of each individual etalon. In Figure 1.3 we can see the transmission in the dual etalon

case in red has suppressed orders outside the one in consideration.

Figure 1.3: Left: A plot of Equation 1.4 for two etalons of different
spacings (green and blue) along with the transmission of the well aligned
two etalon configuration (red). Right: Same as the figure on the left now
shown in log scale.
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In order to tune a dual etalon we need the emission line peaks of two different

FPIs to line up at the same angle. This is done by tuning one of the FPIs to align

the orders of the other. Then the transmission through two FPIs is just the product

of the transmission through each of the FPIs individually this is shown in Figure 1.3.

Looking at a single emission line would show that there is significant suppression

of orders outside the aligned one, while looking at a continuum would show a true

spectrum of the object [10]. This is why the ability to move by a single order is so

important, we need to be able to tune one of the FPIs to any setting within that

order.

This does introduce some complications though. The first being that the

etalons need to be very close to parallel. The optical axes of the two FPIs need to

be aligned to within about 10 arcminutes [5]. To assist with this alignment we place

one of the FPIs on a tip tilt mount while the other one is fixed. This gives us the

freedom to move the center of the FPI and align the two rings. This is a difficult

procedure, which takes a steady hand to perform correctly.

The second complication comes from the stability of the tuning. The tuning

needs to be stable to within the width of the line. In our system, this means we will

need a proper thermal control system.

A measure of the alignment of two FPIs is a quantity known as the contrast

ratio. This describes the amount of light which passes through the FPI in regions

which should be in destructive interference. The quantity C is defined as the ratio

between the intensity at the point of maximal transmission the point of minimal
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transmission. For the case of two FPIs with equal reflectivity (R) this is given by:

C ≡ Imax

Imin

=

(
1 +R

1−R

)4

(1.5)

Note that the contrast ratio is only dependent on the reflectivity and thus should

be independent of the source. We will use this quantity to check the alignment of

the FPIs as a misalignment is the only factor that could contribute to a change in

this value.

1.1.2 Applications of FPIs

This ability to spatially resolve spectral features has led to many different

applications of Fabry-Perot Interferometers. They have been widely used in obser-

vations of solar features where the source is very diffuse and bright [5,11–13]. Many

FPIs have moved from the optical to the infrared where there is a larger differ-

ence between successive peaks. FPIs can also be used to create a tunable filter by

properly adjusting the spacing to allow only a narrow spectral band [14,15].

A more engineering driven application of FPIs is in lasers. The FPI is used

to confine photons with the cavity and allow for a higher probability of stimulated

emission with each reflection [9]. This same technique can be used to make a tunable

laser which has applications in a variety of remote sensing fields.

1.2 Chlorophyll Fluorescence Background

The examination of the florescence of chlorophyll has been used for many

years in the biological sciences to study plant efficiencies. It was discovered that
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the amount of light produced from florescence is proportional to the amount of

chlorophyll contained in the sample [16]. This provides a nondestructive method of

measuring the efficiency of plants.

The primary method for these measurements just uses a broadband filter to

measure the ratio of incident UV light to the amount of reflected florescence [17].

A problem with this method though, is that a source of UV light must be applied

to the source in order to measure only the florescence component [18]. This means

that this measurement cannot be made of large areas of forest to measure bulk plant

activity.

We set out to measure this florescence in a different manner. Instead of ap-

plying a known source to the plant, we can instead use the sun as our source and

simultaneously observe the spectrum of the sun and the plant to be studied. The

florescence should have the effect of filling in the deepest part of a line of the so-

lar spectrum. This has the effect of reducing the depth of a line and decreasing

the equivalent width of that line. With our high spectral resolution, this effect is

measurable [19,20].

The effect of chlorophyll fluorescence is a very wavelength dependent effect. A

simulated spectrum of the fluorescence is shown in Figure 1.4. Here we can see that

the fluorescence spectrum peaks around 730 nm and drops off above 850 nm and

below 650 nm. This figure includes lines corresponding to some of the filters which

we will use on the instrument. Each of these filters contain deep spectral absorption

lines from either the solar absorption or atmospheric absorption.
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Figure 1.4: The expected chlorophyll florescence spectrum. Here some
of the filters we will be using are noted. While this scale shows absolute
flux note that we will be observing the relative change in this signal
across each filter [1].
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Chapter 2: Instrument Layout and Design

This chapter will include the details that went into the construction of the

instrument and control software. This includes a thorough description of the layout

and design principles of the instrument. Then it will cover the details of each part

of the instrument. It will also describe the SolidWorks models of the instrument

including the thermal modeling of those components.

2.1 Instrument Layout

The basic operating principle of this instrument is to send the incoming light

into two different cameras. One camera, called the reference camera is used to record

the bulk spatial intensity of the source. This light is only blocked by the filter so it

contains no spectral information. The second optical path includes one or two FPIs

and will then produce an interference pattern based on the spectral properties of the

source [9]. This schematic layout is shown in Figure 2.1. The intensity of the light

in this etalon camera will also be modulated by the overall intensity of the source.

Since we have this information from the reference camera we are able to divide the

etalon image by the reference and recover the original spectrum of the source.
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Figure 2.1: A schematic diagram showing the layout of the instrument
in general. Through all the revisions and changes this layout remained
constant. The only thing that was changed was the FPIs themselves
from tunable controlled etalons to solid ones.

2.1.1 Dual Etalon Setup

Throughout this project we have used two different setups of the etalons them-

selves both of which are in a dual etalon configuration. The first case used a tunable

etalon, which allowed for full control of the mirrors in 3D. These FPIs used an air

gap so in order to get the same FSR required a larger separation than the later solid

FPIs. This setup was largely used in the measurements of chlorophyll.

The second set of FPIs were solid with high accuracy polished plane parallel

LBBH-2 glass plates and tuned by heating and thus expanding the separation. The

FPI plates have been precision machined to be parallel to within ∼5 nm. This par-

ticular glass was chosen as it has a high index of refraction of ∼2.1 in the wavelength

range of our instrument [21]. This high index of refraction has the added benefit

of increasing the throughput by a factor of n2 which is a significant factor when

11



observing faint sources. This increase in throughput comes from the conservation

of etendue in an optical system and the etendue is given by n2dS cos θdΩ.

Another useful property of this glass is its high coefficient of thermal expansion

of Cexp ∼ 1 × 10−5 Co−1. We use this property of the glass in order to change the

separation of the mirrors. We can, using equation 1.3 which is periodic every 2π

multiples of δ, easily calculate the temperature change required to shift the maximal

interference by one full order [9].

n0 =
2µl cos θ

λ
n0 + 1 =

2µl2 cos θ

λ
(2.1)

l2 = l(1 + Cexp∆T ) (2.2)

∆T =
λ

2µl cos θCexp

(2.3)

For our instrument λ = 0.656µm and l = 121µm we find that the heating required

is ∆T ≈ 55 Kelvin. We will need to heat the FPI by this amount to properly tune

the instrument, thus we require both stability and accuracy in our thermal control

of the system.

2.1.2 Interface and Control

The entire instrument can be interfaced and controlled using a LabView pro-

gram. This program has controls for both cameras, the etalon parameters, the filter

wheel, and the telescope mount. This interfaces all of the components and records

the status and monitors for any incorrect behavior.

The primary routine of the software is the spatial scan method the observations

of which will be discussed in Section 3.1. The first step of the routine is to take a
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Figure 2.2: The labview control panel for the instrument. The left plot
shows the temperature of the single etalon over time, the middle image is
from the etalon camera and the right image is from the reference camera.

dark of the exposure time which the user has specified. If a dark of this integration

time has already been taken that day then none are taken. The routine then sets

the filter wheel to the requested wavelength. It then takes images in both the etalon

and reference cameras, again with the integration time specified by the user. The

program then saves those two images to a .fits file. This file also contains, in the

header, the information about the filter, integration time, and etalon settings. The

routine then moves the telescope by a specified amount and repeats the procedure

until the specified number of images are taken.

The LabView program can also perform some preliminary analysis on the data.

For example, it can find the optical center of the rings, which can be helpful while

aligning two etalons. It can then use that center to take a rough spectrum of the

data. Again, this is only used for reference to see whether faint lines exist or if
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longer exposures are required.

2.2 Piezoelectric Controlled FPIs

The first iteration of this instrument used dual piezoelectric controlled FPIs.

These used a Queensgate Instruments Ltd. CS100/ET servo-stabilized Fabry-Perot

system, which allowed for full control of the mirrors in 3D [22]. This gave the freedom

to change the parallelism and the separation; both of which could be changed over

a range of about 0.1 mm in steps of 0.49 nm [23]. The properties of these FPIs were

very similar to the solid ones we later fabricated. The major difference being that

these have an air gap between the mirrors this means that they do not receive the

throughput or FSR benefits which come from a higher index of refraction.

These were very stable and showed very little variation in tuning over a full

day of observation. The only changes came from changes in the index of refraction

of the air gap corresponding to temperature or pressure changes. This setup was

used for the chlorophyll fluorescence measurements as they allowed us to quickly

switch between tunings and thus filters.

2.3 Cameras

The cameras we used in this instrument are the Apogee ALTA model F47.

These have a relatively high quantum efficiency over the wavelength range we are

observing. A collection of properties of the cameras and lenses is included in Ta-

ble 2.1.
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Table 2.1: Properties of the cameras and lenses

Camera

Sensor CCD47-10 (E2V)

Sensor Dimensions 1024 x 1024

Pixel Size 13 x 13 µm

Bit Resolution 16 bit

Lenses

Name Nikkor AF Micro

Focal Length 60 mm

F# 32 to 2.8

Pixel Scale (Measured) 45.4 arcsec/pixel

We have found that the two cameras used in the system are very similar to each

other with the only major difference being in the dark images of the two cameras.

As we will discuss in more detail in section 7.2, there is a significant dark current

and hot pixels in these cameras. Their sensors are an old design which is prone to

column transfer artifacts and hot pixels. This became an issue when we attempted

to observe faint stars. The hot pixels dominated the signal and appeared brighter

than the stars. We intend to purchase new cameras which will have much better

read noise and dark current.

2.4 Design and Fabrication

In order to machine parts and check clearances it is important to have an

accurate 3D model of the instrument. We used Solidworks to create a working

3D model of the instrument; the current iteration of which is shown in Figure 2.3.
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Figure 2.3: A rendering of the instrument showing the layout of the
cameras and two etalons, one inside the vacuum chamber and the other
attached directly to the beam splitter.

From there, We were able to design the components we required. These components

include holders for the etalons, a vacuum chamber, a beam splitter mount, and light

baffles.

We have designed a mount for the solid Fabry-Perot interferometer. This

mount then needed to be thermally isolated from the rest of the system, so I designed

a vacuum chamber to mount the holder in. The chamber also needed feedthroughs

for electrical connections and a vacuum pump which we purchased. After completing

the design and thermal modeling of the vacuum chamber and etalon holder we had

them machined at the GSFC machine shop. We then designed a thermal control

system which regulates the temperature of the etalon while in the vacuum chamber.

We tested this system in air and it is able to keep the temperature within 0.1 Kelvin

of the set-point temperature.
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Figure 2.4: An image of the instrument in its current configuration.
Here we have one etalon inside the vacuum chamber in front of the blue
camera on the right. The beam splitter is in the center of the image.
On the left hand side I am observing a reference checkerboard pattern
to check the alignment of the two images.

2.4.1 Filter Wheel

The first component in the optical path is the filter wheel. It blocks the orders

outside the region of interest using one of 9 different narrow band filters. These

limit the spectral band of the incoming light to reduce the overlap of orders in the

FPI. With a single FPI there is still overlap of orders but adding the order blocking

filter significantly reduces the impact of extraneous orders. The central wavelengths

for the filters and their corresponding FWHM are included in Table 2.2.

We chose these wavelengths as our sources of interest have deep absorption

features in all of these filters. The significant features include the sodium doublet at

17



Table 2.2: The central wavelength and FWHM for the filters on our instrument

ordered by their position in the filter wheel.

Filter Position 1 2 3 4 5 6 7 8 9

λcenter (nm) 589.7 720.9 740.0 740.0 720.9 641.3 751.3 853.6 656.3

FWHM (nm) 3 3.5 1.5 3 2 3 3.7 4.3 3

590 nm, Hα at 656 nm, and terrestrial atmospheric H2O absorption at 720 nm [24,

25]. The reason to observe the deepest features for our application is that we will be

looking for the difference in absorption features in different spatial locations. This

difference will be strongest when the absorption features themselves are deep.

2.4.2 Vacuum Chamber Design

In order to keep the temperature stable and allow the etalon to heat the

required 55 K we decided to put the etalon inside of a vacuum chamber. This

chamber needed to have feed-throughs for electrical components as well as be able

to fit on a tip tilt mount. The feed-throughs would be for the heaters and the

temperature probes while the tip tilt mount would allow for the alignment of the

two etalons with respect to each other. After many revisions we came up with a 3

inch in diameter chamber with a door and two holes to mount windows to.

The next issue was insulating the etalon from the chamber, as there will be

a significant temperature gradient between the two. I decided to use garolite, also

known as G-10, to make feet that connect the etalon to the chamber. This has a

very low thermal conductivity, while being structurally very strong and stiff. The
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other way to reduce thermal conductivity was to make these feet as thin as possible

while maintaining structural stability.

Figure 2.5: Left: A SolidWorks exploded diagram of the etalon ring
holder. Right: A cross section of the vacuum chamber showing the ring
holder in the center and the tip tilt mount on the right.

We then needed a mount which would keep the etalon in contact with the

heaters as well as providing a way to clamp it in place. To accomplish this we

designed a series of aluminum rings shown in Figure 2.5. These rings clamp the

etalon and have slots on the front and the back to hold two sapphire windows. The

clamping of the etalon was chosen to minimize the amount of stress on the etalon

through the entire range of the heating [26].

The reason to minimize the stress on the etalons is that they are very fragile.

At only about 100 microns thick there is very little material to provide rigidity.

Imperfections from the manufacturing process occur at the edges so cracks can easily

spread across the etalon. Two of our etalons have cracked, one during the coating

process by the manufacturer and the other while testing before the construction of
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the mounting ring.

The primary reason to use sapphire in this etalon holder is the fact that it

at least is 90% transmissive over our entire wavelength range while at longer wave-

lengths it quickly becomes absorptive. This means that it will be a strong emitter

of radiation with temperatures below 140◦C. This property means that there will

be a strong radiative coupling between the sapphire windows and the etalon thus

we do not need to entirely rely upon conduction to transport the heat to the center

of the etalon. The windows also have the added benefit of protecting the etalons.

2.4.3 Thermal Control

In order to heat the etalon and keep the temperature stable we needed to

design a thermal control system. To do this we used an Arduino programmable

microcontroller to read temperatures and turn on and off the heaters. The Arduino

code is relatively straightforward and uses a Proportional Integral Derivative (PID)

control system to determine when to turn the heaters on in order to keep the tem-

perature as close to some set point as possible [27]. The Arduino then sends the

information about the temperature and heater status to the LabView software to

be recorded.

The heaters are powered by an external power supply which allows us to vary

the input power, which although not necessary, is very helpful in changing the

heating rate. The heater is turned on via an optoisolator with the switch being

controlled by the Arduino. This component limits the amount of current leak from
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the power supply back into the Arduino.

The heater is made from wrappings of a very thin gauge Manganin wire. This

wire has a very high resistance per length while maintaining a low fuse current and

high thermal conductivity. We wrapped the etalon holder in 17 windings of this

wire which gave a resistance of 181 Ohms. Powering the heater with a benchtop

power supply of 23 V would then provide 2.92 W of power to heat the etalon. This

is the typical operating voltage at the upper limit of our temperature range.

Figure 2.6: A circuit diagram of the etalon heater control system. The
left side of the system is contained within the vacuum chamber and
includes two thermometers on the ring holder. The Arduino is shown on
the right side along with the control switch.

The thermometers we use are NTC thermistors which have a known resistance

versus temperature curve. We can then use the Ardunio to measure the resistance

of the thermistor and use this relationship to determine the temperature. In the

future these thermistors will be mounted to the etalon holder using stycast to ensure

thermal contact but currently they are simply taped to the etalon holder.
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2.4.4 Thermal Modeling

Since we have a very accurate Solidworks model of all of these components

it was very easy to simulate the thermal leaks and heating rates. We modeled the

heaters, the loss through all of the materials involved, radiative losses and convec-

tion. We found that the losses through the G-10 feet was insignificant at 0.2W of

heat loss while the etalon was being heated with 3.5 W of power. We also discov-

ered that the radiative coupling between the etalon and the sapphire windows has

a significant impact on the temperature across the etalon.

Figure 2.7: A cross sectional view of the thermal modeled vacuum
chamber system. This model includes both radiative and convective
losses. Here we can see that there is still a significant difference in
temperature from the etalon holder to the walls of the chamber.

While testing the heaters we noticed that we got similar heating rates regard-

less of whether or not the vacuum pump was actually on. We then attempted to
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model this assuming a convective coupling between the walls of the chamber at room

temperature and the etalon heated by 3.5 W and indeed noticed a very small change

in the steady state temperature. This is likely because the chamber is closed so the

heat must be convective only by its own bulk flow rather than forced convection.

Because of this we are currently able to run the chamber at atmospheric pressure

though we can easily add a vacuum pump at any time.
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Chapter 3: Observations

Using our instrument we are able to demonstrate two types of measurement

techniques; one which scans a field of view spatially with constant FPI tuning while

the other makes a constant pointing and changes FPI settings scan spectrally. These

two different methods are used to create a data cube in which the spectral dimension

of the cube either corresponds to the location of the optical center or to the spacing

of the FPIs. Both methods have their strengths and complexities depending on the

available data from the set of observations.

3.1 Spatial Scanning Observations

The spatial scanning method uses a constant etalon tuning while moving spa-

tially. This allows us to target one wavelength range with high resolution. Since we

would like to recover the spectrum at every point in the field of view we can scan

the instrument spatially and then reconstruct the spectrum using the techniques to

be discussed in Section 6.

This method has the significant advantage of not requiring the FPI settings to

be changed. The FPIs are set to one spacing for each filter, which can be determined

in advance. Once the FPIs are each set the observations can be made in quick
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succession so that the source will stay constant over the course of the scan. The

LabView software is able to control the telescope mount which then takes steps in

right ascension or declination. The instrument can also be moved by hand so long

as it does not move more than one image length between images. This allows the

data reduction software to find the offset between images without getting lost.

The observations taken using this method were taken at Goddard Space Flight

Center. This area allows for simultaneous observations of the sky and a large tree.

This tree is the primary focus of the observations of chlorophyll florescence. It

covers a large area and has a sharp contrast against the sky so it allows for easy

discrimination between the two regions.

This method was also used to make astronomical observations. In this case

there are two options to scan. One is to use the mount of the instrument to scan

in set increments of RA or Dec with tracking on. The other option is to turn the

tracking off and allow the objects to move across the sky with a constant altitude

and azimuth. This second method was chosen during our astronomical observations

as the motion of the sky corresponds to 52 minutes to cross the full 13 degrees of

our field of view. With one minute exposures this corresponds to about 30 images

to move from the center of the optical axis to the edge of the image.

3.2 Spectral Scanning Observations

The other method used to collect spectra is an FPI setting scanning method.

In this method, the pointing of the instrument is kept constant and the FPIs are
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tuned to different wavelengths by increasing the temperature and thus expanding

the space between the plates. This method was primarily used in testing as it

allowed us to take measurements on a tabletop without moving the instrument.

This also assisted in the measurements of the tuning of the FPIs as the tuning could

be adjusted as the temperature could be adjusted and the source could be monitored

for any changes in brightness.

This method was also used extensively while testing the properties of the

FPIs. This is because in that case the pointing of the instrument is not important.

Scanning through orders is commonly used in other Fabry-Perot instruments as it

does not require the software alignment which we will show in Section 4.2.
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Chapter 4: Data Reduction

The most significant challenges involved in this project were in the analysis of

the data. The analysis consists of four major components, the flat fielding, image

registration, optical center locating, and spectrum creation. The process of data

reduction varies depending on the method used to collect the data so this will discuss

a general analysis procedure. At the end of the analysis we will have extracted a

spectrum from our data cube within some chosen region of a field of view.

4.1 Dark Subtraction and Flat Fielding

The flat fielding method used follows a standard astronomical procedure [14,

28,29]. This process is the same for both the FPI camera and the reference camera

using their respective dark and flat images. Before data collection a series of both

dark images and flat fields are taken. The darks are taken with the shutter of the

camera closed. The images have the same exposure time as the planned exposure

times of the scientific images.

The flat field images are then taken with a halogen lamp, which has a flat

spectrum over the region of all of our filters. To obtain a flat image we used a thick

diffuser in front of the aperture. The source itself is fairly diffuse but adding the
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diffuser allow for a much wider region which is flat.

Some of the very early data sets, before we realized their importance in this

process, lack flat field images. In these cases we can attempt to create a flat field

image using the spectral data. To do this, we essentially require that the spectral

data be flat over the entire field of view of the image. We take the spectrum along a

series of rays from the optical center. We then fit the maxima of the spectrum with

a first or second order polynomial. This polynomial should reflect the required flat

along that ray.

Once we have collected or created the flat and the dark images we can combine

them to create master flat and dark images. We can then combine the darks and

flat images to create master images which will be used on all of the images in the

cube. To create a master dark image we take the median of all the dark images with

the same exposure time, this will eliminate any cosmic rays or other spurious events

from the dark images as well as reduce the variation due to readout noise [28]. We

subtract the dark image from the camera images as well as the flat field images.

Once the darks have been subtracted from all of the flat images we can create

a master flat image by taking the mean of all of the flat images. This reduces the

impact of any changes in the source over the course of the flat field collection. With

the master flat created for both the FPI and reference cameras we can then divide

both true images by the flat field images. This removes a majority of the vignetting

which has been common in our images. This also introduces some noise on the

outer edges of the image where there is almost no light, even in the flat image. We

account for this noise in the spectral analysis by limiting the field of view to the
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Figure 4.1: An example of the image alignment and division process.
The left and center images are the FPI and reference images, respectively,
after dark subtraction and flat fielding. The right image is the spectral
image made from aligning the FPI and reference images then dividing
them.

region where the noise is not significant.

4.2 Image Registration

The biggest challenge of this project was in recovering the relationship between

two images which have slightly different pointing. Looking at our setup, we can see

that a slight misalignment of the reference and the FPI cameras means that the two

cameras will see different parts of the same source. We use an image registration

procedure to recover the matrix that can be used to transform the reference image

to match the source. An image registration procedure is also required when we need

to recover the transformation to combine different reference images. This required a

robust procedure to find features in an image and then find points that are common

to both images. Since we use the same method for finding transformation matrices

in both end goals we will discuss the general procedure of matching two images
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below.

The image registration procedure uses the Speeded Up Robust Features (SURF)

feature detection method [30]. This looks for features in Fourier space which repre-

sent sharp and spatially distinct features in the image. The search for features in-

volves both filters and blob detections on the Fourier transformed data [31]. Once the

features are found in both images, we use a Random Sample Consensus (RANSAC)

method to find the features which are visible in both images [30]. After the inliers

are discovered we can use those points to find a homography matrix that would

allow one image to be transformed into the other [32].

Once the optimal transformation matrix is discovered we make some checks to

be sure that the transformation matrix is reasonable. The biggest of these checks

is to make sure the matrix is close to an affine transformation. The homography

transformation is more general than an affine transformation but in all of our images

the focus of the camera and the nonplanar features of the image should not change.

This means that any transformation matrix should be almost entirely shift and

rotation transforms and thus should be close to affine transformation.

The SURF image transformation technique performs very well for data in

which sharp edges can be found, like those in the chlorophyll analysis. This method

fails though when supplied with the astronomical images discussed in Section 7.2.

This is could be fixed with a proper star tracking routine but since the observations

thus far have focused on more diffuse sources the astronomical observations will

have a slightly different analysis.

With the routine to find a matrix transformation between two images we can
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now input the FPI and reference images to find a transformation between these

two cameras. After transforming the reference image to match the FPI image we

can divide the FPI image by the reference image. This will leave only the spectral

information encoded into the rings of the FPI image. An example of this process

is shown in Figure 4.1, note here that there is a significant difference outside of the

region which the FPI covers. In the final analysis this region will be masked out to

leave only the region which contains spectral features.

4.3 Panorama Creation

Using the methods discussed in the previous section we can automatically

create a panoramic image from an arbitrary set of reference images. With the

routines to find the transformation between two images, this process is straight

forward. The transformation is found between every image with respect to the

previous image. Transformations are then applied in series and then images are the

averaged together [31].

The procedure is robust but can become lost when there is a big step taken

in separation or if there are few reference points in the images. This is accounted

for in two ways. First, the collection procedure uses a stepping scheme so all the

steps should be of the same size so if no transformation is found, the previous

transformation will be used instead. The second way of accounting for offsets is

that if the procedure gets lost it looks for possible transformations from the lost

image to all of the other images. This can be very helpful when there are few
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Figure 4.2: An example of the panorama creation routine. Left: The
constituent reference images. Right: The composite panorama image
created from the reference images on the left.

reference points in an image [33].

With all of the transformations the last step before applying them is to find

the box that bounds the panorama. This is done by computing the transformations

of all of the corners of all of the images and the largest corner values become the

new corners of the final panoramic image. A new image is created with that size

and then each image is inserted with its respective transformation applied.
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4.4 Optical Center Determination

The next step in the image processing routine is to find the optical center of the

spectral image. Determining the optical center of the Fabry-Perot is very important

as it will be used to determine the spectra within the image, as this is measured

radially from the optical center. Any offset from the true center will increase the

width of a line when we average it about the optical center.

The first method we use is a rough indicator for the location of the center,

which utilizes the gradient in the horizontal and vertical directions. There should be

one point which minimizes the radial gradient and this point should be the center.

To find this point we minimize the linear system: ∂yI
2 −∂xI ∂yI

−∂xI ∂yI ∂xI
2


 cx

cy

 =

 ∂yI
2X − ∂xI ∂yI Y

−∂xI ∂yI X + ∂xI
2 Y

 (4.1)

Here ∂xI and ∂yI are the x and y gradients of the image, respectively. We can

quickly compute this derivative in either direction by using the gaussian derivative

image kernel and then convolving. This is a very efficient process and gives a good

approximation to the derivative at each point. We rescale the right hand side of

Equation 4.1 by X and Y which are the column and row number of each pixel. Now

this linear system is very easily solved using a least squares solver to find the pixel

location of the center
(
cx
cy

)
. This method can find the optical center for images which

contain very deep lines with sharp contrast but for diffuse images a better method

for finding the center is required.

The second method finds emission or absorption line along rays from an esti-

33



mated center, we then find the center of these points using different methods. The

routine computes the estimated center using the previous gradient method which,

even in the worst cases will find the center point to be near the true center. It then

takes the data of the image along rays coming from the estimated center. It then find

the deepest or brightest lines along each of those rays, using a method discussed in

the next section. It then uses the maxima, minima, or both to determine the points

which should be located radially within the image.

Figure 4.3: An example of the Hough center finding method. Left: The
estimated spectra along test rays from the given approximate center
of the provided image, with the local minima and maxima plotted in
green and blue. Middle: The provided image, here a deuterium emission
image, with the local minima and maxima again in green and blue.
Right: The output of the Hough circle method, with the accumulation
of all of the test annuli, redder corresponds to a stronger central signal.
An x is placed on the located center which is at the maximum of the
accumulation image.

From a collection of points which lie on the circles we can use two different

methods to find the center. The first is to again solve a linear system but this

method assumes that there is only one radius of data points. When this is the case,

this method is the most robust as it exactly solves for the best fit circle. A check is
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performed to see if there is indeed only one radius and if not the program moves on

to the next method.

The second method is based off of the Hough circle transformation [30]. The

objective of this method is to transform each point into the parameters which de-

scribe its location. For each point we increment an image with a series of concentric

circles at varying radii. This is repeated for each found point. This creates an

accumulation image which contains high values in regions where there is significant

overlap from radii of different points. Even with some scatter in the location of the

found points from a perfect circle this method is able to recover the center. This

gives a robust way to locate a single center of concentric rings of different radii. The

issue with this method though is that it is very time consuming. For 256 points

this takes on the order of 5 minutes to complete. The trade off though is that it is

able to find the optical center of nearly any image. It is robust against low contrast,

multiple centers, and diffuse features.
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Chapter 5: Etalon Properties

With the methods discussed in the previous chapters, we were able to make

multiple measurements of the characteristics of the FPIs. These include the thermal

expansion coefficient, thickness, eccentricity, and the proper tuning of a two FPI

setup. The primary purpose of these measurements is to be able to determine the

tuning that would be required at any wavelength. We used Geissler tubes as bright

emission sources to determine most of these properties of the material. We mainly

used Hydrogen, Deuterium, and Neon for these tests as they all have bright lines in

at least one of our filters [34].

Many of the properties of the etalons we have received from the manufacturer.

They have provided us with data on the transmission of the etalons as a function of

wavelength which, assuming no absorption, we can easily convert to the reflectivity

given that R + T = 1. This is plotted on the left side of Figure 5.1. As proof that

the no absorption assumption is valid we also include in that figure a plot of the

transmission for an uncoated piece of 10 mm thick L-BBH2 glass. Note that the

transmission for our glass should be closer to 1 as it is 100 times thinner than this.

This still shows that there is very little intrinsic absorption of the glass.
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Figure 5.1: Left: A plot of the measured reflectivity as a function of
wavelength for our etalons, assuming no absorption. Right: The internal
transmission of a 10 mm thick piece of uncoated L-BBH2 glass provided
by OHARA Inc.

5.1 Thermal Expansion Coefficient

The method for measuring the thermal expansion coefficient was to heat the

material using the thermal control system and observe how the rings changed with

temperature. The complication of this method, is that the material’s index of re-

fraction is also a function of temperature. To correct for this we used previous

measurements of the index of refraction as a function of both wavelength and tem-

perature [21]. We then used the methods discussed above to take the spectrum of a

Hydrogen discharge tube as the FPI was heated. This changes the plate separation

linearly as a function of temperature, as shown in Equation 2.3 and graphically in

the left side of Figure 5.2. In the figure we see a linear relationship between the

emission line location (cos θ) and the temperature. The slope of this line gives the

relationship between order number and temperature.

Plotting the order number of the peak versus temperature shows a clear linear

relationship, as shown in Figure 5.2. If we then fit this with a line then the slope
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Figure 5.2: Left: This plot shows the location of the emission line peaks
in a deuterium spectrum as a function of temperature. The vertical axis
is the cos θ measured with respect to the optical axis. Right: The same
set of spectra of deuterium scaled to correspond to the order number
(Equation 1.3) including a thermal expansion coefficient of 8.5 × 10−6
◦C−1 which shows good alignment of the peaks.

of that line should give the thermal expansion coefficient of the glass. This is done

and then applied to the data shown on the right side of Figure 5.2.

We determined the thermal expansion coefficient to be 8.5± 1.2× 10−6 ◦C−1.

Which is consistent with the manufacturer data sheet which quotes the thermal

expansion coefficient to be 8.4× 10−6 ◦C−1 at 20 ◦C and 1× 10−5 ◦C−1 at 100 ◦C.

The effect of both the thermal expansion coefficient and the change in index

of refraction combine to reduce the heating required to heat the FPI over one free

spectral range. For an 121 µm thick FPI the heating required is only 55 K.

5.2 Tuning

The tuning of two FPIs is crucial in being able to take proper spectra of an

object. The FPIs need to be tuned to within 1 Kelvin for the spectra to have the high

contrast required for our observations. When the FPIs are out of tune the orders
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outside of the one in tune begin to contribute significantly to the observations of the

spectrum. With proper tuning, these external orders can be suppressed below 1%

thus giving a high contrast. One measure of this tuning is to observe the contrast

ratio of a strong emission line, which is given by Equation 1.5 as the ratio between

maximum and minimum of the transmission. This value should have a strong peak

when the two FPIs are aligned [35].

Figure 5.3: Left: A spectrum of hydrogen at a series of temperatures
from 295 K to 355 K with two FPIs. Note that each temperature only
has one peak which moves with temperature and increases in intensity
at alignment. Right: The contrast ratio of the data shown on the left,
this shows a very strong peak at 312 K.

In the right side of Figure 5.3, we can see an example of the tuning procedure.

The FPIs are aligned and the temperature is changed while observing a discharge

tube. This allows for a measurement of the contrast ratio of the instrument.

The contrast ratio is also a sensitive function of the alignment of the two FPIs.

A slight misalignment can significantly reduce the contrast ratio by allowing more

light to leak through regions of the FPI that should be receiving a minimum in
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intensity. The highest contrast ratio observed for Hα was 210. If we take the known

reflectance of the FPIs and plug it into Equation 1.5 we find it has a maximum

at 213 at this wavelength. This implies that we were observing an almost perfect

alignment of the optical centers.
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Chapter 6: Analysis

With the tools for reducing the data we will now discuss the true analysis of

that data. This focuses on the methods used to construct a spectrum at an arbitrary

point in the field of view and thus the construction of maps which display the line

depth over the image.

We will define the depth of a line to be the fraction of the intensity within

an absorption feature compared to the intensity in the fit to the continuum of the

source. With this definition a deep line would have a line depth less than one while

a value of unity corresponds to no line detected.

6.1 Spectral Analysis

Once we have created the images of the spectral data and found the optical

center we are able to begin the analysis of the spectra in the images. The first step

in the analysis is to convert the image from a radial pattern into polar coordinates

around the optical center. This then means that the spectrum can be computed by

taking the average along the azimuthal direction. In order to accomplish this, the

routine uses a coordinate transformation mapping which takes the input coordinates

and the output coordinates which maps each point to its corresponding radial and
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azimuthal coordinate. This transformation distorts the spatial information but then

has the intensities corresponding to any particular wavelength as a single column in

this polar image. An example of this is shown in Figure 6.1.

Figure 6.1: Left: An example of an image which has been converted to
polar coordinates. The horizontal direction shows the radial component
and the vertical direction shows the azimuthal direction. Right: The
spectrum created by taking the average of each column in the image
shown on the left. Note here that the x-axis is in arbitrary units which
are proportional to wavelength.

To create the average spectrum over any part of the reference image we simply

select that region in the reference image and then using the necessary transforma-

tions we find that region in the FPI image. We can then apply the polar transforma-

tion to the masked FPI image. To find the spectrum of that region we simply take

the mean of each column which correspond to regions at equal radii. This averages

over the spatial dimension of the region while extracting the average spectrum of

that region. The radial coordinate is then taken from Equation 1.3.

Now that we have a method to create a spectrum from an arbitrary region of

the image we can do analysis on the spectrum of any region within the image. This

is shown in right right side of Figure 6.1, where each data point corresponds to the
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mean intensity at some radius. Using the panorama method discussed in Section 4.3

we can reconstruct a spectrum using the transformations provided by the routine.

The user can then select a region in the panorama image and recover all the sections

of the FPI and reference images which make up the chosen region.

With the ability to recover any part of spectral image simply by selecting a

region on the panoramic image we can easily recreate the spectrum of that region.

We simply extract the spectrum of each of the individual spectral images then stitch

them together in a coherent way.

6.2 Line Depth Maps

Up to this step we have created a series of spectra at different radii all cor-

responding to one region on the panorama image. Now we need to combine these

into a single spectrum at that point on the image. To accomplish this we take the

average of the points at the same radii. There is some fluctuation of the compo-

nents of the spectra because of errors in the zero level of the division process. This

comes from the uncertainty of the noise during the true exposure. To correct this

we use a moving average across the spectrum with a window width of 5 pixels. This

suppresses fluctuations from outliers while not changing the overall shape of the

spectrum.

Once we have created a composite spectrum of a region we would like to

determine different properties of that spectrum, namely the depth of any lines in

the spectrum as well as the full width at half maximum (FWHM) of those lines.

43



To accomplish this, we need to first find the locations of the minima and

maxima. We then estimate the level of the continuum. To do this we make the

assumption that the maxima of the spectrum is the continuum. This assumption

works well for regions with many lines but it struggles in regions where there is

little information about the continuum. Once we make that assumption about the

continuum, we simply fit a line between them and find the value of the continuum

and take the ratio of the continuum to the minimum to be the fractional depth of

the line.

Figure 6.2: An observed spectrum in the 720 nm filter, with the 4th or-
der polynomial fit to the continuum and the locations of the minima and
corresponding locations on the continuum. The x-axis is proportional to
wavelength and the y-axis is an arbitrary intensity.

To get the FWHM of a line we use the same fit to the continuum as used to

find the depth. Now we just take the region between the two maxima to be the full

extent of the line. Then we just find the half max then measure the width at that
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point.

To create a line depth map, we sample some region of the field of view and

construct its spectrum. We can then use the methods discussed above to find the line

depths of all the lines in that field of view. We then color that region corresponding

to the average depth of the lines within that region. This is then repeated many

times over about 10 region sizes and covering about 2,000 regions. The composite

image of all of these regions is then the final line depth map. An example of the

results of this method is shown in Figure 7.2. In this figure, we can see that there

is a strong signal among the different regions. There are also some artifacts on the

edges of the maps, these correspond to regions where there is very little data about

the spectrum. Since the quality of the spectrum drops away from the center these

points around the edges are ignored, thus the mean line depth is one, showing no

depth change.

6.3 Line Depth Maps Second Method

While testing the robustness of the previous method, we encountered some

issues and decided to attempt a different method to produce the depth maps. The

biggest issue was that the previous method oversampled the data. It made repeated

observations of small regions of the image which may not have contained any infor-

mation whatsoever. We remedied this by instead only looking for the lines that are

indeed present in the spectrum. Overall this method finds all the line depths along

every ray in every image.
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The first step in this method, similarly to the previous method, is to convert

the spectral image into polar coordinates. This gives the spectrum over the entire

image along each of the individual rays in different azimuthal directions. Then we

can use the same method to find the line depths along all those rays. In the same

manner we can find the FWHM of each of these lines. We then fill in that region

with contains the line and is bounded by the FWHM with the depth of that line.

The output is a series of concentric rings of various sizes depending on the width

of the line and then colored by the depth of the line at that point. This process

is then repeated for all of the images in the data set. We can then use the same

transformations used to construct the panoramic image to place the depth rings

onto the scene. We found that this method gives largely the same result as the

previous method.

In Figure 6.3 we can see that the two methods find a similar change in the line

depth between the two regions which is seen in the histograms of the line depth.

The reason for the change in the absolute value of the line depths is that in the

second method we have only considered the deepest lines and ignored all of the

shallower ones. In the first method all the lines are considered so the shallower lines

will increase the mean fractional line depth.

This method has significant advantages over the previous method. The largest

being that it does not oversample the data, in that it only extracts the data that

is available and does not need to make assumptions to align the baselines of the

component spectra. The other benefit, is the drastic improvement in run time. This

method can finish a data set containing 20 images in just over a minute whereas the
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Figure 6.3: A comparison of the two different depth mapping methods
on the same data set. Left: An example of the first method of depth
mapping, Upper left: an image of the full region , Upper right: The depth
map and the panoramic image of the region superimposed. Bottom right:
The depth map showing the same region. Bottom left: A histogram of
the line depth map, deeper lines are on the left. Right: An example of
the line depth map created by the second method. Top left: The line
depth map highlighting the region containing the tree called region 1.
Top right: An image of the region. Middle right: The same depth map
now highlighting the sky called region 2. Middle left: A histogram of the
line depths with histograms of regions 1 and 2 shown in red and green,
respectively.

previous method would have taken about 2 hours to achieve a similar result. The

improvement in speed comes because the old method required about 2000 regions

of different sizes, each of which required complicated image region calls which is

computationally and memory intensive. The improved method requires only one

function call per column and then quickly reconstructs the output using a fast

image mapping function.

47



Chapter 7: Results

The science objective of this project is twofold, the one part is to measure the

florescence of chlorophyll and the other was to measure zodiacal light. Until now we

have primarily focused on the chlorophyll measurements as this is an easy application

of our instrument to a diffuse object which requires high resolution spectroscopy.

We also include some discussion on our first attempt at the observation of zodiacal

light as well as some bright astronomical objects.

7.1 Chlorophyll Florescence

As a proof that chlorophyll fluorescence is indeed observable, we can use the

methods discussed in Chapter 4 to take the average spectrum of two regions of in a

panoramic image. One region with a tree (Region 1) and the other region containing

only the sky (Region 2), this is shown in Figure 7.1. Looking at these two spectra

simply by eye one can see that the lines are not nearly as deep in the tree as they

are in the sky. We can then take the ratio of these two spectra; this should show the

amount of excess produced by florescence. In this ratio we can see distinct peaks

where the absorption lines occur in the solar spectrum. The height of this ratio

corresponds to the fraction of the light coming from florescence [36]. In this figure
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we show the results at 720 nm; here the chlorophyll florescence signal should be near

its maximum [16].

Using models of chlorophyll and the solar spectrum we can make predictions

about the effect of florescence on the reflectance of solar light. The total fraction

of light which is observed in excess of Fraunhofer lines varies with wavelength from

0 around 600 nm to a peak of about 15% at about 740 nm. In the filters we

will consider we note that the signal should be nonexistent at 590 nm, weak but

observable at 656 nm, and peaked at 720 nm.

Using the tools discussed in the previous chapter we can create the line depth

maps showing the mean line depth over the field of view. In the results below we

have used the first method for creating the line depth maps. We then repeated this

procedure using three different filters 590 nm, 656 nm, and 720 nm. The results of

which are shown in Figure 7.2.

In these plots it is clear that there is a signal contained in the tree. Looking

at the bottom left of the rightmost depth map (720 nm) we can see that there is a

difference between the line depths on the sky and on the tree. The histogram also

confirms this there are two distinct peaks in the histogram implying that the lines

in the tree are shallower by about 12% (84% deep on the sky and 72% deep in the

tree). This result is confirmed by the other two sets of figures. In the center set

(656 nm) there is just barely a difference seen as a shoulder to the right of the main

peak in the histogram at a percent difference of ∼5%. By eye, this shallower region

does appear to be located on the tree compared to the sky. The final set on the left

(590 nm) shows no signal in the histogram. Looking at the depth map itself there
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does not appear to be any significant variation in the line depth over the panoramic

image.

These results reflect the results of the simulations. We see a strong signal of

florescence at 720 nm, a weak signal at 656 nm, and no signal at 590 nm. From

Figure 1.4, we expected the flux at 720 nm to be about 6 times the flux at 656 nm.

This is slightly stronger than the difference in line depth we observe, but there are

many factors including the solar angle of incidence, which reduces the flux incident

on the surface. The chlorophyll density also change this value as more chlorophyll

dense plants should produce more fluorescence at constant incident radiation.

Before this project is finished we would like to make measurements in the other

filters we have available. These should confirm that this effect is indeed florescence

as this signal should diminish again around 800 nm, so observations with our 850

nm filter should show no signal.

7.2 Astronomical Observations

As a proof of concept we took the instrument out to the Goddard observatory

and made a few observations of the sky. The primary focus of these observations was

to prove the ability of this instrument to make observations of astronomical objects

as well as take their spectra. We collected spectra with two FPIs in spatial scanning

mode. During these observations we were able to collect spectra of the orion nebula

in Hα, the moon, and Jupiter. Fainter objects will require more accurate tuning

and better cameras which we should have soon. This shows that our instrument
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works in practice to observe diffuse objects. The procedures and setup we have

described can be used in general to take spatially resolved high resolution spectra

of astronomical sources.

We also collected some data with only one FPI. This gave some spectra of

bright emission sources as we did not have the contrast afforded by two FPIs to

collect spectra. The primary focus was on the Orion Nebula. This object has very

bright Hydrogen emission lines so could easily be seen with only one FPI, this is

shown on the right hand side of Figure 7.3. In this figure we can also see a second

bright line which is likely a nitrogen emission line at 654.8 or 658.4 nm both of which

are within the 3.5 nm FWHM of this filter. We also observed the moon with one

FPI in spatial scanning mode. We do not see the same contrast as we would with

two FPIs but the Hα absorption feature is so strong that it can still be seen while

orders are overlapping [24].

The issue in analyzing this data was that the data reduction tools does not

contain a star tracking routine. The panorama image creation requires there to be

sharp features in an image which can be found using the SURF feature detector.

This becomes a problem when working on star images because the SURF algorithm

ignores point like objects and instead searches for sharp corners as features. This

means that a star tracking algorithm should be used to find the stars in the field of

view. We intend to implement the Astrometry.net routine to find stars in the field

of view and thus determine the transformation between two images of astronomical

objects [37]. We used this on a raw image of our data, shown in Figure 7.4, this

shows that this was easily able to find many of the faint stars in our images. We
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could then use this to find the proper transformations of our data.

7.3 Zodiacal Light

At the beginning of this project we had intended to make observations of

zodiacal light by looking for the solar spectrum in a dark sky long after sunset [3]. We

tested our instrument at the Goddard Space Flight Center off site observatory and

discovered that our cameras are too noisy to be able to observe zodiacal light. For

a one minute exposure the signal is dominated by the dark current of the hot pixels

in the detector. There are on the order of 500 hot pixels, which would dominate the

signal if we were to take the 10 minute exposure required to observe even a faint

signal of zodiacal light from our observing site [38]. Planned upgrades to our camera

will make these observations of zodiacal light possible.
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Figure 7.1: An example of the observed chlorophyll florescence signal
in the 720nm filter. Left: The top and bottom images show the selected
regions of the panorama image containing a tree with brightly lit leaves
(Region 1) and the sky (Region 2), receptively. Top right: The average
spectrum of these two regions, here the x-axis is proportional to wave-
length although the absolute wavelength calibration has not been done
for this dataset. Bottom right: The ratio of the spectrum of region 1 to
the spectrum of region 2, plotted on the same scale.
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Figure 7.2: All figures show the mean line depth over the field of
view. Top left: The panoramic image of the reference. Bottom right:
The mean line depth map, note that the scale of the line depth map
is common to all the figures and shows blue as the deepest lines and
red as the shallowest. Top right: The line depth map overlaid on the
panoramic image showing the relationship between the line depth and
the reference. Bottom left: A histogram of the line depth map, this
shows the difference in line depths at the location of the tree versus the
sky. Left: the results at 590 nm Center: the results at 656 nm Right:
the results at 720 nm.

Figure 7.3: Spectra of objects collected using one FPI in spatial scan-
ning mode. Left: Spectrum of Orion the peak on the right has the same
order number as the lab hydrogen emission tube. Right: Spectrum of
the moon. The second order peaks are from ghosting of the moon image.
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Figure 7.4: The output from astrometry.net on the raw reference image
of the orion nebula. The named objects are the ones found by their
algorithms [37].
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Chapter 8: Conclusion

Through this project we have demonstrated the ability of our high resolution

spectrometer to take spectra of diffuse sources. Beginning from a simple instrument

with many free parameters we have developed it into a true scientific instrument.

We have shown the process of designing mounts for each of the components and

the testing of the assembly. A program was the written to collect data, control

temperatures, and perform basic analysis. We then measured the properties of the

instrument focusing on the thermal properties as they are crucial to the control of

the instrument.

Once the instrument was constructed we created a data reduction procedure

which is robust to almost any input data. This includes all image normalization

procedures like flat fielding and dark frame subtraction. It also determines all the

required parameters needed for the analysis of the data including the optical center

and all necessary transformations. The data reduction procedure is almost entirely

automated but future improvements could simplify this process even more to require

no input from the user.

Using these tools we have made measurements of the fluorescence of chlorophyll

these results serve as a test of our ability to observe high resolution spectra of diffuse
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objects. This involved taking high resolution spectra of a plant using the sky as a

reference source. We then reconstructed the spectrum at any point in the field of

view of the instrument. Using two different methods we have created maps of the

line depth in a series of images. These have shown that there is a significant variation

in the spectrum within a tree corresponding to the strength of the chlorophyll signal.

8.1 Future Instrument Assembly

Within the next month we should have a new assembly for the instrument.

We took the issues we had with the original instrument and made modifications to

fix them in a new assembly. The largest revision is that the vacuum chambers will

be mounted on a fabricated tip tilt mount rather than a purchased one. A rendering

of this new assembly is shown in Figure 8.1.

Figure 8.1: Renderings of the updated instrument. Left: Isometric view
of the newly modeled parts including the tip tilt mount with the vacuum
chamber, and beamsplitter on the right. Right: A rendering of the new
components installed into the instrument.
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Overall the scheme of observation and major components are unchanged. The

mounting of the components is the only major change. In addition to the creation of

the tip tilt mount we also changed the vacuum chamber to better accommodate the

etalon holder. The old vacuum chamber was too tight around the holder to allow

clearance for the heater and thermometer wires. In making the vacuum chamber

larger it would no longer fit into the purchased tip tilt mount hence the change to

our manufactured one.

When we combine this new instrument assembly with our new low noise cam-

eras we will be able to easily to spectra of astronomical sources. The cameras will

be arriving soon and will be a very significant improvement to our current cameras.

8.2 Future Observations

Within the next few months the new assembly of the instrument should be

complete. This will allow us to much more easily take new measurements of both

chlorophyll fluorescence and astronomical sources.

In the future, this instrument could easily be adapted to larger scale observa-

tions. There is a strong motivation to use this instrument to measure bulk plant

productivity, which was observed in the chlorophyll signal. Space based or high

altitude measurements of chlorophyll efficiency would be a very enticing observation

for those in the biological sciences. In the field of astronomy there are many diffuse

objects which would be ideal targets for this system including nebulae and bright

galaxies.
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