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Chapter 3

The ADMS Query Optimizer—Integrating

Result Caching and Matching

3.1 Introduction

Relational database query languages allow users to save final query results in relations
[ST79, SWK76]. Under certain situations, for example, when sorting is performed
or nested queries are present, query intermediate results must also be wWoooed
facilitate the query computations. It is then prolitable to cache these query results
on disk over a longer time for potential reuse. Caching query (intermediate) results
for speeding up follow-up query processing has been :oposed for different applica-
tious in previous literature. In [ALS0, Fin82, LYS85, Rou91], cached query results are
used in relational database systems to avoid repeated computations. [Sel87, JhiS8S]
addressed the issue of cachit  query results to support queries with procedures, rules
and functions. In a distributed client-server environment, caching query results on
client workstations can reduce both the network contention and the server request
bottleneck [DR92]. Recently in extended relational databases, this technique was sug-
gested to save evaluation time of expensive predicates which involve large and com) :x
attributes [11S93].

Rosearch on this topic must address to two major issues: (1) cache Wt
K
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Chapter 4
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electivity  tima lon 1

4.1 Introduction

As d  onstrated in Section 2.3, one of the st lmportant factors that aflects query
plan cost is selectivity, which is the number of tuples satisfying a ven p icate.
Therefore, the accnracy of selectivity estimate directly affects the choice of best plan.
A study on error propagation [IC91} reves | that selectivity estimation errors can
increase expounentially with the number of joins and thus affect the decisions in query
optimization. Accurate selectivity estimation has become even more important in
today’s systews of much larger database sizes, possibly distributed over a LAN or a
WAN. In such systems, the query plans are expected to diverge much more in cost
due to the database size and the volume of data transmission. Therefore, accurate
selectivity estimation is even more crucial.

The issue of selectivity estimation has attracted popular interest, and different
methods have been proposed [MOT9, Che83b, Chr83a, PSC84, KK&5, IHOTSS, Lynss,
MDSS, LN90, ¢ D93, Toa93]. Although accuracy is very important for selectivity
estimates; the cost of obtaining such estimates must be confined if they are to be cost
effective. Tn all the above methods, however, extra /0 accesses to the database are

required for the very purpose of collecting statistics. This procedure might be expen-
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Ihe term ¢, X! A in the above expression can be further simplified

i

.

Gm— 4Y [ Fro +/HWL Y??ZGNL—lfY ]
(GGG 1 X [, + meGm—lX J7

now substitue G;l above with Eq. A.6
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Merefore, from Iq.A.12 and A.13 we get the recursive formula for A
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