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In this paper I looked into some modifications of the standard diffu-
sion equation. First I added “look back” in the differential equation and
proved that the solution of the new equation converged to the solution of
the diffusion equation in the Ito sense. Then I proved that if we use an
approximation to the Weiner process as well as “look back” our solution
will depend on the order in which we take the limits. Specifically if we
first let the look back go to zero then let our approximation to the Weiner
process converge to the Weiner process we will converge to the diffusion
equation understood in the Stratonovich sense and if we first let our ap-
proximation converge to the Weiner process then let our “look back” go

to zero we will converge to the Ito integral.
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1 Background

1.1 Defining our process

A Weiner process is a Gaussian random process which has the following prop-
erties:

1. E(W) =0, t>0
2. E(WWy) = min(s,t)
3.

Wi(w) is continuous in t a.s.

That such a process exists can be proven (cf, for example, Koralov and Sinai
2007). The Weiner process has several important properties. Of particular in-
terest are that the Weiner process is a.s. nowhere differentiable, has infinite
total variation, and the increments of the Weiner process are independent of
each other. In addition it can be shown that E(W; — W,)2 =t — s (cf for
example Karatzas and Shreve 1991).

So let W; be a real Weiner process. It can be shown that the Weiner pro-
cess is a suitable “white noise process” to add to a differential equation (see
Oksendal 2007 pp. 21-22). Let us then consider the two differential equations:

iy = b(xy) + o(z) Wy, 0 = x0 (1)

xts = b(xf)+a(xf)OWt, l’g = X0 (2)

Where equation 1 is understood in the Ito sense and equation 2 is understood in
the Stratonovich sense. These equations find significance in a variety of appli-
cations. However, the solution to these equations, x; and wf , are not smooth.
They are in fact nowhere differentiable.

Because the Weiner process is a.s. nowhere differentiable, Wt is non-existent
and we are left to consider weak solutions to the above equations. The exact
nature of fg o(xs)dWs is unclear, however, due to the Weiner process being of
unbounded (infinite) total variation.

When considering how the stochastic integral should be defined we would want
to define the integral for simple functions and then extend the definition to
some class of measurable functions. This approach, however, leads to prob-
lems since it can be shown that when trying to approximate fst WsdWy in this
manner we can find two simple approximations ¢1 (¢,w, n) and ¢ (t,w, n) such
that as n goes to infinity both functions converge to the Weiner process but
E[[2 ¢1(s,w)dW,s(w)] = 0 for all n and E[f; ¢a(s,w)dW;(w)] = t for all n
(See Oksendal 2007 p.23). We therefore need to limit the class of functions we
can use as approximating functions for the integral.

In 1944 Kiyoshi Ito suggested we use the value at the left hand end point of the



interval to make this approximation. This suggestion has led to what is now
known as the Ito integral. In 1963 Donald Fisk and in 1966 Ruslan Stratonovich
independently suggested a different definition that used the value at the mid-
point of the interval as an approximating value. This suggestion has led to the
definition of what is now known as the Stratonovich integral.

1.2 The Ito Integral

To solve the problem of different approximations leading to different integrals
we need to restrict the class of simple functions in some way. Ito suggested we
look at functions f(t,w) which are F; adapted. This would restrict us to using
the value of our function at the left end point as an approximation. This seems
like a reasonable criterion since it leads to a property of not “looking ahead.”
For a full description of Ito’s definition see Oksendal 2007 pp.25-30. Essentially
once we restrict ourselves to F; adapted functions we can define the integral
naturally for a simple function ¢(¢,w) = > €;(w)X(t, t,,,] as

[ olswiav. =Y 6@, ~ Wi )w) )

and expand the definition by using simple approximations to more complex
functions.

The Ito integral has many useful properties (see Oksendal 2007):

. E[(f: f(s,w)dW,)?] = E[f: f?(s,w)ds] (The Tto Isometry)
[LfaW = [Y fdW, + [1 fdW (Separability)

[Hef +g)dW, = ¢ [f fdWs + [} gdW; (Linearity)

CE([! fdwy) =0

. f: fdW is F; measurable

. The Ito integral is a Martingale w.r.t. F;

o Ul W N

However, change of variables is difficult under the Ito integral. For a one di-
mensional function we get the following theorem:

Theorem 1 (The One Dimensional Ito Formula) Let x; be defined
as above. Let g(t,x) € C2([0,00XR). ThenY; = g(t, X3) is an Ito process
and
dg dg 19% 2
dY; = —=(t, Xy)dt + == (1, Xp)d Xy + - = (¢, Xy) - (dX
t 8t(’ t) +a$(a t) t+28$2(, t) - (dXy)

And for multidimensional functions



Theorem 2 (The Multidimensional Ito Formula) Let X; be an n
dimensional Ito process. Let g(t,z) = (g1(t,x), ..., gp(t,z)) be a Cy map
from ([0,00)XR"™) to RP. Then Y: = g(t, X¢) is an Ito process and Yy, is
given by

) ) 0?
dYy, = a’;’“ (t, X, dt+z Tk (1 X0)dX it Z o g’“ (t, X;)dX;1dX;

For a proof of these theorems see Oksendal 2007 p 46.

1.3 The Stratonvich Integral

Because of its “no look ahead” property, the Ito integral’s approximations have
to use the left end points of intervals for the approximating functions. In 1966
Stratonovich proposed a different approach. For random processes X; and Y;
we define

Y2+Yt

/YdX —lsz_mZ

(See Stratonovich 1966, Tkeda and Watanabe 1989). Effectively this changes
from using the left end point of the interval to using the midpoint of the inter-
val in the approximation. Despite this seemingly minor change, the properties
of the integrals vary significantly.

——— ) [ Xy Xy ]

j+1 3J

Although the two integrals disagree, the Stratonovich integral can be written
as a function of the Ito integral. While it can be shown using integration by
parts that for smooth functions the Ito and Stratonovich integrals agree, if the
function is non-differentiable, like x;, then the Ito integral and Stratonovich
integrals are not the same. Specifically, in one dimension, $ts can be related to
the Ito integral by the equation:

t t 1 [t
xf—xg:/o b(xf)ds+/0 J(xf)dWS—i—Q/O o(2)o(zP)ds  (4)

where the stochastic integral above is interpreted in the Ito sense (see Stratonovich
1966). More generally, we can define a new operation “symetric Q multiplica-
tion:”

1
Y odX =YdX + dXdY (5)



And show that this definition leads to an integral defined as above(see Ikeda
and Watanabe 1989). This would mean that if xf is defined as above:

t t
1
/ l‘deWt:/ l‘gdW3+§ <£USS,W3 >¢
0 0
t t S\2
1 0
:/ 93de3+/ M-dt
0 4 0 (91‘
See Tkeda and Watanabe, 1989 and Karatzas and Shreve, 1991 for more details.

It can be proven (cf example Ikeda and Watanabe 1989) that the Stratonovich
integral is separable and linear. However we lose the property that the integral
is a Martingale (Oksendal 2007) and we also lose the fact that the average of

the integral is 0 (specifically from the above relation we get E/( fg fodWy) =
iE[fg %—J:ds] which is in general not zero).

We do, however, get a very nice property when doing change of variables. Un-
like the Ito formula, the Stratonovich analogue does not have any second order
terms, which makes it so that the chain rule functions similarly to what would
be expected for the normal integral. Specifically we get

Theorem 3 (The Multidimensional Ito Formula for Stratonovich
Integrals) Let X; be an n dimensional Stratonvich process. Let g(t,x) €
C2([0,00)XR™). Then Y, = g(t, X¢) is an Stratonovich process and Y is
given by

99 99
dY; = =(t, Xy)dt + —(t, X;) odX;
= Gy 0 X0+ 3 (0. X) 0 iy
(see Tkeda and Watanabe 1989). Because of these different properties, both
definitions of the integral are desirable in different situations.

1.4 Choosing which interpretation to use

Which interpretation is appropriate depends on how we choose our approxi-
mating process. In “On the Convergence of Ordinary Integrals to Stocastic
Integrals,” Eugene Wong and Moshe Zakai proved that if we approximate the
Weiner process with a process, yn, which has the following proerties:

1. y,, is continuous and of bounded variation a.s.

2. yp converges a.s. to Wy as n — 0o

3. For almost all w there exists ng(w) and k(w), both finite such that for all n > ng and all t in
[a,b], yn(t,w) < k(w)

4. yn has a piecewise continuous derivative



And if b and o are both Lipshitz continuous, then the approximation

&y = b(xi') + o (i) gn.s (6)
converges as . — 00 to Jif a.s. This would lead us to believe that the
Stratonovich integral is the more natural choice in certain situations. How-
ever the fact that the Ito integral is a Martingale w.r.t. F; leads this choice to
be more desirable in many situations.

When we use an approximation which uses multiple parameters, we sometimes
get different behaviours depending on the order in which we take the limits. For
instance, if we consider the system:

5
s 5 5 PN S s 5
upy”® = b(gt”’) = pi° + o(qf’ )Tg,q,’;‘ =p°ay’ =q, o’ =p (7)

where V;‘S is an approximation to W% and look at the behaviour as p and &
approach zero, then we will see different behaviours depending on how p and §
are related. M. Freidlin proved that if 1,6 | 0 and lim(pe'/?) = 0, then ¢! 0
converges to x+ and, otherwise, the solution converges to xf . More specifically,
if we let ¢ go to zero and then let 1 go to zero, we will understand the integral
in the Tto sense, but if we let 1 go to zero first and then let § go to zero, we will
understand the integral in the Stratonovich sense. (Freidlin 2004)

In this paper I will consider a different method of smoothing out the process,
namely using a mollifier in the differential equation to smooth the solution out.
I will first show that if we only use the mollifier, then the solution should be
understood in the Ito sense. I will then show that if we use both an approxi-
mation to the Weiner process as Wong and Zakai did and a mollifier, then the
solution will converge to the Stratonvich integral provided we take the limit of
the mollifier first or take both limits at the same time. However, if we first let
the process converge to the W then let the mollifier converge to zero, the ran-
dom process will converge as though we were looking at the stochastic integral
as the Ito integral.



2 Differential Equations with Mollifiers

First I will consider just the case where we apply a mollifier to our process to
smooth out the process. So let xf be the solution to the equation

. t t )
2 = b( / h(s — o)zl da) + o / h(s — )zl da)W, (8)
0 0
and x4 be the solution to the equation
ﬂf‘t = b(CEt) -+ U(xt)WS (9)

where O'WS is understood in the Ito sense. If both b and o are Lipsitz and h is
a mollifier with support between 0 and ¢ then we have the following theorem:

Theorem 4 For each T30, under the above assumptions J:? converges
uniformly on [0,T] in probability as § | 0 to x;

Proof: To prove this theorem we will need the following lemma:

Lemma 1 If b and o are both Lipshitz then E|x! — 2%]? < K|t — 5|

Proof of Lemma: Using the boundedness of b and ¢ and the fact that s <t < T
so (t —s) < T we get that:

t t
Elz) — 20?2 < zEy/ b(/ h(r — o)z da)dr)|?
0

t t
+2E|/ a(/ h(r — o)zl do)dWr)|?
s 0

IN

2Kt —s)?) + 2(/ a(/o h(r — o)z do)?dr)

2(KP(t —5)°) +2(Ka|t — s])
K|t — s

IN A

Which proves our lemma.

To show convergence it will suffice to show lims)o E(X{ — X;)> = 0. But
using the properties of the Ito integral, the fact that b and ¢ are Lipshitz, and



lemma 1 we get:
E(X? - X;)? < 2E(/Ot b(/ot h(s — a)xlda) — b(xs)ds)?
+ 2E(/0t a(/ot h(s — a)xdda) — o(xs)dW s)?
< 2E(/Ot K2 /Ot h(s — a)adda — 4 |2ds)
+2F /Ot K2 /Ot h(s — a)adda — z4|%ds
< 2E(/Ot (K2 + K3), /Ot h(s — a)(@ — 24+ a0 — 2%)da|2ds)
< 2K5E[/Ot 2(/0t h(s — a)(a? — 2)da)?
4 2(/; h(s — ) (2. — o9)da)2ds]
< 2K5[/0t E2(/0t h(s — a)(a? — 2)da)?
+2E(/0th(s —a)( max (2%) — of)da)2ds]

s—0<r<s

< 2K5[/0t 2B () — x)* + 2(/0t(K26)ds]

t
< 4K / E(x° — z,)? + 4K5T(K25)
0

At this point we use Gronwall’s inequality to get E(XP —X;)? < 4K5T(K?5)etTKs
which clearly goes to zero as ¢ | 0.



3 Approximations with mollifiers and a smooth
process

If we both use a smooth approximation to the Weiner process and add a molli-

fier to our process as we did before, then we will get behaviour similar to what

M. Freidlin found for ¢; 2, Specifically, we will find that what xf’ 0 converges
to will depend on the order in which we take the limits.

Let y, be a continuous random process which has the following properties:

1. y,, is continuous and of bounded variation a.s.

2. y, converges a.s. to Wy as u — 0

3. For almost all w there exists jg(w) and k(w), both finite such that for all
i < po and all t in [a,b], y,(t,w) < k(w)

4. y, has a piecewise continuous derivative

then the following equation will asymptotically approximate either x4 or :L‘tS

t t
:t’f’” = b(/ h(s — a)zdFda) + U(/ h(s — a)zSHda)y,(s), mg’“ =9
0 0
(10)
More specifically if we first take d to be any function of p which goes to zero as
1 goes to zero, then we get that xf’” — xf from the following theorem:
Theorem 5 Let xf’“ be defined as above. Let xi be the solution of the

Stratonovich equation:

. . 1 do(x?
mtS = b(a:ts) + U(uvtS)VVS + ia(mf) (9(a:t )

Then if § is a function of u such that when u is zero then so is §
and b(z), o(x) and o (x)/0x are Lipshitz continuous

and 0o (x)/0x is continuous

and further o(xz) > >0 (or -o(x) > 5 > 0)
d,p
t

(11)

then z* converges to i almost surely.

Proof: T will prove this similarly to Wong and Zakai (1966) Theorem 2 with
some minor modifications. I will need the following lemma which Wong and
Zakai proved:

Lemma 2 Let f(t) be real, non-negative and continuous in —oo < a <
t<b<oo LetO<p<oo, p>0andlete(t) >0 andf:e(t)ds<



(puer?b=)=1 Suppose that

b
log(1+ F(t)/1) < log(1+ e(t)) + p / f(s)ds

b b
£(6) < ) + puee 0 [ ety (1 - puere [ e(eyan

Let ®(x) = [ o(u)du, then using lemma 1:

LOD( [y h(s — a)xd LDz
o) - | Uy Mo ~ o)eelde) | s vy
_/t(?@(fgh(s—a)wg’”dad /tbfo s — a)zd'da)
a a Os . a oz 6"“)
fo s—a) xoj“da) 5
/a 0_( 5#) dy/l_‘_q)(xa“)

/t 8<I>(f0t h(s — )zl de) /t b(z3") + K16
< ds+ [ 2L TR0
a 88 a J(-:Us“u)

+ (1 + sign(yu(t) — yu(a)) K26) (yu(t) — yu(a)) + D(z3")
But this also means that:
LOD( [ h(s — a)zdtd Ep(xoH) — K16
D(at) > / Uy (Sas a)ea’ da) | +/ (xa(im) 1 st
+ (1 = sign(yu(t) — yu(a)) Ked) (yu(t) — yu(a)) + (x4

But thanks to a result from Wong and Zakai:

ds+

ds+

@(mf)—/ aq)a(s <) ds + W — Wa+/t 2((a;i))ds+<l>(mf) (12)

as a special case of equation 11 from their paper.
Since b(x) is Lipshitz, it follows that [b(z)| < K (14 |z|) for some K, therefore:

b(z)  bly) b(z) bly), bly) by)
o o) = low "o o Towy! Y
< (K2/B)(1 + [y]lx — vl (14)
Also, since 0~ 2(z) and o (z) /0t are uniformly bounded we have:
22 O < Kta (15)



By a special case of equation 14 from Wong and Zakai we know that:

(1+ |z —yl)
T+l ) (16)

Let u = 1 + maz,<;<pry which is finite a.s. Then if we subtract |<I>(:Bf’”) —
CI)(a:tS )| we get the following bound:

|[®(x) — ()| = Kalog(

o = af]

x —
log(1 + tT) > Ksl|yu(t) — Wil + Ked| + Ks||yu(a) — Wa| + Ked|+

t
+ K5u/ ||22# — 29| + K70|ds
a

At this point we apply lemma 2 with €, (t)) = €(t) = exp(Ks||y,(t) — Wi +
Keo| + Ks||lyu(a) — W,| + Ked| + Kg(t — a)ud) — 1

Since d goes to zero as p goes to zero, €,(t) goes to zero as j1 goes to zero, and

therefore by dominated convergence so does ff €u(t)dt. Therefore :L‘f’” -z

a.s.

However, if we take p | O first and assume that § >> p so that the limits
can be taken separately, then we get a different result. Namely we find that

xf’“ — x¢ from the following theorem:

Theorem 6 If first i1 | 0 and then § | 0, and under the same conditions

o,

as above, then x," converges to x; in probability.

Proof: Since both mf’“ and x? are smooth, we can use integration by parts to
prove this. So applying integration by parts:

t t t t
xf’“ — :/0 b(/o h(s — a)z%Fda)ds —|—/0 0(/0 h(s — a)xi’“da)dyu(s)
t t i o t :
:/0 b(/o h(s — a)adtda) — (%(J(/O h(s — a)xi“da))yu(s)ds

—0(0)y,(0) + J(/O h(s — a)xi’“da)yﬂ(t)

And
t t t t
9 = —OZQZ(SO[ S g S—O[.CUJOZ
o =ao= [ o[ ns—apaddayis+ [ o[ ns = ajadaajaw,
= t t S*OZLU(S’O[*QO' t S*O[CCJOZ S —o0l\0
= [0 [ 1o = a)aiae) = ol [ hls = a)aida) Wids - oo

+ U(/O h(s — o)z da)W,

10



So subtracting these two we get

2 — 2] < /0 " /0 "h(s — a)tda) — b /0 (s — o) da)|ds
+ [ 1ot [ hts - agattde)yunds)-
— 20 [ hls — @) Wilds + o(0)u0) ~ Wol+
+o( /0 Bt — a)aSHda)y,(t) — o /0 "Bt — 0)ad do) W)
< [t = s + [ S0 [ s = aledelonts) ~ W)+
[ alelr = [ s - @) da + Kol 0) - WO+
+o( [ hit - a)efde)luu(®) - Wi

< 1 [ = ol Kalops) = W) + K [ ad — addrt
+ K3|yu(0) — W(0)| + Ke|y,(t) — Wil

< i [l s + Kl (5) = W(s) |+ Kol 0) ~ W(O) 1+
+ Kolyu(t) — Wi

Then applying Gronwall’s inequality and the rules of expectation we get &/ \:Uf’“ —
f| < B[Kalyu(s) — W(s)|da + K|y, (0) — W(0)| + Kely,(t) — Wi[le"r"
which clearly goes to zero as p | 0. We then apply Theorem 4 to obtain our
result.

So we see that if we take the limit as first 4 | O then 0 | 0 we need to
understand the stochastic integral in the Ito sense and if we take § | O then
1 1 0 we should understand the integral in the Stratonovich sense.

11
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