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An imperative need exists for deformation data from intercdsnafcsilicon
devices. The need for nano-scale measurements becomes more asgera
interconnect technology approaches the 50 nm node and beyond. The tsebébili
devices is determined largely by thermal and mechanicdébrrdations of
interconnect layers during manufacturing and operation. These a&methfby
computational analysis, but informed physical analysis is vidalmeasure the
variables and to guide and verify the computations. Deformationune@asnts are
needed urgently in the nanometer range. What is needed is in-plareceatispht
measurements that are accurate within a fraction of nanomébdgether with
sub-micron spatial resolution.

In recent years, several techniques have been proposed to documestalano-
deformations.  They include electron-beam moiré (EBM), nano-scalegé moi
interferometry, SEM/TEM/AFM digital image correlation (DICand speckle

interferometry with electron microscopy (SIEM). None of théstaxg techniques



provide both the accuracy/sensitivity (sub-nanometer) and spagsdlution
(sub-micron), which are required for the analysis of nanostructures.

The objective of this thesis is to develop a new deformation nerasut
technique to cope with the limitations of each existing technigueibrid method is
proposed to achieve the goal. The proposed method d&iedPattern Recognition
and Correlation Technique (N-PRCT) uses regularly oriented nano-scale structures
that are fabricated on the surface of the specimen. Aftanoigdahe SEM pictures of
patterns on the region of interest before and after loadinfpr(dation), the
conventional low-pass filter combined with a de-blur filter (MéieFilter) are applied
to eliminate the noise during SEM imaging effectively.

A unique practice of E-beam lithography is proposed and implemeated t
fabricate regularly oriented patterns required for the N-PRCHRnique using PMMA
as an E-beam resist. The proposed scheme utilizes the staBfiafdrSmaging to
fabricate the patterns without the need of specially designBdai lithography
system, which makes the implementation of N-PRCT practicaét, thie proposed
procedure can produce gauge lengths (approximately 150 nm) than those ghlmduce
a commercial E-beam lithography system

The proposed method is used to determine the thermally-induced
deformations of a passivation layer in a flip-chip package. Tddaepatterns (115
nm in diameter) are produced on the polished cross-section, and theygaska
subjected to a thermal loading inside SEM using a specialligress thermal
conduction stage. Thermal deformations with the displacementumezant

accuracy of less than 0.1 nm are obtained in a field of viewoh.7 The results



show a shear strain concentration at the interface betwegraske&/ation layer and

the adjacent metal pad.
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Chapter 1: Introduction

1.1 Motivation/Objective

Reliability analysis of microelectronics devices is the easting effort for
electronic device manufactures. The information obtained frorssstteain analysis
and life cycle prediction is to be used to guide and optimize ¢lc&re@hic device design
and manufacturing process. Due to the complex mechanical/thevatahg and
boundary conditions, simplifications and uncertainties cannot be com@gt®ted in
computational modeling methods [1-3]. Therefore, experimental technayaes
highly required; these techniques should be able to provide accurates riesul
stress/strain studies for microelectronic devices. Moiré aimostopic moire
interferometry [4-11] has been well developed in the past decadesuacessfully
used to document the deformation caused by temperature change or(dnachinze
loading in microelectronic devices.

Along with the efforts to enhance the performance of microelectaevices
(i.e., faster speed/higher clock frequency), smaller featwes sf transistors and
higher circuit density as well as new materials are beingugd. Numerous studies
to characterize the intrinsic mechanical properties of m&eneeluding material and
interfacial strength, have been conducted in recent years.it ietot known how
much deformation the new microelectronic devices will experiedceing
manufacturing and operation. The critical questions are relyabiid failure. The
physical deformation information is crucial to guide the desitacture design and

the material selection.



Deformation measurements are needed in the nanometer rangeetssatidr
above issue. The need for nano-scale measurements becomes imasinent
nano-scale components and interconnects are realized in actual devices.

In recent years, several techniques have been proposed to document
nano-scale deformations. They include electron-beam moiréMYER2-16],
SEM/TEM/AFM digital image correlation (DIC) [18-40] and spexkhterferometry
with electron microscope (SIEM) [41-42], etc.

However, none of the above techniques can provide both the
accuracy/sensitivity and spatial resolution that are required rfano-scale
displacement measurement. A new full-field in-plane displacemmeasurement
techniqgue for nano-scale structures with measurement acaeasyivity of
sub-nanometer on a few microns length scale is required. Tthis imotivation of

this dissertation.

1.2 Literature review: Existing Techniques

In recent years, several techniques are proposed to documentdiraadiein
required for nano-scale structures. In this section, these technaeesheir

limitation are discussed.

1.2.1 Electron Beam Moiré

Electron Beam Moiré (EBM) was first proposed by Dally and Read [12, 13] to

provide high spatial resolution beyond optical microscopes using vigiie and



later practiced by other researchers [14-16]. It is bagieall in-plane geometric
moiré technique using the scanning electron microscope (SEM).

Moiré fringes are formed by the superposition of two amplitudéngs each
of which is comprised of opaque bars and clear spaces. Thenshatis between
the moiré fringes and grating lines can be determined sinypjebmetry [17]. For
the case of pure rotation, the shaded triangle in Figure. 1-13 fpvesnall angles,

g/2=6G/2, where the grating pitcly and the fringe pitctG are defined in the

figure. Thus, for small pure rotations,

G= 1)

@

In terms of frequency, the relationship is

F=fo )

e | A
==

@ (®)
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Figure 1-1 (a) lllustration of Moiré fringe caused by pure otation (b)

lllustration of Moiré fringe caused by frequency difference (c) Moiré fringes
triangular intensity distribution when the emergent light is averaged over the
pitch of the coarser grating. In (d), the rounding is causedby averaging over

several pitches. [17]

Note that the fringes of pure rotation (Figure 1-1a) lie padjpeilar to the
bisector of anglé, or nearly perpendicular to the lines of the gratings.

For pure extension (Figure 1-1b) there is one more line in the fraéng
than in the coarser one, for each moiré fringe. Thus, the pitch ofdiné fringes is
given by

G=ng, =(n+1)g, 3)
wheren andg, are the number and pitches of the coarser grating, respecthatly,
fall within G; n+1 andg; are the number and pitches of the finer grating, respectively,

that fall withinG. By eliminatingn this reduces to

S (4)



and in terms of frequency, the relationship is
F= f1_ f2 )
where f, andf, are the frequencies of the finer and coarser gratings, tashec

The fringes of pure extension lie parallel to the grating lines.

In practice of the in-plane geometric moiré, one of the gyatis fixed in
space (called “reference grating”), and the second gratingnaeftogether with the
specimen (called “specimen grating”). It is to be noted thainihal frequency of
the specimen grating is identical to that of the referenceingrat Then the
displacement can be determined from the fringe orders by the foosimple

relationship

U==N,, V==N 6
: : (6)

where U,V are the displacement in the x and y directioris,,N, are the

corresponding fringe orders; anfl is the frequency of the reference grating. In
the fringe patterns, the contour interval i& 1/The sensitivity is its reciprocal (i.e.,
the number of fringes generated per unit displacement). Consequédrdly, t
sensitivity is limited by the number of lines and the E-beaménweas proposed to
cope with the limitation.

The E-beam moiré usassmall diameter beam of electrons (100 to 200 nm) to
sensitizea several hundred nanometers thick layer of electron resist [TBE line
patterns are produced by etching the sensitized resist. Higuslhows an example

of specimen grating used in E-beam moiré. The frequency otarsgegratingf,,,



is determined by the scanning frequency and scanning area per gcama [14].

It can be expressed as

_ number -of - scanning -lines
¢ height-of -scanning-area

x magnification (7

Figure 1-2 SEM image of lithographic specimen grating [14]

Moiré fringes appear when the specimen grating (line griaysbserved in
the scanning electron microscope. The raster scanning frgqoér8EM is the
same as that of line arrays produced on the specimen. Tdte®elbeam scanning
acts as the reference grating and it interacts with therspeajrating to form moiré
fringe patterns. Then the displacement can be determined by Eg. 6.

Since the E-beam moiré fringe is produced by the spatial fregumismatch
between the specimen grating and the raster scanning limel, e affected by the

diameter of the electron beam and the detailed topography ofinié®e on the



specimen. The current E-beam lithography technique can readityaofipecimen
grating with a frequency of 5,000 lines/mm [13,15], providing a contour intefva
200 nm/fringe in a region of interest of approximately 36 by 30 um [12-14].
The sensitivity is substantially lower than that required f@ano-structural
deformations.

Although specimen gratings with a higher frequency (higher than 10,000
lines/mm) are possible in theory, it would be extremely diffitoltnake a uniform
grating with such a high frequency due to the instabilityhefE-beam. It is to be
noted that non-uniformity of the grating will produce undesired fringee et at the
non-loading condition. In addition, a smaller diameter of E-beajuined for the
high frequency grating fabrication results in a higher exposure, dekich can
damage or burn the resist layer and leave an ambiguous gratihg.anibiguous

specimen grating produced by the extreme exposure dose is shown in Figure 1-3.

Figure 1-3 Specimen grating due to higher dose [14]



Like the conventional in-plane geometric moiré, a specimen hasrutdied
by 9C¢° to obtain both U and V displacement fields. The exaétr8tation is not
possible in practice, which results in errors in shear straisunement. In addition,
the technique requires a continuous grating layer on the specimacesutithich
requires a thicker resist layer. The technique actuallysunea the deformation of
the surface of the grating although the deformation of the sudhthe specimen is
desired. This difference can be significant when the specimamgyrs not

sufficiently thin compared to the size of underlying structures of interejst [17

1.2.2 AFM/STM/SEM Digital Image Correlation Techniq ue

Digital image correlation (DIC) has become an widely ptse method for
measuring in-plane displacements and displacement gradienis) (t8220]. The
DIC technique is an amplitude-based measurement technique and awelitee
existence of a distinct grayscale pattern in a region. Therragicomposed of a
subset of pixels around a location where deformations are to be @mpIC is
performed between subsets in the reference configuration and their countarheats
deformed configuration. Correlation determines the displacemeeintércpoint of
each subset. Displacement information can be obtained when all ofaticling

subset pairs are found.

1.2.2.1 Fundamentals of Digital Image Correlation



The objective of image correlation is to find the matching of oneesuiman
an image of an object’s surface before deformation/loadingtbset in an image of
the object’s surface taken after deformation/loading. And tloisit pto point
mapping from the un-deformed (reference) image to the defornmegkican produce
the displacement map of the object’s surface. In order to provitiedsdor the
matching process, the surface of the object must have “randdtefrsathat produce
varying intensities of diffusely reflected light from its surface.

The imaging process of the imaging system converts the continueusitpt

field reflected from the surfac®(X,Y) into a discrete fieldl (X,Y) of integer

intensity levels. In a charge-coupled device (CCD) camera, tthrsformation
occurs when the light incident on a sensor (commonly known as a igixafi¢grated
over a fixed time period. The rectangular array of sensorCi@[@ array converts
the continuous intensity pattern into a discrete array of intetgrsity values. This
conversion process for analog single to digital signal inclddéswing functions

[19].

(@ O(X,Y) denotes the continuous intensity pattern for the un-deformed

object,

(b) O'(X,Y) is the continuous intensity pattern for the deformed object,

(c) 1(X,Y) is the discretely sampled intensity pattern for the un-defdrm

object and



(d) 1I'(X,Y) is the discretely sampled intensity pattern for the deformed

object.

The process of deformation in two dimensions is shown schematically

Figure 1-4 [19].

y | HEE.
(X.Y) .'“‘:-.h_m '
T P uXY)
dY____I_j!r |
10 viX,Y)
| | --T- i-*--‘
dK
dy.iL p
Y p=re | |
| L
";{'E"---“-_
| | | .
| 1] . |

X

Figure 1-4 Schematic of deformation process in two dimensions [19]

It is important to note that the basic principle of the digitadge correlation

method is that points il (X,Y) and I'(X,Y) are assumed to be in one-to-one
correspondence with points i@(X,Y) and O'(X,Y), respectively. Thus, one
can usel(X,Y) and I'(X,Y) to determine the displacement field for the object

O(X,Y) and O'(X,Y).
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In order to determine the point to point matching from the imagkeseband
after deformation/loading, segmenting the image before loadiagsmall subsets is
required. (X,Y) is the center coordinates of subset in the image before déimnma
as shown in Figure 1-4. The discretely sampled intensity pattgyoints P and Q,
located at center of subse(s<,Y) and (X +dX,Y +dY), respectively, can be

expressed as:

[(P)=1(X)Y), 1(Q)=I1(X+dX,Y+dY) (8)
where (dX,dY) represents small distances in the (X, Y) coordinate systéamthe

image before deformationdX and dY are integer pixel values, at this time, no
interpolation is required.

After deformation of an object, points P and Q are deformed into posfions
and q, respectively (Figure 1-4). It is very important to noé p and g may locate
between integral pixel locations. To accurately locate gbsition of p and q,
interpolation technique is required. Assuming that the intensitya gbattern
recorded after deformation is related to the un-deformedrpalig the object
deformations, the coordinates of the center point of subset aftemadgion can be
described in terms of the un-deformed coordinaX@§, and the displacement vector
field, {u(X,Y),v(X,Y)} as x=X+u(X,Y), y=Y+Vv(X,Y).

Therefore, the intensity of p and q can be expreasd19]:

I'(p) = I"(x,y) = '[X+u(X,Y),Y +V(X,Y)]

11



I'(q) =1'(x+dx,y+dy)=I'[X +dX +u(X +dX,Y +dY),
Y +dY +v(X +dX,Y +dY)]

=1[X +u(X,Y)+(1+a—u)dX +6—udY, )
X oY

Y v, Y) + @+ yax + My
ox’ oy

Assuming that the subset is sufficiently small $attthe displacement
gradients are nearly constant throughout the regianterest, each subset undergoes
uniform strain resulting in the parallelogram shdpe the deformed subset as
illustrated in Figure 1-4. The matching subset banfound using the following

correlation function that contains the six unknqwmameters:u,v,ﬂ ou ov v

ox oY ox oY’

iiuxi,vj)r[xi +U(X,, Y)Y, + V(XL Y,)]
C=10-——+= (10)
DGO DX +U(X Y)Y+ V(XY

j=1

A set of values ofu,v,@ u ov o

A Y which minimizes the magnitude Gf
is assumed to represent the best estimates ofutheetss displacement and strain
components. Itis to be noted that the magnitddeis zero for a perfect match and
one for a complete mismatch, providing a quantitatneasurement of the accuracy
of the match between un-deformed and deformed &ibse

Currently a wide range of optimization methods hasn used to obtain the
optimal value forC; they include Newton-raphson, coarse-fine, andebburg —
marquardt [19] methods. The iteration process f@%jbtain the six parameters that
produces a minimum value Gfis:

1. Obtain an initial estimate of center point transkatfor the subset of

interest from visual inspection of the images.
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2. Allow the gradients to be non-zero and perform I &ix-parameter
search process to minimize the value expressequat®n (10). The values
of u, v and the displacement gradients which minen@ are the optimal
estimates for the displacements and displacemedtegtt.

3. Using the results from the previous subset asmitialiguess, repeat step

2 for the next subset.

4. Repeat step 2 and 3 until data is obtained thraughite region of

interest.

DIC technique assumed a first-order, linear appnaxion of the deformation
mapping. This approximation holds reasonably w&len the size of the subset is
small (on the order of a few pixels at each sidea (fquare); however, a distinct
gray-scale pattern might not exist in this smatfiea, and thus it is difficult to
perform image correlation to find the deformation& subset region of a relatively
large size, on the order of tens of pixels at eside of a square, could possess a
distinct gray-scale pattern necessary for imageretairon; however, linear
deformation mapping in the relatively large subregfion might not be appropriate,
and instead one must use higher order deformatappmg. Undesirably, however,
this will involve more gradient datum to be deteved by iterative convergence
methods that can also lead to loss of accuracy(ll8- It should be noted that with
the existence of large distortions, the specifiezhas liable to lose its perceptiveness
in recognizing the target area. In such case,dftection of displacements may

wander off and hence the accuracy of this methaaldvioe reduced significantly.
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1.2.2.2 Extension of DIC in AFM/STM/SEM Domain

Theoretically, there is no limitation in spatialsodution for digital image
correlation. In addition, the displacement sewisjtiis directly related to the pixel
in the digital images, and thus the displacemesblution can be increased
continuously by using imaging system with highergmécations such as Atomic
Force Microscope (AFM) [21,22], Scanning Tunnel M&cope (STM) [23,24], and
Scanning Electron Microscope (SEM) [25,26].

In the AFM DIC [27,28], the displacement field walstained by comparing
surface topologies of un-deformed and deformed erdgpecimens, acquired by an
AFM. Surface roughness produced by gold sputteserged as random patterns for
correlation. Similar to the AFM DIC, STM imagesoduced by a specially
designed STM were utilized to document the defoiondields [29-31].

During imaging, the AFM/STM tip is only about 10 Away from the
specimen surface so the contact between tip aridceucan occur. This produces
random noises in the images before and after IgadiDrifting associated with the
piezoelectric material used in the AFM/STM also tatwites to the random noise.
In addition, the scanning time of AFM/STM is usydting and it is difficult to obtain
AFM/STM images repeatedly. This noise and lackrepeatability limits the
AFM/STM digital image correlation to only simple af@nical loading condition.

As the Scanning Electron Microscope (SEM) has becosadily available,
researchers have attempted to use the SEM imag&d@oto record the nano-scale
deformation [32-40]. The sputtered gold on thecspen surface is used as random

patterns required for DIC. The SEM has a high d@®anning rate, which makes it
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attractive for applications with DIC. However, higmplitude and high frequency
random noise usually appears in the SEM imagese nbiise is unavoidable due to
the inherent instability of the E-Beam column dgrscanning and the relative low
signal-to-noise ratio of the detector. In geneitais not possible to separate the
noise from the patterns that DIC uses for corretabiecause both signals are random
in nature and the frequency of noise and usefuladigre similar. In Chapter 2, the

effect of SEM noise on DIC will be discussed inailet

1.2.3 Speckle Interferometry with Electron Microsco  pe

Similar to digital image correlation technique, 8de Interferometry with
Electron Microscope (SIEM) [41-42] also uses thedman pattern as the media to
realize the displacement measurement. SIEM is aso amplitude-based
measurement technique. Two images of random pattdra specimen, before and
after deformation/loading, are captured by Scanrtitgctron Microscope (SEM).
Two series of small subset or sub-image are oldanyeevenly segmenting the two
images taken before and after deformation. Theplatiement between the
corresponding pair of sub-images is assumed taiferm.

Figure 1-5 shows the data processing procedure lBM3o obtain the
displacement from the corresponding sub-image pdihis procedure includes two
steps of Fast-Fourier Transform (FFT). The fitsps Fast-Fourier Transform
achieves the complex spectra of the sub-imagedenimages before and after
deformation, respectively. The resultant spectrsitinen constructed; the phase of

the resultant spectrum is the phase differencé@fiwo spectra and its amplitude is
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the square root of the amplitude product of the tspectra. The second-step
Fast-Fourier Transform process is conducted on rdsiltant spectrum, which
generates a signal peak in the second spectral idomaéhe local displacement
vector between the sub-images in the images takefordo and after
deformation/loading is determined uniquely by thest position of the signal peak
[41-42]. The displacement fields are then obtaineg analyzing all the

corresponding sub-image pairs.

spectrim 1

subimage 1
H, {unw )
speckle pattern 1 hl(’;!l'] 1 ”"v
Wy
resultant spectrum second spectrim
x Fuwy,wy) G(,m)
“s n
2.D FFT /4
* (‘9”) ¢

. segmentation w
' y “ 2D FFT

(u,v) “e H.Hj
< x ;hHIHIl
—
2.0 FFT

spectrum 2
Hy(waywy)

subimage 2
ha(z,y)

speckle pattern [1

Figure 1-5 Data processing procedure of SIEM [41]

In SIEM, the uncorrelated noise can be dilutedhslygduring two-step FFT
processing. However, SIEM is still sensitive te tibise and the effect of noise on
measurement accuracy/sensitivity is obvious. Refdata processing, images are
needed to be segmented into the sub-images. Far lerrelation, an individual

segment is desired to have more random patterngshwhelps to insure the
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corresponding pair of segments in the images takmfore and after
deformation/loading includes more common patted®3.[ This requires larger size
of sub-image. Inherently, larger sub-image resuitshe sub-image distortion.
This distortion causes the movement (error) of aigpeak that will affect
measurement accuracy/sensitivity dramatically.

Therefore, in nano-scale domain displacement measent, SIEM cannot
provide the required measurement accuracy/sengitivAnd SIEM is not suitable

for the displacement measurement with highly l@ealideformation.

1.3 Objectives of the thesis

a) To study the current techniques and their limitaiovhich were proposed to
document the nano-scale deformations in small nsgiof interest and
understand. This will offer a better understandwfgrequirements for
nano-scale deformation measurement. The requiredorrdation
measurement technique should be able to provide displacement
measurement accuracy/sensitivity of fraction ofamater on a few microns
length scale.

b) To develop a procedure to characterize the higbugecy random noise
during scanning electron microscope (SEM) imagimgl auantitatively
evaluate the effect of SEM noise on digital imagereation (DIC). This
will offer a better understanding of the limitatoonf the SEM based DIC.
Results will help understand the requirements f@r@osed measurement

technique using SEM.
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c)

d)

e)

To develop a new full-field in-plane displacemergasurement technique to
cope with the limitations of currently availablecth@iques. The proposed
technique should be insensitive to the high frequeBEM random noise
inherently involved during SEM imaging. Therefdosv frequency signal
(pattern) in the digital image has to be used a&smiedia to realize the
displacement measurement. Regularly oriental &tres can satisfy this
requirement. The proposed technique should alsovige sufficient
displacement measurement accuracy/sensitivity apdtias resolution
required for the nano-scale deformation measurement

To develop a method to fabricate the regularlyrded nano-scale structures
on the specimen surface; the structures or patsmatilized as the media to
realize displacement measurement for the proposespladement
measurement technique. The proposed pattern &loncmethod should be
capable of producing the patterns with differemesianging from sub-100
nm to micron scale in diameter. This will make #pplication of proposed
displacement measurement technique possible oreghen of interest from
a few microns to tens of microns scale.

To study the nano-scale deformations of microedaatr package using the

proposed displacement measurement technique.

A brief overview of dissertation organization isclissed in the next section.
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1.4 Dissertation Organization

In this dissertation, Chapter 1 introduces the wation through reviewing the
currently available techniques, which were proposediocument the nano-scale
deformations.

Chapter 2 discusses the characterization of SEMenand its effect on the
digital image correlation technique. A completegadure to characterize the high
frequency random noise during SEM imaging is dgwedb The SEM noise level is
proved to be related to the imaging parameterst(ele accelerated energy, spot size
etc.). SEM noise for mid-range magnification (avféundred microns scale)
imaging setup (30 keV, spot size 3) and for highgeamagnification (a few microns
scale) imaging setup (30 keV, spot size 1) areatharized. Applicability of the
conventional random noise reduction schemes istidsnissed. Using the computer
simulated ideal random pattern, the effect of SEdk@& on the accuracy of digital
image correlation technique is quantified in terofisdisplacement field and strain
field. This chapter has been submitted as a relsepaper to Experimental
Mechanics.

Chapter 3 focuses on the development of full-fisleplane displacement
measurement techniqueNano-Pattern Recognition and Correlation Technique
(N-PRCT). Each step of image processing procedurtl-PRCT is explicated.
The displacement measurement accuracy/ sensioVi-PRCT is also discussed in
this chapter. A preliminary experimental resulsi®wn in this chapter and verifies

the feasibility of N-PRCT.
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Chapter 4 discusses the nano-scale thermal deformateasurements of
microelectronics circuits by N-PRCT. The E-beamssi&zed materials selection
and specimen preparation procedure are discusgedovel practice of E-bema
lithography is proposed to fabricate regularly otél structures on the object surface.
The proposed method utilizes the standard SEM liadate the pattern without the
need of specially designed E-Beam lithography systevhich makes the
implementation of N-PRCT practical. Yet, the prepod procedure can produce
gauge lengths (approximately 150 nm) than thosdym®d by a commercial E-beam
lithography system Thermal loading setup for thieegiment conducted in the SEM
chamber is discussed in this chapter. This chaptgoing to be submitted as an
invited research paper to Journal of Strain Analysi Engineering Design.

Chapter 5 contains a summary of the technical darion and future work.

It provides the directions in which the current Wwuaiill be extended.
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Chapter 2: On the Effect of SEM Noise at Extreme
Magnifications on the Accuracy of Displacement Fiel ds

Obtained by DIC *

ABSTRACT

Random noise inherently present in SEM images ateme magnifications is
characterized. The noises caused by two majorcesufread-out system and
E-beam stability) are quantified experimentally ngsi a defocused SEM
configuration. A theoretical/experimental analyisiconducted to ascertain that the
random noise cannot always be suppressed by theewtional high frequency
random noise reduction schemes when it exists indeal pattern for the Digital
Image Correlation (DIC) technique. The effectltd tnherent noise on the accuracy
of the SEM-based DIC is quantified for deformatiegids with a uniform strain as

well as a strain gradient.

2.1 Introduction
In recent years, numerous deformation measurereehnigues utilizing the
scanning electron microscope (SEM), most notablyM®Esed digital image

correlation (DIC) [32-39], have been proposed fanmscale deformation analyses.

! This chapter has been submitted as a research foefpgoerimental Mechanics under the title “On
the Effect of SEM Noise at Extreme Magnificatiomstbe Accuracy of Displacement Fields Obtained

by DIC”, by H. Bi and B. Han.
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The SEM was a preferred imaging system for the mglgnification required for the
analyses because of its simple specimen prepa@tidimaging procedure compared
to other non-optical high magnification techniques.

The DIC technique is an amplitude-based measurersstinique, which
should be distinguished from phase-based measuteteeimiques. The former
utilizes the grey level of distinct patterns in egion and performs correlation
between the images before and after loading toym®é displacement field. The
latter utilizes the phase information of light (e.mterferometric techniques) and
produces an output signal as a form of harmonictians whose arguments are
linearly proportional to displacements. Consedyent amplitude-based
measurement techniques are essentially more sensutiintensity fluctuations and
random noise of digital images. This is precist#lg reason why an extremely
stable imaging system and light source are requioeduccessful implementation of
DIC [18-20].

In general, phase-based measurement techniques affenuch higher
signal-to-noise ratio in the output displacemestds, but they are not difficult or
often impractical for light sources with wavelengtbelow the visible spectrum.
The advantages and disadvantages of displacemeasumeenent techniques are
summarized in Table 2-1.

Although the SEM offers the required magnificati@e., spatial resolution)
for the nano-scale deformation analyses, distomiah random noise in SEM images
are unavoidable. The effect of distortions hambdiscussed extensively by many

researchers, most notably by Sutton et al. [34-3#f]d numerous calibration
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algorithms to compensate the distortion have beepgsed [34, 40].

Yet the effect

of the random noise has not been addressed ants tiie motivation of the present

study.

The frequency of the random noise is typically be same order of the

random patterns used in DIC.

If the random noe@not be removed effectively,

the displacement uncertainties can make the SEMebd3IC unsuitable for

measurements of deformations with local displaceérgesdients.

The objectiv

e of

this paper is to characterize the random noiseeptea SEM images and to quantify

the effect of the noise on the accuracy of SEM-&3I€.

Table 2-1 Advantages and disadvantages of displacement measurement

techniques

Phase-based technique

Amplitude-based technique

Displacement

The phase information
produces an output signal
whose arguments are linear
proportional to
displacements.

The grey scales are used tq
perform correlation betwee
ythe images before and afte
loading, which produces a
displacement field.

—

Intensity

Phase is not affected directl
by the background intensity.

Intensity fluctuation directly
) affects displacement fields;
light source has to be
extremely stable.

Random noise

High frequency random noig
(e.g., electronic noise of CC
can be readily separated fro
relatively low frequency pha
signal.

eDifficult to remove random

noise; a camera with
mextremely high S/N ratio ha|
to be used to cope with the
problem.

[2)

Imaging device

Difficult or even impractical
to implement with short

wavelength below the visiblg
spectrum.

No theoretical limitations
e with imaging devices.
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2.2 Characterization of Random Noise

The random noise in SEM images is caused by inherstability of E-Beam
during scanning as well as the signal-to-noiseorafi the detector. The possible
causes of the noise during SEM imaging are sumexiiz Table 2-2 [26]. A set of
controlled experiments were performed to charactetihe noise quantitatively using

a commercial E-SEM (FEI; Quanta 200).

Table 2-2 Sources of noise during SEM imaging [26]

Related setup

Noise source Description
parameters

The number of primary electrons
Primary electron | hitting the specimen during a given
beam noise pixel time (dwelling time) is
statistically distributed.

Voltage, spot
size, dwelling
time

The number of secondary electron

Secondary . .| Primary electron

electron beam pro_duced_ by primary eIe_ctrons du_rlr 9 oise dwelling

noise a given plxel_tlm_e (dwelling time) is time ’
statistically distributed.

Detector and Noise introduced by detector and | Detector, readout

readout noise readout system. system

2.2.1 Detector and Readout Noise

With a typical SEM configuration, the electron sagis captured by a detector.
The photomultiplier voltage is automatically adgdtto produce a measurable
electrical signal. This can be regarded as a bigrigain since it changes with the
strength of the initial electron signal. If a smite is increased at this point, the

photomultiplier voltage will be decreased autonslycin proportion to the ratio
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between two spot sizes. The analog-digital coeveADC) samples the electric
signal at a constant sampling rate over the dwak tafter the signal is amplified by
the preamplifier. The value calculated for pixeltegration is stored for the
corresponding pixel on the image. The attractiokage (or contrast option) can be
adjusted to produce an image with desired contraBhe contrast is also a variable
gain, which amplifies the signal and noise by astant.

The detector and readout noise was characterizetd fiThe SEM images
were taken before the E-beam was turned on. Twb Spes were used, and the
SEM preset a gain for each spot size; Spot sifedlnm) and Spot size 3 (1 nm).

The results from the SEM read-out are shown inféid4l and 2-2 for Spot
size 1 and 3, respectively. It should be noted the bias control (intensity) was
adjusted until the mean intensity became approxiypdhe middle value of the 8 bit
grey level. The output image and the output sigisttibution along the centerline
are shown in (a) and (b). The output signal avegtagyer the vertical direction is

shown in (c), which is a clear indication of theadam nature of the noise signal.

Table 2-3 Statistical results of detector and readout system noise

Voltage, spot size Mean (bias) Standard deviation
30 kV, Spot size 1 128.2 14.4+0.8
30 kV, Spot size 3 129.4 3.7+£0.3

The noise amplitude can be defined as the deviatiom the average
background intensity (mean or bias). The noiseliidie and the corresponding

standard deviations were calculated using the geexalue determined from (c).
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The noise distributions are shown in (d), whichved@ normal distribution. The
mean values and the averaged standard deviatiensuenmarized in Table 2-3,
where the variations in the standard deviation wastained from 20 independent
measurements. The average standard deviationpadfsi&e 1 and 3 are 14.4 and

3.7, respectively.
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Figure 2-1 SEM noise produced by the detector and readout dgsn at high

magnification; 30 kV, spot size 1 (0.4 nm). (a) SEM image when lgam is
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turned off, (b) intensity plot along AA’, (c) averaged signal ovehorizontal lines,

and (d) histogram plot of noise.
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Figure 2-2 SEM noise produced by the detector and readout dgsn at high
magnification; 30 kV, spot size 3 (1 nm). (a) SEM image when-lieam is
turned off, (b) intensity plot along AA’, (c) averaged signal ovehorizontal lines,

and (d) histogram plot of noise.
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2.2.2 Contribution of Electron Beam to Noise

An optical flat coated with a vacuum-deposited dalger & 2 nm) was used
to investigate the effect of E-beam instability te noise. The optical flat had
flathess less thain/20 over an area of 10 mm by 10 mm and should m®du

constant SEM signal within the area.

Aperture

Aluminum coated
optical flat

Figure 2-3 Schematic illustration of an experimental set up using the tlcused

E-beam.

In order to include the noise caused only by inbtalof the E-beam (no

effect from drifting), the signal was recorded bgedup illustrated in Figure 2-3. In

the setup, the E-beam was focused first on themgecsurface. The specimen was
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then translated in the vertical direction by apprately 5 mm. The translation
defocused the E-beam and the beam illuminated iarre around 3Qum. Then
the SEM image was taken at the very high magnitoafa field of view 100 nm)
using the two different spot sizes. As illustraiadthe insert of Figure 2-3, the
amount of the beam movement during rastering i which is only a small
fraction of the illuminated area (30m). Consequently, the number of electrons
collected by the detector is affected only by th&tability of the E-beam, regardless
of the nano-scale surface anomalies and the anodulnifting.

The intensity distribution along the centerline &hd noise distribution are
shown in Figure 2-4a and b for Spot size 1 (0.4 ang) 3 (1 nm), respectively, which
represents the total exhibition noise (noise exéibas grey level in an SEM image).
The mean values and the averaged standard dewatiained from 20 independent
measurements are summarized in Table 2-4. Theageestandard deviations of
Spot size 1 and 3 are 17.2 and 4.7, respectiveifze noise level is only slightly
higher compared with the detector and readout noidecating that the random noise

produced by the detector and readout system isragorhi

Table 2-4 Statistical result of combined noise during SEM imaging

Voltage, spot size Mean (bias) Standard deviation
30 kV, Spot size 1 128.9 172+1.1
30 kV, Spot size 3 129.0 47+04
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Figure 2-4 SEM noise obtained by the setup shown in Figu23. (a) Intensity
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plot of the noise of (a), (c) intensity plot of SEM image at lownagnification (30

kV and spot size 3), and (d) histogram plot of the noise of (c).
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2.3 Applicability of Conventional Random Noise Redu  ction Schemes
Two conventional high frequency random noise rdadactschemes are
implemented to investigate how effectively the @mdchoise can be suppressed when

it exists in an ideal pattern for the Digital Ima@errelation (DIC) technique.

2.3.1 Low Pass Filter (Spatial Averaging)

The most popular scheme to reduce the random sosgmtial averaging (low
pass filter). The low pass filter can be descrilvethe frequency domain using the
two-dimensional fast Fourier transform (FFT). Twe-dimensional FFT is defined

as [43]

F(u,v) = GG, j)e M : (11)

where (i, ) is the pixel coordinate in the spatial domaf&(i, j) is the grey level

of the pixel at positiofli, j) in the spatial domain, and the exponential term

7i2ﬁ(”—i+"l) . . . .
e M N jsthe base function corresponding to each p®iit,v) in the frequency

domain; (u,v) is the coordinate in the frequency domain. Eaumaiill) can be
interpreted as “the amplitude and phase of eachtpbi(u,v) is obtained by
multiplying the spatial image with the correspordirase function and summing the
results.” The equation clearly indicates that $patial averaging can only be used
when the frequency of the signal is much lower tthat of the noise; otherwise the
original signal can be distorted significantly.

A computer-generated digital image is utilizedrieastigate the applicability

of the low pass filter. The random noise simulatihe SEM noise with only Spot
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size 1 is considered. A detailed procedure to ywedan ideal DIC pattern can be

found in Appendix.
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Figure 2-5 (a) Ideal random pattern, (b) intensity plot along AA in (a), (c)
random noise simulating the high magnification case (30 kV and spot size ahd
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pattern (a).
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Figure 2-5(a) shows al000x1000 pixel digital image containing
computer-generated ided@x 3 random patterns. The intensity distributions glon
the centerline is shown in Figure 2-5(b). The mndoise simulating the real SEM
noise of Spot size 1 is shown in (c) and the intgmsstributions along the centerline
after adding the noise is shown in (d).

The results of spatial averaging using3a 3 low pass filter are explained in
the frequency spectrum. The frequency spectranefideal pattern and the ideal
pattern with the noise are shown in Figure 2-6f&) €b), respectively. The ideal
pattern with the random noise processed by theplase filter is shown in (c).

In order to investigate the effect of the low péHer, the original intensity
was subtracted from the processed image, and sl e plotted in (d). Although
the high frequency noise was reduced substanttaléyhigh frequency of the original
image was also affected significantly. The netlteis virtually the same level of

random noise after the low pass filter. Conseduéhe DIC will suffer from this

noise.
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Figure 2-6 (a) FFT plot of the ideal random pattern (Figure 2-5k (b) FFT plot
of random pattern with the noise (Figure 2-5d), (c) FFT plotof the random
pattern with noise after processed by the low pass filterand (d) error in grey
level obtained by subtracting the original ideal random patternfrom the pattern

after the low pass filter.

2.3.2 Time Averaging

Time averaging is an effective scheme to suppresslom noise. The
procedure includes recording the same image meltipies and averaging them to
remove the random noise. The scheme is very eféefdr an ideal condition where
the imaging system is stable during the entireqaeoiff recording multiple images.

During SEM imaging, however, the identical imagdstlee same area are
difficult to obtain due to the inherent instabilibf scanning process (unrepeatable
raster). The SEM has significant drifting duringasning in the direction

perpendicular to the scanning direction. The armafirdrifting is random and the
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relative magnitude is inversely proportional to fiedd of view; i.e., the effect of
drifting on image distortion increases as the figlfl view decreases (or the

magnification increases).
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Figure 2-7 lllustration of time-averaging at a large field of view. (a) SEM
image, (b) intensity plot along AA’ in (a), (c) SEM image aftetime-averaging,

and (d) intensity plot along AA’ in (c).

Two examples are shown to illustrate this effeche first example contains

vertically oriented metallic structures embedded anpolymeric material in a
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relatively large field of view (approximately 2 mm)The setup parameters include
Spot size of 3 and voltage of 30 kV. The originalage and the intensity
distribution along line AA’ are shown in Figure 2aj and (b). The same image was
captured 10 times and then the images were averagétw resultant pattern and the
intensity distribution along the same line are shaw Figure 2-7(c) and (d). The
boundaries of the metal structures are not thectaifieby the time averaging process,
yet the reduction of noise is evident.

The second example uses the nano-template pattefihgy are nano-scale
pores of Alumina grown on a single-crystal Al suatd [44]. Images at a high
magnification (a small field of view, approximatebyum) were taken 10 times and
then were averaged. The setup parameters inclpdies&e of 1 and voltage of 30
kV. The representative image and the averagedenaag shown in Figure 2-8(a)
and (b), respectively. The intensity distributi@eng a small portion of center line
(line AA’) before and after time averaging are potin Figure 2-8(c).

The level of distortion of the original signal isstantial despite the reduction
of the random noise. The results clearly show timé-averaging should not be
used for the patterns when the magnification i higThe drifting can distort the
random patterns for DIC significantly during timgesaging. This is a problem

existinguniquely with the SEM operated at high magnifications.
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Figure 2-8 lllustration of time-averaging at a small field of viev. (a) SEM

image, (b) SEM image after time-averaging, and (c) intensity plots along AA

37



2.4 Effect of Random Noise on Accuracy of DIC

None of the existing schemes can effectively seépdhe random pattern from
the random noise. Numerical simulations are cotedlito investigate the effect of
random noise in the SEM images on the accuracyspfatement fields produced by
DIC and strain fields by a post-processing.

An infinite plate with a hole subjected to uniaxiahsion is selected for the
simulation. The problem and the ideal random patepplied to the region of
interest (L000x1000 pixel) are shown schematically in Figure 2-9(ajn the
simulation, a uniaxial tension loadingy, of 100MPa is applied to an aluminum
plate with a hole E=70GPaand v = 033). The displacement fields can be

expressed as [45]:

" _%{(1-0)+(1+U)(TRJZ+HTRJZ+(1+U)_(1+u)($j4] co a)} (12)

Uy = -%[2(1-0)(7Rj2 +(1+u)+(1+u)($j4] si{2)  (13)

u, = u, cosd —u, sirg (14)

uy = U, sind +u, coy (15)
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Figure 2-9 (a) Infinite plate subjected to a uni-axial tesion and (b) deviations
from the theoretical displacements along AA’ as a function ofhe subset size.
The x-direction displacement contour plots obtained from (c the noise-free

image, (d) the SEM noise simulating the low magnification (spatize 3), and (e)
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the SEM noise simulating the high magnification (spot siz&) where a contour

interval is 0.05 pixel. (f) Displacement distributions along line AA'n (a).

2.4.1 Displacement Field

In the DIC technique, the displacement accuradjrectly related to a subset
size. A larger subset is capable of providing meaeying intensities, which is
desirable for image correlation. However, the stishould be sufficiently small so
that the displacement gradients within it shoultkBathe correlation assumption.

In order to determine the proper subset size, @igphent fields were obtained
using various subset sizes (9 to 29). In the satrauls, a step size of 10, the cubic
B-spline interpolation, and the affine transforraatwere used. The displacements
along line AA’ in Figure 2-9(a) was virtually comastt and they were utilized for the
selection process. The displacements obtained th@DIC were compared with
the theoretical values (Eq. 22). The deviatioramfrthe theoretical values are
plotted in Figure 2-9(b) as a function of the sulseze, where the lines indicate the
upper and lower bounds of deviations. It is tonb&ed that for each subset, a total
of 20 data points were used in the plot. As exgmecthe magnitude of the
displacement errors decreases as the subset staasnes. When the subset size
reaches 21, the error converges to a value snitblerthe theoretical limits of 0.01
pixel claimed in Ref. [19]. The subset size of ®&s used for all subsequent
calculations.

The x-direction displacement contours obtained ftbm noise-free image is

shown in Figure 2-9(c), where a contour intervali85 pixel. The random noise
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equivalent to the SEM noise of Spot sizes 3 andcefievgenerated and added to the
noise-free image. The DIC results of Spot sizesi® 1 are shown in Figure 2-9(d)
and (e), respectively. The noise increased sutistigrwith the SEM random noise.
The distinct contours are no longer visible in Fegg@-9(e), which indicates that the
displacement error exceeds the contour interval.

Displacements along line AA’ in Figure 2-9(a) aigually uniform. They
are utilized to illustrate the errors more quattidy. Figure 2-9(f) shows the
displacement plots along line AA’ for all four case The level of displacement
errors (dashed red line) caused by the noise simgl&pot size 1 is extremely large

and the original trend of the displacement is my&r discernable.

2.4.2 Strain Field

Strains can be determined from the displacemerdigma Similar to the
subset size, a gauge length used in determinatiotheo displacement gradient
governs the strain distribution. A larger gaugegté results in a smoother strain
distribution but it may reduce the magnitude of ti@ximum strain significantly due
to the averaging effect. A smaller gauge length patentially provide a more
accurate strain distribution. However, the strdsasome much more susceptible to
the displacement error, which may result in exeessirain errors.

A gage length of the hole radius (50 pixel) wasdueillustrate the effect of
the noise on the strain distribution. The straiot pbtained from the theoretical
displacement field (i.e., the gage length of orneeliis shown in Figure 2-10(a).

The corresponding strain plots determined fromQhe displacement fields using the
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gage length of 50 pixels are shown in (b)-(d) foe tdeal patterns with no noise, the
noise of Spot size 3 and the noise of Spot sizeshectively. The increased errors
in the strain plots are evident. The strain trinidarely seen in Fig, 2-10(c) but it is

not possible to discern the true strain field igufe 2-10(d).

(©) (d)

Figure 2-10 (a) Strain plot obtained from the theoretical diplacement field.

The corresponding strain plots determined from the DIC déplacement fields of
the ideal patterns with (b) no noise, (c) the noise of gpsize 3, and (d) the noise

of spot size 1.
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Figure 2-11 (a) Strain distribution along line BB’ in Figure 2-9a, and (b) average

strain calculated along line AA’ in Figure 9a using different gage lengths.
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Strains along line BB’ in Figure 2-9(a) have thegkst gradient. They were
utilized to illustrate the strain errors more quiatitzely. The strain distributions
along line BB’ are shown in Figure 2-11(a). Theeband green solid lines show the
theoretical strain distribution and the strain milisttion from the noise free pattern,
respectively. The noise free pattern shows reddersgreement with the theoretical
strain except the reduced maximum strain which wassed by averaging over a
large length. The strain obtained with the Spp¢ & noise (dashed-black line) also
shows a reasonable distribution while the trenthefstrain distribution was hardly
discernable in the strain obtained with the Sy 4i noise (dashed-red).

The average strain was also calculated along liAé Using different gage
lengths. The strains obtained from the DIC werengared with the theoretical
values, and the deviations from the theoreticaleslare plotted in Figure 2-11(b) as
a function of the gage length. As expected, thgnmtade of the strain errors
decreases as the gage length increases. Wheragigelength is larger than 400
pixels (nearly half the region of interest), theoetbecomes virtually zero regardless
of the random noise. The results confirm that i@ppbns that deal with uniform

strains can still be handled by the SEM-based @l§aurdless of the magnifications.

2.5 Conclusion

The random noise inherently present in SEM imagex@eme magnifications were
characterized and quantified experimentally. Isi@und that the noise was caused
mainly by the detector and read-out system. A ritemal/experimental analysis

proceeded to examine the applicability of two cart@al random noise reduction
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schemes (low pass filtering and time-averagingsuppress the simulated random
noise in an ideal pattern for the DIC techniquehe Tesults indicated that neither
scheme could eliminate the noise effectively. Efect of this inherent noise on
the accuracy of the SEM-based DIC was then quedtir deformation fields with a
uniform strain as well as a strain gradient. Thsults clearly showed why it is
difficult to implement the conventional DIC techo&with the SEM with extremely
high magnifications, especially when a displacemieald with a non-uniform

gradient is sought.

Appendix: ldeal Random Pattern for DIC

Random patterns are required for the DIC technigquenearly ideal random
pattern can be produced on the specimen surfaspdyyng it with white paint. An
ideal random pattern should provide as many varyirignsities as possible. In
addition, the pattern size must be sufficiently Brtmensure that the subset shape
function is effective during the correlation prosieg [46]. The following
procedure describes how to produce a 3 x 3 idediom pattern simulating the spray

paint, which is illustrated in Figure Al.

Undeformed configuration

Step 1: Determination of the center pixels oBa3pixel pattern:
Random numbers ranging from 0 to 1 are generatédssigned to each pixel. The
pixels containing the random numbers smaller th&nate selected as the center

pixels; i.e., for a digital image ofmxn pixels, the number of the center pixels is
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. mxn . .
approxmatelyTX. Adjacent pixels have random numbers smaller thi@nare

allowed in the simulation. This simulates two foore) patterns that are connected
to each other.
Step 2: Assignment of grey levels to the pixela @ x 3pixel pattern: The maximum
grey level G 10w ) IS assigned to the center pixel (pixel (2,2) igufe 2-Al)
simulating a pixel completely covered by the wiptnt. The grey levels of the
surrounding 8 pixel$(i, j), are given by the following relationship
G(i, ) =P xGyite tevs + (1= P )xGyax s fOri,j = 1to 3 except j,=
(2A-1)

where B,

are random numbers, ranging from 0 toG,,, .« IS the grey level of a
pixel simulating an area with no paint. In orderaccommodate the random noise

in the simulation, G . e and Gy o are 200 and 50, respectively.

evel

Step 3: Repeat step 2 until the proper grey leneshasigned to all the pixels.

Deformed confiquration

The pixel at (i, ) in the undeformed configuration moves to position
(i+u,j+u;)in the deformed configuration, wherg andu; are the x and vy
direction displacements defined by Eqgs. (14) ars).(1The sub-pixel calculation
(interpolation) is required sincgi +u;, j+u;) is not an integer. The bi-cubic
interpolation method is applied to obtain the grevel of the sub-pixel

position(i +u;, j +U;).
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Chapter 3: Nano-Pattern Recognition and Correlation
Technique for Sub-Nanometer Deformation Measurement —

Part I: Basic Principles 2

ABSTRACT

An in-plane measurement technique to measure submmeter scale deformations is
proposed. The proposed technique callbldno-Pattern Recognition and
Correlation Technique (N-PRCT) utilizes regularly oriented patterns that are
fabricated on the specimen surface as the mediaeatize the displacement
measurement. The regularity offers a special lignedflative to the random
markings used in the existing technique, which rmake proposed technique much
less sensitive to the random noise inherent intaligmages at extremely high
magnifications (a field of view less than jufh). The deformation measurement of
thermal expansion of nano-hole template is conductesing N-PRCT.
Displacements are obtained by tracking the moverogetach single pattern in the
images taken before and after loading through pattecognition and correlation.
The size and density of regularly oriented pattedesermine the measurement
accuracy/sensitivity and gauge length. The digpteent measurement accuracy of
approximately 0.015 nm is demonstrated with thdiapeesolution of less than 3.5

nm/pixel.

2 This chapter will be submitted as a research papeExperimental Mechanics under the title
“Nano-Pattern Recognition and Correlation TechnifpreSub-Nanometer Deformation Measurement

— Part I: Basic Principles”, by H. Bi and B. Han.
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3.1 Introduction

Deformation measurements are needed urgently isubenanometer range.
The need for nano-scale measurements becomes imnaiseranoscale components
and interconnects are realized in actual devicesst motably in semiconductor
devices. The reliability of devices is determinkgely by deformations of
nanoscale structures during manufacturing and tipera These are inferred by
computational analysis, but informed physical asialyis vital to measure the
variables and to guide and verify the computationad/hat is needed is full-field
in-plane displacement measurements that are aeowititin a fraction of nanometers,
together with sub-micron length scale.

In recent years, several techniqgues have been gedpdo document
nano-scale deformations. They include electronvbeaoiré (EBM) [12-16],
SEM/TEM/AFM digital image correlation (DIC) [28-40&nd speckle interferometry
with electron microscopy (SIEM) [41,42].

The Electron Beam Moiré is a measurement technioppsmed on “phase
information,” i.e., the output signal contains hamt functions whose arguments are
linearly proportional to displacements. Besidesiftherent limitation on accurate
determination of shear strains, EBM offers measergmsensitivity only on the order
of 200 nm/fringe, which is substantially lower thévat required for nano-structural
deformations.

On the other hand, there is no theoretical limgpatial resolution for DIC and
SIEM. The displacement measurement sensitivitytaay is directly related to the

physical dimension of the pixel in the digital inea¢spatial resolution), and thus the
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displacement measurement accuracy/sensitivity eamdreased continuously using
higher magnifications.

These techniques are amplitude-based measurensbntgees, which use the
existence of distinct grayscale patterns on anoblgarface. The amplitude-based
measurement techniques are essentially more senitthe background noise and are
prone to produce random errors in the displacerfelds when the original images
contain the random noise. In general, the phaseebmeasurement techniques offer
a higher signal-to-noise ratio since the convemtiamage processing schemes can be
used to suppress the background random noise.

Even though SEM can offer the required spatial ltg®m, the random noise
in SEM images is unavoidable at the extreme magatifins (a field of view smaller
than 10um) [47]. It is important to note that the conventl high frequency
random noise reduction schemes such as spatiagngr(low-pass filter) and time
averaging cannot be used to suppress the randose swoice the frequency of the
random noise is typically on the same order ofrdr@lom patterns used in DIC. A
recent study has shown [47] that although the waighigh frequency noise can be
reduced by the schemes, the high frequency sigh#theo original image is also
affected significantly during the noise reductiangess and it produces virtually the
same level of random noise. Consequently the DIIC suffer from the random
noise. The local displacement uncertainties calbgethe random noise can be so
significant that the SEM based DIC becomes unsigtétr the measurements of

deformations wittstrain gradients [47].
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The proposed N-PRCT is an amplitude-based technigyeinciple, but it
utilizes pseudo-regularly oriented nano-scale padtehat are fabricated on the
specimen surface as the media to realize the dmplant measurement. A special
benefit accrues from the regularly oriented patieralative to the random markings
used for DIC and SIEM. The regularity allows toeudhe conventional filters
(low-pass filter combined with Wiener Filter) topguess effectively the inherent
random noise of high-magnification SEM images, \Wwhis critically required to
achieve the desired displacement measurementiggpgitcuracy. After obtaining
the virtually noise-free SEM images before and raftading (deformation), the
fundamental concepts of pattern recognition andretation are subsequently
employed to determine a displacement field. Ins thiaper, the deformation
measurement of thermal expansion of nano-hole e used to demonstrate the

N-PRCT procedure.

3.2 Technical Background: Image Processing Schemes
The proposed N-PRCT utilizes numerous existing enaigcessing schemes.

They are described briefly in this section.

3.2.1 Low-pass Filter

Low-pass filter is effective to eliminate the higlequency random noise in
the digital image evolved during imaging. The Ipass filter can be described in
the frequency domain using two-dimensional fastriéoutransform (FFT). The

two-dimensional FFT is defined as [50]
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ion u(i—l)Jrv(j—l)}

Fu= = 3T g0pe ™

(16)
MN i=1 j=1

where (i, ]) is the pixel coordinate in the spatial domaiy(, j) is the grey level

of the pixel with coordinate(i, j) in the spatial domainM and N are the number

Lio [ uli-D) v(i-2)
of columns and rows in the digital image; the expuial term e [ MeooN } is

the basis function corresponding to each pdimtv) in the frequency domain;
F(u,v) is a complex number that contains the amplitudce @mase information of
frequency (u,v) in the frequency domain.

The FFT image processed by a low-pass filter infribguency domain can be
described mathematically as [50]

G(u,v) = F(u,v)H (u,v) a7

where F(u,v)is the FFT image of the original imagej (u,v) is the FFT image of
the low-pass filter;G(u,v) is the FFT of the image processed by the low-pkiss

The image processed by the low-pass filter in thatial domain can be
achieved using the two-dimensional inverse Fouri@nsform, which is defined as
[50]

. u(i—l)Jrv(j—l)}

0= 33 cume

(18)
MN i=1 j=1

where (u,v) is the coordinate in the frequency domaifn;j) is the coordinate in
spatial domain;G(u,v) is the low-pass filtered signal in the frequenoynain that

contains the amplitude and phase information; ahe& €xponential term
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27 MJrM
e [ MmN } is the basis function corresponding to each paifit j) in the

spatial domain.

3.2.2 De-blurring process: Wiener filter

Wiener filter [55-57] is an effective filter to daur the object boundary.
Wiener filter is exceptionally effective when thegidadation mechanism is known.
This approach makes the filter unique in developiag application-specific
restoration algorithm. Another feature of the V\defilter, which makes the filter
more attractive, is its inherent ability of bandgafiltering; which enables its
capability of reducing noise. Therefore, Wiendtefiexecutes an optimal trade-off
between de-blurring and noise reduction; Wienéerfican further decrease the high
frequency random noise while de-blurring.

The Wiener filter for de-blurring process can beressed as

X" (u,v)

2 P,
| X (u,v)[" + P (UY)

R(u,v) = (29)

where X(u,v) and X (u,v) are Fourier transform of the point-spread functon
its complex conjugate, respectively. The pointgag functiorX (u,v) is the main

reason that cause the object boundary blurriRgu,v is }he power spectrum of

signal, and P, is the average amplitude of noise frequencies;éh® P(P” ) is
(U, v

the reciprocal of the signal-to-noise (S/N) ratio.

The Wiener filter defined as Eq. (19) behaves dsmmad-pass filter during
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de-blurring; a high-pass filter Whepﬁ(e‘—) is small and a low-pass filter when
u,v

S

P(P” ) is large. Consequently, determination of pointead function X(u,v)
(U, v

and P, is very important to successful implementationhef Wiener filter.

3.2.3 Image Interpolation
A sub-pixel operation is required when higher aacwyris desired. An
interpolation function such as cubic-spline andnk#ér interpolation functions is

needed.

7

7

Figure 3-1 lllustration of bilinear interpolation

The sub-pixel interpolation using a bilinear fuodtiis illustrated in Figure

3-1, where the grey level of a sub-pixel pixefiat), g(i,]), is obtained from the

grey levels of its nearest four integer pixety(i,, j,), 9(,,],),90,,j,) andy i, j , .
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using the following bilinear interpolation functi¢®1,52]:

g, ) =90, j)x Q+i, =) x @ j, + )+ 9(y, J,) x Q=iy +i)x L= j, + )
+ (i, J)x @i, =) x @+ j = )+ 90, J,)x A—i, +)x A ], + ])

(20)

3.2.4 Boundary detection

Numerous boundary detection algorithms [51-54] aseailable in the
literature. One of the most effective algorithros patterns with simple structure is
the pixel grey-level gradient algorithm [51,52]. hel concept is expressed

mathematically as

T

where f (i, ]) isthe grey-level gradient afi, j); d(i, j) is the grey level at(, j) .
In the digital image, the grey-level changes fasthe object boundary; while
it changes smoothly in the areas away from thecblpeundary. Therefore, the

grey-level gradient (i, j) along the object boundary is much higher than that

other areas. Based on that, a threshold valust criterion for a boundary pixel.
The appropriate threshold value can be obtaineth ftbe histogram off (i, j)

[51,52]. For this method the grey-level gradieatue locates on the farthest peak
from the origin in the histogram df(i, j) is set as the threshold value for the

boundary detection.
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3.3 Nano-Pattern Recognition and Correlation Techni  que (N-PRCT)

The image processing procedure of N-PRCT is shownFigure 3-2.
Thermal deformations of a nano-hole template aed us describe each process.
The template was fabricated from a thin aluminuatelsing two-step anodization
processes [48,49]. Itis shown schematically guFe 3- 3(a).

A small field of the template was documented by 3V (FEI: Quanta 200)
at two different temperatures using a thermal cotidn cold/hot stage (Gatan:
C1002). The photo of the stage and its schemisgtriation are shown in Figure 3-
3(b). The thermal loading procedure will be ddsadi in more details in the

companion paper [Part Il].

Pre-global
analysis
L
——[Prepocessing | ———{ Low-Pass Fiter |

—‘ De-blurring Filter ‘
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Image processing Pattern recognition | and Binarization
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surface pattern coordinate detection 4‘ Pattern recognition |

Center coordinate

detection
¥
Discrete displacement field ‘
Construction of 1
displacement field Continuous

displacement function

Figure 3-2 Flow-Chart of nano-pattern recognition and correlation techique
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Figure 3-3 (a) Schematic illustration of nano-hole template(b) thermal loading

system; SEM images taken at (c) 2&€ and (d) at 110C ;and (e) intensity plot

along the centerline of a pore.

The parameters used for SEM imaging are 30 kV geltand spot size 2.
Figure 3-3(c) and (d) show two SEM images docunteatgoom temperature (28)
and an elevated temperature (AQ)) respectively. An intensity plot along the

center line of a single pattern is also shown )n (& he intensity fluctuation caused

by the SEM noise is evident.
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3.3.1 Pre-Processing
Pre-global analysis

Identifying the same area of a specimen before aftgér loading
(deformation) is not a trivial task, especially foe extremely small field of view of
current interest (less than 10n), since the rigid-body displacements of specimen
caused by loading can be as large as or even ltrgerthe size of the field of view.
The regularly oriented patterns offer a unique a&igre of the region of interest,

which can be used to identify the same region &beting for correlation.

End point
Figure 3-4 lllustration of pre-global analysis.

An example pre-global analysis is illustrated fog pattern in Figure 3-4. In
the analysis, patterns that are at least 10% langsmaller than the averaged size of
patterns in the images are chosen as signatuerpatt These signature patterns can
be found easily from the two images before andrdftading. The sub-area that

covers the signature patterns in both images (theissame area) can be identified.
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This process can also minimize rigid-body displagets. The upper-left corner is
first defined as the origin of digital images. &8tpoint” shown in Figure 3-4 is the
nearest signature pattern to the origin and “endtpt the farthest signature pattern
to the origin. The area that is diagonal from #tart point to the end point

encompasses the same region of interest in thessriagfore and after deformation.

Noise elimination: combined low-pass and de-blurring filter

In the N-PRCT, displacement measurement accuratyestly related to how
precisely the pattern boundary can be defined. s€quently, elimination of the
high frequency random noise present in the highnifiagtion SEM image [47] is
required prior to the boundary detection process.

The conventional low-pass filter is an effectiveywta eliminate the high
frequency random noise but it also results in iaheroundary blurring, which
causes a detrimental effect to the boundary detectiA de-blurring filter (Wiener
filter) is employed subsequently to cope with fmisblem. This uniquely combined
process of reducing the high frequency SEM noisksisussed below.

The 3-order low-pass filter is applied first toneinate the high frequency
random noise. The noise elimination process isatpé in the frequency domain.
Only image before loading/deformation is shown Ikastrate the image processing
procedure.

The FFT image of the SEM image containing the ramdwoise is shown in
Figure 3-5(a), where the color of the image represdhe amplitude at each

frequency. The center point of FFT images reprsseéine amplitude of zero
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frequency signals. This notation is used for b# FFT images. The maximum
frequency in x and y directions are 512 Hz and B42due to the Nyquist theory
[50,51].

The FFT image processed by the low-pass filten@sw in Figure 3-5(b). It
should be noted that the amplitude of the FFT efSEM image (Figure 3-5a and b)
is shown in the base-10-logarithm scale due to é¢Remely large range of
magnitudes. It is clear from Figure 3-5(a) that #mplitude of the low frequency
signal is much higher than that of the high frequyesignal. The two-dimensional
inverse Fourier transform (Eq. 18) is performegbtoduce the filtered image shown

in Figure 3-5(c).
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Figure 3-5 (a) FFT plot of the image of Figure 3-3(c), (b) FFplot after low-pass

filter process, (c) image after processed by low pass filter.

Although simple and effective, the low-pass fitannot eliminate all the high
frequency noise. More importantly, the low-pas#effi inherently blurs the
boundaries of the objects in the image since somineo middle-range frequency
signal required to define clear boundaries are mdaced during the low-pass filter
processing. The boundary blurring can be seehanmage of Figure 3-5(c). This
is precisely the reason why a higher order low-gdéi&s cannot be considered for
further reduction of the random noise.

The boundary bluing may not be so important whargé patterns obtained
by the phase-based measurement techniques areeshalyHowever, it is critically

affecting the accuracy of the proposed method. cdpe with the boundary blurring

63



problem, an additional filtering process is reqdite negate the blurring and thus to
regain the original clear boundary.

For the proposed process, the objective is to toact the digital image in
which the object boundary is blurred due to the -pass filtering process.
Therefore, the degradation mechanism is “blurrimgfuced by the low-pass filter.
Then, the Wiener filter for de-blurring process t&nexpressed as

H" (u,v)

2 P,
H (u,v)|" + P(UY)

R(u,v) =

(19)

where H(u,v) and H'(u,v) are the low pass filter and its complex conjugate
the frequency domain.
The random noise during SEM imaging was charaaeérip determine the

magnitude oP,. The SEM signal was recorded from an optical ¢laated with a

vacuum-deposited gold layet @ nm). In the setup, the E-beam was focused first
on the specimen surface and then the specimenravaddted in the vertical direction
to defocus the beam intentionally. In this wag ttumber of electrons collected by
the detector is affected only by the instability thie E-beam regardless of the
nano-scale surface anomalies and the amount d@indrif47]. The image and the
intensity distribution along the centerline AA’ asbown in Figure 3-6(a) and (b),
respectively.
The noise was transformed into the frequency dor{igure 3-6¢). Then

the amplitudes of all frequencies were averageabtain the magnitude &. The

magnitude of P, was estimated to be 236 for the SEM imaging pat@ma0 keV
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and spot size 2; which were used to take the imageregion of interest.

The signal power spectrurR,(u,v i the amplitude of the filtered signal,
G(u,v), i.e., |G(uV)|. Accordingly the de-blurring filter designed ftile SEM
H' (u,v)

2 236
[H (u,v)]" + 7|G(u,v)|

images can be expressedRés,v) = The amplitude of the
de-blurring filter is shown in Figure 3-6(d).

Figure 3-6(e) and (f) are the FFT image processetViener filter and the
inverse FFT image in the spatial domain, respelgtiveThe boundary of the pattern
in Figure 3-5(f) are clearer compared with thegratin Figure 3-5(c). To illustrate
the effect of each process more quantitatively,itbensity distributions of the single
pattern (Figure 3-3c) are shown in Figure 3-6(gyhe results clearly indicate

accurate restoration of the boundary as well abéureduction of the random noise.
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Figure 3-6 (a) SEM image for noise characterization, (b) inteny distribution
along the centerline, (c) FFT plot of (a), (d) FFT plot of Viener Filter, (e) FFT
plot of image after Wiener filter process, (f) image after pocessed by Wiener

filter, (g) intensity plots after filtering processes.

3.3.2 Pattern Recognition and Center Coordinate Det  ection
A series of image processing steps is followed tovide the center
coordinates of patterns before and after deformafiahey include boundary

detection, binarization, pattern recognition, aadter coordinate detection [51,52].

Boundary detection and binarization

Supplementary numerical simulations showed bothcesgline and bilinear
interpolation function were able to provide suffici accuracy for the sub-pixel
operation. In the N-PRCT, the bilinear interpaatfunction was selected due to its
simplicity and computational efficiency [51,52]. u@plementary numerical
simulations also showed that the accuracy remarhgally the same when the image
magnification was larger than 7. To insure highasuwement accuracy a
magnification factor of 10 was chosen for the sielpcalculations.

The boundary detection process proceeds to deteritne boundary of
individual patterns using the pixel grey-level gead (Eq. 21). For the SEM image
in Figure 3-6, the threshold for detecting boundari06.

The result obtained from boundary detections u#iregsub-pixel operation

and the gradient calculation is shown in Figure(8:7 Black and white patterns
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(Figure 3-7b) are obtained by filling the areadesthe boundaries.

(@) (b)

()
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Figure 3-7 (a) Image after boundary detection using intensitgradient method,
(b) black and white image after filling, (c) image after emoving partial patterns
along the boundary removal, (d) notations used in pattern recognin, (e) points

representing the center coordinates.

Pattern recognition and correlation

Partial patterns exist along the image boundarguiféi 3-7b). These partial
patterns make automatic pattern recognition antec&oordinate detection difficult.
Pixels with non-zero grey level are the indicatérpartial patterns and they are
removed before pattern recognition. The image afi@moving the partial patterns is
shown in Figure 3-7(c).

After partial patterns being removed, the imagdsreeand after deformation
are ready for pattern recognition. Figure 3-7(dplieates the process of pattern
recognition. As mentioned earlier, pseudo-regulariented patterns offer a unique
shape signature (abnormal large size, abnormall szal, pseudo-circle, etc.), and
pattern recognition is conducted based on thisueisjgnature. The pattern that
have a unique shape signature will be referredstaumique pattern (UP) and other
similar patterns that cannot be defined uniquely be referred to as aon-unique
pattern (nUP).

The UPs can be identified readily by using a gdnpadtern recognition
algorithm [51,52]. Each nUP is then recognizedjualy using its relative position

to the closest UP. As illustrated in Figure 3-7(the relative position can be
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represented by a position vectéD,«) of nUP relative to the position of UP. This

relative position vector is the unique signaturenbfPs. Then the patterns before
and after loading can be matched without ambiguity.

Theoretically only one UP is needed for this precesdJsually multiple UPs
are present, which makes this process more practiG&e nano-template used in the
experiment has pseudo-regularly oriented structwihéch provides many Ups. For
the image shown in Figure 3-7(b), there are 66 O&sof approximately 1200

patterns.

Center Coordinate Detection

After obtaining matching patterns between the insdggfore and after loading,
center coordinate detection for each pair of matgipatterns proceeds. The first
step is to identify to which pattern each pixel dmgls. The eight-connected
algorithm [51,52] is adopted for this process beeaof its effective performance for
various patterns. Then the center coordinate ef phattern is determined by
averaging the coordinates of all pixels in the gqratt It can be expressed

mathematically as

> Cor _x,(j)
X =t
L (22)
> Cor _y,(j)
_ 4
Yi = n

where (x,y,) is the center coordinate of thei”™ pattern and

(Cor _x (j),Cor _y; (j))is the coordinate of thej" pixel of the i" pattern, anch
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is the total number of pixels in the" pattern. Figure 3-7(e) shows the center points

of each pattern in the image shown in Figure 3:7(c)

3.3.3 Construction of Displacement and Strain Conto  ur
As a final step, the displacement field can bewated using the following
simple relationship:

Di,x(xilyi) = Xi' =X

. 23
Dy (X, ¥:) =Y - @9

where D, (x,y;) and D, (X,y) are the displacement components in the

horizontal and vertical directions, respectivelx,y, anyl (x.,y;) are the center

coordinates of matching patterns before and akéorchations. The displacement
components are plotted in Figure 3-8(a) and (bgeretthe length of arrows indicates

the magnitude of the displacements.
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() (d)
Figure 3-8 Discrete displacement plots in (a) the horizontand (b) the vertical
directions. Displacement contours in (c) the horizontal andd the vertical

directions.

With the N-PRCT, displacements are determinedsatrelie points (the center
positions of each pattern). Furthermore the discqgoints are not uniformly
distributed. The thin-plate smoothing spline ipt#ation technique is known to be
most effective for randomly distributed discreteada It is adopted to produce a
continues displacement field [59-61], which is shoin Figure 3-8(c) and (d) for
horizontal and vertical direction, respectively.tra$h components can be determined
by the displacement and engineering strain relahign

The displacement of the template over the whole daiggth is approximately
594 nm. Using the rule of mixture, the displacemef the composite

nano-template can be estimated as:
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Zaivi E
U =ag4 xAT x LITXATXL
SVE (24)
_ 236x327x70+ 62x10x410 o0 2569- 603(nm)
327x70+10x 410

where the temperature changd is 82C; the horizontal dimension of the field of
view L is 3.509um; the CTE of aluminum is 23.6 ppm; the CTE ob@d is 6.2
ppm [62]; the volume of aluminum is 327 pm 7 mm x 7 mm; the volume of
alumina is 10 pmxX 7 mm x 7 mm; Young’'s modulus of aluminum is 70 GPa

Young's modulus of alumina is 410 GPa [62]. Theeaerimental value matches the
estimated value very well, which establishes tlubal measurement accuracy of the

N-PRCT.

3.4 Discussion: Resolution of N-PRCT

Computer simulations using regularly oriented idestterns are conducted to
address the theoretical displacement measurementaay of the N-PRCT. An
example of ideal patterns is shown in Figure 3-B the figure, the diameter of a
single pattern isd, (in pixel); the distance between two adjacentepattis r (in

pixel); and the gauge lengly,, defined as the minimum distance between two

adjacent data points, is the center to center riistaf two adjacent patterns (i.e.,

L, =d, +r). The spatial resolution of digital imag&%, can be defined as

R = (25)
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where L is the physical dimension of a field of view, aimdl is the number of
pixels used to represent the length the spatial resolution can be interpreted as the

physical dimension that a single pixel represents.

Number of pattern perline N, ~L/L,

1900000000
900000000
1900000000
o YYYYTYYTYTYHE

I Gauge length I

Lg :dp+r

Figure 3-9 Regularly oriented patterns used in the simulation

74



The displacement measurement accuracy (or sehgjitigidirectly related to
the accuracy of the center coordinate detectionons€quently, the accuracy

increases as the size of a single pattefp, increases. However, it also increases

the gauge length and the number of data pointsari¢ld of view is reduced, which
is not desired for a non-uniform deformation field.

The theoretical relationship among these experiateqgarameters is
summarized in Figure 3-10(a) (in pixel). The pjmvides the corresponding

displacement accuracyy, for a given pattern diameted, (or a given gauge

length, L,). It also provides the number of patterns pee,lilN,, which can be

. L
estimated asL—.
¢]

It should be noted that the pattern diameter shbaldmaller than the gauge
length. The line in Figure 3-10(a) is the extrerase where the pattern diameter is
equal to the gage length (i.e.= 0). The shaded region under the line defines th
applicable domain of the N-PRCT. In practice,dbenain becomes smaller mbas
a finite value.

In the simulation, a uniform deformation field isad to determine the
displacement sensitivity/accuracy. For a given poter generated digital image
with regular oriented patterns (reference image)tkieoretical displacement for each
pixel in the image can be calculated. Bilineaefpblation function is employed to
add the displacement in the reference image aratectbe deformed image. Using

the N-PRCT, the displacement can be measured ubmgeference image and
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deformed image. Therefore, the accuracy or seitgitican be obtained by
comparing the theoretical displacement and measlispthcement.

The application used in the paper has a field eiwof about 3.5um (in the
horizontal direction). The number of pixels in tb@ital image is 1024 pixels.
Using Eq. 25 the spatial resolution is determinedRa = 342nm/ pixel . The
accuracy plot for the field of view of 3;5n can be obtained by converting the pixel
into the physical dimensions (multiplying B2 nm/pixe). The results are plotted
in Figure 3-10(b). The hole diameter of the nantettemplate and the gauge length
are d, =81+5nm and L, =101+ 5nm; the corresponding displacement accuracy

is 6 =0.015+0.001nm and approximately 34 data points can be obtairezdipe

(Figure 3-10Db).
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Figure 3-10 (a) Theoretical relationship among the experimentaparameters.

The displacement resolution and the gage length used in the experimiénshown

in (b).

3.5 Conclusion

An in-plane measurement technique callaho-Pattern Recognition and
Correlation Technique (N-PRCT) has been proposed to measure sub-nanometer scale
deformations. The detailed procedures of the peganethod were described and
illustrated using the SEM images at extreme maggatifon (3.5 um region of interest),
taken from a nano-hole template. Computer simaratwere conducted to address
the theoretical displacement measurement accuraldye preliminary experimental
results presented in the paper provided the displaot measurement accuracy of

approximately 0.015 nm with the spatial resolutbhess than 3.5 nm/pixel.
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Chapter 4: Nano-Pattern Recognition and Correlation
Technique for Sub-Nanometer Deformation Measurement —
Part Il: Implementation for Thermal Deformation

Measurements of Microelectronics Circuits 8

ABSTRACT

The Nano-Pattern Recognition and Correlation Teplnmi(N-PRCT) proposed in the
first part of the paper is applied to measure tladyminduced nano-scale
deformations of microelectronics circuits. A urggoractice of E-Beam lithography
is proposed and implemented to fabricate regularignted patterns required for the
N-PRCT technique using PMMA as an E-beam resisthe proposed scheme
utilizes the standard SEM for imaging to fabrictie patterns without the need of
specially designed E-Beam lithography system, wimakes the implementation of
N-PRCT practical. Sub-100 nanometers to the micsoale regularly oriented

patterns can be produced. The patterns are prddoce the well-polished

cross-section of a flip-chip package. Thermal defiions with the displacement

measurement accuracy of about 0.1 nm are obtamadield of view of 7um. The

% This chapter will be submitted as a research papeExperimental Mechanics under the title
“Nano-Pattern Recognition and Correlation TechnifpreSub-Nanometer Deformation Measurement
— Part Il: Implementation for Thermal Deformatioredsurements of Microelectronics Circuits”, by H.

Bi and B. Han.
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results show a shear strain concentration at teefaice between the passivation layer
and the adjacent metal pad.
4.1 Introduction

An imperative need exists for deformation data frimterconnects of silicon
devices. The need for nano-scale measurementsmiesconore urgent as the
interconnect technology approaches the 50 nm nodebayond. The reliability of
microelectronic devices is determined largely byertmal and mechanical
deformations of interconnect layers, which are mef@ by computational analysis.
Simplifications and uncertainties in the computadilo analyses are inevitable.
Informed mechanical analysis is vital to measuesvidriables and to guide and verify
the computations. Nano-scale deformation measuresmare needed on the
sub-micron scale with a sub-nano meter displacemaesotution.

A new full-field in-plane displacement measuremésthnique called the
Nano-Pattern Recognition and Correlation Technique (N-PRCT) [63] has been
proposed to achieve the goal. The first part @ 8tudy described in detail the
principles of N-PRCT. The objective of this secopdrt is to study the
thermally-induced deformation of the passivatiogeldmetal pad interface in a
flip-chip package under high-temperature conditismg the N-PRCT.

The N-PRCT utilizes regularly oriented patternst thee fabricated on the
specimen surface as the media to realize the dmplant measurement. A unigque
practice of E-Beam lithography is proposed and en@nted to fabricate the regular
patterns on a specimen surface. The proposed schalizes a standard SEM for

imaging to fabricate the patterns without the neédspecially designed E-Beam
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lithography system, which makes the implementattdrN-PRCT practical. The
detailed N-PRCT procedure to obtain deformatiold§eising the nano-patterns, and

the results will be discussed in the body of theepa

4.2 E-Beam Lithography for Regularly Oriented Patte  rns
4.2.1 Background

E-beam lithography (EBL) is a well-established teghe for nano-structure
fabrication [66-69]. It has been extended succdlgso fabricate regularly oriented
structures [68,69]. Figure 4-1 illustrates schecadly E-Beam lithography. The
E-beam is focused on a specimen surface and expasesdheam sensitized material
coated on the surface. During SEM imaging, theeBnb spot stays at an area for a
period of time known as the dwelling time and timoves to the next area. Figure
4-1(a) shows the areas in black where the E-beanained under dwelling time.
The time it takes for the E-beam to move from om@do another is extremely short,
and so the exposure is negligible; these areasharen in grey in Figure 4-1(a).

Figure 4-1(a) shows the areas that have been eXpgode-beams (in black)
and the areas that have not been exposed (in gréyler a proper developing
process, the regularly oriented patterns can biacitbd. A schematic illustration of
the patterns fabricated using the proposed pracfiéebeam lithography is shown in
Figure 4-1(b).

Two E-beam resists are most widely used; they br& &nd PMMA. SU-8
is a negative E-beam resist that is extremely 8eadb electrons; it takes only very

small electron doses to fully expose SU-8 [70]. widaer, the resolution of SU-8 is
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in the range of only the sub-micron scale. Thisits the region of interest to the
range of tens of microns. On the contrary, PMMAi qaovide resolutions of
sub-100 nm [71] but requires much larger dosegulbexposure; typically 10 times
compared to SU-8.

The most important parameter affecting the patséza is the E-beam energy
and the exposure dose. With the E-beam energywigless than 5 keV) and thus
the primary electron energy is low, the forwardtssang in the resist layer is
dominant, which results in the spreading of thetete beam and a consequent loss
of resolution [73,74]. The exposure area usuabgdmes much larger than the
E-beam spot. This phenomenon is known as the mpitxieffect, which often
causes features written by the E-beam to be widetensely patterned areas [74].
With an increased electron energy (higher than 2¥)k most of the forward
scattering takes place in the substrate, whichshefuluce the proximity effect.
Consequently, higher-energy E-beam is desirediiociae smaller features (sub-100
nm).

In the original approach to produce regular nantbepas [68,69], a special
EBL system (RAITH150 EBL system) was utilized. Ref. [68], a relatively
low-energy (5 kV) E-beam was used to fabricatepagern on PMMA. A pattern
size of about 600 nm in diameter with gauge ler@tl2000 nm over an area of
50X 50 byum was reported. In Ref. [69], SU-8 resist was usegatterning with
the same EBL system but with a higher energy (1pEM¥eam. A final pattern size

of approximately 100 nm was obtained over an argd Inm but the gauge length
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was nearly twice large as the final pattern se€@0 nm) due to the larger initial
pattern sizeX 180 nm) [65].

The current applications of interest deal with gioe of interest typically less
than 10um, and a smaller pattern size (and thus a smadlge dength) is desired.
More importantly, a special EBL system is not rgadvailable for routine practice.
To cope with the problems, a unique practice ofdaB lithography using a standard

SEM is proposed to fabricate regular patterns sm#ibn reported in the literature.

E-beam scanning

Focused E-beam
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Conductive Layer
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Figure 4-1 Schematic illustration of the proposed unique pactice of E-beam

lithography: (a) E-beam exposure (b) patterns after developing

4.2.2 E-beam Lithography Using Standard SEM

SEM imaging is actually an E-beam scanning procedsch provides
E-beam exposure. This standard SEM imaging processsed to fabricate
nano-patterns using PMMA.

The smallest pattern can be made at the highestaBrbenergy and the
smallest exposure dose (or dwelling time) to miaenthe proximity effect. The
standard SEM used in this study (FEI Quanta 20f@r®the maximum energy of 30
keV and the smallest beam size of 0.4 nm.

Figure 4-2 shows the feature size written on theMAMas a function of
exposure time at the condition of the maximum eyemgyd the smallest beam size.
As expected, the feature size increased as thd tmel increased. The minimum

exposure time of 10(as was determined as the optimum dwell time.
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Figure 4-2 Pattern size Vs. Exposure time
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It should be noted that a thin gold layer (~ 2 msn3puttered using sputtering
machine before PMMA is coated on the specimen serfaThis gold layer helps
discharge the electrons trapped in the PMMA lay#aich reduces electron reflection
(also called backscattered electrons) and thubdureduces the proximity effect to
fabricate the small pattern. The smallest patfabmicated on a glass substrate is

shown in Fig. 4-3, which was around 100 nm. Thiéoamity is evident.

Figure 4-3 Regularly oriented patterns fabricated using proposed unigg

practice of E-beam lithography: ~100 nm pattern

4.3 Nano Pattern Fabrication for N-PRCT
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A flip-chip package is illustrated schematically fig. 4-4. A silicon chip
(11.94 mm x 11.94 mm x 0.715 mm) is attached torganic substrate through tiny
solder bumps. The gap between the chip and the&trat is filled with an epoxy
underfill to reduce the strains of solder bumps. stdp configuration was prepared
from the package, containing five central rows ofder bumps. One side was

ground to produce a flat, smooth surface. Thescsestion is illustrated in Figure

4-4(b).
T=0.715 mm \
Substratém "
()
Solder bum
| P Chip
Underfill
A 000
' Substrate - DNP
(b)

Figure 4-4 (a) 3-D view of flip-chip (b) cross-section view of flip-cp
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The surface of the specimen cross-section shouldsb#lat as possible to
avoid unevenness in the resist layer during spaticg. Normally, grinding-paper
finer than 600 grits/inch is used to grind the smen cross-section as the first step.
Grinding cloths and grinding suspension fluids witier grinding particles are then
used to fine-polish the cross-section. The flippghackage used in this paper was
fine-polished using an Allied 1-micron diamond seisgion and 50 nm colloidal
silica suspension grinding fluid after coarse-gohg with 600 grits/inch and 1200

grits/inch grinding paper.

Figure 4-5 shows several SEM images of the fingspet flip-chip package
cross-section at various magnifications. No vesibtratches are seen in the region
where the displacement/deformation will be measuréde final image of Figure
4-5 shows the region of interest on which the radyloriented nano patterns are
fabricated.

As mentioned earlier, a thin gold layer is sputleren the specimen
cross-section surface before spin-coating the PMMABesides the discharging
function, the layer offers the uniformity of theesgmen surface, which contains
various conductor and insulators. This layer afldw produce the uniform patterns
over the field of view.

A 100 nm-thick PMMA layer was spin-coated an on tdpthe conductive
gold layer using a spinner machine (Specialty @gatbystem Inc, P-6000 spin
coater). The PMMA layer was prebaked at 170 °C3fbminutes and was exposed

to the condition optimized during the preliminarperiment [72].
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Passivation
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Metal pad
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Figure 4-5 Region of interest on which patterns are needed to be fabricdte

The exposed PMMA with specimen was immersed in teveloper
(Microchem 1:3 MIBK to IPA) for 30 seconds for démaing the patterns. And the
specimen was then post baked at 95 °C for 30 nanut2]. Another conductive

gold layer (~ 2 nm) was coated for SEM imaging.
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The SEM image of the patterns fabricated on the-dhip specimen
cross-section is shown in Figure 4-6(a). The patsze is about 115 nm in
diameter. In the 7unxX6um region of interest there are about 55 pattpendine,
for a total of about 2600 data points in the whisdd. This region of interest
includes chip/passivation layer/aluminum pad. ¥f#M image at high temperature
(108 °C) is shown in Figure 4-6(b). The thermadimg will be discussed in the

next section.

Det|Sig| WD |Pressure V  |Spot| Mag |Det|Sig] WD |Pressure
SE[1098mm| - [ | 30.0 kV| 1.0 |30000x|Etd | SE [10.98 mm| -

(@) (b)
Figure 4-6 SEM images of region of interest (a) before loadin@3 °C) (b) after

loading (108 °C)

4.4 Deformation Measurements
4.4.1 Experimental Setup for Thermal Loading

The specimen was loaded inside the SEM.  Figuf@}shows an image of
a specially designed thermal conduction stage (G&002) for SEM (on the left

side) and its schematic illustration (on the rigltte). As shown in the schematic
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illustration in Figure 4-7(a), thermal loading wagalized through thermal
conduction: heating through electrical power andliog through liquid nitrogen.
Through a rear cap on the SEM chamber, the plasiid control hoses were
connected to the liquid nitrogen tank that is posgd outside of the SEM chamber.
The electrical connection wires were also linkethi® control panel through this rear
cap. These plastic hoses for liquid nitrogen gaplyaenough force on the thermal
conduction stage to cause the thermal conductiagesto become unstable or to
rotate during SEM imaging. Therefore, during thgeximent the plastic cold
control hoses were positioned to be as flexiblp@ssible to eliminate the force on

the stage.

Cold/Hot Sample
Stage
! Cold control Hot control
hoses electricity wires
Fixed stage holder
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Figure 4-7 (a) Thermal conduction stage in SEM chamber, (b) i€&ure of

external control panel for thermal conduction stage in SEM chamber

The specimen was positioned on the stage usingralbuble-sided tape.
To make specimen sit stably on the stage, a snethimblock was used as a sample
lean holder. The temperature of the thermal conolutage was controlled through
the external control panel, which is shown in Fegd¢7(b). The temperature for the

thermal conduction stage ranged from -2@0to +200°C.

4.4.2 Experimental Results

Figure 4-6(a) is the SEM image of the region oéiast at room temperature
(23°C). Another SEM image of region of interest atighkr temperature (108)
was taken and is shown in Figure 4-6(b).

The original SEM image with noise involved duringNs imaging is shown
in Figure 4-8(a). To eliminate the high-frequerrepdom noise caused by SEM
imaging, the image was then processed by a 3x3pkms-filter. The image after
being processed by low-pass filter is shown in Fegu+8(b). This process, however,
also blurred the pattern boundary.

The image processed by the low-pass filter wasespuently processed by a
Wiener filter for the pattern boundary de-blurringThe Wiener filter designed for
boundary de-blurring is based on Equation 26 [64]:

H™ (u,v)

2 R
H (u,v)|" + P ()

R(u,v) = (26)
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where H(u,v) and H"(u,v) are the low-pass filter and its complex conjugate

the frequency domainP,(u,v )s the power spectrum of the signal, aRy is the

: : . P . .
average amplitude of noise frequencies; the tellbﬂn?”—) is the reciprocal of the
u,v

signal-to-noise (S/N) ratio.

In this paper, the SEM image of the region of iesérwas taken using
parameters of 30 keV and spot size 1. Given tfigination, the noise level could
be calibrated using the method proposed by Bi e[4d]. The magnitude ofP,
was estimated to be 1465. Then, the Wiener filkes set. Figure 4-8(c) shows an

H (u,v)

|H(U,V)|2+ 1465 '
P.(u,v)

FFT image of the Wiener filter accordingR¢u,v) =

() (b)
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Figure 4-8 Experiment results (a) Original SEM image of regiorof interest, (b)

Image processed by low-pass filter, (¢) FFT image of de-blurring fétr, (d) Image
processed by de-blurring filter, (e) Boundary detection, (f)Binarization, (Q)
Removal of partial patterns along the boundaries, (h) Pattern e@cognition and
center coordinate detection, (i) Horizontal discrete displaament field, (j)
Vertical discrete displacement field, (k) Displacement ploin horizontal direction,

() Displacement plot in vertical direction
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The image processed by the Wiener filter is showrrigure 4-8(d). The
random noise reduction and the restoration of thentlary described in the previous
section are evident.

The process proceeded for pattern recognition entec coordinate detection.
The results obtained from the deformed patternufie@gt-8d) are shown in Figure
4-8(e) for boundary detection, Figure 4-8(f) fondmization by filling the detected
boundary, Figure 4-8(g) for removal of partial pats along the boundaries, and
Figure 4-8(h) for pattern recognition and centesrdmate detection.

The discrete displacement values were obtainedaelt éndividual pattern
using the center coordinates of the images befoceadter thermal loading. The
results are shown in Figures 4-8(i) and (j) for th@izontal (x) and vertical (y)
displacement fields, respectively, where the magiaitof the vector is proportional to
the length of the arrows.

Continuous displacement fields are also obtainedngusthin-plate

interpolation. For better visibility, Figures 4-k8@nd (l) show the displacement plot.

4.5 Numerical Validation

A method is required to validate the experimenther€ is no experimental
method that is able to provide the displacement someanent with similar
accuracy/sensitivity and spatial resolutionfo examine the accuracy, we have
carried out modeling of the elastic strains usimg finite element method since the

field of view only contains elastic strain.
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Figure 4-9 Finite element modeling results

In order to accommodate the very small region tdrast (#6um) within the

package structure, a global-local modeling scheras @mployed. A 2-D global
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model of the entire package was first solved amdrésult was used as boundary
conditions of a local model of the region of inwre In the local model, the mesh
size was 400 nm. Material properties used in thelahare listed in Table 4-1.
The temperature loading identical to the experinfait= 85°C) was applied to the

model. Figure 4-9 shows the result of the locatieto

Table 4-1. Material properties used in the finite element model [77]

E (GPa) v CTE (ppm?C)
Si 160 0.23 2.6
SiO, 68 0.19 0.75
Al 73 0.35 23
30.6 at 30C
20.54 at 60C
Solder 11.96 at 96C 0.3 20
8.84 at 105C
Underfill 4 0.3 40
Polyimide 4 0.35 21
Board 22 0.12 15

For better compassion between finite element mogeksult and experiment
result the displacement contours are shown in Eigut0. The contour interval is
1.5nm/contour. From the results shown in Figurg#04the excellent agreement

between the finite element modeling results anc&erpental results is observed.
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For a quantitative comparison, the strain proféésng the highlighted line

AA’ in Figure 4-11(a) is calculated.

—Finit element modeling
* Experimental result

. ) T T T
— Finit element modeling * )
. Si | \LL_® Experimental result . Si
i
L J
Sio, Sio,
I+ i
| .
-
| [— Finit element modeling « Al | I Al
® Experimental result
2 1 0 1 2 3 -4 0 1
x10° x10°
(c) (d)

Figure 4-11 (a) Structure of region of interest (b) normal strairz, profile
along AA’ (c) Normal strain profile ¢ along AA'. (d) Shear strain

profile y,, along AA’
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Normal strain profiles in horizontal and verticalettions are comparable
(Figure 4-11 b and c). In Figure 4-11(d) the shstmain concentration in the
passivation layer/metal pad interface is obtainedath FEA modeling result and

experimental result. This excellent match validdte experiment.

4.6 Discussion: Displacement Measurement Accuracy/S  ensitivity
Analysis

Displacement measurement accuracy was analyzed asmputer-simulated
ideal patterns, for which the units are pixels€réb Reference [63]). The reference
image and deformed image are simulated based ahpd#erns (refer to the insert of
Figure 4-12) and theoretical displacement inforomati Using N-PRCT,
displacement can be measured using the refererageiand deformed image. Thus,
the displacement measurement accuracy/sensitwifyn pixel) was obtained through
comparing the theoretical displacement with meabkdigplacement. By converting
the pixel into physical dimensions (multiplying bsgpatial resolution), the
displacement measurement accuracy for a given dfizegion of interest can be
obtained.

The application used in the paper had a regiontefest of about @m (in the
horizontal direction). The number of pixels in tHigital image was 1024 pixels.

Using Equation 27, the spatial resolution was defteed adfl, = 6.8nm/ pixel .

Figure 4-12 shows a summary of the accuracy plothfe region of interest of dm
(in the horizontal direction). The pattern sizedathe gauge length were

d,=115nm and L, =135'm , respectively; therefore, the corresponding

99



displacement accuracy ds= 0.105nm, and approximately 55 data points can be

obtained per line.

Number of pattern per line N,
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Figure 4-12 Displacement measurement accuracy/sensitivity plot for eepment

4.7 Conclusions

Using the proposed unique practice of E-beam litholgy technique,
regularly oriented patterns of about 115 nm in disenwere successfully fabricated
on the well-polished specimen cross-section. N-PR¢as then implemented to

document the displacement in a 76 m region of interest for a flip-chip package.

Excellent deformation in the region of interestttisacrossing the passivation layer is
observed. The results show a shear strain comatiemtrat the interface between the

passivation layer and the adjacent metal pad. eXperiment was validated using
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finite element modeling method. And the displacetmaccuracy/sensitivity was

about 0.105 nm with spatial resolution about 6.8pxel.
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Chapter 5: Contributions and Future Work

5.1 Thesis Contributions

Full-field in-plane displacement measurement tegph@i nano-pattern
recognition and correlation technique is develofmedocument the deformation of
micro- to nano-structures. The most significanhtdbutions of this work are
summarized as follows:

1. Contributions to the experimental mechanics comity:

(a) Development of a new experimental technique for oaeétion
measurements of micro- to nano-scale structureshe Pproposed
technique is able to document the deformation ogg#on of interest of a
few microns with displacement measurement accusaogltivity of
fraction of nanometer.

(b) Application of the proposed technique to the defron analyses of

micro- and nano-mechanics.

2. Specific technical contributions:

(a) Development of the procedures to calibrate the SBMendue to inherent
instability of the electron beam column during stag and the
signal-to-noise ratio of the detector. This workakles a better
understanding of the limitations for current avialiéatechniques proposed

to document the deformation on small region of rede  More
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importantly, this work enables a better understagdif requirements for
the new measurement technique using SEM as imaygsters.

(b) Propose a unique practice of E-beam lithographyichvlienables the
fabrication of regularly oriented structure on spem surface. This
work utilizes the standard scanning electron mmops for imaging to
fabricate the patterns without the need of speEideam lithography
system.

(c) Development of full-field in-plane displacement m@@ment technique:
nano-pattern recognition and correlation techniquelhe regularly
oriented structures are used as the media to ee#he displacement
measurement. The suitable combination of filtergentified; they are
able to effectively eliminate the noise of digitalages evolved during
SEM imaging without losing clear object boundarytdees. This
capability is obtained through fully understanditige image blurring
mechanism and accurately calibrating the noisel lef/6SEM imaging.
The proposed N-PRCT technique is proved to be sisea to the SEM
noise. Therefore, combined with SEM, N-PRCT is bépaf measuring
the in-plane displacement on a few microns regidninterest with

displacement accuracy/sensitivity of fraction ohometer.

5.2 Proposed Future Work

As mentioned above, enhancement of performandeeigver-existing effort

in microelectronic field. Smaller feature size todnsistors and higher density of
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circuitry are the important factors to realize this The deformation of
microelectronic devices during manufacturing ancrapng will continue to be
critical information for the reliability analysis.The contributions made by this thesis
can be extended; some of which are summarizedlas/fiogs:

(a) Operate N-PRCT technique on smaller (sub-microg)ore of interest.
N-PRCT is an amplitude-based displacement measuteteehnique.
Theoretically, it has no limitations with imagingevdces. Regularly
oriented patterns with smaller size (tens of naritersescale or less in
diameter) are required to realize the deformatiorasnrement on
sub-micron region of interest. Therefore, the neattern fabrication
method is a direction to extend the work. A tegnei called electron
beam projection lithography [75,76] can be congder

(b) Develop a more advanced image processing algotithrealize a higher
displacement measurement accuracy/sensitivity. s Thin be achieved
through the development of advanced noise elinonagilgorithm; which
should be able to remove the noise very effectiietyn the original
signal.

(c) Develop a user-friendly program interface. Thidl wnable the data

analysis process more easily and effectively.
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