PH.D. THEsIS

Dynamic Routing of Voice/Data-Integrated and ATM-based
Hybrid Networks

by S. Chen
Advisor: J.S. Baras

CSHCN Ph.D. 94-1
(ISR Ph.D. 94-15)

. CENTER FOR SATELLITE AND HYBRID
COMMUNICATION NETWORKS

4

The Center for Satellite and Hybrid Communication Networks is a NASA-sponsored Commercial Space
Center also supported by the Department of Defense (DOD), industry, the State of Maryland, the
University of Maryland and the Institute for Systems Research. This document is a technical report in
the CSHCN series originating at the University of Maryland.

Web site http://www.isr.umd.edu/CSHCN/






Abstract

Title of Dissertation: Dynamic Routing of Voice/Data-Integrated and
ATM-based Hybrid Networks

Shihwei Chen, Doctor of Philosophy, 1994

Dissertation directed by: Professor John S. Baras
Department of Electrical Engineering

A hybrid network consisting of a satellite network and a terrestrial net-
work will increase the overall network efficiency considerably by using all avail-
able resources and media. This dissertation considers dynamic routing in both
voice/data-integrated and ATM-based hybrid networks.

Optimal dynamic routing in such mixed-media (voice/data-integrated) net-
works under Markov Queueing Modeling has been developed and solved. Rout-
ing problems in such a domain usually lead to a weighted-sum minimization or
a minimax problem. A new approach to obtain the trade-off curve of multiple-
objective optimization is outlined. With a numerical optimization package, we
can plot the trade-off curve exactly.

Both a centralized and a distributed implementation of this problem with
Kalman filter techniques and Equilibrium Programming are presented. These
techniques allow the control of a large and stochastic network by communicating
with a group of communication managers in a parallel manner.

For ATM-based hybrid networks, an economic model with the objective of

maximizing the “social welfare” has been adapted. This model can be developed



into a form of a two-player game. With a little modification and adaptation, we
will be able to solve the joint problem of access control and routing in both the

weighted-sum formulation and the economic formulation.
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Chapter 1

Introduction

A mixed-media ! network is an integrated, heterogeneous network which con-
sists of several subnetworks. The transmission media for these subnetworks are
different. For example, these subnetworks could be roughly classified either as
a terrestrial network or a radio network. A terrestrial network could be a tele-
phone network or a computer network. A radio network could be comprised
of a satellite network or a cellular mobile network, etc. To make it distinctive
from multi-media traffic, we also term such a mixed-media network a “hybrid
network”.

A hybrid network consisting of satellites and terrestrial networks will offer
connections to areas where optic fibers are hard to deploy, like remote districts,
or mobile terminals. Such hybrid networks will provide broadcast functions as
well as more efficient and flexible use of network resources.

The study of hybrid networks is important because the overall network effi-
ciency can be considerably increased by using all available resources and media.

In some situations, the combined use of all media may provide connectivity,

!This term should be made distinctive from multimedia which means multiple traffic of

voice, data, video, etc.



whereas use of a single medium may not. The main problems to be addressed in
this thesis are the designs of the dynamic routing algorithms for hybrid networks
including ATM-based hybrid networks.

A voice/data-integrated hybrid networks is a hybrid network that carries both
voice traffic and data traffic within the same transmission media. Data networks
(computer networks) and voice networks (telephone networks) were developed
independently. They were originally designed to carry only one traffic type,
i.e., either voice or data traffic, but not both. However, as more multi-media
applications are emerging, there are substantial needs for voice/data integration
techniques. For example, the telephone networks can now send data traffic with
various modems and the computer networks can transmit voice traffic by using
digital techniques such as quantization, compression, digital signaling processing,
etc.

Since some adaptation or interface devices and techniques are required for
current networks to carry multi-media traffic, new technique such as Asyn-
chronous Transfer Mode (ATM) was invented to be an universal architecture
for multi-media traffic including voice and data and more other types such as
fax, image, video, graphic, etc. ATM is a fast packet switching technique based
on a connection-oriented method. ATM will be deployed gradually in next five
to ten years. Meanwhile the current voice and data networks will still exist for
some time. Therefore, substantial research efforts, especially in routing prob-
lems, are required for multi-media applications for both voice/data-integrated
networks and ATM-based networks at current time.

This thesis concentrates on the routing problem of hybrid networks for both

voice/data-integrated traffic and ATM traffic. We begin with the routing prob-



lem in the domain of a general, existing network architecture, that is, a terrestrial
network consisting of voice and data sub-networks and there is one satellite in
the model. Then we extend the problem to ATM-based hybrid networks in which

the terrestrial network under consideration is a broadband ATM network.

1.1 Routing problem for voice/data-integrated networks

The routing problem in a single network domain is well-studied. For example, in
a telephone network where voice calls are transmitted and switched mainly by
circuit-switched methods, the routing algorithms have actually been put to use in
our daily lives for years [3, 4, 25]. Some optimal results have been obtained in the
theoretic research [6, 24, 36, 37, 38]. On the other hand, in a computer network
where data messages are mostly put in a packet format and then transmitted
and switched by the packet-switching methods, the same fruitful results have
been achieved both in industrial [18, 47, 54] and research [9, 11, 15, 16, 33, 34]
sectors.

The study of the routing problems in both of the above distinctive network
types is fundamental to achieve new methodologies in an integrated network.
With the advent of the ISDN age, the boundary between the above terrestrial
networks has been blurred. As a matter of fact, the routing problem in an inte-
grated packet-switching and circuit-switching network calls for more advanced
considerations than mere combination of the existing routing schemes. Inno-
vative schemes have been proposed in different voice/data integrated systems
[21, 41, 45], which are currently an active research area. However, in a mixed-
media network with voice/data integrated traffic, the routing control problem

is even more complex and complicated, and thus deserves a more complete and



concrete study.

The routing problem is a network function closely related to flow control, ac-
cess control, bandwidth allocation, priority assignment, etc. If we try to envision
the future Broadband ISDN era which is now under planning, the routing prob-
lem virtually becomes a bandwidth allocation problem. Indeed, if the bandwidth
is wide enough to accommodate the usual load of the traffic, we can put all the
messages in the same direct link without conflict. Under normal conditions, we
do not have to deviate the flow through the alternate routes which are used as
backups in a failure situation [5].

In summary, with the imminent advent of BISDN deployment and increasing
use of satellites to share the daily information transmission load of ground traffic
[40, 59], routing considerations in the hybrid network domain have become more
important and meaningful. Therefore, the routing problem in mixed-media net-
works with integrated voice/data traffic is significant and plays a major role in

the success of future communication systems.

1.1.1 Previous work

There have been several related articles in the routing design of a mixed-media
network. Huynh et al. [28] presented the optimal design of routing and capacity
assignment in mixed-media packet-switched networks consisting of a ground sub-
net and a satellite subnet. In their algorithm, they assumed linear cost-capacity
functions for both terrestrial and satellite links and a fixed-split routing policy
in their terrestrial subnetwork. The first assumption makes their capacity as-
signment problem mathematically tractable, and thus a closed-form solution was

obtained with analytic procedures involving Lagrange multipliers. The second



assumption eliminates the routing problem within the terrestrial subnetwork.
It also reduces the flow assignment problem to one of determining the optimal
amount of traffic going through satellite links for each pair of source-destination
nodes.

Using routing algorithms originally developed for terrestrial subnetworks,
Gerla et al. [20] have evaluated network throughput and delay of mixed-media
networks for satellite access methods such as point-to-point access and multi-
access with or without channel contention.

Maruyama reviewed this problem with an extension to a combined problem
of capacity, priority, and flow assignment (CPFA) [46]. He assumed discrete
cost-capacity functions for nodes, terrestrial links and satellite links, and non-
bifurcated routing within each packet class. He limited the problem to dedicated
satellite channel access methods for which exact delay computations are possible.
The basic idea of his algorithms to obtain the optimal solutions is by trial-and-
error and by iterative numerical methods.

More recently, Yuan and Baras focused on the control of multimedia ? com-
munication processors where the transmission of messages has a time constraint
given by the user [62]. They approximated the delay distribution by using a
product-form network model. A DFT (Discrete Fourier Transform) algorithm
was used to compute a time threshold from the delay distribution so that 99
percent, of messages arrived before the threshold. From this threshold, they de-
rived the “Gittins index” which guides the processor to switch the packets to

the subnetwork with the minimum discounted cost (delay).

2The multimedia here actually means mixed-media, referring to different transmission me-

dia (networks).



However, these papers considered only one uniform transmission and switch-
ing mode, i.e., only the packet-switching method for data transmission among
source-destination pairs.

To consider a voice/data integrated system, we must modify the objective
cost function to include a performance measure for voice traffic. In a telecommu-
nication network, the blocking probability of the voice transmission is the major
concern for setting up phone calls and should be minimized, because voice traf-
fic must be transmitted in a continuous stream with very low variability of the
time delay, while calls which do not get the resources to transmit are blocked
and cleared. In contrast, data traffic, which may be either bursty or regular in
nature, can be delayed and buffered for later transmission. It is the delay for
packet transmission of data traffic that we want to minimize. Thus, the overall
objective function of an integrated voice/data system is usually a weighted sum
of blocking probability for voice traffic and delay for data traffic.

For example, Gerla and Pazos-Rangel [21] considered the bandwidth alloca-
tion and routing problem in ISDN’s; using a linear combination of the blocking
probability and packet delay as their objective function. They formulated the
problem as a constraint nonlinear programming problem, which has a special
structure to be exploited and solved by the Frank-Wolfe steepest descent algo-
rithm [44].

A similar type of objective function is used by Viniotis-Ephremides. They
use the theory of Markov decision process and dynamic programming to obtain
the optimal admission and routing strategy at a simple ISDN node [58]. The
results are characterized by the same series of “switching curves”. Results of

the same kind have been obtained by Lambadaris-Narayan for a circuit-switched



node [39]. However, these results are limited to a system with a low degree of
dimension, that is, a network of one or two queues (or a simple ISDN node).

More commonly, the previous authors consider the voice/data integration
system in a single domain, not in the mixed-media network domain. In conclu-
sion, the problem is a two-level integration. On the first level, we have voice/data
integration and mixed-media domains integration. On the higher level, we con-
sider the further integration of the problems in the first level. Namely, the
optimal routing design in the mixed-media network with integrated voice and
data traffic.

We will examine the dynamic routing problem in Chapter 2 and discuss the
trade-off phenomenon in voice/data integration in Chapter 3. Based on these
methodologies, we propose both a centralized and a distributed implementation
architectures using Kalman filter techniques and Equilibrium Programming in

Chapter 4.

1.2 Dynamic routing for ATM-based hybrid networks

ATM is a connection-oriented way of switching. A virtual circuit is established
before the information packets (cells) are pumped into the channel. Since the
processing overheads are reduced to a minimum by taking some network layer
functions, such as routing and error control at the intermediate nodes, to the
higher layers of the end nodes, extremely low delay is attainable. This makes
time/delay sensitive traffic, such as voice and video, transportable over ATM
links. Such fast packet switching is feasible in optical fiber networks with con-
siderably low bit error rate.

The basic principles of Asynchronous Transfer Mode (ATM) were evolved and



developed through a couple of phases (See, for example, De Prycker [14]). How-
ever, the design goal of this new transfer/switching technique is to pave a bridge
to the future National Information Infrastructure (NII) which makes multi-media
services (voice, video, data, images, fax, ..) available and transportable through
a common backbone structure of upcoming Broadband Integrated Services Dig-
ital Networks (BISDNS).

To achieve this goal, fast packet switching like ATM was proposed. ATM,
based on fixed-length cells, can transport traffic up to 150 Mega Bits Per Second
(MBPS) or higher. Therefore, we can transmit various bit rate motion pictures
along with high bandwidth graphics, low data rate voice and data all over the
same switching fabrics, which is not possible through the existing networks.

To differentiate the types of services available through ATM networks, we
commonly associate a set of Quality of Service (QOS) parameters to each class
of services. Network service providers must guarantee the QOS requested by the
users throughout the connection duration. The main QOS parameters are delay
and cell loss probability.

The goal of the dynamic routing problem for ATM-based networks is the
same as before. However, the terrestrial network under consideration is now an
ATM network. Because the exact analytical expressions for cell delay or cell loss
ratio, etc., are not already available or not already verified, another approach
must be adapted. We formulate the dynamic routing problem of mixed-media
networks with ATM terrestrial subnets based on a minimax problem. This will
be presented in Chapter 5. As an extension of this formulation, we can solve the

access control problem at the same time. This is also addressed in Chapter 5.



Chapter 2

Routing Problem As Multi-Objective Optimization

In this chapter, we formulate our routing problem in mixed-media networks as
a multi-objective optimization problem. There are four objectives which should
be minimized: delay, blocking probability in the terrestrial network, delay, and
blocking probability in the satellite network. A common approach to such a
multi-objective optimization problem is to optimize the weighted-sum of the
objectives. This results in a nonlinear programming problem with nonlinear

constraints.

2.1 Model

A mixed-media network could comprise several subnetworks. However, to sim-
plify the problem, we will consider a communication network composed of two
subnetworks: one is the ground subnet, the other the satellite subnet. One such
network is shown in Fig. 2.1, which shows a mixed-media network over the
continental US with one satellite. A mixed-media network with more than two
subnetworks will be considered in the future, though the problem may become
harder. The nodes are the locations of interface message processors (IMPs) linked

together by landlines. There are special nodes called satellite IMPs (SIMPs)



Satellite

Remote

Remote

Figure 2.1: A mixed-media network. SCC: Satellite Control Center

10



which are interface message processors between the satellites and the ground
links.

Routing in a mixed-media network consists of two major portions: (1) split-
ting the input traffic at SIMPs between ground and satellite subnets; (2) routing
in the ground subnet. The traffic of the ground subnet consists of voice traffic
and data traffic. Our design problem can be stated as follows. Given a network
topology, a set of input traffic rates, a ground routing procedure, and link capac-
ities, we want to minimize a weighted sum of the average delays of data traffic in
both the ground subnet and the satellite subnet and the blocking probabilities
of voice traffic in both the ground subnet and the satellite subnet over the set
of traffic splitting factors for data and voice respectively.

Let g;; (s;;) be the splitting factor of data (voice) traffic which specifies the
fraction of data (voice) traffic, originating at node i and destined for node j,
and going through the ground subnetwork. In the following, we will derive the

overall objective function.

2.1.1 Data delay in the ground subnet: /M/M/1 model

Suppose that we are given a data subnetwork in the ground of NV nodes linked by
L ground links of capacities Cyg (bits/sec), l = 1,2, ..., L, in a specified topology.
The network is partitioned into M regions, each having a SIMP. These M SIMPs
are linked via a satellite channel of capacity Cs (bit/sec). A traffic rate matrix
[ri;] specifies, in packets/sec, the average rates of messages flowing between all
possible IMP pairs ¢ and j, where 7,5 =1,2,..., N.

If we make the following (Kleinrock independence) assumptions: Poisson

arrivals at nodes, exponential distribution of packet length, independence of ar-

11



rival processes at different nodes, and independence of service times at successive
nodes, then we have the following expression for the average data delay in the

ground subnet [32],

1 & 1
Dg = _Z)\gle’la T'l

- - 2.1
Y= 1aCyar — Agai (2.1)

where T; is the delay on link [, v = Eg};‘:l 7i; = the total data traffic rate in the
data subnetwork, Ay = the traffic rate on link /, and t = the average length

of a packet.

2.1.2 Data delay in the ground subnet: /M/D/1 model

We know that the independence assumptions made in the previous section are not
true in general, but they are reasonably good approximations for such systems
(see p. 165, [9]). In many networks, the assumption of exponentially distributed
packet length is not appropriate, for instance, in data networks where packets
are of fixed length. Because packets in the satellite network are of fixed length,
we may assume that data packets in the terrestrial network are of fixed length,
too. In such a case, we replace the M/M/1 model by the M/D/1 model. The

average delay 7; on link [ is

1 N Adi
1rCa 2prCa(pyCar — Aar)

The average data delay D, in the ground subnet remains the same formula-

T

(2.2)

tion as in (2.1). We can either use the /M/M/1 model or the /M/D/1 model,
however, the characteristics and the nature of the approach and the results are

basically the same.

12



2.1.3 Voice blocking in the ground subnet

Suppose that we are given a telephone subnetwork in the ground which may use
the same transmission links and switching facilities as the data subnetwork in
the ground. This voice subnetwork has N; nodes linked by L; trunks (links)
of capacities Cyy,l = 1,2,...,L; in a specified topology. The capacity C,, of
link i can be divided into Ny, channels. A traffic rate matrix [, ;;] specifies,
in calls/min, the average rates of call requests between all possible IMP pairs ¢
and j, where i, j = 1,2, ..., N;. We can model each trunk by an M /M /Ny, /Ny

system and the average blocking probability P, is [9]

()‘gvl/ﬂv)Ng“l/Ngvl!

1
Pb:_ZAgvlf)la P =

N (2.3)
=1 >nlo (Agut/ )" /!
where P, is the blocking probability of trunk [, , = Ef\g , ij = the total voice

traffic in the voice subnetwork, A, = the traffic rate on link ¢, and uL = the

average holding time of a phone call.

2.1.4 Satellite channel

The performance analysis of the satellite subnet depends on the multi-access
protocol used in the satellite channel. The common multi-access (MA) schemes
are frequency division MA (FDMA), time division MA (TDMA), and code divi-
sion MA (CDMA). A complete discussion of the pros and cons of these schemes
and the detailed performance analysis of such systems are not our focus (see
[8, 29, 55, 60]). Rather, we would like to obtain the performance measures for
voice and data traffic in the satellite subnet.

The protocols used can be further classified as random access, demand as-

13



signment, or a hybrid of the above two schemes. The random access protocols
require no reservation operations and channels, also known as ALOHA schemes
(slotted or pure ALOHA) [9]. In contrast, the users must use a reservation
channel to request a transmission channel for the demand assignment schemes,
which has a better throughput than the ALOHA system when the traffic is high.
The maximum throughput of the slotted ALOHA is 0.368 [1], and this scheme
has a shorter delay than demand assignment schemes when the traffic is light.
The hybrid scheme, the combined scheme of these two protocols, behaves like
a random access scheme when the traffic is light, and like a reservation scheme
when the traffic is heavy [60].

Voice traffic must be transmitted in a stream, and thus the whole channel
must be established using a reservation scheme before the transmission starts,
while the data traffic can be adapted to these three different protocols.

To integrate voice and data traffic in the satellite channel, we can have two
strategies: a fixed boundary strategy or a movable boundary strategy. In the
fixed boundary strategy, the data packets are not allowed to use the voice chan-
nels, even if some of them are idle. In the movable boundary strategy, the data
packets can occupy any of the voice channels not currently in use. However, an
arriving call has higher priority to preempt the data packets serviced in the voice
channels.

We make the following assumptions in our model:

1. The SIMPs collectively generate Poisson data traffic at rate Ay packets/sec
and Poisson voice traffic at rate A, calls/min (excluding the retransmission
due to collision). The overall transmission rates (the original rate plus

retransmission rate) of data and voice traffic into the satellite channel are

14



denoted as A, and A! respectively.

2. The data packets are of fixed length. The voice call duration is exponen-

tially distributed with mean 1/u, seconds.

3. Channels are slotted. Let T" denote the slot length which equals the trans-
mission time of a packet and S be the round-trip delay of the channel

measured in slots.

4. The retransmission delay for a request or a random access data packet is

uniformly distributed between 0 and K slots.

Data delay in the satellite channel

Suppose that the satellite channel has capacity C; which is divided into two parts:
Cyq for the data and C, for the voice. There are R reservation channels and N
message channels which are further divided as N, voice channels and N, data
channels. The word “message” here refers to either voice calls or data packets.
All channels are slotted. The length of a slot time is equal to the transmission
time of a data packet. A time slot is further divided into n minislots for message
reservation and the length of each minislot (7'/n) is equal to the transmission of
a request packet. There are Ny (= nR) minislots in the R reservation channels.
Among the N; minislots, the first NV, are used for voice requests and the other
(Ng — Ny) are used for data requests; see Fig. 2.1.4.

Define pg,. to be the probability that a data packet will be successful on a
data channel. Then pg,. is %&Te’%‘T (see [51] page 430). Here we assume the
data packets can go to any of the m data channels and the service at each channel

is independent of other channels’ services. The throughput of the m (could be

15
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Figure 2.2: The satellite channel assignment

Ny in the fixed boundary scheme or a variable in the movable boundary scheme)

data channels system nrap is m X psyue. The average delay under a random access

data (RAD) protocol is [60]:

Dpap(m) =15+ 85+ (e%T — )ty T (2.4)

!

where eA_wiiT — 1 is the average number of retransmissions required for the data
packet, t,, = 1.5+S+ % is the average retransmission time measured in slots,
and Ay = Ale T [51]. According to the same reference, the queueing delay at
each SIMP is neglected. Since the throughput of such a system is only a low
portion of channel capacity, the probability that a message might have to wait
for transmission would be small.

For the demand assignment protocol, m is the number of data request min-
islots available for requesting a data channel in the system. Define p,., to
be the probability that a data request packet will be successful on a minis-

T AT _ W&

lot whose length is --. Then, p., = -t X e

r
n

, and the throughput of

the reservation channel 7,., is m X p,¢,. The delay of a successful request is
Al

treg = [1.5+nS+ (e % — 1)t,4]T/n. The average delay for a data packet trans-

mission is the sum of the request packet delay t,.,, the queueing delay ¢, and
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the propagation delay S.

i
Ag

+ (eﬁ%

o l)tr:v]T (25)

where IT'(1) is the average queue length [12], and ¢, = IT'(1) /¢4, according to
Little’s formula which is also negligible due to the same reason.

In this scheme, we note that the delay is at least “two hops” (one hop is a
round trip from an earth station to the satellite, and back to the earth station).

Therefore, it is not suitable for real time traffic.

Voice blocking in the satellite channel

For a voice channel, this is an M/G/N, /N, system, and the average blocking

probability P is given by

Ay Ay /t)N" [N,
P,=—-—P, P,= (N /t) /k (2.6)
’ k=0 (Av/tv) /k!

where P, is the blocking probability of the satellite channel, A, = > A,, is

o=1

the overall voice traffic rate into the satellite channel, A,, = the voice call arrival
rate from SIMP ¢ into the satellite channel, and 1/, is the average call duration
plus the round-trip delay ST plus the call request and set-up time.

Since the typical call duration is much longer than the round-trip delay and
call set-up time, we can further simplify the system to an M/M/N,/N, queue
and the probability that a system with N, channels has n active voice calls is

given by
(32)"/n!

I, (/R 0

Tp(n) =
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Fixed boundary scheme

Under the fixed boundary strategy, the data packets are not allowed to use the
voice channel. The transmissions of voice calls and data packets do not affect
each other. Thus, the performance analysis is the same as shown above in this

section.

Movable boundary integrated protocol

The data packets can use the idle voice channels in this strategy. To simplify the
calculations, we can assume that the data queues reach their stationary state
when k& (0 < k < N,) voice calls are active. This is reasonable because the aver-
age call duration is much longer than call request and set-up time, which includes
propagation delay and random retransmission delay in the satellite channel. The
average packet delay is

Ny

Dyp = my(k)dgara(Ny — k) (2.8)

where dgq, is obtained from either equation (2.4), or (2.5), and N, could be
as large as N; which is a constant. In this case, all the channels are used by the

voice traffic, and data traffic uses the channels not occupied.

Average delay in the satellite channel

The overall average delay D; in the satellite channel is

D, = %Dd (2.9)

where D, can be Dgpap, Dpap, Dyp, or other analytical expressions of other

data access schemes, Ad = 2{)4:1 A4y, and Ay, = the data arrival rate from SIMP
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o into the satellite channel.

2.2 Problem formulation

The overall objective function which we want to minimize is thus given as
[f=AXDy+BxP+CxDs+Dx P,

where A, B, C, D are the weighting factors which can be adjusted according
to different network topologies. For example, A = 0 (B = 0) means that the
ground subnetwork doesn’t have any data (voice) traffic, or the delay (blocking
probability) in the ground subnetwork is not an important factor in our consid-
eration. Therefore, our formulation is more general than previous work. Huynh
et al. considered only data traffic in packet-switched networks, in which the
problem is a special case of ours by setting A=C=1,B=D =0.

To summarize, denoting = = {(gi;, 5i;), V4, j}, the design of the routing prob-

lem can be formulated as follows:

min f(x)

T

subject to
0 S Gij» Sij S 17 )\gdl S Ogdl; )\g'ul S Cgvl; Ad S Csd; A'u S Cs’ua Vi (210)

This means that the control variables are in the range of [0, 1] and arrival func-
tions of the variables must satisfy the capacity constraints so that the arrival
rate on a link will be less than its capacity.

The arrival rates (Agas, Agyr) of the ground links and (A4, Av) of the satellite
channel are functions of v;;, 7ij, ¢ij, and s;j. Agar (Agy) are related linearly with

gij (sij) by the following expression:
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nij Nio Mg
Na = 3l > oy 85+ T o 05+ 3 o0 (211)
ij k=1 k=1 k=1
where n;; (n;,) is the number of paths between source i (i) and destination j
(0), 0 (0') is the SIMP of the region in which IMP i (IMP j) is located, pf; (p},)
is the probability (or fraction) of the SD (Source-Destination) pair ij (io) traffic
that will be assigned to ij’s (io’s) kth route, and 65 (9%,) is an indicator function
with the value of 1 if the kth route of the SD pair ij (io) passes through link [,
and 0 otherwise. Ay, has the same expression with ~;; and g;; replaced by , ;;
and s;;.

The derivation of this equation is as follows: for IMPs ¢, 7 in the same region,
gi; = 1, i.e., all the traffic goes through the ground network; for ¢ and j in
different regions, g;; € [0, 1], is the control variable to be decided. We assume
that every node can be reached from every other node in the network. A fraction
gi; of traffic requirement goes through the ground network, while the rest (1—g;;)
of the traffic requirement must go to the regional SIMP before being sent to the
satellite channel, and from the SIMP to the destination j.

For a satellite channel, the total arrival rate for A; (A,) is the sum of the
arrival rates Agy (A,y) from SIMP o of the M SIMPs. Ay, (A,y) is a linear

function of g;; (si;) as

Niw =Y D T (2.12)

ieRo ]GR_J
where R, is the region containing SIMP ¢, R, is the region not containing SIMP
o, and g;; = 1 — g;;. The expression for A, is the same with ;; and g;; replaced

by ) i and Sij-

20



2.3 Numerical examples

The optimization problem can be solved by different algorithms. Among those
are primal-dual methods [44, 50], and Sequential Quadratic Programming (SQP)
[56]. We have used the FSQP (Feasible SQP) subroutines developed by J. Zhou
and A. Tits at the University of Maryland [64]. This program has been proved to
be powerful and fast for our problems. For a combined voice and data network
with 8 nodes, 20 links and 64 control variables, we can obtain a solution in less
than 3 minutes. Examples 1 and 2 whose problem sizes are halved can be solved
in a minute. To guarantee the solution, we must investigate the convexity of the
objective function. The Erlang B formula is not convex [26], therefore we may
get a local minimum by using FSQP. The delay in a single ground link is convex
in the range of [0, C,q], where Cyq is the capacity of link {. The summation of
such function may result in non-convex function. Nonetheless, in our example,
we assume that each ground link has the same capacity. The summation of
these delays will be convex in the same capacity range. The complexity of FSQP
algorithm depends on the complexity of the objective function. For our problem
formulation, we will have linear running time on the average. Therefore, we can
extend our example to a large network.

[Example 1:] First of all, we consider a network with data traffic only.
This example is taken from [28]. This network has eight nodes (IMPs) and 20
links as shown in Fig. 2.3. In this network, there are two regions consisting
of nodes {1, 2, 3, 4} and {5, 6, 7, 8} respectively; and the regional SIMPs are

located at nodes 1 and 7, which are also IMPs. The traffic demand matrix is
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Figure 2.3: A mixed-media network

assumed to be uniform with v;; = 12 (packets/sec) ! for all i # j and ~; = 0
for all © = 1,2,...,8. The average packet length is assumed to be 512 bits on all
ground channels. The packet length on the satellite channel is fixed and equals 1
kbits. The ground link capacities (C;) are all assumed to be 50 kbits/sec (5 x 10*
bits/sec), and the satellite capacity to be C; = 1.5 x 10° bits/sec.

The ground routing we used in this example is the split traffic routing (or
alternate routing) which is based on the minimum number of hops required to
transmit packet