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Despite efforts to provide safe, effective medical cadverse events still occur with some
regularity. While risk cannot be entirely eliminated fromltieare activities, an important goal
is to develop effective and durable mitigation strategiegnder the system ‘safer’. In order to
do this, though, we must develop models that comprehensively arsticalljyi characterize the
risk. In the healthcare domain, this can be extremely challenging dioe wide variability in the
way that healthcare processes and interventions are edemdenlso due to the dynamic nature
of risk in this particular domain. In this study we have dmwedl a generic methodology for
evaluating dynamic changes in adverse event risk in acuee hampitals as a function of
organizational and non-organizational factors, using a combination of modelindi$onmd-irst,

a system dynamics (SD) framework is used to demonstrate lgamipational level and policy
level contributions to risk evolve over time, and how policesl decisions may affect the
general system-level contribution to adverse event riskaldb captures the feedback of
organizational factors and decisions over time and the nonitieean these feedback effects.
Second, Bayesian Belief Network (BBN) framework is useepoasent patient-level factors and
also physician level decisions and factors in the managemeat afdividual patient, which
contribute to the risk of hospital-acquired adverse event. The ni®datended to support
hospital decisions with regards to staffing, length of stay, amdstment in safeties, which
evolve dynamically over time. The methodology has been applied inlimgpdee two types of
common adverse evenfmessure ulcerandvascular catheter-associated infecti@and has been
validated with eight years of clinical data.
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1 Introduction

1.1 Motivation

Despite efforts to provide safe, effective medical care, advevents still occur with
some regularity. While risk cannot be entirely eliminated ftugalthcare activities, our
goal is to develop effective and durable mitigation strateigiesnder the system ‘safer’.
In order to do this, though, we must develop models that comprehensneély a
realistically characterize the risk. In the healthcare dionthis can be challenging for a
number of reasons. In contrast to traditional engineering domains, ¢tha be wide
variability in the way that healthcare processes and inteorentare executed. This
variability is due not only to organizational and human performancesisbuée also to
the high degrees of uncertainty associated with management btlnasal conditions,
and variability in the quality/reliability of the information aséo make decisions.
Another modeling challenge is the dynamic nature of risk in thicpar domain.
Characteristics or conditions of the clinical care environmentrthigiht pose a hazard
can change as a function of time, and/or the changing stateeofdhtand external
factors. Also, for individual patients, exposure to these internal and extertoakfaaries

as a function of time and underlying medical condition.

The goal of this research is to develop a generic methodologw#étuwaging dynamic
changes in adverse event risk in acute care hospitals asctorfuonf organizational
factors and non-organizational factors, using a combination of modimgalisms.

First, a system dynamics (SD) framework will be used piura changes in the level of



risk as a function of: duration of hospital stay, complexity of thigepts condition,
Financial wellbeing of the organization, policies and decisions takeaspond to the
financial standing of the organization and constraints imposed bgnekiagencies (e.g.,

insurers and regulatory/certification authorities) on operational decisions.

The SD framework enables us to capture feedback reinforcexhspécific factors over
time, and non-linearities in these effects. This would not be posssbig conventional
risk analytic techniques. Second, Bayesian methods will be appliptbtide input to
some of the variable nodes. The Bayesian Belief network istasspture patient level
factors and conditions and patient-provider level factors which smorel to provider’s
decisions in treating a patient and patient’s responses to sechemtions. Using nine
years’ of clinical data and domain expertise from one of Hdriéedical Schools major
teaching hospitals, we will also validate the performance ohteithiodology in studying

this problem.

1.2 Significance of the Problem

In spite of increased attention to quality, and efforts to providersaflical care, adverse
outcomes are still frequent in clinical practice (Leape, 94poRse from various sources
indicate that a substantial number of hospitalized patients su#fatment caused
injuries, while in the hospital (Leape, 97). Harvard Medical Prac8tudy in 1991
(Brennan, et.al., 1991), based on an study of injuries in patients statieeof New York
in 1984, reported that nearly 4% of all hospitalized patients suffi@jades that
prolonged their length of stay in hospital, or resulted in some dé\diability, and 14%
of these injuries were fatal. Assuming a homogeneous population,xtridép@ating, 1.3

million people are harmed and 180,000 people die in United States oebsair part



because of an injury during their hospitalization. Moreover, it was fooaid69% of
those injuries were due to errors and therefore preventablpgleaal., 1991). Other
studies have reported different statistics. The Institute of dvtexli(IOM) reported in
1999 that 44,000 to 98,000 people die in hospitals each year as the result a#l medi
errors (Kohn el al, 2000). This exceeds combined toll from motorcyakhes, suicides,
falls, poisoning and drowning. The report also indicates that meelical costs the
nation $37.6 billion each year where about $17 billion of those costssaneiated with

preventable errors.

Before the IOM’s report in 1991, formal approaches to the analysaglverse events
were relatively uncommon. Attention attracted to a number bfyhmublicized medical
error cases that resulted in death or injury of patients (Bpg081) combined with the
realization of the fact that more could be done in hospitals to pravenies due to
errors, led to a significant increase both in investigatingctheses of error and finding

effective error prevention methods.

Despite the magnitude of the problem, current analysis of aesents in healthcare
settings continues emphasis on individual case studies. Efforts to tandeise nature of
aggregate risk through formal methods have been limited. The lackahrehensive
modeling formalism that is able to demonstrate the causaloredhtp between the
factors effecting risk of adverse event and how this risk negbtve in time under the
influence of organizational, individual and policy level factors, hasnbihe major

rationale for the currently proposed research



1.3 Research Objective

The broad goal of this research is to develop and apply a methodologyaluate
dynamic changes in adverse event risk in acute care hospithlsugh some of the risk
is related to the underlying complexity of care and severitylldss in the patient
population, a significant portion may be related to the structubeoystem — most
notably, the operational policies, incentive structures, and constnaiptséd by third-
parties who finance care. Any efforts to redesign theesyshowever, must be preceded
by careful modeling and analysis to demonstrate exactly how tlwegahnd features of
the system influence risk. In this research, we attempt to buittels that demonstrate
these system-level influences and how they dynamically shskpdnr the healthcare

domain.

1.4 Summary of Approach

In order to make these models both realistic and useful (igapaof providing new
insight), we have adopted a hybrid modeling strategy that incéesotzoth system
dynamics (SD) principles and Bayesian belief networks (BBNhe SD-BBN
combination enables us to capture some of the more important feaftuheshealthcare

environment.

Input to the quantitative component of the model will be derived framcal data and
information from domain experts. The model will use Bayesian aladéysis techniques

and SD-BBN framework to integrate different types of data.



The major phases in this research are:

1- Qualitative modeling
2- Data collection
3- Quantification and calibration

4- Validation

The model building process started with developing a qualitatiderstanding of some
of the major risk scenarios, with an adverse event as the erel atdt some

organizational level decision or policy as the initiating event.

In data collection phase, the goal is to identify the type andtyjoéldata available and
to select data relevant to the factors in the model. This manviywes studying the cases
of adverse events and relating them to nodes in the model. Eightygsas’ of clinical
data from one of Harvard Medical School's major teaching hospgaisadilable at this

phase.

Having built the qualitative model in a System Dynamic fraor&wthe model is tested
calibrated and fine-tuned with data obtained in phase 2. For thes aitdlge process, six
year worth of data is used (from the available 8 years). Aattehase, the results of the

model are validated against data from the remaining years.



1.5 Dissertation Outline

Chapter 2 of this dissertation, reviews current risk assesandnisk analysis literature
in healthcare domain, and highlights the fact that there is needdi@ comprehensive
and realistic modeling and representation of risk in this domain,der do provide

insight to the decisions to be made and policies to be set. Thd hybtihodology and its
components, Bayesian Belief Networks (BBN) and System Dyna(8id3 modeling

formalisms, have been described in chapter 3. Chapter 3 also disthusssmlirces of

information (i.e. clinical data and expert opinion) used in this research.

In this research, we have developed two BBN models for the riskoo$pecific adverse
events; pressure Ulcer and Vascular catheter-Associatedidmféi.e. line infection). We
have also developed a system dynamics model to represent thezatigaai-level
contributions to risk of adverse events. Chapter 4 through 6 describesnibgsis, their
development process, their quantification and their validation. Chaptescisdes the
hybrid model that consists of the combination of the system dgnamdule (for
organizational level factors) and the BBNs for the 2 adverse ef@etssure ulcer and
line infection). In chapter 7 we also present a set of uncertamnalysis performed on the
hybrid model. This chapter also contains a discussion on risk iampartmeasures we

have developed for the hybrid, dynamic model.

Finally chapter 8, addresses the contributions of this researchsanith@lpotential future
work needed to further improve the application of this approach asa@siah making

tool.



2 Related Work

As noted above, prior to the publication of the IOM report in 1991, formabappes to
the analysis of adverse events were relatively uncommon. In response to teisussin
regulatory authorities (notably the Joint Commission, an independent tetdgctredits
hospital and other healthcare facilities), and some Federally@gohsresearch
organizations (e.g., the Department of Health and Human ServicesicyAg®r
Healthcare Research and Quality) have encouraged use of sodefing formalisms
originally developed for the engineering discipline and non-healtltiacglines. In
most cases, their application to healthcare either has beennsxpil in nature, or
informal. We have categorized these approached, into two categbaesal and
Informal risk analysis methods. Generally informal risk asialynethods, such as failure
mode and effect analysis; a) lack a systemic view and@eige compared to the
formal methods, such as probabilistic risk assessment methods,rhstig, essentially

gualitative, and c) lack an explicit causal perspective.

This section reviews these approaches and their application ihdazal and discusses
the shortcomings of each of these methods in addressing risk o$@dwent in medical

domain.



2.1 Informal Risk Analysis Methods

2.1.1 Failure Mode and Effect Analysis (FMEA) in Engineering

Failure mode and effect analysis (FMEA) examines high riskegsss to identify
required improvements to reduce the probability of adverse events. tiebasused in

industry (e.g. manufacturing, aviation) for over 30 years to assess sy$¢yn sa

The FMEA procedure is well documented in the military handbook (NIIBK-338

and MIL-HDBK-338B) as a military standard. FMEA is done in tplmases. The first
phase is the identification of the potential failure modes and dffgicts. The second
phase is performing criticality analyses to determine theergg of failure modes

identified in phase one.

2.1.2 FMEA in Healthcare

FMEA is perhaps the most popular engineering risk analysis matlsedsby healthcare
organizations. Its use was promoted by the Joint Commission, an independent
organization that accredits hospitals and healthcare delivery oriangzaAs a condition

of accreditation, healthcare organizations are required by the Qoimmission to
conduct at least one FMEA annually on a healthcare process. &tegak's Health
Administration has promoted the use of this technique, and has developedifeed
version of the traditional industrial/military FMEA that emphasizes qialé analysis of
healthcare processes (DeRosier et.al. 2002). Published studies detngntieause of
FMEA in healthcare include, an FMEA for reducing risk in blood tramsfus

(Burgmeier, 2002), FMEA in improving a drug distribution system (Niity, et.al.



1997), drug prescribing process (Saizy-Callaert, et.al., 2001) andeimtwas drug
infusion ( Apkon et.al. 2004) and application in safety improvement gdribstuction of
pediatric parenteral nutrition solutions (Bonnabry, et.al.,, 2005). Figuis &-sample

form of the completed FMEA analysis for blood transfusion process (Burgmeier, 2002).

2.1.3 Shortcomings of FMEA in Medical Applications

To date, most healthcare organizations have found that much of the aftdity FMEA
lies in having healthcare professionals gather and map out the medicasses and
procedures. The FMEA process brings together a multidisciplinam, tereating an
opportunity for different types of providers to understand parts aheall process that
without which they may not have been aware. This qualitative procedsling often
results in a broader understanding (at the organizational levéteadependencies and
vulnerabilities of the healthcare process being modeled, and thibisghprobably
contributes to some degree of risk management. FMEA actiintiesalthcare are rarely
guantitative. Also, the FMEA process is highly subjective and depéndle the
experience level of the analyst, and may not capture many potétiaks. Shebl,
Franklin and Barber (2009), conduct and study to test the reliabilBMEA analysis
within a hospital setting, by recruiting two teams to conductragp&MEAS in parallel
on the same topic by following the basic FMEA steps including maghmgrocess of
care, identifying potential failures of the process, determgiite severity, probability
and detectability scores for the failures and making recommendatiodscrease the
detected failures. The results indicated that even though each groufeidét failures
only 17% of them were common to both teams, and due to different severity, detectability

and risk scores, the prioritization of failures were differerteyl conclude that these



discrepancies make it impossible to reliably identify failuhed are to be prioritized, and

optimally allocate resources, time, effort and money to improve patiety.sa

FMEA might be a useful tool to investigate a particular riskf is completely
ineffective in identifying and describing how policies and decisionghvare dominant

contributors in healthcare, influence risk.
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Figure 2-1.Sample form of the completed FMEA analyslood transfusion process (Burgmeier, 2002).



2.1.4 Miscellaneous Approaches to Risk Assessment

Outside the realm of informal and formal risk assessment esgiwhich have been the
trend since the publishing of the IOM report, literature also amnta number of
retrospective studies on some adverse events, titled under thesllambir “risk
assessment”. The core of these studies is usually a lirgrassen between the adverse
event and a few clinical factors. For example, Fortinsky.et2@l04); assess the risk of
falls finding balance disturbance, multiple medications, sensorgitdefenvironmental
hazards etc., among dominant influencing factors. Mrdovic, et al. (20ELjegression
analysis to determine predictors of 30-day major adverse casdigaa events (MACE)
after primary percutaneous coronary intervention (PCIl), and basetiese factors
propose a scoring system to assess the risk. Calvillo-King). €2010), proposes a
scoring system to predict probability of death or stroke aftetidaendarterectomy in
asymptomatic patients. Ammann, et al (2010) develop a scoring systpnedict risk of
adverse events (i.e. serious medical complications, infection,itpgdiatric patients
with cancer who experience fever and neutropenia (FN). We cofilath’any studies in
which the investigators attempt to predict the risk of an adwemset. Instead, they tend
to be retrospective/descriptive, deconstructing adverse events yang to simply
identify what factors might have contributed to their occurrenbe. Weakness in all of
the published studies is, that there is not a systematic asgsgssiva control group. In
other words, there is no effort to determine how frequently theaked contributing

factors were present in cases that did NOT result in an adverse event/outcome.
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Also among these miscellaneous methods, are a few checklist #yjgescoring system
approaches that create simple numerical scoring systemsatkegbrize patients by their
susceptibility to certain adverse events. Many scoring sydteetegorize patient’s risk
of developing pressure ulcers (or bedsores; an area of skin that bieaksdue to
constant pressure against skin) have been developed, which are discuaseel detalil

in section 5.1.1.1.

However, the reliability and validity of these scoring systamesnot clear. For instance,
in the case of risk scoring systems for pressure ulcer, sxpmerts believe that often
people who are identified as high risk for say pressure ulcer, dxpeti@ence pressure
ulcer since resources would be dedicated to them to prevent theeadvent, but on the
other hand patients with low scores in pressure ulcer risk end up degelmeissure

ulcers since some precautionary interventions might be ignoredisethey have been

identified as a low risk patient.

2.2 Formal Risk Analysis Methods

Probabilistic Risk Analysis (PRA) is a systematic methodoltgyassess the risk of
complex systems, and is currently being applied to many seftoms chemical
processing to financial management. It has also had limitedandeapplication in

healthcare domain.

In many cases human performance, cognition and decision makingsarenalved in
the performance of complex systems. Since humans can both iamidtenitigate the

severity or the likelihood of accidents, the influence of humans onnsyssk and

13



reliability must be considered for a comprehensive PRA (Bedford adeC 2001).
Human Reliability Analysis (HRA) consists of a set of toalsl anethods that generally
assess the probability of human error in certain tasks. Due to catyaled difficulty of
guantifying human reliability, as compared with determining thality of mechanical
or electrical components, extra steps are involved in modeling andfguanthe human
element, before it can be used as an input to standard PRA ucblss fault trees or
event sequence diagrams. A number of studies in healthcare domailyafecused on
assessing the reliability of human elements (the HRA elemdPR4i). In our literature

review, we have separated these studies from more systemic PRA studiethcaheal

2.2.1 PRA in Engineering

Probabilistic risk analysis originated with the Reactor tyafudy WASH-1400 in the
1970’s. PRA is mostly used in high-risk industries such as nusteeer plants, aviation

and chemical industry. PRA provides a formal systematic wagetatify and represent

the factors that contribute and the chain of events leading to adwasts in complex
technological systems. These factors include hardware fakwfeyare failure, and
human actions, interactions between involved parties and organizatioctaksfa
(Wreathall and Nemeth, 2004, Stamatelatos, 2002). Common tools used in a conventional

PRA are Event Trees (ET), Event Sequence Diagrams (ESD) and Fault Tirges (F

The PRA ultimately presents a set of scenarios, frequenciessandiated consequences.
A scenario (represented by an ESD or ET) contains an initiazagt (IE) and one or

more pivotal events leading to an end state. Each pivotal event musodeded in

14



sufficient detail to support valid quantification of scenarios. ESTOsEAT's, use a forward

reasoning logic that works forward through a causal path to model risk.

Complex pivotal events are frequently modeled using Fault TFg@sA FT is a picture
of a set of logical relationships between more complex events amidystem level
failures, and more basic events such as component level failurés. inFgontrast with
ETs and ESDs, uses a backward reasoning, deductive and top-down tloagi
deconstructs the top event (a failure) to the elements that eadseontribute to the
occurrence of the top event. FT modeling is applicable to modelingvagdailure as
well as other complex event types such as software fahugecrew action (NASA PRA
guide). Figure 2-2 depicts the typical format of a classical PRA methodology

(Stamatelatos, 2002).
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Figure2-2 Classical PRA methodology (Figure originally comped$y Futron corporation, NASA
contractor for ISS PRA
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2.2.2 PRA in Healthcare

Although PRA has proven to be very effective in high-risk industriesnlgy nuclear
power plants, a small number of studies using formal risk aseasgsools (i.e. event
trees, event sequence diagrams, fault trees) have been publishatthodne. That may
also be because of the differences that exist between healtnowdrthe domains that
PRA has traditionally been applied to. The diversity of the megicatedures, the
treatments specific to a patient, the wide range of medicabpeegsare among the most
notable of these differences. Exploring the use of PRA in anesitiegte-Cornell, et.al.
1997), PRA in radiation brachytherapy (Ostrom, et.al., 1994), a faeltamalysis to
understand why people deviate from prescribed protocols (Hyman, 20@hii &rde to
model risk in distributed healthcare information system ( Magtogs and Zafiropoulos,
2006) and a model for medication system failures in long-termfeailities using PRA

(Comden, et.al., 2005) are among the studies on PRA application in healthcare.

2.2.3 Shortcomings of PRA in Medical Applications

Formal PRA modeling tools typically represent top-level fagducr faults (termed
adverse events in the medical domain) as the outcome of a limg@nse of events or
component failures. This is by no means the case about the riskiesenanealthcare.
Much of what happens in healthcare is subject to feedback. For stamanitiating

event might not lead to an adverse event at time “t”, but becaulke wdinforcing effect

of feedback might end up leading to an adverse event at time “t+n"tiégwidly, the

16



number of contributing factors in the healthcare domain, are much gtéaterin
mechanical systems. Even though conventional PRA methods can be usefaleing
specific aspects of healthcare-related risks, such as atiedicerror which is a much
more linear process, they are not adequate for modeling risk ithdsza for

aforementioned reasons.

2.2.4 HRA in Engineering

Human Reliability Analysis can be considered as an extensiohuofan-factors
engineering that is basically concerned with identification @adsification of human
error and causalities involved and the prediction of operator performBneeommon
methods used are mainly cognitive control based techniques suani@xt@al Control
Model (COCOM) (Hollangel, 1993), Cognitive Reliability and Error Ases Method
(CREAM) (Hollangel, 1998). While PRA has been used in high-riskstrehs including
nuclear power plants and aviation for the past thirty years tel@ean understanding of
risks involved in complex systems and the underlying causalities, &Ran important
part of the PRA, has increased the understanding of human peréarisanes that affect

risk and safety in such systems.

2.2.5 HRA in Healthcare

There have been few if any well-designed efforts to understandrhughability and
performance in healthcare settings. Instead, as evidenced in thehpdbliterature,
investigators or theorists have mostly reviewed what histoyieads done in engineering

domains, ‘cherry picked’ parts of existing theory or ‘cherry pickedls that might be
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applicable to a small part of the immensely diverse set of hias&ks and activities in

healthcare. It is important to emphasize that:

e Healthcare is an enormously diverse domain

e The tasks are extraordinarily diverse, involving both skill-based aguitoe
functions

e The humans performing these are diverse

e The ‘plant’ response, or ‘system’ response to a human’s actioneftare
unpredictable and subject to random as well as yet-to-be defictedstarhis
makes it really difficult to measure how much of the outcome duasto the
human’s performance

e There is a wide range of tolerance to incomplete or impetdskt execution
and it is really context sensitive — in other words, in somesc#ise precision
of a surgeon’s actions with a scalpel and suture may make ffieeedce
between life and death; other cases, it may not impact the ogatatime at

all.

These are some of the reasons why there is not a unified $le¢avfes or tools to

confidently assess the human contribution to system safety

While human reliability analysis (HRA) has been well esthblisand integrated into
safety analysis in other industries (nuclear, aviation...), its @@ to healthcare is
limited (Lyons, et.al. 2004). HRA studies human operator performartbe context of

a specific task environment. It is often focused on estimating titwapility of human
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error, and how this probability might increase or decrease when cowpledarious

performance shaping factors.

Some work has been done trying to identify performance-shapitgydahat are either
unique or applicable to healthcare domain (Vincent 2000, Carthey et.al.2000). Tfeere ha
been a few foundational research activities directed at ftynsldying human
reliability or performance shaping factors that might be uniquedtihoare domain and
healthcare transactions. For instance, Lyons, et al., 2004, conduldiechtare review

and lists 35 HRA primary techniques that might have a potentialicapph in
healthcare, based on common and general tasks in healthcare eewitohhey group
these techniques into five categories of techniques for formally meggerformance in
either controlled or naturalistic settings, as appears in TableN®te that these are not
theories that might be useful in understanding performance shapotgrsfathat

contribute to human error.

Type of Technique Description

Data Collection Collection of information on incidents, goals, tasks, etc.

Task Description Taking the data collected and portraying this in a useful form

Task Simulation Simulating the task as described and changing aspects of it to identify problems

Human Error Identification and Analysis Uses task description, simul;ation and/or contextual factors to identify the potential errors
Human Error Quantification Estimates the probability of error identified

Table 2-1.Categories of HRA techniques (Lyons, 2004

Data collection techniques used in HRA have also been used in soittiecdrea
applications. What is important to understand though, is that some healifisles, with
well-defined bounds for correct and incorrect performance, such asatyadispensing.

Applying a relevant and useful technique for many other tasksatthtare that are
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messy, with poorly defined bounds for correct or incorrect performaueely defined
end points, and are influenced by the feedback effects is exyremalenging. As an
example, American Society of Health-System Pharmadd3$1P) conducted a national
survey of drug dispensing and administration practices (Pedersah, 2802). An
analysis of human error in anesthesia (Nyssen, 2001) and studiesdemtimeporting in
anesthesiology (Staender et.al. 2001) and Case record review afseadeeents

(Woloshynowych, et.al.2003) are also among these studies.

Another study sets out to document the nature and incidence of swegma enacted
during laparoscopic surgery using Systematic Human Error Reduahd Prediction
Approach (SHERPA), which is a technique involving task analysied,Jeit.al.1997).
The same approach also has been used (Malik, et.al, 2003,) to sietgcal error in

endoscopic DCR surgery.

Some of the more recent HRA studies in healthcare include; Imal&@zumi (2004),

developed a model called EDIT (Error type, Direct threat, andrdadithreat) to
characterize individual errors by evaluating error type, perfocmashaping factors
(direct threats), and organizational factors (indirect threatd) applied this model to
nursing practices in six hospitals. They find violation of ruleslura of labor

management and defects in the standardization of nursing practicedtte three major
organizational factors underlying medical error. Phipps et al. (2018, a social
psychological approach to investigate the anesthetists’ beledsit clinical practice
guidelines to study determinants of intention to deviate from clipieactice guidelines.
Gauba et al. (2008) and Cox et al. (2008) conduct studies to identify andygoantan

errors in cataract surgery. Chadwick and Fallon (2011), use a moggfigdn of Human
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Error Assessment and Reduction technique (HEART) to analyze Record Abnormal Blood

Results, a critical nursing task in radiotherapy treatment.

Other HRA techniques such as Cognitive Reliability and Error ysislMethod
(CREAM), and Technique for Human Error Rate Prediction (THER®R) not been

applied in healthcare domain.

2.2.6 Shortcomings of HRA in Healthcare

The main reason that human reliability analysis has not caught on in healthcare dsm
well at it has in industry, is that healthcare is very d#fieé in some respects, despite
some similarities) and it cannot be treated the same waynaglear power plant or a
chemical plant. In a broader sense, power plants, aviation, chenaintd phd healthcare
are high-risk complex activities performed in large complexroegdéions, some aspects
of healthcare are closer to some industries in comparison. Fangesa pilot's work is
similar to the high-tech monitoring of anesthetist, but very giffefrom what a surgeon
does (Lyons et.al. 2004). There are also profound differences behsakhcare and

other high-risk industries. Healthcare consists of extraordinarily digets# activities.

Routine surgeries can sometimes be unpredictable and potentiafifuhdareatment of
acute psychosis may require quick decision making and responseptostiele violent
or bizarre behavior of the patient. Considering the wide range diveskitasks in
healthcare, some routine such as blood work, others as unpredictabheesgency
medicine, and one can realize that the comparison with other higmdsstries with
usually a limited set of activities is not a very meaningéuhparison. Additionally, there

is more uncertainty involved in healthcare practices than itirglumstries such as nuclear
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power plants where tasks are ideally, routine and deviation from pswgice is unusual
and is to be avoided. For instance a patient’s disease may bednuasé#ficult to
diagnose or the result of the tests might not be clear. There is a higher lene€dginty
tolerance expected in this domain than other industries. Also masteoéctions in
healthcare are human-human as opposed to than human-machine interacttres

high risk industries.

Moreover, HRA focuses on the individual operator's performance icordrolled

environment, and it is only as good as the level of expandatilityis test environment
to the real world setting. Conventional HRA methods also do notaffausal picture of
operator error. HRA approach provides a very limited insight whgrlemented in
healthcare domain, since the results of analysis performed imkbedtsettings with
individual operators and predefined tasks are only relevant to asweal} portion of

medical procedures.
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3 Methodology

3.1 Overview

The approaches that have been adapted from engineering dis@pkhendustry,
reviewed in the background section, have had limited utility when oseddel system-
based risk in the healthcare domain. In particular classicalfRiRnework looks at risk
scenarios as a linear chain of events that lead to an unsafaamnaiftich is by far not
the case in healthcare. Most of the underlying causal chainglihdere which result in
an adverse event are subject to feedback and also the number dfutimgtriactors is

much greater than that of mechanical systems, and the magnitude of effeelineaion

Hence, In order to realistically model system-based risk idtHoaae settings, it is
necessary to account for dynamic factors and reinforcing loogagithe complexity of

contributing factors, capture feedback and incorporate temporal factors.

The modeling approach adopted here consists of two components: a gysi@mics
framework and a Bayesian belief network (BBN) structure. Toimalism has been
introduced in Mohaghegh, et.al. (2008) and applied in aviation safety context. The system
dynamics formalism enables us to represent change over time hamgec due to
feedback. The Bayesian belief network formalism enables usptesent networks of
causality and capture stochastic characteristics of thersyatd the uncertainty related

to that. BBNs also enable us to incorporate new knowledge and updatedkeeas new
evidence becomes available. The next sections briefly explaicotin@onents of the
proposed model and the advantages that the combination of the twe toffenore

accurately and realistically capture risk dynamics in the liesa domain.
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3.2 Bayesian Belief Networks (BBN

3.2.1 Introduction

Probabilistic networks in general, are graphicaldels that depict causal relations ¢
interactions between a set of variables, where siguéhe graph represent variables

arcs or edges represent direct connections (direct akpaies) between the nod
Figure 3-1 If a pair of nodes is not connected, independdresveen te variables
represented by these two nodes is assumed. Grapiockels are intuitive and compe
representations of (causal) dependencies and indepeies between probl-domain
variables. The advantage of graphs in probabilistmdeling is threefoldto provide
convenient means of expressing modeling assumptiongacilitate representation

joint probability functions and to facilitate effemt inferences from evidence a

observation (Pearl 2009).

(X)—

Figure 3-1A simple belief network; event X (parent node,smnode), causes/influences event Y (c
node, effect node)

More specifically, Bayesian Belief Networks or Bapm Networks are a class
probabilistic graphical models for reasoning undacertainty, where nodes repres
discrete or continuous variables and arcs represdirdct causal connectiol
(relationshp) between them. The graphical aspect of probdbilisetworks can be ust

in a qualitative manner to represent relationshigsveen a set of variabl(Kjaerulff
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and Madsen, 2008). While the arrangement of tldesi@nd arcs of the graph/netw
strucure can represent the qualitative relationshipg/éen variables, thstrengthof the
causal relationship between variables on the otlaed, can also be quantified us
probability calculus. Specifically, each variabl®de) in the network is repreted as a
finite set of mutually exclusive states, and a ¢towlal probability table can be creat
for each variable (node) and its paret, by the conditional probability distributiol
associated with each node. This probabilistic andherical aspe of probabilistic
networks is referred to apiantitative aspect. To elaborate, in the simple Bayesiann
Figure 3.2nodes X and Y are called parent nodes or inputsiadd node Z is called tl

child node or the target node. If we assume bistaes for each of these nod

X={xx),Y ={y,¥).Z={z2)

with probability distribution

P(X) =q,,P(y)=q,,P(2 =q,,

our objective is to calculatg, as a function of, and,

Parent Nodes! Input Nodes

Child Node! Target Node

Figure 3-2.Input and output nodes
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The only constraint is that BBNs are directed acyclic graf@sG), meaning that
starting from a node, you cannot return to that node simply by follothiedglirected

arcs.

BBNs, which are compact networks of probabilities that capture pratiabilelations

between variables and contain historical information about their relationshippittasss

to be powerful tools for modeling causes and effect in many domdiey.are also very
effective in modeling situations where data are uncertain and \@agoneomplete and
only partially available. This uncertainty in information carsa@rin many situations;
domain experts may be uncertain about their knowledge, there might be unceiltainty
the accuracy and/or availability of the information or the sibmabieing modeled might

be inherently uncertain. (CRA, 2004)

3.2.2 BBN Elements

To explain the structure of BBNs and how they are built and usedfévences, we will
use a previously published example of a Bayesian net intended to sappeadical

diagnostic task for lung cancer.

The example, through which we will review the structure of BEiNthis section, is a
simplified and modified version of a problem known as Asia problemriizean and

Spieglelhalter, 1988, and Korb and Nicholson 2004).

A patient, who is experiencing shortness of breath, visits his doctear of lung
cancer. The doctor knows that possible candidate diseases thatausg

shortness of breath or dyspnoea, are lung cancer, tuberculosis ohitisonc
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Dyspnoea can also be due to presence of a number of these caratidaies of
them. She also knows that smoking is a risk factor for both lungecaand
bronchitis, and that exposure to air pollution can be a contributing factong

cancer. The positive result of a chest X-ray would indicatereitherculosis or

lung cancer. The doctor would like to know the chance that lung cancer is present.

3.2.2.1 Structure of BBNs

The structure of the network represents the qualitative relatmdbetween different
variables. Two variables (nodes) are connected if one affeceuees the other and the
connecting arc indicates the direction of the effect. For instancour simplified
example, we have assumed factors that affect a patient'secbamaving lung cancer,
are pollution and smoking. Similarly having lung cancer will cdusathing problems
and will increase chances of a positive X-ray result. Hencdighef variables, their
types and a set of possible values or states (chosen arbitoarihjs example) and the

structure of the network will be as appears in Table 3-1 and Figure J&ctigsly.

Node States

Pollution (P) Low, High

Smoker (S) True, False
Cancer (C) True, False
Dysponea (D) True, False

X-Ray (X) Positive, Negative

Table 3-1.List of variables and their states
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Figure 3-2.Lung cancer BBN

3.2.2.2 Conditional Probabilities

Bayesian networks have a qualitative aspect andreespondingquantitative aspec
Once the qualitative model (graphical representatis established, we will need
guantify the strength of the relationship betweamnected nodes, by assigning
conditional probability table, CPT, (in form of &tlibution forcontinuous variables or
point estimate for discrete ones) to each node.dffional probabilities represent tl

likelihood based on historical data or our prioowtedge and belie

Mathematical representation of conditional prohkgbils P(x| Py Pys---sP,), that is the
probability of variableX being in statX, given the states of its parent ncP,P,,P, are

in the state®,, P,,...,P,, respectively. Therefore for each parent and @adsible stat

of that parent, there exists a node in the condifiprobability table that indicates t
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likelihood that the child will be in some state. In our lung caesample, from Figure

3-2, we can reaB(Cancer=T|Pollution= H, Smdker=T) = 005.

3.2.2.3 Inferencewith Bayesian Networks

One of the most important features of Bayesian networks, isahdiecused for updating
our prior beliefs and calculating new beliefs as new informatiwhabservations or in
other words évidencé becomes available. In fact, up until this point, there is nothing

Bayesian about the Bayesian networks. As Bayesian networks refpeesent causal
relationships of the nature ¥f——Y , the task of inference is then teedéne
posterior probability distribution of ,P(Y|X) , wherX is a set of observation

(evidence), and Y is the variable that is important for predictiodiagnosis (Pearl,

2009). This is a straightforward application of Bayes’s rule which yields:

P(Y = y|X)P(X)
P(Y =y)

P(Y|X) =

WhereP(X) , is our prior belief abolX  and

P(Y=y)=2 P(Y=yX=xP(X)
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For instance if the doctor receives a piece of information itidgcdhat the patient has
been exposed to high level of pollution, then this evidence is set Bagfesian network

as:

P(P=H)=1,and consequentj(P=L)=0 . Using Bayes’s rule from equation above,
probability of the patient having lung can&$Cancer= T|P,S) will increase @2

to 0.03.

3.2.2.4 Types of Evidence

Evidence is any type of information about the current situationwariable /node. For
instance, in our example, if we find out that the patient is a smolde belief about the
probability of him having a lung cancer will change. In generaletlaee two types of

evidence available for BBNs:

e Hard evidence: Assigns a zero probability to all but one state of the variable

e Soft Evidence: Bayesian networks also support evidence that is v@gue
incomplete or uncertain. This type of evidence is called soft ee&lewnhich is
any evidence that is not hard evidence. In our example, if the dawters that
there is 90% chance that the patient has been exposed to pollution (butahe
100% sure), in lung cancer BBN model he will assign a probabiii0.9 for the
node “pollution” as evidence. If he knew for sure that the patientdefsitely
exposed to pollution (i.e. had hard evidence) he could assign a probatbility

this node.
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3.2.3 Construction and Quantification of BBNs

A Bayesian belief network could be constructed manually (i.aseB on expert
knowledge, literature, etc.), automatically from data (i.e. Dateen BBN construction)
or through a combination of manual and data driven approaches. To thdwsteucture
of the network i.e., the graph, from a source of data there existatiff classes of
algorithms such as search and score algorithms, constraint bepgedhms and
combinations of the two (Kjaerulff and Madsen 2008), which require conbldera

amount of data. The BBNs constructed in this thesis are built using manual approaches

When faced with a problem, the first step would naturally be ifiguout whether
Bayesian networks are the right tool and approach for the prdi@ead on the nature of
the problem. Generally, when dealing with problems where therendertainty
associated with the cause and effect relations and mechaBagesian belief networks

seem to be the ideal framework.

A Bayesian belief network has two major components; the steieind the parameters
(i.e. conditional probabilities). The structure of a BBN is ugsugdiferred to as the
gualitative part whereas the parameters and the conditional pibesbdre the
guantitative part. Consequently the model elicitation process coo$isvo phases; first
the variables and the causal relations between them ardiegteand second, once the
structure of the model (i.e. the graph) has been established @retivie values of the
parameters and conditional probabilities are elicited. The manualredien of the
Bayesian net could be a labor-intensive task requiring some lewetativity and also

close interaction with domain experts.
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3.2.3.1 Construction of the BBNs

The qualitative part of building a Bayesian network involves idengfythe variables
(i.e. nodes in the graph) and identifying the causal relations between tides(i.e. the
edges or the arrows). Kjaerulff and Madsen (2008) categorizablesitypes into four

different classes.

e Background variables: usually the root variables of a Bayesian network

e Problem variables: the variables of interest, for which we wardompute the
posterior probability distribution given the observations

e Mediating variables: directly unobservable variables for which epost
probability is not of interest but they play an important role stal@ishing
accurate conditional independence and dependence relations in the maakel and
most often influenced by the background and problem variables

e Symptom variable: observable as the consequence of the presepwbleim

variable and influenced by it

Given the above classification, typically the overall causalcsire of a Bayesian

network will be as depicted in Figure 3-3.
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Figure 3-30verall causal structure of BBN (Kjaerulff and Mad, 200¢

Kjaerulff and Madsen (2008) also present two stmext ways of dciting model
structure in their book. First, a basic approadt tklies on the causal ordering that e
between the variables and identifying model vagalfin any of the above mention
categories) and identifying the causal links betw#eese vidable. Second, a mo
refined approach that constructs models using ¢@emonly occurring substructur
called idioms. A vast majority of Bayesian nets al@med to be constructible usi
these idioms or substructures. Our approach inthigsis to uild the Bayesian networl
is the basic approach, hence the readers intergstbeé second, more refined appro:

referred to Kjaerulff and Madsen (2008) and Ne#le{2000)

One should note that building a network often rezpiia careful and delie trade-off
between desire to build a large, rich and superptehensive model that covers ev
little detail to obtain the highest level of acayapossible on one hand, and

feasibility and the cost of construction, and tleenplexity of probabilitic inference or

the other hand (Druzdel and van der Gaag, 1
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3.2.3.2 Quantification of the BBNs; Eliciting the Numbers

After establishing the structure of the network (the qualitative garough the iterative
process of model verification revision, identification of new \#es, deletion or
modification of the existing variables, and the addition or deletioh@fcausal links
(edges), the next and probably the most challenging phadee iglicitation of the
conditional probability distributions or populating the conditional probabiigtiyles

(CPTs). The amount of effort that goes into building the structutleeomodel and even
more so into obtaining the numerical parameters, is probably thesbigiggtacle in the
way of applying Bayesian nets in many practical problems kOni®ruzdzel and

Wasyluk, 2001).

Since the process of eliciting the quantitative information requioecthis stage of
constructing BBNs is often very demanding, it is important teefady verify the
structure of the Bayesian net before proceeding to the quamtifiqgaitase. Nevertheless
making minor adjustments to the structure of the network, in ordedtweehe number
of parameters, is sometimes inevitable. The parameters oketivdrk can be obtained
from databases in literature or elicited from subject mattperts (Druzdel and van der

Gaag, 2000).

For the variables that field data exists, the task of computingndéinginal and conditional
probabilities is quite straightforward. Very often there i©mplete or no data available
and the analyst has to rely on the subjective assessment of gtpbatithined from

domain experts (Diez, 93).
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In this section we will focus on the most intimidating task inding Bayesian networks,

obtaining the required probabilities.

3.2.3.2.1 Sources of Information

In most applications, probabilistic information is available throagé or more of three
sources; Statistical data (field data), Literature and Subjatter experts. In data rich
applications it is usually not too difficult to collect data, on theables of interest. If
comprehensive data is available, both the qualitative part (tpe)grad quantitative part
(the probabilities) can be automatically constructed. There ar@pproaches to learning
the structure (graph) of the Bayesian network from data. theestonstraint-based search
and second Bayesian search for graphs with highest posterior pitgbgivién data.
Since we have not constructed our BBNs learning from data, wenatilcover these
approaches but for more information on the former please seeddeaxierma, 1991,
Spirtes et al., 1993 and for the latter please see Cooper and Hexsk692. Once the
structure of the network is established, the task of acquiring Ipitiies will consist of
studying the subsets of data that correspond to the various condaambirgations of

various states of the variables).

However, in most cases where reliable statistical datarse other forms of data should
be considered. Literature often provides a good source of probabiistimation. For
instance, more specifically in the field of medicine, manlists report on the disorders
and symptoms and the causal relations between them, but one hasitefblesance this
probabilistic information are not always directly useable in Bayenets. For example,

one could find the conditional probabilities of symptoms given the disordbe disease
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is present, but conditional probabilities of symptoms given the dis@sdabsent are
rarely reported. Also most often the probabilities required Herimtermediate disorder
states that have been modeled in the network are not studied or reported (Druzdel and va

der Gaag, 2000 and 1995).

Finally, if there are few or no reliable data available espériowledge and experience
is used as a source of probabilistic information. Although the rolgpares in providing
the parameters of Bayesian nets and the probabilities should not bestinoted, the
problems and challenges in eliciting probabilities from exp&rtsch have been
discussed in many books and articles should be acknowledged. Neverthedess
techniques have been developed for eliciting well-calibrated, unbias®drediable
probabilities from domain experts (Druzdel and van der Gaag, 2000, a@iHa al.,

2006).

Bayesian networks typically consist of tens and sometimes hunafredsiables (nodes)
and hence require hundreds of probabilities, and a good part of these piebabilnot

the majority- has to be assessed by domain experts. Giverexpart's time is an
expensive commodity supplementary techniques have to be utilizedutwerthe burden

on the experts.

The amount of information and the number of probabilities to be eligtddpgendent on
the structure of the graph and the number of variables in the graph. Thermafm
required probabilities grows exponentially with the size of vagiabparental set. To
reduce the number of probabilities to be elicited, two approackesoanmonly used.

The first approach is based on the modifications made in the s&uitiine Bayesian
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net, i.e. the graph, and the second approach is based on using paramethgitproba
distributions. The first approach uses techniques such as parent divamdingroducing
an intermediate variable, temporal transformation, etc. to adjust theistro€the model
with the goal of easing the process of eliciting the probabildaie$ making network
guantifications manageable. These techniques have been discussed ingivaduall
collectively in Kjaerulff and Madsen (2008), Olsean et al. (1989), Eragelen (1997)

among others.

Noisy-OR gates, Noisy-AND gates and their generalizatibngdzel and van der Gaag,
2000, Heckerman and Breese, 1996, Pearl, 1988, Lemmer and Gossink, 2004) on the
other hand, are examples of using parametric probability distitsuto reduce the
number of probabilities to be elicited. Methods based on this second eppaoa based

on the assumption that the parents of a variable in the networkusmalgandependent.

With these methods, the number of probabilities to be assessedvésiable grows
linearly rather than exponentially as the number of its pareatease. For instance, in
Noisy-OR gate, for a node that has “n” parents with binary staites number of

probabilities to be elicited is “n” rather tham"* . That is éonode with 10 parents, we
only need to ask experts for 10 probabilities rather than 1024 proleshilitsing the

Noisy-OR model.

Using these two approaches, modifications to the structure and/ongiacaprobability
distributions, however, will probably compromise the accuracy of tbhdembut then
again as mentioned before we are dealing with a trade-offebatvaccuracy and
feasibility (by carefully reducing the model using the aboveraaghes) in building

Bayesian networks.
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Although the process of eliciting the probabilities is done dfter analyst reaches a
steady, reliable and robust structure for the Bayesian netntottiat this elicitation is a
one-shot process is rather unrealistic. That being said, literabuld be found on the
ways and tools to support the elicitation process. For instanee,caftecting the first
round of probabilities, which is probably raw and less accurate amddébrated, using
the sensitivity analysis the analyst would be able to discdvermost important
probabilities and refine them (Coupe et al., 2000, Philips, 1982). Also tbtesw
highlights the less influential probabilities in the network thatld probably be
eliminated or further simplified without seriously compromising #oeuracy of the
model. This process is done iteratively until the cost of furtleéining elicitation
outweighs the benefits of more accuracy achieved, or the tithdberacy could not be

improved any further simply because we don’t have further knowledge available.

Given the scarcity and the high value of expert time, thisheiib focus the efforts and

resources on the parts of the model that simply put, matter most.

3.2.3.3 Construction and Quantification of the BBNsin This Research

To develop the BBNs in this research we first started wittt afsfactors in the literature
and one of the experts added, deleted and modified these factodeatiiied the causal
relations between the factors, which resulted in the first dfdafie BBN. This first draft
was then discussed with domain experts using the interview guidiggpendix A and

Appendix B in multiple sessions and each expert provided their opinion about:
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e The variables of the model; whether they thought there should be attersf
considered. If they had other factors they added to the model atel amy

modifications to the existing factors they thought were necessary.

e The causal relations between the variables

After incorporating all the changes made to the model bgxperts the latest version of
the model was discussed with the experts in another interviethamkperts were asked
to score the model in the scale of 1 to 100 in the terms of model etemess, model
accuracy, ease of understanding and perceived predictive validitpstweesufficient
confidence in the structure of the model before proceeding to myodetification. We
have discussed this further, in BBN validation and verification pathisfdissertation,

sections 5.1.4.2, and 5.2.4.2.

In quantification of the Bayesian Belief Networks in this theses have used both
structural techniques and parametric probability distribution techsiigquech have been

explained in detail in section 4.1.3.1.
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3.3 System Dynamics (SD)

3.3.1 Introduction

A rather popular approach to understanding the behavior of complex aodiatonomic
systems is the application of non-linear differential equatioriss)DSystem dynamics
(SD) is a simulation based, differential equation modeling tool ithatidely used in

situations where the formal model is complex and an analytiaatiGolis impossible or
very difficult to obtain (Sterman, 2000). It is a method to enharamaitey in complex
systems. Just as airlines use flight simulators to traiir ghiéots, SD develops
“management flight simulators”, to help us learn about dynamigleoaty, predicting

the impact of policies and decisions, understand the sources of pedisgance and
design more effective policies. System dynamics is fundamentatérdisciplinary.

Since our concern is the behavior of complex systems, SD has #sindbe theory of
non-linear dynamics and feedback control developed in mathematiceraineering.
Because we apply these tools to human behavior as well as tédysigans, SD also
draws on cognitive and social psychology, economics and social esiascwell, that
helps us better understand the sometimes counterintuitive behavior alf sgstems
(Sterman 2000, Forrester1975). The purpose of building system dynamics nsottel
explain and understand the behavior of complex systems and how they evettrme,

since they can take into account (multiple) feedback mechan&rds non-linear

relationships between system variables.

Over the years, SD has been applied to a wide variety of igitgatranging from

corporate strategy to the dynamics of diabetes and from catdawns race to HIV
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combat with human immune system. It can be applied to any dyrsystem, with any
time and special scale. In the case of our research problemggdturing the effects of
organizational decisions and policies on risk of adverse events, theadkesffects and

nonlinearities, system dynamics formalism is a well suited and effiieht

3.3.2 Building Blocks

There are two major building blocks of system dynamics modeaisk saind flow
diagrams and feedback or causal loops. Below, we will provide facveeview on these
building blocks which will hopefully facilitate the interpretationtbé system dynamics

model proposed in this research.

3.3.21 Feedback loops

Feedback is one of the core concepts of system dynamics and miad medels often
fail to include critical feedbacks that determine the dynamicsur systems. These

feedbacks are modeled using causal loop diagramming in system dynamics.

Feedback processes take place, if a system component (Jarmatiges changes in
other components (variables) of the system that in return; dffestery component that
had originally initiated the change (Ruth, 2001). This process usually occurs through non-

linear relations between system components and can involve time delays.

An essential part to system dynamics modeling is to understahprasent the feedback

mechanisms, that along with the stock and flow structures, nonliesaitd time delays
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form the dynamics of a system. Most complex system behavierasaially due to the
feedback relations between the components of the system ratheéheheomplexity of

the components themselves. (Sterman, 2000)

There are only two types of feedback that form all dynaniosijtive (self-reinforcing)
feedback and negative (self-correcting) feedback. More complexactiters may be
captured through a combination of these two types. Positive loops, resnfeecement
or amplification of the events in the system. For example, the more money gstiima

savings account, the higher interest you will receive.

Negative loops, on the other hand, oppose the change. Negative feedhzadsgso
usually lead systems towards equilibrium states (Ruth, 2001). Théhkestrength of a

pain killer, the more pills you have to take to soothe your headache.

Figure 3-4, is a very simple illustration of these loops. Mores eggult in more chickens
(figure 3 A, reinforcing loop). The more the chickens cross a roadhigher the chances
of them getting hit by cars, hence, the higher rate of mgrtatid fewer chickens (figure
3-5 B, balancing loop). Figure 3-5 C, shows a combination of reinfpand balancing

loops.
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Figure 3-4.Balancing and reinforcing loops

Even though feedback loops are principally limited to two typestip®sand negative
loops, models can contain thousands of these loops interacting with one another with time
delays and through nonlinear relations. The dynamic of the sysaeenthe product of

these interactions.

3.3.2.2 Stock and Flow Structure

Besides feedback loops, stock and flow structure is the other building bfoany
system dynamics model. Stock (population Figure 3-5) representsalation of some
measurable entity (e.g. people, money, inventories of products or even intangibles s

happiness) (Ford, 1999). Stocks characterize the state of the sgstkngenerate
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information upon which decisions are made (Sterman, 2000). Stocks chéhgtev

inflows and outflows.

Flows (Birth and death in Figure 3-5) are the physical or conakentities that enter or
leave the system and move over time. Auxiliary variables ljdmad birth rate in Figure

3-5) help describe the flow.

Figure 3-5, represents a very stock and flow structure.

Q#» POpUIatbn#»Q

Birth Deat

Birth Rate Death Rate

Figure 3-5. Stock and flow diagram
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3.4 SD/BBN Combination

As mentioned briefly above, the system dynamics part of the naoesebnstrates how
organizational level and policy level contributions to risk evolve owvaetiand how

policies and decisions may affect the general system-lewtiloution to adverse event
risk. Also, it captures the feedback of organizational factedsdecisions over time and
the non-linearities in theses feedback effects. BBN parteofrtbdel, represents patient-
level factors and also physician level decisions and factors im#dregement of an

individual patient, which contribute to the risk of an adverse event.

Each patient, considering his or her individual medical condition and géuys

decisions in treating this patient is exposed to a certaal tdwisk of specific adverse
events (e.g. infection, pressure ulcer). This is captured withNv BB the other hand,
the system dynamics section in the model, based on the fihama#ion of the hospital,
level of dedication to safety and organizational and policy léabrs and decisions
with regards to staffing, pressure to reduce length of stdyrevestment in safety, which
evolve dynamically over time, provides a background that determihesevinospital is

standing in terms of risk when the next patient walks in.

In our methodology, the system dynamics module (representirgsyestel factors and
decisions) and the Bayesian network module (representing patietaed patient-
provider level factors), are integrated in a way that each madmlerovide input to a
node(s) and/or receive input for its node from the other module allolengritire hybrid
environment to capture feedback and delay effects. The interf&2 ahd BBN can be

captured by importing and exporting data from and to the systenmily;ianodel. For
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instance, the variable “Staff Adequacy”, that isaricome of managerial decisions
reduce operational costs (captured in the systamardics module), is also an import:
factor that may determine wther or not a patient is moved frequently enoughths
staff which ultimately impacts patient’s “Risk ofed3sure Ulcer” (captured in press!
ulcer BBN). So the input from system dynamics moitethe Bayesian network fi
pressure ulcer is “Staff Adeqty”, and in return pressure ulcer BBN provides

updated value for “Risk of Pressure Ulcer” as goutrto the system dynamics mod

Figure 3-6, dpicts this interactiol

Figure 3-6SD and BBN hybrid modeling environm
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3.5 Information Sources for Quantification of Models

3.5.1 Data form Actual Operating Experience

Eight years of clinical data from one of Harvard Medical Sclsoofajor teaching
hospitals was made available for this study. Also will us& ebtained from domain

experts in all the steps of model development, quantification and validation.

Quantitative modeling will be informed by data stored in theiaidtnative and clinical
databases from a major teaching affiliate of Harvard Med&aiool. The clinical
information system in the medical center has SQL serverssigport 62 linked
relational databases storing contemporary and historical cliéd¢al (FY’'99-FY’09) and
disease registries for all major clinical areas (e.p., Bpatient floors, outpatient areas,
procedural suites, laboratory, pharmacy, radiology, etc.) as weheasnore recently
implemented computerized order entry data. The SQL Servers@ssile using the
Microsoft Management Console tool kit and SQL Server Enterprise Manager i&oféwa
series of SQL queries and stored procedures have been developedditiestfollowing
data from these administrative data sources:
patient and provider scheduling data for procedural and inpatient aciiisy levels and
patients volume in both the target population as well as concurrels lieaher units of
the hospital; total resource utilization at the unit and casd; lewesing scheduling
cycles; drug utilization (both standard and emergency pharmaceagesals); laboratory
results matched to the pre-, intra-, and post-procedural phase® af geocedural areas
and; sub-process time stamps for procedural areas. The process thiase sources is

remarkably detailed and will enable us to model durations of keyepladscare such as
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pre-procedure preparation, sedation phase, prep/drape phase, post-proseoiery r
phase, admission and discharge times and room turnover times. Rafordptocess
durations, emergency case interruptions to the elective scheduleds delsgheduled
cases due to emergency issues, transition times between prdepepgerocedure and
recovery phases for each of the procedural units in the medictdrcdelay times and
reasons for delays in initiating emergency interventions iretbegs as a function of day
of the week and hour of the day. length of stay in recovery asitsfunction of time of
day or proximity to shift change that are acquired using thedsimn@cedures will be
fitted to standard distributions using a Kolmogorov-Smirnov algorithm. The
administrative data sources have been used extensively by risistara the medical
center to identify unreported adverse events or near misses Usstgrs of data as
triggers. Examples of triggers include the identification of comja#e order entries for
blood product use in ‘low-bleeding-risk’ procedures, sedative revegsatta (e.g.,
flumazenil or naloxone used during the recovery phase) or physstedints (suggesting
agitation) in combination with specific procedures. We will useseheluster-based
triggers to identify unreported adverse events, and update freqestnoyates established

from the self-reported events.

3.5.2 Adverse Event Data

Additional data is derived from an adverse event reporting sytbi@ncurrently contains
approximately 10,000 cases, and 400 root-cause analysis reports thatn cont
reconstructed causal sequences that will help inform the qualitative
modeling phase of this work. All clinical data used in this stindg been de-identified

and provided to us by one of the members of the advisory committeeyoadutect
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access to databases was possible for the author of this thests doafidentiality

concerns.

The root cause analyses used at this medical center providecéassification of system
and human factors thought to have contributed to the initiating or propagdtibe
event. It is unclear whether the frequency data are reltablese for the quantitative
analysis, since reported events do not accurately reflestalpree or frequency.
However, they serve as a fairly comprehensive source of data for the iyealitatieling

of event initiation and propagation.

The adverse events that are of interest in this study aed svelve hospital acquired
conditions (HAC) that patients could experience while in the hdspitach are thought
to be preventable and Medicare is considering not to reimburse. 3J2béhows the list

of these adverse events.
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Selected HAC

Foreign Object Retained After Surgery

Air Embolism

Blood Incompatibility

Pressure Ulcer Stages Il and IV

Falls and Trauma: (Fracture, Dislocation, Intracranial
Injury, Crushing Injury, Burn, Electric Shock)

Catheter-Associated Urinary Tract Infection (UTI)

Vascular Catheter-Associated Infection

Manifestations of Poor Glycemic Control

Surgical Site Infection, Mediastinitis, Following Coronary
Artery Bypass Graft (CABG)

Surgical Site Infection Following Certain Orthopedic
Procedures

Surgical Site Infection Following Bariatric Surgery for
Obesity

Deep Vein Thrombosis and Pulmonary Embolism
Following Certain Orthopedic Procedures

Table 3-2.Hospital acquired adverse events

3.5.3 Expert Elicitation

Graphical tools could be used to support the network quantification prowksdiating
the probabilities (Wang and Druzdzel, 2000). Graphical tools providetaractive way
to elicitation of probabilities. Allowing the expert to manipulathart, or choose from a
set of functions that have been graphically presented will oféee support to the expert
and is most likely help the expert to provide his estimate moradeonly and more
accurately. Probabilities could also be expressed through vegoaksions such as more
very likely, certainly, or improbable (Renooij and Wittman, 1999), thougtbaver

expressions could cover a wide range of numbers. Perhaps a coambioatverbal
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expression approach and the number approach could produce better kémuldef

Gaag, et al., 1995).

Decision makers have always been interested in subjective ldgmviesing experts for
their opinion. In fact, in many cases subjective knowledge may bentllyesource of
information that exists for a particular problem of interest. The taskpafreelicitation is
ultimately threefold; selection of experts, elicitation of ttegmions and judgments, and
the aggregation of their opinions in the case of multiple expertseTthsks have been
extensively discussed in the literature (Ayyub, 2001, O’'Hagar,, 086), but here we

will briefly overview the process, with an emphasis on the needs of this tesearc

3.5.4 Who is an Expert?

When major decisions are to be made in presence of uncertainty@ard jadgment is
essential to minimize and characterize uncertainty, theelaiexperts becomes one of
the most phases of the elicitation process, and the success andassefdlsuch process
is directly dependent on the experience, knowledge and technical backgobund
individual expert (O’'Hagan, et al., 2006). Generally an expert couldefieed as a
skillful person with great knowledge of and extensive training ispacific field.
However, to be precise, in the realm of expertise, therenarey other psychological
factors that may be determinant parameters in how a persoangesganizes his or her
own knowledge. Interested readers are encouraged to see O’'Haghn(2006) and

Wood and Ford (1993), among others, for detailed discussions.

Expert’'s opinion is then defined as expert's formal judgment onspleeific subject

within his realm of expertise. On the other hand, an opinionjig@gment, belief or
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subjective assessment of the quality or quantity of the unknown oéshtdrased on

uncertain information (Ayyub, 2001).

In selecting the experts it is important to understand that depeadenay exist between
the experts. The analyst may try to recruit multiple exdesta different organizations
and backgrounds to reduce these dependencies, and eliminate thes sfusteng
dependencies. Weak dependencies however, do not seem to effeatuthefvexpert

judgment.

As a general guideline, Cooke (1991) formulates principals that showlonisalered in

order for results to be considered scientific;

e Scrutability/accountability: All data, including experts’ infortoa and
assessments, should be open to peer review and results must be reproducible

e Empirical control: Quantitative expert judgments should be subjeatechpirical
quality control

¢ Neutrality: The method for evaluating and aggregating expsesaments should
encourage experts to provide their true opinion

e Fairness: Experts are not prejudged

In evaluating and processing experts’ inputs in this project, we been committed to

these guidelines.
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3.5.5 Elicitation Methods

When planning an elicitation, to issues need to be considered fiist. \Wiren we are
seeking the subjective knowledge of an expert about an uncertain parameeteould
often like to gather opinions from several experts and consolidateirtpet into one
probability distribution. If we collect experts’ judgments sepayated would need to use
some type of algorithm to combine their opinions, and the processmoan as
mathematical aggregationf we bring the group of experts together in the group and
elicit one judgment from the group, the process is known as behaviorabatgn. The
second issue is to decide whether the elicitation will be done thrauigltce-to-face
interview with the experts, or through using questionnaire. Facedarfeaview, should
the means exist for the analyst, is without the doubt the best appsdace the analyst is
present and could clarify any ambiguities and would be otherwisd muaue time
consuming using a questionnaire. Also the analyst could much moravetieetxplain
the model and the parameters to be elicited, and the type ot axpatr that would be
most useful to the analyst. However, arranging interviews, iediyeindividually with

each expert, could be very challenging given that experts are usuallgrofsssionals.

Ayyub (2001) attributes the first structured methods for expertiapielicitation to the
RAND Corporation in early 1950s. These two methods are Delphi metho8candrio

analysis method.

Delphi method is probably the most known method of expert elicitatitimghwwas

developed for U.S. Air Force and used throughout the 1960s and 1970s in wériety
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applications from technology forecasting and policy making to spmogress and

weapons systems. The basic Delphi method has 8 steps, which basically includes:

1- Developing questionnaires

2- Selection of experts

3- Familiarization of the experts with the issue of interest

4- Elicitation of experts opinion on the issue

5- Aggregation of experts’ opinion

6- Review of the aggregation results by experts and revision of their initial opinion

7- Revision and review to achieve a complete consensus

8- Reporting results with justifications on the out of range opinions

Many elements and factors have been suggested in the liteastlreing critical to a

good elicitation process (Clemen and Reilly, 2001, Walls and Qu20®y,, Grathwaite,

et al., 2005, NUREG 1150, 1989, O,Hagan, et al., 2006), but the heart and soul of all of
these methods/processes are really the same. The stepb liaaeahey common are;
Preparation, Expert selection, training of the experts, Eliaitaising appropriate format,
Aggregation of experts’ input. In the expert elicitation processhaee carefully

considered and used the processes suggested in the literature.

3.5.5.1 Aggregation of Experts’ Opinions

A large number of methods exist for combining experts’ opinimmfolder methods like the

Delphi method, to more involved Bayesian models. Among many Bayesithods proposed in
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the literature a few have had actual applications and eaxgarfhave been applied more than
once with the exception of proposed model by Mosleh and Apostolakis)({B&dford and

Cooke, 2001). The objective is to aggregate experts’ point asssssifior the unknown of

interest, X. If X,...,X, are estimates of X obtained from exp#yts & , and our prief akbut

X is expressed withr,(X) , the updated belief about X, given the @strXa...,%, from the

experts using Bayes’ theorem is:

7% seee %, )5 LK% X0 ()

And assuming that experts are independent we could write the likelihoodser
L0, ¥)=T ] LOXK| 9

The objective then reduces to determinibgx |X) .Mosleh and ApostoE&86) suggest to

error models;

e Additive error model X = X+ ¢&

e Multiplicative error model X = X&

Where X is expert inputX is the true value of the unknown of irté¢eand &; is the error
term. The model also assumes that the error term has a ndistmddution with meap4 , and

standard deviatio®; the decision maker has to choose theseepensbased on each expert’s
bias and accuracy. Of course where past performance dataablayahoosing these parameters

is a much more straightforward task. Given these assumptienskelihood L(X1|X) of getting
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estimate X from expert |, given that the true value of X is xpb&ined from a normal

distribution with meanX+ £4 and standard deviatign

3.5.6 The Panel of the Experts

The experts were selected on the basis of thedgrezed expertise and experience in the
field of medical risk assessment, patient safetyglity of medical care and also the
specific adverse events that are of interest s phoject. The experts were selected from
a number of extremely reputable medical institigiancluding but not limited to,
Harvard Medical School, Beth Isreal Deaconess MgdiCenter, Johns Hopkins
University School of Medicine, George Washingtonivérmsity School of Medicine,
Federal Food and Drug Administration and Sibley Maal Hospital. Table 3-3

summarizes the expertise and the background oéxtpert panel, whose opinions were

elicited in different stages of model building amddel validation in this research. The

panel includes experts from academia as well asgerpractice.

» years of clinical data from one of Harvard Medical School’'s majohtegdospitals

Expert Education Expertise
Expert 1 MD, Surgeon Faculty,Directo,Clinical System Analysis (15+ years), Physician (23 years)
Expert 2 MD, Surgeon VP Patient Safety and Quality (2 years), Physician (36 years)
Expert 3 MHA, RN Director, Quality Improvement and Risk Management (6 years), Nurse (30 years)
Expert 4 MD, PhD Faculty, Critical Care Medicine (14 years)
Expert 5 MD Risk management, CMO (1 year), Physician (20 years)
Expert 6 MD Pathologist, Neuclear Medicine, Rsik Mmanagement (4 years)
Expert 7 MD, Surgeon Patient Safety,Physician (20+ years)
Expert 8 MD Faculty, Internal Medicine and Residency Program Director, Physician (25 years)
Expert 9 MD Attending physician, Oncologist (8 years)
Expert 10 MD, PhD Faculty, Director, Quality and Safety Research Group
Expert 11 MD Deputy Director, National Clinical Public Health Program, Physician (4 years)
Expert 12 MBBS Patient Safety
Expert 13 MM Anesthesiologist with Expertise in Formal Risk Analysis
Expert 14 MD Pediatric Anesthesiologist
Expert 15 LSw Hospital Director of patient Safety and Risk management, Former Clinical Social Worker
Expert 16 MD Hematologist
Expert 17 MD Primary care
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Table 3-3.Panel of experts

Some experts from this panel contributed only taspaf the modeling and quantification
process, and some of the experts were involvedllirstages of the modeling and

guantification.

3.5.7 Eliciting the Structure of the Models; Qualitative Part

To construct the structure network (i.e.) for eaftihe Bayesian networks for specific
hospital acquired adverse events that are studiettis research, namely Pressure Ulcer
and Vascular catheter-Associated Infection (Linéedtion) , and also the system
dynamics part of the model, we started off by #etdrs existed in the literature and with
the help of one the experts we drafted the sket¢theomodel. This first draft was then
taken to each of the experts and was discussedthgth in face-to-face interviews. The

interview process was carried out in 3 differerages:

Phase One:

First the big picture of the research was presefiteid included:

1. The methodology that was used and the combinafi@ystem dynamics

and Bayesian belief network formalism.

2. Our hypothesis that healthcare organization’s dmtssin response to
unfavorable revenue gap to reduce costs and diesgap may in the long
run affect the risk of adverse events in the haspihd ultimately increase
the costs in many ways. Each of the formalisms ¢Id BBN) was

explained through several examples.
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Each of the individual sub modules; a system dynamdel to address
organizational level decisions and two Bayesianwogts to depict a
causal model for two specific adverse events (PW lane infection),

were then discussed in several interviews.

Phase Two:

In the second phase the first draft of each indi@idnodel was discussed, that is 3
interviews for 3 sub modules (the system dynamioslet) the pressure ulcer BBN and
the line infection BBN) were conducted at this ghabhis phase of interview included

the following steps:

1. Giving a brief introduction/mind refresher of theoplem under study and
the tool. For instance, if pressure ulcer BBN whs subject of the
interview , a brief introduction to Bayesian belieftworks (e.g. how they
are constructed, what type of problems they couwties what the
variables and probabilistic relations meant, thedaonal probability
tables etc. ),was presented through several examgiag the forms that

can be found in appendix A&B.

2. Expert was asked to look the first draft model blbased on literature
and one of the expert’s opinion) and include, edeJunodify or edit in
way, any variable or any causal relation betweervdriables. The analyst
would record the expert’s justifications on his/hasdification to the first

draft model.
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This phase of the interviews is purely qualitatifée goal of this phase is to reach a
model that experts agree on and believe is suffigierepresentative of the problem

under study.

Phase Three:

After collecting expert’s opinions, their additiodeletion and modification to the first
draft model, the analyst included all these modtfans into the model, which resulted in
an updated version of the model. This phase was doder the supervision of the expert

who provided the original draft of the models.

Next, this updated version of the model was takacklio each individual expert and
each expert was asked to review the structure f wersion (with all experts’
modifications and corrections included). In theectmat experts still felt the need to make
modifications, these modifications were discussdith wther experts as well and after
reaching a consensus was finalized into the mddes phase of expert interviews may
have been done in more than one interview ses$toen the experts were asked to rate

the model on the scale of 0 to 100, in each ofahewing categories:

1. CompletenessFrom your perspective, to what extent does thixleh
capture all important and relevant phenomena ferpirticular problem
that we are studying? On a scale from 0 to 100p0ldvcorrespond to a
model that does not include some important and/aekedetails, whereas
100 would correspond to a model that includes afiaits that you

consider important. What number would you assign?
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2. Accuracy:From your perspective, how accurately or realifiicdoes the
model depict important factors that influence risk experiencing
pressure ulcer? On a scale from 0 to 100, 0 woonitespond to a model
that is unrealistic, over-idealized or inaccuravehereas 100 would
correspond to a model that is realistic and aceuithat number would

you assign?

3. Ease of understandingFrom your perspective, how easy is it to
understand the overall logic of the model. On desé@m 0 to 100, O
would correspond to a model that is difficult tolldav, even with
extensive explanation, and a 100 would correspond model that is

readily understandable. What number would you a8sig

4. Perceived predictive validitFrom your perspective, if you were to use
this model, how well could you predict the riskpyessure ulcer? On a
scale from 0 to 100, O would correspond to a mefk does not help at
all with predicting effects, and a 100 would cop@sd to a model that

predicts the effects very well. What number woubd yssign?

The final product of these three phases, were sdtiat were qualitatively verified and
validated by experts and were ready for quantificatPhase four of the interviews was
concerned with eliciting the parameters of the rhoakich will be discussed in the next

section.
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Figure 3-7 summarizes the phases of model construction hedvalidation of the

gualitative part of the mode

*Development of the first draft of the model
based on the literature and one expert

Phase two interview:
*Review of the methodology
«Eliciting experts’ opinion about the first draft model
*Experts modifying the model
(e.g. adding, deleting, modifying factors and relations)

Phase three interview:

*Modify the model based on interview in phase two
«Eliciting experts’ opinion about the modified version of the model
(which includes all experts’ opinion)

*Validate and verify the qualitative part of the models with experts

Figure 3-7Model construction andualitative validation process

It is worth mentioning that for elicitation of thetructure of the models, for each ¢
model, each expert took part in four 30 minutesriiew sessions. That is each exper
average spent about 6 hours in the coursel2 months, on the construction &
validation of the qualitative (structure) part dletmodels (Pressure Ulcer BBN, Li

Infection BBN and the SD model). This is excludihg expert providing the first dre
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of the models, who dedicated on average half am dbher time per week during this

period.

3.5.8 Eliciting the Parameters of the Model (Model Quantification)

Expert judgment techniques are useful for modehtfieation where for various reasons
including cost, uniqueness of the situation undaedys difficulties and other reasons,
none or not enough observations have been madeder to quantify data with real

observed data.

3.5.9 Formats of Elicitation

Expert’s opinion on the quantity of interest carehieited in different ways and forms.

A. Direct Elicitation

In this form of elicitation, we elicit a direct @siate of expert’'s degree of belief on the
issue under the study, which simply involves askireggexpert to state his or her response
and degree of belief on the subject. Different apphes and formats of elicitation may
fall in this category. For instance, Response Sedhere experts choose between ranges
of feasible responses presented to them, also aghemn method in this category

(O’Hagan, 2006).

Although direct elicitation is the most straighti@rd method of elicitation, some
concerns in the literature have been raised abwtreliability of the results of this

method. Especially when probabilities are beingiteld and from experts who are not
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quite familiar with the notion of probabilities (Ayb, 2001). Educating the experts with
the basic concepts of probability, and finding #ircient way for asking the questions
from experts, in a way that is closer to expertly tb day experience may help alleviate
this problem. For example if probability of the eise X is being elicited, instead of
asking the experts “what is the probability thagagient will develop disease X?” it may
be more efficient to ask “if you have 100 patietisyw many of them would develop X,
to your opinion”. In other words, asking the quess in terms of relative frequency

rather than probability.
B. Indirect Elicitation

The indirect method is based on betting ratesyderofor the experts to reach to a point
that they are indifferent between the options #Hrat presented to them. For instance, if
you are presented with an opportunity to win 1G0%] have an option to bet on event A

or bet on throwing a “1” on a dice, which would ypiek? If you pick betting on event
A, it shows that your subjective probability of eveé\ is greater thaé . A sequence of

bets may be used to refine and specify the subgegirobabilities of experts more

precisely (O’Hagan 2006, Ayyub, 2001).

3.5.10 Challenges and Generic Issues in Eliciting Expert Opinion

Besides the task of selecting a group of expedsdtre able and willing to contribute to
the elicitation process, which could turn out togoite a demanding task, other issues in

elicitation may also be of concern. One such chghes the issue of “biases”.
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Expert opinion is subject to biases; that is thesspmlity of overestimation,
underestimation and overconfidence. Experts mayigeotheir opinion with more
certainty than is justified with their knowledge oquantities being assessed.
Overconfidence is especially more common in assgssonfidence intervals on an
estimated quantity (Ayyub, 2001). Biases appeamahy levels. Discussions in the
literature (Bedford and Cooke, 2001, Otway and Winterfeldt, 1992) could be found
on mindset (unstated assumptions used by expsftitaktural biases (occurring through
the level of detail in one parts of a study), mational biases (when expert has a stake in
the outcome of the study), cognitive biases (ow#idence for example), anchoring
(when expert bases his or her opinion on an estigigen to him or her) and availability
(when overestimates about events that can be edcalhd underestimates about the

events that are difficult to recall).

Even though these problems could not be entiretyded, it is possible to guard against
and control them, at least to some extent, by tpkifective measures such as providing

needed training to the experts and the use ofradilim techniques (Ayyub, 2001).

Another challenge relating to quantitative expdiditation, which could be seen in the
literature is eliciting probabilities and the presion format for communicating
probabilities. For instance van der Gaag, et @022, express that their experts had
considerable difficulty understanding conditionablmabilities using probability scales.
For quantitative elicitation (including probabii§ and conditional probabilities) we
asked the experts for their opinion both in terrhgrbabilities and frequencies and

fortunately no such difficulties were experienceammunicating with the experts.
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3.6 Validation and Verification

Model verification and validation (V&V) are essaitiphases of model development
process. Verification is the process that ensunes the conceptual model has been
translated into a computer model with no mistakes avith sufficient accuracy.

Validation on the other hand, ensures that the hadidresses the problem at hand with
sufficient accuracy, and meets the intended reoérgs from the methodology and
results perspective. In other words, with validgtan model we want to ensure that the
model addresses the problem of interest and prewsdéficiently accurate information

about the system being modeled. We are emphadiaengerm “sufficiently accurate”,

since no model of the real world is 100% accurhtg, validation ensures sufficient
accuracy with reference to the purpose the modddeiag used (e.g. demonstration

models vs. others) (Robinson, 1997).

In Figure 3-8, Sargent (2004), shows how a vetiticaand validation process needs to
be involved in each step of the model building pes; and also shows various forms of
validations. There are many methods of verificagod validation available to modelers,
and unfortunately no study shows which are morecéffe and efficient, but below is a

summary of some of the more common techniques (Rohj 1997).
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Real world
(problem)

Computer Verification Conceptual
model model

Model coding

Figure 3-8.Simulation model verification and vatida in the modeling process (Sargent, 2001)

e Conceptual Model Validation (i.e. is the level @ftail in this model sufficient to
answer the question at hand? are the assumptioreccand are all important
variables included in the model),

e Data Validation (i.e. are data needed for modelding and quantification
accurate and reliable?),

e White-Box Validation (i.e. does each part of thedelorepresent the real world
with desired level of accuracy?),

e Black-Box Validation (i.e. does the overall modepresent the real world

accurately?)

Carson (2002) also proposes a simple rather imtuitiamework for verification and

validation;
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e Testing the model for face validity , i.e. examugnithe model’'s output measures
of performance for a given scenario and determihimg reasonable they are

e Testing the model over a range of input parametersyun sensitivity analysis
and look for anomalies in the output

e Compare model predictions to past performanceeattual system

Much of what we have discussed in this sectiora reflection of simulation models’
validation literature, but in general could be @plto any type of model building
activity. In validating and verifying the modetsthis work, we have applied this general
framework. The methodology presented in this wankludes a system dynamics
formalism (a simulation model) and Bayesian betiefwork formalism (a probabilistic
network). The V&V process used to validate the n®de research is twofold;
gualitative validation and quantitative validatiddince the models in both cases have
been developed using subject matter experts’ imputh of the qualitative validation
(both in system dynamics and Bayesian belief ndtwoodels) are rather built in the
model development process. The models have beatoged and matured to the current

version through much iteration in many rounds ¢énviews with as many as 11 experts.

The quantitative validation process in a nutshetinsists of using a few years of
available data to build and calibrate the model asidg data available for years other
than the ones used for model building and calibnatio evaluate the performance of the
models. More details are discussed on V&V for eacthe models in chapter 4, where

each model is discussed and the development amdifigegion steps are explained.
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4 Model Development for Adverse Events; Pressure Ulce

In this chapter we will discuss the BBN model depeld for risk of hospital acquired
pressure ulcer. The chapter provides a backgroungressure ulcer, risk assessment
tools used to assess the risk of pressure ulcéfdjreally development, quantification and

validation of the pressure ulcer BBN.

4.1 Introduction

A Pressure Ulcer (PU) is a skin break that doesiaat and often causes irritation. Heels,
elbows and buttocks areas of the body are mosslatAs the National Pressure Ulcer
Advisory Panel (NPUAP) defines it “Pressure Uldeuj is a localized injury to the skin

and/or underlying tissue usually over a bony aasaa result of pressure in combination
with shear and/or friction”. The NPUAP further cgieizes the severity of PUs in the

following stages in Table 4-1:

Stage | Intact skin with non-blanchable redness of a laealiarea usually over a bopy
1 prominence. Darkly pigmented skin may not haveblésiblanching; its coloy

may differ from the surrounding area

Stage | Partial thickness loss of dermis presenting asadlast open ulcer with a red
2 pink wound bed, without slough. May also presenarasntact or open/ruptured

serum-filled blister

Stage | Full thickness tissue loss. Subcutaneous fat mayidiele but bone, tendon or

3 muscles are not exposed. Slough may be presemtolestnot obscure the depth
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of tissue loss. May include undermining and tumggli

Stage | Full thickness tissue loss with exposed bone, termtanuscle. Slough or eschar
4 may be present on some parts of the wound bedn @ftédude undermining and

tunneling

Table 4-1.Different stages of pressure ulcer

Though pressure ulcers are potentially preventafifartunately they present a common
condition especially among high-risk population tsugs elderly and patients with

impaired physical mobility (Reddy, Gill and Rech@006).

In the United States, studies suggest that in azarte the prevalence of pressure ulcer
ranges from 3.5 to 29% (estimated at 15% by NPUARyEllo and Barden, 2002) , 2.2

to 26% among those in long-term care and 10 to k7Bemecare (Reddy, et al., 2006).
Some studies suggest that the prevalence figurespimal units are as high as 50%
[Keller, et al. 2002]. Literature also suggestmikir prevalence statistics in European

hospitals (Papanikolaou, et al., 2007).

Pressure ulcers are painful for patients and cdstlgare for. An estimated 1.3 to 3

million pressure ulcers are treated in U.S. holpgaery year with an estimated cost of
$500 to $40,000 to heal each ulcer [Lyder, 2008¢] may even cost up to $ 75,000 per
patient [Keller, et al. 2002, Reddy et al., 2006).S. expenditures on treating pressure
ulcers have been estimated to be $11 billion eaeln. yrhis number in the UK has been

estimated in a 1993 study to be in the range £231-fnillion, which accounts for 0.4 -
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0.8% of their health spending (Bennett, Dealey Bodnett, 2004). The development of
pressure ulcers may also indicate neglect and miggement and have legal
implications; 87% of litigation settlements regaglipressure ulcers in long-term care
(LTC) settings have been in favor of LTC residefiReddy, et al., 2006]. If pressure
ulcers are to be prevented and the risk of PU® ibet controlled and reduced it is
essential to identify patients who are at riskxgfexiencing this adverse event. Moreover,
a range of preventive measures including use aspre reducing mattresses and patient
repositioning are available -even though limitefimation on their effectiveness exists-
(Baldi, et al., 2010) but before any preventiomplare put in place, some form of risk
assessment of individual patient’s chances of Rililshbe carried out (Papanikolaou, et
al., 2007, Borlawsky, 2004). Though some cliniciamgy believe that performing an
informal PU risk assessment would suffice, reseaiash shown that when a formal risk
assessment is not undertaken, clinicians have stenfly tended to intervene only at the
highest levels of risk of PU, leaving many patiestsceptible to the risk of hospital
acquired pressure ulcer. It has also been shown ithatudies where formal risk
assessment was performed and preventive measures taken accordingly, the
incidence of PUs had dropped by 60%, with decreasgdrity of PUs and cost of care
[Ayell and Braden, 2002]. In the next session, soohehe more popular PU risk

assessment tools are reviewed.

4.1.1 Risk Assessment Tools

Since a comprehensive and detailed risk assessofemtvery individual patient’s
vulnerability to pressure ulcer, based on the jpais of wound healing, requires

gathering a vast amount of knowledge and may beqmactically impossible. Several
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risk assessment tools or risk assessment scaleS)(Rave been designed since the
1960’s, as a shortcut to produce a quick assessamahthelp practitioners identify
patients who are at risk of developing pressurerulCurrent guidelines underline that
RASs should be used as an addition to provideiisical judgment and not as a
replacement. To date over 20 of such scales arzided in the literature (Papanikolaou,
et al., 2007]). These tools include, among othtérs, Norton scale [Norton, McLaren,
Exton-Smith, 1962], the Gosnell scale (Gosnell DI973). , the Braden scale
(Bergstrom, Braden, Laguzza, Holman 1987), the Watescale (Waterlow, 1985).
Some of these scales such as Norton’s and Watearlbave been developed in Europe

and others were created in the United States.

Typically, these scales produce assessments dfcd s#ernal and external factors (e.g.
mobility, nutrition, etc.) that are generally bekel to be contributing factors in
development of pressure ulcers. A numerical vatuassigned to each of these factors
based on patient’s conditions, and these valuesharesummed to create a total score.
The total score is usually compared to a criticdug or a cutoff point, and hence it is

used as an indication of patient’s susceptibititgxperiencing pressure ulcers.

Keller [2002] has summarized the risk factorssidered by some of the well-known

risk assessment scales.
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Factors Norton Gosnell  Andersen  Waterlow CBO  Douglas Braden  Pressure Sore
Prediction Score

Neurology ] +

Sensory perception +
Activity + + +
Mobility + + + + +
Moisture

Friction +
Nutrition + +7
Physical condition +

Mental state + +
Incontinence + +
Weight

Skin state

Gender

Age

Appetite

Special risks

Pain +
Dehydration +

Temperature +

+ +

+ 4+t
+
o+ o+

o+ o+

+
IR IR R A

Figure 4-1.Pressure ulcer risk factors (Keller,200

Between the above mentioned risk assessment thel&raden scale is perhaps the most
widely used in the United States. As a represeptaf this set of RASs , the Braden

scale is discussed in the next session.

4.1.1.1 The Braden Scale

Following an observation that despite nursing Sadftention to repositioning and care
of the skin of nursing home’s patients in the U&gmnutritional condition was a major
contributor to the formation of pressure ulcer, Braden scale was developed in the
1980’s to assess the susceptibility to the risgressure ulcer [Papanikolaou, et al., 2007,
, and Braden et al., 1987]. The Braden risk assasistool is a linear combination of six

risk indicators, formally shown as:

Sg=21+ 2o+ 23+ 24+ I5+ Zg
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Where the parameters are:

Ss : The Braden score which represents the risk eéldping pressure ulcer;

Z, : Sensory perception

Z,: Activity score

Z3: Mobility score

Z4: Nutrition score

Zs- Moisture score

Ze: Friction and shear score

Factors 4to Z3 sensory perception, activity and mobility cover thinical situations that
expose patients to intense and prolonged presBaotors 4 to Zs, Nutrition, moisture
and friction and shear cover the conditions thathen adverse effect on skin’s tolerance
for pressure. Given that the nurses have receivegdep training, they can provide
necessary preventive interventions based on amithdil patient's needs determined by
the Braden score [Papanikolaou, et al., 2007, Ayatd Braden, 2001]. Figure 4-2,
shows a formal worksheet for assessing a patieistksfor developing pressure ulcer

using the Braden scale.

Each of these subscales is scored from 1-3 orr4pfal scores that range from 6-23. A
lower Braden scale score indicates a lower levdlin€tioning and, therefore, a higher

level of risk for pressure ulcer development. Arsaaf 19 or higher, for instance, would
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indicate thatthe patient is at low risk, with no need for treatrhat this time. This i
based on the initial suggested critical score e Eraden scale, §5<16, at which skir
breakdown, was thought to be commenced. This ¢ydaht has since been disputed,
instance Bergquist and Frantz (2001) [Bergquist lrathtz, 2001, Papanikolaou, et
2007] have suggested 19 as the cut off score.sltaled been suggested that it may
more efficient for healthcare units to determineittown critical point, condering the

needs of their patient population and local clihgegttings

BRADEN SCALE FOR PREDICTING PRESSURE SORE RISK

Patiant’s Name

EvelLao s Name

Date of Assessment

SENSORY PERCEPTION

abiilly lo espong
meaningfillly e Fressure-
related discomot

MOISTURE

degras o which skinis
expused o ma siue

ACTIVITY

degres of physical astvity

1. Completely Limited
Unirgsponsive (does nul moar,
flinca, ar graspl to painful
stinul, dug to diminished level
of canscicusness or sedation
OR
lrmitzd abilvy to tzel pair over
most of bocy.

1. Constantly Moist

Skin iz kept meist almost
constantly by peispiration,
unne afe Dampness is
detected every time aatient is
moved or tumed

1. Bedfast

Confined to bed.

2, Vary Limited
Respands only to painful stimul
Cannot cammun cate disenmiort
eacept by moaning or
restiessness

OF
has a sersory rparment wh ch
limits the ability ta fezl pait ar
discomfart aver 'z af bady,
2. Very Moist
Skir is oflen, bat not always
moisL Linksn 1rust 9e liangsd sl
lpast nnce a shiff

2. Chairfast

Ability to walk severcly liritee or
non-axistert. Gannat bear awn
waight andwor must be assicted
Inta chair or whezIzhalr.

3. Slightly Limited
Rexponds o verbal commands,
aut cannat always carmunicate
discomiotor the rexd to be
turned

OR
185 SIME Sensory Imparmert
which lirmits ability tc foel 2ain or
discomiortin | or 7 extramilies
3. Occasicnally Moist
Skin i occasienally memst,
“equinng an =xlia e 1 charge
approximately nnre A day

3.Walks Occasional y

Wallis accasionally during day,
aut for wery shor- distanzes wilh
ar without assistarca. Spands.
ajarity of each shiftin bed er
shar.

4. Nc Impairment
Raspontds (o verbal
commands Has no sersory
deficit which would limit ability
te fael or woice pan o
discomfort

4, Rarely Moist
Skin s usually dry, linen anly
requives Stergmg al roulin
intrrials

4. Walks Freguently

Walks evtside reom at keast
twice a day and Inside 10om at
laakt onca avary two heu's
during waklng hotrs.

MOBILITY

abilily 1o chanye @i Lo 1t
bady prsition

1. Complately Immobile
Dues 1ol make: ever slight
hanpes in bady ar ex:remity
position without assistarce.

2, Very Limited

Makes ouiasional slighl changes
in hody on ex:remity 208 tion bul
unable 1omake freguent or
signifizant changes
indeperdantly

3. Slightly Limited

akes frequent Ihough slgt
hanges in hady or extrariy
208 tion Ddependently

4. Ne Limitation

Wakes major an: frequent
changes in rosition without
assistance.

NUTRITION

usial food iNlake pactern

FRICTION & SHEAR

1. Very Poor
Nevar eals a complete mea
Rarely eats mare than % of
any inod ofe'ed. Eals 2
sendngs or less of pro-ain
frrieal U daity pruduzts) pe
day Takes Muids poary Noas
net take @ liguid dietary
supplement

D3
15 NPQ anwor mantaned an
claar liquids or Ve far more
than 5 cays
1. Problem
Requites moderats o
AT @deistance in
moving. Gomplete liting
willout sl ding against shees
i3 mposs ble. Frequertly slides
down in bed or chair, requiring
Irequen: repastioning with
maximum assistance.
Spastcity. contraciures ar
agilation leads te slmest
constant iriclion

2. Prchehly Inadequate
Karelv eats a complete meel and
gonoraly cats anly about 4 of
any feod offered. Protein intake
includes anly 3 sarviags of meat
ur dany products per cay
Occasinnal ywill 1ake a diatany
supplement

OFR
receives ass than optimum
ameunt of g 2t o” e
feecing.

2. Potential Problem

Moves leebly o -equines
miniruin assisteance. During o
mave: skin pribanly sli
some exler] against shess
chair, resraints or other davices.
Maintaina ralat valy good pcaition
inchair ar bed mast of the time
hut occasionally sldes down

3. Adequate
Eals over halt of most meals
Eats alowa of 4 servings of

arolen (real, dalry producls; pe

Hay. Oecasicnally wll refusa 3
nezal, but wil usuzlly @ke a
supalament when nffered

CR
501 a lube teeding of TEN
“egiman which probakly meats
oSt Gt NUINIoN2] Neeas.

3. No Apparent Prchlem
Mowes in hed and in chair
videpencently andd s sufficient
TS renath (o 1 up

sompletely during mave,
Maintains good position in bed or
char.

4. Excellent

Eals mast af every mesl. Never
refusae 5 meal, Usua ly oate a
totzl of 4 o° more senvirgs of
rraat a1d dairy procucts.
Oucasionally cas blwewn
rreals Doas not ranu re
supplemertelion,

& Copyighl Barbenss Biaden ar u Nanvy Bergsto 1. 988 All rights 1eserved

Figure 4-2.Bradn scale risk assessment works
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4.1.1.2 Validity and Reliability

Given the number of available RASs, the questiog bearaised, whether and why one
scale may be preferred over another. Literaturgestg the clinician should decide to use
a scale by examining its reliability and validiyfello and Barden 2001]. What is meant
by reliability here is consistency, i.e. the degoéegreement among raters (inter-rater-
reliability). A common measure of reliability forRAS is percentage agreement or the
percentage of cases in which different clinicieaitgirs assign the same score to the same
patients. Validity or accuracy on the other handthe RAS’s ability in correctly
predicting whether a patient will develop pressuleer. Predictive validity is twofold;
sensitivity and specificity. Sensitivity is the pentage of patients who do develop a
pressure ulcer and were indeed identified as fdatlanhrisk’ by the RAS. Therefore good
sensitivity for a risk assessment tool means ctiyrédentifying “true positives” with
minimum “false negatives”. Specificity is the pemtage of patients who do not develop
a pressure ulcer and were in fact identified agept ‘not at risk’ by the RAS. Hence
good specificity for a risk assessment tool meamsgectly identifying “true negatives”

with minimum “false positives”.

Even though the Agency for Healthcare ResearchQumlity (AHRQ) guidelines has
mentioned two of these RASs (the Braden Scale lamdNbrton Scale) to be appropriate
tools in assessing the risk of pressure ulcer dubkd larger number of clinical research
in support of their reliability and validity and \iag received the most clinical attention
(Smith , 95) —although some studies have argueeneibe about their effectiveness (
Defloor and Grypdonck, 2004)-, unfortunately théidiy and reliability of many of the

pressure ulcer risk assessment scales are qudsécaad no general agreement exists
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with respect to the usefulness of these scaledgiKed006, Pandorbo-Hidalgo, et al.,
2005). Many studies have reviewed these scalesaagdod number of them have
examined the predictive validity of these risk asseent scales and have reported
substantial variations in the predictive validitgth within the same scale and across
different scales when used in different health cse#tings and/or different patient
populations (Papanikolaou, et al., 2007). For swidin the validation of some of these
scales please see (among many): Spera et al, 3@bdgsook, etal. 2003, Defloor and

Grypdonck, 2004...

4.1.1.3 Pitfalls of Scoring Approach to Risk Assessment

Despite the fact that using risk assessment taolgddition to clinician’s judgment,

provides some useful information in identifying thegtients at risk in developing pressure
ulcer and helps practitioners make an informed sileeiin implementing appropriate
preventive interventions, there are methodical tslbanings that are common between

these RASS.

In the scoring system that is used in these risksmnent scales to identify patients at
risk and patients not at risk, every risk factontcibutes equally to the overall risk score.
In other words the scoring approach to risk assessassumes that all the factors have
equal effect on the overall risk of developing ptes ulcer. The equal-weighting
approach while being the simplest way to scaleilsgpffails to recognize that some

factors may play a more significant role and thenethould have a larger contribution to
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the overall risk score (Papanikolaou, et al., 200F)r a more accurate predictive
measure, the magnitude of the effect of each ofrigiefactors on the overall risk of
developing pressure ulcer has to be considereddhasthe importance that these factors
empirically demonstrate. Failing to do so may prbjenrealistic risk scores that could
possibly influence the effectiveness of the intatiens and affect the allocation of

resources.

Another rather important deficiency of most of redsessment scales is that the effect of
all risk factors contributes linearly to the ovérak score. This completely overlooks the
fact that a certain factor in presence of othetof@cmay, for instance, exponentially
increase the risk of pressure ulcer. For exammasider the Braden scale. Given that
Sensory and Nutrition are influencing factors skrof pressure ulcer but the magnitudes
of this influence is in a) presence of impaired ffigband b) un-impaired mobility could

be very different.

4.2 Pressure Ulcer BBN Development

To assess the risk of developing pressure ulcerfasction of individual patient’s risk
factors and patient-provider (i.e. interventionatetl), a Bayesian Belief Network
framework has been chosen. Use of BBNs in modétingisk of experiencing pressure
ulcers, not only alleviates the major criticismthe scaling risk assessment approach,
namely the equal weighting of the risk factors, bl#o offers capabilities that could

possibly provide more realistic, relevant and meghil assessments;

e Since we construct the Bayesian Network based en cttnditional

probabilities, no equal weighting of the factorassumed. Based on the
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importance of each factor and the strength withctvhihese factors
influence the risk of pressure ulcer (obtained frivebd data and also
expert judgment) we can determine the conditiorrabability that a
patient will experience pressure ulcer given thatest of all the risk
factors.

e Using BBNs enables the analyst, to take into tlweaat the fact that the
degree of influence of one factor in risk of pressuicer may be different
given the presence or absence of other risk factors

e Bayesian Belief Networks are probabilistic in natand the uncertainty
of our assessment of pressure ulcer risk, givesttite of all relevant risk

factors can be expressed explicitly.

A Bayesian Belief Network, that includes or reftetite factors introduced in literature as
factors influencing risk of pressure ulcer, hasnbdeveloped. Additionally factors that
the panel of experts thought to be of importancel missing from the current risk
assessment scales, have also been included. Higudepicts this BBN. The validation

process of the model has been detailed in sectibn 4
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prepheral Vascular
Disease (PVD)
Diabetes

Sensory Impairment

Circulation Impairment

Other Skin Integrity Factors

Frequency of Move
Moisture Level -
Staff Adequacy
Skin Integrity

Steroid Use

V/

Focal Neurological Deficit CNS Impairment ‘Weakness/Debilitation Morbid Obesity

Figure 4-3.Pressure ulcer BBN
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a. Circulation Impairment:

Poor blood circulation makes patients more sudokeptio pressure ulcer. Although
impaired circulation can be resulted from variowmditions, in this model we have
considered two major factors that may result in amgd circulation; diabetes and

peripheral vascular disease (PVD).

This is a binary factor in the BBN and the possgibges are Impaired and Unimpaired.

b. Peripheral Vascular Disease (PVD):

Peripheral vascular disease refers to diseasebod vessels located outside the heart
and brain. It is a circulatory problem in which raved vessels reduce blood flow to the

legs, arms and kidneys [American heart associatvmwy.americanheart.org].

This is a binary factor in the BBN and the possitiates are PVD present and PVD

absent.

c. Sensory Impairment:

Sensory impairment refers to a defect in sensingassing on the impulse, which affects
patients’ ability to respond to pressure relateth @ad discomfort. Factors that may
affect sensory impairment include diabetes, perglheascular diseases and focal

neurological deficit.

This is a binary factor in the BBN and the possgibges are Impaired and Unimpaired.
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d. Skin Integrity:

Skin integrity is a description of whether or natipnt’s skin is intact. A number of
conditions/factors may affect the integrity of skivhich include: Nutrition (food intake),
Moisture level (the degree to which skin is expogedhoisture), Steroid use, Mobility,

and Circulation impairment.

This is a binary factor in the BBN and the poss#ildes are Normal and Abnormal.

e. Mobility:

Mobility refers to patient’s ability to change awdntrol his/her body position. In the
BBN this is a binary node with states Impaired &mdmpaired mobility. Mobility is
generally considered the most important risk faotodeveloping pressure ulcer and a
necessary condition [Allman, et al., 1995, Lindgrehal. 2004]. Factors affecting an
individual's mobility impairment include: focal nealogical deficit, central nervous

system impairment, weakness and debilitation andbiti@besity.

f. Frequency of Move:

Another important factor in risk of developing mese ulcer is whether the patient is
being moved to different body positions frequerdglyough, especially when patient’s
own ability to move and mobility is impaired. Thisde reflects whether the staff can/do
move the patient as often as the patient shoutepeasitioned -it is important to note that
detecting and preventing pressure ulcers systeatigtis labor intensive (Perneger, et al.,

1998)- in order to reduce the risk of developingeul This is also a binary node with
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states: Adequate frequency of move and inadequetpigncy of move. Adequacy of
frequency of move on the other hand is influencedtbff adequacy (whether or not we
have enough staff at the time to be able to fretyeaposition the patient), C-I Move
(Counter indication to move ) (are there any linmtas that may prevent the staff from
moving the patient, for instance a patient recoxgfiom open heart surgery) and morbid
obesity (the heavy weight of the patient may malexiremely difficult for the staff to

move the patient).

Currently, there is no empirical evidence to shbe @ptimal frequency of repositioning
the patient and it should be done based on patieeed, also taking into the account the

surface upon which the patient is lying or sitt{@&unningberg, 2005).

g. Assistive Devices:

To relieve pressure, several strategies may beinskdaling manual repositioning of the
patients, which is discussed in “Frequency of Mometle of the BBN, and also use of
assistive devices. These assistive devices inctugigport surfaces such as cushions,
mattress overlays, replacement mattresses or peessieving beds (Nixon et al., 2006),
which reduce the risk of pressure ulcer (Reddyalget2006, Mclnnes, et al., 2010).
EUAP suggests that a patient receives appropriaieeptive measures while in a chair or

a bed if he or she is allocated one of the follgnj@unningberg, 2005):

1. A powered device (i.e. with an electrical supply)
2. A non-powered device (i.e. low pressure foam msdjr@and being repositioned
every 2, 3 or 4 hours

3. No special device but being repositioned every@$o
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The use of these assistive devices depends anaweslability and also staff adequacy
(whether or not the high level of workload prevesitaff from providing patients with

these devices).

4.3 Pressure Ulcer BBN Quantification

As discussed previously, building a Bayesian neitwor a certain application has three
steps and involves three tasks. First, importariblbes and their possible states have to
be identified. Second, the relationships betweeasdhvariables are identified and are
represented graphically with edges between thabi@s. The third phase is to obtain the
numerical parameters, i.e. probabilities required the quantification of the network
from data or through domain expert elicitation (&el and van der Gaag, 2000). The
first two tasks that are concerned with establigltiive structure of the network typically
involve iterative and interactive sessions with domexperts. Multiple iterative cycles
are required to revise the model(s), identify neamiables and links or perhaps delete
other variables and links and converge on a valmtesentation of the phenomenon that
is being studied. For the first and the second vaskave followed the process proposed
by Marcot et al. (2006), for the peer review of BBBNs, were we started with a basic
influence diagram as base model and followed tlee pview process using the panel of
domain experts to develop, refine and validateBB&ls (both pressure ulcer and line
infection BBNSs). The process of peer review of BBiNs been discussed in detail in

section 3.5.7. While the first and second tasksuireqmoderate effort and time,
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experience indicates that the third task, whichthis elicitation of the quantitative
information including the conditional probabilitalile or CPT, requires the most effort
(Kjaerulff and Madsen, 2008). Certain Modeling teidues are available to make the
third task more manageable, without (or with minimuwcompromising the accuracy of
the results. We have used some of these technigugsmntifying the BBNs in this study

such as parent divorcing and Noisy-OR gates whietegplained in the next section.

4.3.1 Modeling Techniques

There are a number of modeling techniques and mdstti@t could be used to simplify
the specification of a Bayesian network. One of rdeesons that these methods may be
applied is to simplify the knowledge elicitationopess. Kjaerulff and Anderson (2008),

cover these methods and techniques in two categgorie

1- Structure related techniques, that are used tostdjue structure of a
probabilistic network
2- Probability distribution related techniques for gpecification of conditional
probability distributions, including techniques forapturing uncertain
information and for reducing the number of paramsete be specified
Parent divorcing is technique from the first catggahat reduces the number of
probabilities to be assessed with making changébet@raphical structure of the BBN
and Noisy-OR gates (and its generalizations) arappmoach that falls into the second
category which uses parametric probability distidns. Both of these techniques have
been used in quantifying the BBNs in this reseaBgttions 4.3.1.1 and 4.3.1.2 explain

these methods.
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4.3.1.1 Parent Divorcing

Parent divorcing is a modeling technique that immemnly used to reduce the complexity
of specifying and representing the effect of adamymber of cause variables (parent
nodes) on a single effect variable (child noded iBayesian network, with adjusting the
structure of the network. The idea is to introdaceintermediate variable or a dummy
node between the cause node (i.e. parent nodejhareffect node (i.e. child node), such
that the dummy node captures the impact of itsrparen the child variable, in order to

limit the size of the parent sets.

Figure 4-4, below depicts this idea through a sempayesian net. Child node “Y” has
three direct parents;, X,, X; . Applying the parent divorcteghnique to Y and its
direct causes results in creating a dummy varidbl®etween Y and a subset of its
parentsX,, X, , hence variable | will have, X, as parentsvamidble Y will have X,

and | as its parents.

If we assume binary states for all of the varialhethis example, and also assume the

conditional probability distribution for the origthnetwork as depicted in Figure 4-4

With the creation of dummy variable |, the BBN withange from figure 4-4.a to 4-4.c
our conditional probability table will change t@ifn figure 4-4.b to 4-4.d In other words
instead of dealing with one distribution table tfes16 we create two tables of size 8

(Kjaerulff and Madsen, 2008). Figure 4-4.d top, wsbdhe probability distribution for

P(1|X,, X,), and figure 4-4.d, bottom f&(Y| X;, I)
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Figure 4-4.Parent divorcing

4.3.1.2 Noisy-OR Gates

In quantifying BBNs, some types of conditional pabbity distribution can b
approximated with methods that require fewer patarsge and very often the
approximate the true distribution sufficiently welhile reducing the model buildir
effort significantly (Onisko, et al., 2001). No-OR gates by ®arl (1988) and the

generalizations is one of such approaches. I-OR gates are used to describe

interaction between cause X, X,,...,X and their common cause Y. Two cruc

assumptions are:

e X;s are each suffient to cause Y in absence of other ca

e X, are independent of each other in causil
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If each of the cause§ , has a probabilgy of beifficsent to cause Y, then the
Noisy-OR gate methods enables us to populate ttiee eronditional probability table
(CPT), with only n parametergy,, p,,....R, ,wWhepe is the pbditg that effect Y will

be true if caus¥; is present and all other causgsj #i alzgent. In mathematical

representation;
b= pf(Y|71|7z’---’ Xpon X )

And the probability of Y given any subs&t,  of cauXes that are present will be:

pr(y|X,)=1- [] @ n)

iXXjeX,

This formula is sufficient to derive the whole cdmhal probability of Y, conditioned on

causesX;, X,,..., X, (Pearl, 1988, Onisko, et al., 2001).

Extensions have been developed for the basic NDRygate such as Lemmer and
Gossink (2004) propose a recursive Noisy-OR gateravkthe independence assumption

of causes could be relaxed, and Henrion (1989)qsep a Leaky Noisy-OR gate for

situations where the effect Y is true and all tleises X,, X,,..., X, are absent. This

extension could be used where a model is not dagtatl the possible causes. In Leaky
Noisy-OR gate, a parametgy, called the leak proipall introduced and its value is

the combined effect of all causes of Y that aremotleled;

Po = Pr(Y%. % %)
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Which represents the probability that all cau¥gsX,,..., X, are,absent but the effect Y
is true. Henrion (1989) then derives the probabdistribution of Y given a subseX

of the X, s which are present and the leak probalwfity, as;

pr(y|X,) =1- - p) [ 1‘—;’

i eX, 1- 0

Diez (1993), also proposes an extension to Noisygats that includes multiple states

for variables rather than binary states in theinaigNoisy-OR.

4.3.2 The Quantification Process

To proceed with the quantification of the Bayesnmt for pressure ulcer the following
steps in modification of the net, without compramis the causal structure of the

Bayesian net and the accuracy of the output, haea taken.
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Figure 4-3, shows the pressure ulcer risk BBN,t agas qualitatively validated (factors

and casual effects) by our panel of domain experts.

Data to establish the conditional probabilities wasained by querying a clinical data
archive at a large urban US medical center. Thig igoository contains diagnostic codes
and clinical outcomes for 70,090 inpatients hosipgd over a 2-year period. After
obtaining IRB approval, structured queries werestmcted to identify conditions that
were present in two distinct cohorts of patienjgdtients who did not acquire a pressure
ulcer during hospitalization and 2) patients whd dcquire a pressure ulcer during
hospitalization. At the time of discharge, expertiication of up to 15 physiological or
disease condition codes are assigned to charactiezpatient and the episode of care.
Pharmacy and laboratory data for some of the pati@malyzed in some cases either to
confirm one or more diagnostic codes, disambiguditeical conditions or identify

additional patients in the cohort. As an exampighe case of the node “Skin Integrity”,
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which may be affected by Nutrition, Moisture Lev@teroid Use, Circulation Impairment
and other factors not specified in the model, wieaexed all cases of compromised skin
integrity due to any reason (specified or unspediin the BBN model), to ensure that
any patient with skin integrity issues is accountedin this model. Similarly, for the
nodes “Circulation Impairment” and “Sensory Impadmti’ the two most prevalent
causing factors for these conditions as experts hdentified are “Diabetes” and
“Peripheral Vascular Diseases or PVDs”, among stfwhich data may or may not exist
for). In the quantification of this model, we hanxentified all the cases of circulation
impairment and sensory impairment among the hdspagulation regardless of the
cause, to make sure that all patients with thesdittons are included in the model. One
important step was to distinguish those patients wbquired a pressure ulcer during
their hospitalization from those who were treatedthe condition, but had the condition
at the time of admission to the hospital. To ds,the constrained the queries using a
special ‘Present on Admission’ code that is usedlassify patient conditions at this

medical center.

Additionally, as it was explained in section 4.2¢llity is a binary factor with states;
Impaired Mobility =1, Un-impaired Mobility=0. Theattors/conditions affecting a
patient’'s mobility are “Focal Neurological Deficit*CNS Impairment”, “Weakness
/Debilitation” and “Morbid Obesity”. With the appval of experts, in quantifying this
BBN we have assumed that if one of these causesegent then the patient will be
considered to have mobility impairment. Since thaetdr “Mobility” is not readily
available in datasets, to calculate the relativeguency of each state of the node

“Mobility”, one can instead count the number ofemsvhere at least one of the causes of
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impaired mobility is present. This frequency divddey the total number of cases under
study produces the relative frequency of statasmpdired Mobility” and “Unimpaired

Mobility”.

Sensory Impairment

Circulation Impairment

Frequency of Move

T

Assistive Devices

Staff Adequacy
Skin Integrity

Focal Neurological Deficit CNS Impairment Weakness/Debilitation Morbid Obesity

Figure 4-5.Pressure ulcer BBN, transformation 1

Hence, from data and quantification point of viése BBN will be transformed to Figure
4-5.
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CNS Impairment

Morbid Obesity

Circulation Impairment.

b

taff Adequacy

Figure 4-6.Pressure ulcer BBN, transformation 2

Frequency of Move is one of the most important datérmining factors in a patient’s
risk of experiencing pressure ulcer. Unfortunatdlye to the difficulty in collecting
information for this node and determining whethes patient’'s movement was adequate
or not, this data does not exist in data bases [Rl@dme data exists, but it is unreliable,
and there are a lot of false negativeda@rrors]. But we do have crisp data on the factors
that experts think affect the frequency of move ainpatient (e.g. mobility, CNS
impairment, C-I move and Obesity (figure 4.6)).deal with this situation and obtain the
conditional probabilities of adequate and inadegUdetquencies of movement and to
capture the effect of four parent variables (M®IlCNS impairment, Morbid Obesity
and C-I Move) on the frequency of move, we are gisive “"parent divorcing technique”
introduced in section 4.3.1.1, and creating a dunmoge called "Aggregate Effect on

Frequency of Move”, a binary variable with the éoling states:
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1) High: when at least one of the four factors (MapiliCNS Impairment,
Morbid Obesity or Cl move) is present

2) Low: otherwise

The probability of Frequency of move being adequatenadequate is then conditioned
on this “Aggregate Effect on Frequency of Move” aa@hd "Staff Adequacy”. Figure 4-7

depicts this modification to the structure of BBN.

Sensory Impairment

Aggregate Effect on Frequency of Move

Circulation Impairment

Staff Adequacy

SKin Integrity
Assistive Devices

Figure 4-7.Pressure ulcer BBN, final transformation

4.3.3 The Conditional Probability Table (CPT)

Between years 2008 and 2010, we have used 70,G8htpeecords to construct the
conditional probability table. Out of these patgenattotal of 149 patients had developed

pressure ulcers while in the hospital. Since omiggital acquired pressure ulcers were of
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interest in this study, we have started with thary2008 patient data because only after
this year whether the pressure ulcer was acquitgbewn hospital or not, was actually

specified in data bases.

4.3.3.1 Marginal and Conditional Probabilities

After importing the data to Microsoft Access, thember of patients with condition(s)
specified as risk factors in pressure ulcer BBNensunted, and relative frequencies of
these factors and the conditional probabilitiesunegl to populate the conditional

probability table and quantify the BBN were cal¢eathas follows.

4.3.3.2 Marginal Probabilities

1. Skin Integrity
States:

i.  Skin Integrity Compromised =1

ii.  Skin Integrity Uncompromised=0
Total number of patients with Compromised skingnity = 22905
Total hospital admissions = 70090

. ) . 22905 -
Skin Integrity Compromised —— = 0.327
p( grity p 9 20090

p(Skin IntegrityU ncompromisge 0.673
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2. Circulation Impairment
States:

i.  Circulation Impaired = 1

ii.  Circulation Normal =0
Total number of patients with impaired circulat29202

Total hospital admissions = 70090

p(impaired Circulation) = 29202_ 0.417
70090

p(Normal Circulation) = 0.583

3. Sensory Impairment
States:

I.  Sensory Impaired = 1

ii.  Sensory Unimpaired =0
Total number of patients with impaired sensory 4%
Total hospital admissions = 70090

. ) 17743
Sensory impairep= —— = 0.25%
p( y impairey= -0090

p(Sensory Normak 0.747
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4. Mobility
States:

i.  Mobility Impaired = 1

ii.  Mobility Unimpaired = 0

Any patient with Focal Neurological Deficit, Ceritrdlervous System Impairment,
Weakness/Debilitation or Morbid Obesity has beemnted as a case of impaired

mobility.
Total number of patients with impaired mobility 6289
Total hospital admissions = 70090

) . . 26289
impaired Mobilit) =——=0.375
p(imp ) 70090

p(Unimpaired Mobilityy = 0.625

5. Aggregate Effect on Frequency of Move

States:
i. High=1
ii. Low =0

Any patient with Central Nervous System Impairmeltorbid Obesity, Impaired
Mobility or Counter Indication to Move (C-I Move)al been counted as patient with

high aggregate effect on Frequency of Move.
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Total number of patients with high aggregate eféecfrequency of move= 26608

Total hospital admissions = 70090

) 26608
High Aggregate Effe§= ———— = 0.38¢
p(High Aggreg g 20090

p(Low Aggregate Effegt 0.621

6. Staff Adequacy
States:

I.  Adequate =1

ii.  Inadequate=0

Data on staff adequacy is not properly reported eewdrded. The available data for
627,595 patient cases used to quantify pressues BBN, indicates that in less than 6%
of the cases staff adequacy was reported as beéieguate and in over 94% of these
cases data on staff adequacy was not recordetl &temice a more reliable estimate on
the probability of “Staff Adequacy” would be obtathfrom subject matter experts. Some
experts believed that this estimate would be difiefrom one hospital to the other and
the difference could be significant and pointed thdt their estimates reflect their

experience in their own institution. Table 4-2,whaexperts estimates on the probability
of staff adequacy. We will use these estimates pisos, and update the probability of

staff adequacy, with the staff adequacy probabdibtyained from the system dynamics
part of the model, which calculates this probapiis a function of patient complexity

scores and the pressure to reduce operational dostassed in section 6.2.3.
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Staff Adequacy

Expert |Adequate In-adequate

Expert 1 0.95 0.05)
Expert 2 > 90% <10%
Expert 3 80% 20%
Expert 4 85-90% 10-15%
Expert 5 95-98 % 2-5%
Expert 6 90% 10%

Table 4-2.Expert opinion; staff adequacy

4.3.3.2.1 Aggregating Experts Input

To aggregate experts’ inputs which are given infthen of a point estimate, we will use
a Bayesian framework, for treating non-homogenata Droguett and Mosleh, 2008,
Droguett, 1999). The objective is to fir(x) the p@pign variability distribution of x

(e.g. Probability of Staff In-Adequacy). To simplifnatters we assume a parametric

distribution forg(x) . Let @ ={6,...,6,} be the set of m parameterg(ea), so that

#(X) =¢(X‘§). For instance, in the case of Lognormal distritmf ={z, o} and:

(Inx—g4)?
20‘2t

1
#(X) = ¢(X| 4, ’Gt)_)@[—\/ge

Uncertainty distribution over the space ¢0K) 's, i®e teame as the uncertainty
distribution over the values 6f . Also, for eachuebfd , there exists a uniqyj@(‘é)

and vice versa. Now our goal of estimaifi{y) reducegstimating . Given the
information/evidence available to us (denoted asrEur case the estimates provided by
our experts, and a prior distribution #r , we cdmain an updated state of knowledge

probability distribution ovef . That is,
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L(E|0)7,(0)
Hj L(E|0 )z, (©@)do
6,0

2 Hrﬂ

7r(¢§|E) =

Where;
7,(8) =Prior distribution ofd
7[(9_|E) =Posterior distribution & , given the informatioviience E (m-dimensional

joint probability distribution over values @f,....6,, )

L(E‘a):Likelihood of information/evidence E giveh
The average distribution, of the distributions pisxgiven by:

$(X) = j...j¢(x|el,...,9m Y O,,..0,|EXH, .4,

61 m

The expected value &f s given by:

E(E):j...j or(0|E)do

61 Hm

Using the expected (average) valuefof —as the seamimeters af(x) , we will obtain
another point estimate #€x) . In other WOI¢(9§‘ E@©)) , is diribution with the

mean value parameters

The likelihood functiorL(E‘é) , Is the probability of olvgmg/eliciting the information

E, given that the set of the parameters of the latipn variability distribution isf .
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Assuming that data from individual sub populatiar.(estimates from each expert) are
independent, the likelihood function can be writtenthe product of each sub population

likelihood function:
N

L(XL, X Xy | X)=T T L (X | X)
i=1

WhereX; is the i'th expert’'s estimate.

To aggregate experts’ opinion, using the Bayesiaméwork for non-homogenous data,
discussed above, we are using version 1.5 of thBAR- software (Prediction-

Technologies.com).

The specification of the likelihood function depsnoh the type of information that is

available. Expert-based likelihood that correspaiadde estimates of possible values of
a quantity of interest (e.g. Probability of InadatpuStaffing) could be expressed with a
lognormal likelihood model, and is specified innsrof median values and the analyst’s
confidence in terms of standard deviation or efemtor values. In this case we are

assuming an error factor of 2 for all of our expert

Figure 4-8, shows the joint distribution of the graeters, of the distribution of
“Probability of Inadequate Staffing”, and Figur@®4hows the average distribution of the

population variability distribution set, with me@ril05 and variance 3.24 E-3.
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Figure 4-8.Joint distribution of the parametersthef distribution of “Probability of inadequate féitzg”
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Figure 4-9.Average distribution of the populatiariability distribution set
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4.3.3.2.2 Conditional Probabilities

7. Assistive devices

States:

i Used =1

il Unused =0

The probability of using assistive devices suclpilews, cotton blankets etc., which
expand weight-bearing surface (e.g. using pillondan the calf to elevate patient’s heels
off the bed surface) or reduce friction and/or sheanfluenced by and conditioned on
adequacy of staff. In other words do we have enatgti and does the workload allow
them to utilize these devices that may reduce igle of pressure ulcer. It should be
mentioned that in the quantification of pressureuBBN, we have assumed (with the
approval of experts) that items such as pressedeicing mattresses and pressure
reducing mattress overlays would be used autontigtitahey are available since they

will ultimately be charged to the patient and hewecelld not be a variable in this BBN.

Unfortunately, data on usage of assistive devisedsio not recorded as rigorously either
and similar to the case of the node “Staff Adeqii&eye in approximately 95% of cases
no data at all was recorded and in 5% of casesiddizated that assistive devices were
in use, and not a single record was found weresageiof assistive devices was reported.
Once again experts’ opinion would be a more refiaBburce in obtaining the

probabilities (conditional) of usage of assistivevides given different states of the

102



variable “Staff adequacy”. The information expewsre to provide answers to the

following:

1- What is the probability of assistive devices beusgd, given we DO have
adequate staff? i.e.p( Assistive Devicesl| Staff Adequacy)
2- What is the probability of assistive devices beusgd, given we do NOT
have adequate staff? i.e( Assistive Devices 1| Staff Adequac9)
3- What is the probability of assistive devices NOding used, given we DO
have adequate staff? i.e( Assistive Devices 0| Staff Adequacy)
4- What is the probability of assistive devices NOTngeused, given we do
NOT have adequate staff? i.gaf Assistive Devices 0| Staff Adequac®)
To ask experts these questions a frequency appveasiaken. For instance experts were
asked :” If you have 10 patients, and you know §fmir staffing level is adequate , on

how many of your patients assistive devices to cedue risk of pressure ulcer will be

used?”.

From what experts provided, the following probalg$ (Table 4-3) for usage of assistive

devices given all possible states of staff adequag determined.

Prob. Assistive Devices Used Given Staff Adequacy Situation

Expert [Adequate Staffing In-adequate Staffing

Expert 1 100% 20%
Expert 2 100% 25%
Expert 3 90% 40%
Expert 4 90% 30%
Expert 5 >95% 20%
Expert 6 90% 25%

Table 4-3.Expert opinion; probability of using &tisie devices, given staff adequacy
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To aggregate the experts’ estimates, we will useBhyesian methods for treating non-

homogenous data, detailed in section 4.3.3.2.1.

Figure 4-10, shows the average distribution ofgbpulation variability distribution set
for “Probability of Assistive Devices NOT Used, @iv Adequate Staffing”, with mean

0.0477 and variance 0.0148.

@ Hon-Homgeneous Editor B[=1
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Subsystem: Expert-Assist. device given staff adequacy.Assistive devices-adequate staffing

a@® b FE
DataSet  Parameters Population Variability
vl fean Lawer Median Upper Measure:
0. Mean 0.0477, @ variability PDF
Wariance 0.0148 N
st TATIEE 4.805E-5 1.068E-5 1.801E-6 VTR
Sth 5.066E-5 2.662E-4 B.381E-5 1.383E-5 Percentiles:
10t 1403E-4 6.591E-4 1.66E-4 39E5 -
s0tn 4B3E2 0.0185 4T04E-3 1.224E3| (Sh/9sth
N a0th 0.1239 0.2654 01116 00306
: 95th 02694, 04952 02412 00709 Minimum: |3.7826-7
95th 0.7019 08552 0.6628 03017) maximum: 09798
Points: 25
v| Log Interval
[
\ Anply
[%
0.
10E-7 10E-6 10E5 1064 1.0E-3 001 01 10
Failure Probabilty
Model | Evidence
Available Data Sets: Data Field Assignments:
Assistive device given staff adequal Select Data Set Contains Data v Data Set Contains Estimates
oD Format: MedianEF

Estimate Prab. Assistive Dev. Given Adequate Staff v

q b
Selected Data Set:
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Figure 4-10.Average distribution of the populati@riability distribution set for “probability of agstive
devices NOT used, given adequate staffing”

Also the same procedure estimates the “Probalmlitissistive Devices NOT Used,
Given Inadequate Staffing”. Figure 4-11, showsaherage distribution of the population

variability distribution set, with mean 0.7 andrstard deviation 0.06.

104



+ Edit Analysis Help

Name: Device Unused-Staff Inadequate

hsystem: Device Given Staff

Type: Non-Homogeneous Analysis
Device Unused-Staff

BE > FE
ata Set | Parameters | Population Variability

Value Wean Lower Median Upper Measure:
200 Mean a ® \fariability PDF
Variance o o
1st 0.3915 0.7487 0.5377 03114 VAT T e
5th 04677 0.7672 0.5781 03802 porcenties:
10t 05452 0.7798 06015 04212 -
50th 0.6964 0.8442 0.6044 0.5561| |5th/95th
ath 0.6633 0.9438 0.8089 06262
95th 0.9125 0.9726 0.8427 0.6378) Minimum: 02202
15.0 36t 08771 0.9941 0.8054 065 ppoimum: 10,0938
Points: 25
vl Log Interval
Apply
100
5.0 f'\\
0
0.1 1.0
Failure Probability
odel | Evidence
ariability Model: Prior Distribution:
Lognormal (Failure Rate) Parameter: Median Parameter: EF
Gamma (Failure Rate) Estimate: 07 Estimate: 2.0
& Lognormal (Failure Probability) Range Factor: [10.0 Range Factor: 5.0
Beta (Failure Probability)
Apply Prior

Figure 4-11.Average distribution of the populati@riability distribution set for “probability of agstive
devices NOT used, given inadequate staffing”

Frequency of Move

States:

I. Adequate =1

ii. Inadequate=0

Inadequate frequency of move can increase theofiskeveloping pressure ulcers. As
discussed before the frequency of move is influenbg many factors including

Mobility, CNS impairment, Morbid Obesity, C-1 Mowand Staff Adequacy. As it was the
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case for the nodes “Staff Adequacy” and “AssistidMevices”, no actual field data is
recorded or available from data. To determine theditional probabilities of adequate
frequency of move and inadequate frequency of ngiven the different states of the

abovementioned five parent nodes (cause factoqggres’ opinion in sought.

To facilitate the process of ease the process pkréxelicitation we discussed and
employed “parent divorcing technique” in 4.1.3.1Th implement this technique we
created a dummy node that would capture the aggredf@cts of four of five influencing
factors of Frequency of Move and creatively caltéd\ggregate Effect on Frequency of
Move” with two possible states High and Low. Themary purpose of using this
technique was to reduce the amount of informatind estimates of probabilities we
needed to elicit from experts, to ensure the eséisméhat are provided by experts are
more robust and reliable. Using this dummy nodsteiad of original 5, Frequency of
Move had now 2 parent nodes which reduces the nuofbguestion to be asked from
experts from 32 2 ) to 4% ) questions. After expilagnto the experts what the
aggregate effect on frequency of move being higlowrmeant, following type questions
were asked to obtain their judgment on the proligbdf frequency of move being

adequate or inadequate given the states of iteipaoeles (cause factors). For instance;

What is the probability of frequency of move beiadequate, given that the

aggregate effect on frequency of move is high aad@ have adequate staffing?
€. p(Frequency of Moveﬂ Aggregate Effecl, Staff Adequaty

The following estimates in Table 4-4 were providgdhe experts:
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Prob. Frequency of Move Adequate Given the States of Aggregate Effect and Staff Adequacy
Aggregate Effect High Low
Staff Adequacy Adequate In-Adequate Adequate In-Adequate
Expert1 |95% 85% 99% 99%
" Expert2 |>80% 50% >95% >90%
5 Expert 3 |70-80% 50-60% >90% 85%
& [Experta |>80% 40-50% 1 >90%
Expert5 [98% 80% >99% >90%
Expert6 |90% 75% 1 >95%

Table 4-4Expert opinion; conditional probability of adeqyaaf frequency of moyv

We aggregate these probabilities that have beenda by experts using the Bayes
method discussed i4.3.3.2... The results b experts’ estimates aggregation are

follows.

Pr(Frequency of Move Inadequ¢te Aggregate Effekligh ,Staff Adequacy Adequake
Log— Normal meas:- 0.126, var iance 0.012)

Figure 4-12 shows the average distribution of the populatamability distribution se
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frequency of move (a)
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Pr(Frequency of Move Inadequattte Aggregate Effekligh,Staff Adequacy inadequake
Log— Normal meas- 0.336, var iance 0.0174)

Figure 4-13, shows the average distribution of the populatidability distribution set.
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Figure 4-13.Average distribution of the populati@riability distribution set for probability of inkequate
frequency of move (b)

Pr(Frequency of Move |n Adequate Aggregate Effecbw,Staff Adequacy Adequate
Log— Normal meags: 0.025, var iance 0.006)

Figure 4-14, shows the average distribution of the populatidability distribution set.
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Figure 4-14.Average distribution of the populati@miability distribution set for probability of imequate
frequency of move (c)

Pr(Frequency of Move Inadequaitte Aggregate Effetow,Staff Adequacy Inadequdte
Log— Normal meas- 0.06, var iance 0.0032)

Figure 4-15, shows the average distribution of the populatidability distribution set.
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Figure 4-15.Average distribution of the populati@riability distribution set for probability of inkequate
frequency of move (d)

The last step in quantifying pressure ulcer BBN, is to cocistthe conditional
probability table for the node “Risk of pressure ulcgiven all the risk factors. Given no
hard data is available for “Assistive devices” and “Frequa&fcenove”, we won't be able

to populate the CPT for “Risk of pressure ulcer” from d@tathe other hand, if we want

to elicit expert opinion for the CPT, it will b2° =32 probability estimatgisen that it
has 5 parent nodes. Further, we have data for 3 gdarent nodes for 70,090 patients,
that if we will leave rather unused if we only rely on sutiyecdata. To make the best
use of the existing hard data and to minimize the amount afmiation elicited from
experts to ensure the reliability of the outcome of the elicitati@will use the Noisy-

OR gate algorithm, explained in section 5.1.3.3.1.2.

We have the probability of experiencing “Pressure Ulcattie to “Circulation

impairment”, “Skin integrity”, and “Sensory impairment”, inégeplently, from data. We
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elicited experts’ assessment on the probability that “Frequeihyove”, and “Assistive
devices” will independently cause pressure ulcer. Usirggtbeprobabilities (3 from data
and 2 from experts), and using Noisy-OR gate algorithmgcave construct the whole

CPT for “Risk of pressure ulcer”.

To elicit the probability that inadequacy of “Frequency of mipwend “Assistive
devices” not being used, independent of any other fadtbcause pressure ulcer, the

experts were asked the following questions.

“To your opinion, out of 100 patients, how many are likelgxperience pressure ulcer,
because their frequency of move has been inadequate,diesmgm of any other risk

factor?”

“To your opinion, out of 100 patients, how many are likelgxperience pressure
ulcer, because their no assistive device was used duriitghtbepitalization, regardless

of any other risk factor?”

Using Bayesian Framework that we discussed previouslaggesgate expert responses

and assessments recorded in Table 4-5, and Table 4-6.

Expert |Probability of PU Due to Inadequate Fqcy. of Move Expert Probability of PU Due lack of Assistive Device Use

Expert 1 <10% Expert 1 <1%
Expert 2 <10% and >5%, Expert 2 2-3%
Expert 3 5% Expert 3 1%
Expert 4 15% Expert 4 <1%
Expert 5 5% Expert5 5%
Expert 6 < 5% Expert 6 0

Table 4-5.Expert opinion; probability of pressuteen due to inadequate frequency of move (left)
Table 4-6.Expert opinion; probability of pressuteen due to lack of assistive devices (right)
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As a result the probability that inadequate frequency ofenvall cause pressure ulcer
independent of other factors has a lognormal  distribution  with

/uchy. onPU— 006725 fqcy on PU— 003:

Similarly, the probability that not using assistive devices will camsssure ulcer

independent of other factors, has a lognormal distribution widrameters

Hassist devices on PU:O'018’O- assist devices on PU 006‘

Figure 4-16 and Figure 4-17 show the average distribaidhe population variability

distribution sets.
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Figure 4-16.Average distribution of the populati@riability distribution for effect of frequency o
movement on pressure ulcer
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Figure 4-17.Average distribution of the populati@riability distribution for effect of using asdist
devices on pressure ulcer

At this point, we have used GeNle BBN softwaretsidy-Max option to quantify the BBN with
Noisy-OR Gate procedure. As explained above, tobalility of effect of each risk factor, on
the risk of pressure ulcer (regardless of otheofay, has been calculated from available data and

experts’ opinion anés presented in Table 4-7.

Noisy-OR Gate

Total Records 70090

PU NPU Total Probability Complement

Sensory=1, Circul=0, Skin=0 2 1299 1301 0.001537279 0.998462721
Sensory=0, Circul=1, Skin=0 11] 8234 8245 0.001334142 0.998665858
Sensory=0, Circul=0, Skin=1 39 10684 10723 0.003637042 0.996362958
Frgc on PU (adequate) 0.0672 0.9328
Assistive Devic. On PU 0.018 0.982

Table 4-7.Probabilities of the effect of risk factoindependently, on pressure ulcer

Providing this input to GeNle, we can calculatedtias probability of hospital acquired pressure

ulcer (Figure 4-18). Thmodel projects 3.3 E-3, for probability of pressulcer.
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Figure 4-18.Probability of hospital acquired preesuicer

4.4 Pressure Ulcer BBN Validation

As discussed in section 3.6, validation and veifan is a vital step in any type of model
development in general. In developing the Bayesbialief networks for this study, we started
with a basic draft of a model that contained th@drtant factors and relations between the
factors discussed in the literature and the ingubree of the experts. We then consulted the
domain experts extensively through multiple sessioinface-to-face interviews and reached to
the consensus model that is presented here am#thedrsion. This consensus was reached after
many iterations to the point that all experts adrégat model is now presenting all the known
major factors affecting the risk of pressure ul@and the risk of line infection in the case of
vascular catheter associated infection). Naturgger review has been a crucial step in

developing and qualitatively validating these meddh such a peer review of the BBN models,
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some steps and methods, suggested by Marcot,(@086) have been generally followed. These

steps include:

e Introduction to BBN models

o0 Introducing the concepts and general structureeoBBNs

o Explaining how BBNs could be used to depict thesehand logical influences
of key risk factors in pressure ulcer (and in limection)

o Explaining the general concepts of marginal (undehl) probabilities for
parent nodes and conditional probabilities of thikdanodes

e Introduction and display of the specific BBN forepsure ulcer (and line infection) to
review (this step is repeated after each iterattbnthe model based on previous
interviews with the experts)

o Explaining the objectives of the pressure ulcere(linfection) BBN models: to
assess the stochastic effects of the physiologicéérvention related, and
hospital level factors on the risk of pressure (tiee infection)

o Explaining the nodes in the model, what has bedwroexperts rational to
include or exclude a node, and also the linkagevdet the nodes

e Discussing the preliminary results

o Atthe later stages of interview when the consensushe factors and relations in
the model is reached, with the available data twitional probability table is
constructed and a preliminary run of the modelresented. Also the concept of
setting evidence and making inference is displayiéds specially helps and
familiarizes the experts when they are asked Heirtopinion on some the
probabilities that cannot be obtained from data

A form was designed based on these steps to guddBBN development/ validation interviews

and is available in appendicies A&B.
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4.4.1 Qualitative Validation of Pressure Ulcer BBN

Qualitative validation and verification of the Bayesian models inrdggsarch, is really
built in the model development process. The example givewhelthe case of Pressure
Ulcer BBN. The first draft of the model went through mutération in expert
interviews. Last, we asked our panel of experts to etethi@ last version of the model
(the qualitative model) in following categories; model completenesglel accuracy,
ease of understanding and perceived predictive validityygore sufficient confidence in
the structure of the model before proceeding to model gicaitih. This evaluation was

performed through following question:

1. CompletenessFrom your perspective, to what extent does this model
capture all important and relevant phenomena for the risgregsure
ulcer? On a scale from 0 to 100, O would correspondmodel that does
not include some important and relevant details, where@s widuld
correspond to a model that includes all details that you carisigertant.

What number would you assign?

2. Accuracy:From your perspective, how accurately or realistically dbes
model depict important factors that influence risk of experignpnessure
ulcer? On a scale from 0 to 100, O would correspona mwodel that is
unrealistic, over-idealized or inaccurate, whereas 100 wanrl@éspond to

a model that is realistic and accurate. What number woulégsign?

116



3. Ease of understandingFrom your perspective, how easy is it to
understand the overall logic of the model. On a scale fraim 000, O
would correspond to a model that is difficult to follow, everthw
extensive explanation, and a 100 would correspond to alntbdt is

readily understandable. What number would you assign?

4. Perceived predictive validity=rom your perspective, if you were to use
this model, how well could you predict the risk of pressucer@ On a
scale from 0 to 100, O would correspond to a model thes dot help at
all with predicting effects, and a 100 would correspond toodel that

predicts the effects very well. What number would you a$sig

The expert’s response to these questions, are summarizable 4-8.

Completeness Accuracy Ease of Und di Predictive Validity
|Expert 1 90 85-90 80 85-90
Expert 2 >90 >90 >90 >90
Expert 3 85-90 90 95 90
Expert 4 90-95 95 95 95
Expert 5 >90 >90 >95 70
Expert 6 >90 >90 >90 >90
Expert 7 95 95 95 85
Expert 8 90 90 90 90

Table 4-8.Expert opinion; qualitative evaluationpoéssure ulcer BBN

All the experts unanimously agreed that to their opinion thgspre ulcer BBN and the
line infection BBNs contained a comprehensive list of causaetpfs and the causing
relations were accurately identified, but they felt more cotalfide to score the models in
the above four categories less than a prefect 100 benaus®del is ever perfect and

there maybe factors (even though with marginal effects) ttley have missed. This
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builds a lot of confidence, at least in the qualitative reptasen of the models. The

next section reviews the quantification challenges of Bayesi@vorks.

4.4.2 Quantitative Validation of Pressure Ulcer BBN

Relative frequency of hospital acquired pressure ulceedan data for years 2003 to

2011 are recorded in Table 4-9 .

Fiscal Year Hospital Acquiered Pressure Ulcer Total Admissions Probability of Hospital Aquiered Pressure Ulcer
2003 59 32616 0.00181
2004 67 33202 0.00202
2005 78 33351 0.00234
2006 76 33507 0.00227
2007 86 35195 0.00244
2008 104 36912 0.00282
2009 95 35769 0.00266
2010 53 36848 0.00144
2011* 22 13373 0.00165

Table 4-9.Relative frequency of hospital acquiresspure ulcer; 2003-2011

Compiling the Bayesian belief network, the model projected 33,0@robability of
pressure ulcer.
Available hospital acquired pressure ulcer data, reflectedble &bove, fits a Normal

distribution (Figure 4-19) with mean 0.0022.

Probability Density Function

028
024

00015 00016 00017 00018 00019 0002 00021 00022 00023 00024 00025 00026 00027 00028
x

0 Histogram — Normal

Figure 4-19.Distribution of the probability of ha acquired pressure ulcer
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This indicates that there is approximately 30% error in tedigtion of the model, for

pressure ulcer probability. This error is expected, chikily to the following reasons:

a) The modifications we made to the model, without which the queatidn of the
model would have been impossible due to the absence of data

b) For some of the nodes (e.g. Frequency of Move) vdetbalicit expert opinion,
and since no recorded data is available for such a vanablbad no way of
calibrating experts’ inputs with the actual data.

c) The quantification of model parameters is based on datgeéos 2008 and 2009,
where we had reliable data available to us.

d) Records only indicated whether the pressure ulcer waallgobecurred while the
patient was hospitalized (i.e. the patient was not admitted wittsyveesilcer
already present), since 2007. Prior to 2007 we only tlgetotal number of
patients with pressure ulcer (whether they acquired it imdispital or not), and

we had the hospital acquired pressure ulcer extrapolated.

For the above reasons, the projection of the model kagexr error, compare to the
line infection BBN, where we had data available for all theatées for 2002-2009
(5% error). As more reliable data becomes available wolhde able to update the
model with new information and obtain more precise results Bitings about the
concept of model uncertainty, discussed in the next sedfi@have 2 ways of
treating this model uncertainty; at the sub model level (BBN lewelat the hybrid

model level (feeding a distribution as an input to the systemardics model rather
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than a point estimate). We have chosen the former, to #weigropagation of the

error at the BBN level to the hybrid model.

4.4.2.1 Treating Pressure Ulcer BBN Model Uncertainty

Predictive models are generally tools by which the model@resses his or her
understanding of a particular unknown of interest. Sineceknawledge about the true
nature of this unknown is always incomplete, our expressianh inevitably involves
uncertainty. In uncertainty analysis, we seek to addnes$ack of knowledge, with some
confidence, in terms of the smallest range of possible valigish brackets the true
value of the unknown of interest [Droguett, 1999]. Theseettainties are either
associated with the values assumed by the model (“paranmetertainty”) or with the
structure of the model (“model uncertainty”). In this sectiom focus is on treating the
model uncertainty in a Bayesian framework in order to imptbe predictions made by
pressure ulcer BBN model.

Predictions made by models contain an error; the eriog libe difference between the

values produced by the model and the actual realization oh#treown of interest. In our
contexte = B — P, , wherg, is the “true value” of pressure ulcer ditibaand p,, is

the model’'s prediction. In this case, an estimate for the walue of probability of
hospital acquired pressure ulcer is the actual relative fineguef pressure ulcer for a

particular year.

In order to improve the pressure ulcer probability predictioe employ the Bayesian

framework developed by Mosleh and Droguett (2008) ta trealel uncertainty.
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We are interested in assesspyg , the true probability ofymesilcer. Let’s represent

the BBN model’s prediction as our eviden@,z{g*} . Our objectvi® develop an

uncertainty distribution of pressure ulcer probability, , gitke available evidence

from our predictive BBN model. In its most general formewhve consider the pressure

ulcer BBN model as a source of information, this uncestaiah be obtained as follows:

) o L(E*|p)7[o(p)
7(p|E) —”(p‘E )= J‘p L(p'|p)7, (p)dp

where 7( p|E) is the posterior distribution of pressure ulcer piiityabp, z,(p)is the

prior distribution of p , andL(E*‘p) , the likelihood function, or the lgability of

observing evidenceE* when the true value for probabilifyre$sure ulcep

In this case, the form of information about the model is #réopnance of the BBN in

predicting pressure ulcer probability. This information canrépresented by the pair

Estimate

(p; , p°"®" for year “” for our model.

The relationship between the prediction of the model anduti@ownp is given
through the additive error model, where the model estimatbeidrue value of the
unknown plus a random errpy,; = p,; +&, , ahdl.n represents theojeamilable
performance data. Furthermore, we assume that pericemdata comes from a

homogenous population. Since we are adopting an additimeraodel for pressure ulcer

probability predictions, a flexible and practical form for tileelihood function is a
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Normal distribution. Since we are dealing with thetion of probability that only
assumes values between 0 and 1, we will use aatieshéNormal distribution, bounded to

0 and 1. The likelihood function is therefore antated Normal distribution with mean
e = P + Doy g Whereby, gy =¢ is a bias factor angl, 5., . is the standard

Peu_gen =

deviation:

Estimate

! MPU_ BBN? PU_ BB CGPU_BBN \/ZGPU_BBN

2 OpU_BBN

Estimate
L(Ppy " BBN
where;

& = oo PR _ g O~ PR

Opy BEBN O py_BBN

The posterior function of parametdss, gy, 0 ey sen is:

”(bPU_BBN’UPU_ BBN|81""’€ W=

L(g,...6,

j I L(gp,....6,

bPUfBBN O py_BBN

bPU_BBN 10 py sen)To O pu_BBNO pU BaN

bPU_BBN O py_ BBN)’To(bPu_ BBNC PU BB!\)db PU BBr(ib- PU BBI

where 7, (b5, gy O ey gey) 1S the prior distribution df,, ey T ey sen

For the case where the error terms depict a rarimgravior and display no trend, we can

assume that,,...,c, are independent realizations of randoiables ,so we will have

n

n
bPU_BBN O py_ BEN) = H L i‘bPU_ BeNnC pU BEN
i-1

L(e,....&,
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Substituting this into the posterior function ofp@etershy,, ggy, T py ey » We Will have

n 7%(5i_q3U_BBN)2

1 1
7T(Bey gen: Ty BBN|51,...,5 “):EH—e

i=1 Opu_BBN

OpuU_BBN

7y (B BBN O pU_ sen)

k., is a normalizing factor.

Finally, the likelihood of a new prediction of theodel (for a future year) is

L( pEstimate

PU_BBN?

p, performance datp=

" pEﬁ"i"S‘BEN% P +hpu_BBN) ,

1 Tl
—— e
I I \/ZGPU_BBN

71(E|7h3U_BBN 2
2 oPU_BBN 1
bpy _BBN O PU_BBN

2
@2 Oru_een 7[0( Qu_BBN’O-PU_ BBN) & PU_ BBNdbPU_ BBI

E i1 Opy_BBN
The corresponding posterior of the new model ptextids:

E stim ate _ E stim ate
T (p |pPU_BBN’€l"gn)_ K L(pPU_BBN’gl"g
2

p )z ,(p )

n

Wherek, , is a normalizing factor.

The model prediction for baseline probability ofshial acquired pressure ulcer is
available from the pressure ulcer BBN; the actuabgbilities of hospital acquired
pressure ulcer are available in Table 4-9. Using ihformation, we can update and

improve our BBN model predictions.

Figure 4-20 shows the distribution of the postefiamction of the prediction of the

Bayesian method for hospital acquired pressure plagbability, taking into the account
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the performance of the BBN model. This posterios lraman of 2.4 3, which
compared to the average of actual data has 8%raf @ompare to 33% error from t

original prediction of the BBN

All calculations have been done using “The Modelcéntainty Software,” a coc
developed by the Center for Risk gReliability at the University of Maryland, Colles

Park, in 2006 and it is available through this ee
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Figure 4-20Posterior Distribution of Probability of Pressikeer; BBN predication djustedusing
Bayesian model uncertaintygethod
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5 Model Development for Adverse Events; Vascular Catheter-
Associated Infection

In this chapter we will discuss the BBN model depeld for risk of vascular catheter
associated infection (i.e. line infection). The ptea provides a background on line

infection, and development, quantification anddatiion of the line infection BBN.

5.1 Introduction

Central Venous Catheter (also called CVC, cenirad, lor Vascular Access Device
(VAD)), is a catheter that is placed into a largenvin the neck (internal jugular vein),
chest (subclavian vein), or groin (femoral vein)giwe medicines, fluids, nutrients or
blood products to the patients. Intravascular d¢atsgas essential components of modern
medical care, are one of the most commonly insemedical devices in the United
States, and also the most common cause of hogutplired bloodstream infection,
alongside urinary catheters. Unfortunately, mosspital acquired infections, in an
already venerable patient population, are causedhbyvery same devices that are
designed and used to provide lifesaving care. Aysan medical intensive care units in
the US has shown that 87% of bloodstream infectiares attributed to central line

(Trautner and Darouiche, 2004).

Vascular catheters, disrupt the protective bawfethe skin, and can potentially provide
microorganisms with direct access to the bloodstreavhich can cause local or
systematic complications and in most extreme casgscause death. In this section, we

have developed a risk model, using Bayesian B&letivork formalism, to assess the
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risk of experiencing vascular catheter infectios, aafunction of patient, and patient-

provider factors.

5.2 Vascular Catheter-Associated Infection BBN Development

A comprehensive literature review has been condutte extract what researchers

believe to be risk factors in line infection.

Richet et.al (1990), consider underlying diseasethod of insertion, type of cannula

(tube), type of dressing used, duration and pwmdscatheterization as important risk
factor, indicating that the impact of factors suak site of insertion, receipt of

antimicrobial agents before, during and after datteation, and the frequency of

intravenous therapy (IV) are unclear. Moro et 4894), conclude from their study, that
duration of catheterization, jugular insertionngparent dressing, TPN (total parenteral
nutrition), second catheterization period and skilonization and hub colonization show
significant association with catheter infectionaimother study, Mahieu et al. (2001), find
that catheterization duration, exit site coloniaatihub colonization, insertion at bedside,
whether or not patient is on antibiotics at inggrtand TPN duration among important

factors that may affect the risk of line infection.

A Bayesian Belief Network, that includes or refietite factors introduced in literature as
factors influencing risk of line infection, has bedeveloped. Additionally factors that the
panel of experts thought to be of importance hdse laeen included. Figure 5-1 depicts

this BBN. The validation process of the model hesrbdetailed in section 5.4.

Figure 5-1Vascular catheter related infection BBN
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The risk factors in this BBN, are divided in twoobhd categories, Insert Phase Risk

Factors, and Access, Use and Maintenance Phasé&isirs.

A. Insert Phase Risk Factors:

This category of risk factors is concerned withuess and situations that may lead to
contamination of the insert, and cause the micgawmsms to gain entry during the
insertion procedure, and subsequently cause bliwedrs infection. These factors

include:

e Staff Adequacy: Availability of assistance to pmet performing the
procedure, during the insertion. Whether the urat ladequate staff
available to perform the insertion helps reduce d¢hances of sterility
break in the insert, and may also subconsciousiyae the chance of
incompliance of an individual, in following the s#f protocols.

e Insert Provider Proficiency: provider's proficiencyexperience and
judgment during insertion phase influences thdilhked of insert sterility
break. Also provider's proficiency decreases théelihood of
unsuccessful attempts to insertion and hence tbbapility of insert
sterility breaks.

e Insert Sterility Break: Concerns unrecognized brieadterile technique.

e Insert IHI Bundle Compliance: The degree of compi@ with the line
insertion components of Institute for Healthcarepiavement's (IHI)
bundle protocolWww.ihi.org), such as hand hygiene, skin preparation and

use of barrier precautions.
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e Insert Environment: Optimum environment for proaedufor example
procedure room controlled environment versus bedsithis factor also
encodes whether the line has been inserted in argemcy situation
which increases the likelihood of insert contamorat

e Insert gross Contamination: Unrecognized grossaromiation event.

B. Access, Use and Maintenance Phase Risk Factors:
This category of risk factors is concerned withuessand situations that may lead
to contamination of the access area, while theidine place and infection may be
introduced to the blood stream during the mainteegrhase of the line. These
factors include:

e Patient Anatomic Constraint: That influence;

i. Site selection: for instance subclavian versus dessrable jugular
or femoral vein
ii. Choice of de novo insertion versus less desiredgdhaver guide
wire
iii. Need to perform site maintenance procedures fanpladressing
change
e Site Selection Optimum: Addresses the anatomimgetf catheter:
i. Subclavian vein site: Inserting the line in thestrerea
ii. Jugular vein site: Inserting the line in the necdaa
iii. Femoral vein site: Inserting the line in the groin
e Maintenance Site Optimum: Optimum maintenance efitisertion site;

the integrity, manipulation and the state of dmggsi
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Access Frequency: Frequency of port access whidlueirces the

likelihood of access sterility break. In other wattie more frequently the
port is accessed, the higher the exposure of theesac site to

contamination would be.

Access Provider Proficiency: Provider’'s proficiencgxperience and
judgment during the access or maintenance procedaféect the

likelihood of access sterility break.

Access Sterility Break: Unrecognized break in Btgrduring the port

access or use of the device.

Access Gross Contamination: Gross contaminatiohefite, i.e. access
port or actual skin insertion site

Patient Resistance Factor: Physiological and phaslogical factors,

influence resistance and susceptibility to infattio

Infection: Determines the probability of blood-stne infection given all

possible states of the risk factors.

5.3 Vascular Catheter-Associated Infection BBN Quantification

To carry out the quantification of the line infectiBBN, certain modifications had to be

made to the structure of the BBN without compronggihe integrity and accuracy of the

model. In the consensus model shown in Figure S1aff Adequacy” and “Insert

Provider Proficiency” influence an intermediate edthsert Sterility Break”, which in

combination with “Insert IHI Bundle Compliance” afilthsert Environment” , affect the

probability of “Insert Gross Contamination”. A siani node “Access Gross
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Contamination” also exists in the maintenance phas$ecatheter lines. Gross
contamination of insert and gross contaminationawfess port; influence the probability

of bloodstream infection.

Truth is, the contamination event is rarely witesdut physicians know that it had to
have occurred given the influencing factors. Indhébases used to extract data for line
infection BBN quantification, no record was foundthwdocumentation of a gross
contamination. If that was ever obvious to the iclan, they removed the line
immediately and started over. What we have recod#dd on, are the precursors in the
causal structure. Since data was available on whdtiese influencing factors (Staff
Adequacy, Insert Provider Proficiency, Insert IHurlBlle Compliance, and Insert
Environment) were present for each patient, ancalse knew whether this patient had
an infection or not, we could directly calculate tbffect of these factors on the risk of
infection, eliminating the intermediate nodes withcompromising the accuracy or the
integrity of the model. The same is true for theems and maintenance phase of the
model, and we can safely remove the intermediatele nof “Access Gross
Contamination”, and directly measure the strendtthe effect of the influencing factors
(maintenance phase risk factors) on the risk aéatidn. Modifying the BBN, for the
purpose of quantification, based on the justifmatprovided above, results in the line

infection BBN, depicted in Figure 5-2.
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Staff Adequacy

Patient Anatomic

Site Selection Optimum ~—-—v
Constraint

Insert Provider Proficiency

Access Frequency

Insert IHI Compliance
Access Sterility Break

\

Insert Envi nt
nsert Environme! Access provider Proficie...

patient Resistance
Factors

Figure 5-2.Line infection BNN; transformed

Moreover, we have extracted line infection datanfi@€U patients, as the data were most
reliable and the results could be extrapolated h® éntire hospital. In any given
institution most of the lines are in the ICU andyw&w lines on the floors, and in fact

some institutions have rules were you cannot hdireean the floors.

We have extracted and analyzed 12897, ICU patiecords from October 2001 to

September 2009. Figure 5-3 shows a few recordseofiata.

PatientResistanceF |, o o
InsertProviderProficie BundleCompliance - AccessFrequency |AccessProviderProf actors coessSterilityBrea
Occurre InsertEnvironmen t SiteSelection X o 3
EventiD | neaMont UKo IOt ney q 1=full onstraint| A0S B9 00 i |@Unknownii=High iciency O=UnknownStats; | o e
Ve o (" zfsV; o "“ (0=Unknow n;1=Ex pert|(0=Unknown; 1=Y;2=N) | compliance ;2=partial |(0=Unknown;1=Y;2=N) (7|zfsvg o "l' Frequency; 2=Low |(0=Unknown;1=Exp | 1=High Resistance | /otn i
al2stioetinal 12=Novice) compliance) mal;2=Suboptimal) | =g ency) ert;2=Novice) ~|Capability;2=Dimish| &/Min°r:2=Common
: IMajor)
ed Resistance)
Oct-C
Oct
Oct-C
Oct
Oct
Oct

Oct
Oct
Oct
Oct
Oct
Oct
Oct
Oct
Oct
Oct

Figure 5-3.Sample data records used for line ifadBN quantification
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To calculate the marginal and conditional probtibgi needed for quantification of the
BBN, we have used parameter learning option of @eBBN software developed by
University of Pittsburg, PA. To learn parameterd populate the conditional probability
table for an existing network with defined struetuafter importing both the network and
the data (in the form of a text file), we need teate a mapping between the variables
defined in the network and variables defined in taa set. Data records that are
unavailable could be identified as “N/A”, when imppog data to the software. The

results of the calculated marginal and conditiganababilities are discussed below.

1. Staff Adequacy
States:

I.  Adequate: 0.84

ii. Inadequate: 0.16
If we could confirm through documentation of a mogsnote or the bundle
checklist that a staff member was available (faistance), it was declared N/A.
If there was evidence of staffing, but also eviderof other distracting or
competing activities, we also declared N/A. Notat tthe probability calculated
here is used as a prior, and will be updated with dystem dynamics model’s
output on staff adequacy.

2. Insert provider Proficiency

States

i. Expert:0.59

ii. Novice: 0.41
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3. Insert IHI Bundle Compliance
States
i.  Full Compliance : 0.84

ii.  Partial Compliance: 0.16

Data is extracted straightforward based on the leugléments. Notably, some of
the factors for partial compliance are potentiatBak influencers of infection, but

we did not sub segment the compliance.

4. Insert Environment
States
i.  Optimal : 0.85

ii.  Suboptimal: 0.15

When there was evidence in the electronic recordumb@nting where the
procedure took place, we were able to determinghehehe insert environment
was optimal. An optimal environment indicates tth& environment was the ICU
patient room (a semi-controlled environment) ordperating or procedure room.
A common example of a score of suboptimal enviramimeould be the trauma

room, ED or regular non-ICU clinical unit, or dugian emergency resuscitation.

5. Patient Anatomic Constraint
States

i. True:0.11
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ii. False:0.89
6. Site Selection Optimum
States
i.  Optimal: 0.63
ii.  Suboptimal: 0.37
7. Access Frequency
States
i.  High frequency: 0.62

ii. Low Frequency:0.38

This is probably the most difficult to score. Weséd it on the concurrent use of drugs
and invasive physiological measurements that wamgied out. There is no widely
accepted standard, but if the patient had 4 or mérafusions, and concurrent central
venous monitoring, we scored high frequency. Aeelere low frequency. If the patient
died quickly, or there was poor documentation eftecof administration of drugs or use

of the line, it was declared N/A.

8. Access Provider Proficiency
States
i. Expert: 0.78

il Novice: 0.22

This is also difficult to measure, but we asseds&skd on the primary nurse that was
assigned. Patients actually have several nursesgcdor them throughout a

hospitalization, but we focused on their primarpgistent nurse coverage.
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9. Access Sterility Break

States
i. Rare:0.9
ii. ~ Common/Major : 0.1

If we found documentation of a break in the clihi@anotation, we scored a major break.
If there was documentation of access and documenttitat the dressing was intact and
that sterile procedures were followed for access ram documentation of a break, we
gave them a rare break. If there was no documentaif access (i.e. absence of
documentation that the site was inspected, dressagyintact, sterile procedures used,
etc., then we were skeptical — i.e., suspectedttieae was a documentation problem,
not necessarily the absence or presence of a edhkere, we declared N/A.
10. Patient Resistance Factors
States
i.  High Resistance Capability: 0.58
ii.  Diminished Resistance: 0.42
If the patient was profoundly immunosuppressecwadenced in a diagnosis like 'Statis
Post Bone Marrow Transplant', or 'Acute Lymphorttzeén we readily scored them as
diminished resistance. Some patients were recetwiogd spectrum antibiotics, and if so,
we scored them high resistance.
11.Risk of Infection (Bloodstream Infection):
States
i. True

il False
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If a bloodstream infection was identified, and oteeurces were ruled out, we scored
true. Note that if a patient developed a bloodstreafection, had a central line, but

another source of infection was possible, the patwas scored as a false for line
infection.

Relative frequency of line infection based on datayears 2002 and 2009 are recorded

in Table 5-1.Relative frequency of hospital acquiiboodstream infection; 2002-2009.

Year Probability of Line Infection
2002 0.050
2003 0.039
2004 0.037
2005 0.032
2006 0.023
2007 0.022
2008 0.024
2009 0.019

Table 5-1.Relative frequency of hospital acquirtzbtstream infection; 2002-2009

Compiling the Bayesian belief network, using thewabprobabilities and the conditional
probability table calculated, the probability ofdiinfection produced by the model, using
all data from 2002 to 2009, is 0.0322, which isyvelose to the relative frequency we

can obtain from total number of line infectionglese years, divided by total number of

cases 2:3; 0.030z ).
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5.4 Vascular Catheter-Associated Infection BBN Validation

Both qualitative and quantitative validation ofdimnfection BBN is discussed in this

section.

5.4.1 Vascular Catheter-Associated Infection BBN Qualitative Validation

Similar process was employed to construct the Bagesodel for line infection, using
the same panel of experts. After necessary chamgsnodifications were made to the
first draft of the model, through multiple interwie with each expert, we asked experts to
evaluate the qualitative model with respect to detepess, accuracy, ease of
understanding to ensure sufficient confidence m gtructure of the model. Table 5-2

contains the results of this evaluation.

Completeness Accuracy Ease of Under di Predictive Validity
Expert 1 90 90 80 90
Expert 2 >95 >95 >90 >95
Expert 3 90 90 90 90
Expert 4 90-95 90-95 95 90-95
Expert 5 >95 >90 >95 >80
Expert 6 >90 >90 >90 >90
Expert 7 95 95 95 90
Expert 8 85 85 85 85

Table 5-2.Expert Opinion; qualitative evaluatiorliné infection BBN

5.4.2 Vascular Catheter-Associated Infection BBN Quantitative Validation

Compiling the Bayesian belief network, using thewabprobabilities and the conditional
probability table calculated, the probability ofdiinfection produced by the model, using

all data from 2002 to 2009 (Table 5-1 ), is 0.0306.
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Line infection probabilities for years 2002 to 20@®uld be represented by a Weibull
distribution (o =3.2206,6 = 0.0311¢ (as shown in Figure 5-4below), withane).03125

(and 10 percentile and 90 percentile values of @&xid 0.049 respectively). The value
produced by the BBN for the probability of line étion has 3% error compared to the

mean of the distribution of line infection probatyifrom data.

Figure 5-4.Distribution of line infection probalbylj 2002-2009

139



6 Dynamic Model of Hospital-level Factors Affecting the Risk of
Adverse Events

Using system dynamics formalism, we are going toalestrate how organizational level

and policy level contributions to risk change otiere, and how policies and decisions
may affect the general system-level contributiorattverse event risk. The dynamic
model developed in this study, also captures tedlfack of organizational factors and
decisions over time and the non-linearities in ésefeedback effects. Given a baseline
level of certain adverse events risk that everyepatis exposed to, due to his or her
physiological conditions and caregiver’s interventiwe are interested to see how this
baseline risk may change because of the deciswiitsgs at the hospital level with

regards to pressures to reduce operational cqsigine length of stay and investments
in proactive safety interventions. The baselink fig specific adverse events that are of
interest in this study (the lit is given in secti8.1), which accounts for patient level
and provider-patient level factors are the out mitthe BBNs. Two such BBNs have

been developed in this study for the risk of presaucer and the risk of line infection.

The organizational level factors that may affecesth baseline risks however, are

addressed in the system dynamics model discusshiichapter.
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6.1 Dynamic Model Development

6.1.1 Introduction

The focus of the dynamic model is a specific hypsth. Combination of increasing costs
and decreasing reimbursement has created tremefidansial constraints for healthcare
organizations and additionally, insurers have iaseel pressure by imposing penalties for
adverse events (at least certain adverse evernsl lim 3.5.2).This situation leaves
hospitals in the following risk-relevant positiortegy will have few resources to invest
proactively in safety and they will have to make@tional decisions (such as reduction

in staffing) that focus on reducing costs, whicinetheless may increase the risk.

The use of system dynamics formalism will help u®del the evolution of

internal/external financial and decision/policyttals on safety state of the organization.
Our emphasis is on capturing the dynamic changesafiety state of the hospital as a
function of reimbursement, financial penalties ire@d by external agencies and
productivity pressures. In other words we are madehow, changes in the safety state

of the organization, subsequently increase or @seréhe risk of specific adverse events.

6.1.2 Model Developing Process

The process of developing the qualitative parthef inodel is very much similar to the
development of the qualitative model for the Bageiletworks. We started with a rough
draft of the model, that represented how finanstahding of the hospital leads to cost
reduction strategies and constraints hospital tghiti invest in safety, and how these

decisions may increase risk of adverse events lamdeedback effect of these adverse
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events on hospital’'s finances. Peer review has lzeefital step in developing and
qualitatively validating the dynamic model, as wesdl the Bayesian models. Our general
framework for building (and qualitatively validagipthe qualitative model using domain
experts, follows the steps suggested by Marcot. é2@06) in peer review of Bayesian
Networks, which are quite applicable and useful aimy influence diagram type,
qualitative causal model building. The process widing the qualitative part of our
system dynamic model, through interviews with sabjmatter experts, follows these

guidelines;

First round of the interviews

e Introduction to system dynamics formalism/models.

e Explaining how system dynamics could be used tdctlegausal relationships,
non-linearities in feedback effects and change twes.

e Explaining the hypothesis of interest in the stutigt how the financial wellbeing
of the hospital effects the decisions to reducescasd constraints investments in
safety, and how these decisions may affect theafiskdverse events and finally
the feedback effect of these adverse events onithbsgdinances. This step is
conducted using the highest level of abstractiothefmodel.

e Explaining the detailed version of the first draftthe model that was developed
based on literature and with the help of one ofethgerts.

e Asking the experts to review the first draft of tinedel and alter/modify it in any
way they see fit, including adding, deleting, mguii§ any factor or causal

relation/loop from this dratft.
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e Second round of the interviews

Discussing the second draft of the model, that aiost all the
modifications that experts had made to the firaftdn the first round of
interviews. Also explaining the justifications prded by other experts on
the modifications they had possibly made to thst firaft of the model.
Asking the experts to review the second draft aa#terany modifications

necessary.

e Third round of the interviews

Discussing the final, consensus model containihgnalifications ( after

a few iterations)

Asking experts to rate the qualitative model, fros00 , with respect to
completeness, accuracy, ease of understanding aacteiyed

predictability

Eliciting experts’ quantitative assessment on sahée nodes of the

model (this step is discussed in more detalil iticee!.3.2)

6.1.3 The System Dynamics Model

6.1.3.1 Introduction

Decision making, policy and action relating to $afef the hospital is strongly
influenced by its financial state. Complex relasibip between operational expenses and
reimbursement by external agencies influences vwenzenue. Generally, increases in

operational expenses and decreases in reimburseatestlead to a revenue gap. U.S.
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hospitals have consistent responses to such regamueéJsually one or a combination of

the following strategies, are taken to deal witk tevenue gap:

e Limiting costs associated with managing patientsnarily by reducing length of
stay (LOS) to a minimum

e Reducing staffing

e Limiting expenditures and investments in proactiaéety interventions
To demonstrate and the value and effectiveneshefhybrid technique used in this
research (combination of system dynamics and Bagestworks), we have developed a
model that explores how risk of specific adverseneés changes over time as a function
of several system constraints. In particular, we a@xamining the impact of
reimbursement, financial penalties and productiyitgssures on the risk of hospital-
acquired adverse events such as infections, meaaficatrors, falls and other patient

injuries. In detail, the model includes:

e The impact of increasingly (financially) unfavorabkreimbursement policies that
have been established by private and public inseraompanies

e New financial penalties imposed by private and publsurance companies in
response to specific adverse events (i.e., newicig®l under which
reimbursement for care is not reimbursed when gitadsacquired adverse event
occurs)

e Intense production pressures and pressures togdeigth of stay (LOS) in order
to reduce costs assure reimbursement by insuramepanies.

The model captures the interactions of these faanorthe probability of adverse events.

By using system dynamics formalism, the model aastuthe effects of feedback
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reinforcement on risk over time. The model captufes delayed effects of relaxing
throughput pressure on the risk of adverse evastsgduced revenue eventually leaves a
hospital with little or no resources to commit t@active safety investments or maintain
the current safety measures. In other words, théeinmot only considers organizational
factors, but also takes into account the policyiremment in which such decisions are

made and how this changes over time.

6.1.3.2 Model Structure; Key Variables and Important Feedback Loops

The basic structure of the dynamic model to defiiet organizational decisions and
strategies to control the revenue gap and the tefi@cthese strategies on the adverse
event risk, has been built on a well-established @aery common system dynamics
concept, known as downward spiral or vicious cgclEhne concept has been widely used
in modeling business processes, and social conféstsnstance, for a manufacturing or
service providing company, unfavorable revenues neault in cost cutting strategies.
Cost cutting strategies will cause service/qudbiss which translates into revenue loss
due to inferior service/quality which clearly wonsethe unfavorable revenue situation
that triggered this *“vicious circle” or “downwardpigal”. Figure 6-1 depicts this

reinforcing loop.

145



Revenue\
/ Cost Cutting

Revenue Loss due to Strategies

Service/Quality Loss
\ Service/Quality

Loss

Figure 6-1.Revenue deficit-loss of service downwspilal

Figure 6-2, the highest level of abstraction of thedel, depicts the key variables
influencing the occurrence of adverse events, basdderature, interviews with clinical

experts and field observations. The hypothesesatteato be validated with data, through
this model are basically captured in the loop $tmas, explained in this section. These
loops examine the effects of the strategies adoptedhospitals in response to their
revenue gap on the risk of specific adverse evearid, the feedback effect of these

adverse events on the hospital’s financial wellpein
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Revenue Gal

Pressure to Close Revenue Gap

(Max. Profit)
Increase in Costs due to
Adverese Events
o’;:?;iizfiot% Pressure to Reduce Wilingness/Ability to Invest in
Operational Costs Proactive Safety Interventions

{e) {0 D)

Change in the Risk of
Adverese Events

Figure 6-2.System dynamics module; highest levelbstraction

Hospital is providing a service and it costs aaaramount of money to deliver this
service. Part or all of this cost will be reimbwdsky patient’s insurance company,
according to a predefined arrangement. Bases omtkeage number of days from
previous year that each patient has stayed in ¢spital for a certain diagnosis-related
group (DRG), the insurance company informs hospivdlthe amount of money that the
hospital will be reimbursed for treating patientsthwthat specific DRG. This
reimbursement is subject to denial on the parhefihsurance companies, for a number
of reasons. One such a reason that is still beshated is the possibility that the hospitals
will not be reimbursed for the cost they bear toec#or certain hospital acquired
conditions. The livelihood of a hospital, or anywveee providing organization for that
matter, depends on the profitability of that orgation. This imposes a pressure on

managers and other levels of decision making irhtigpital to maximize the differential
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cost/reimbursement, and in other words close thhenge gap. As a response to the
pressure to close this gap, U.S. hospitals usuwallypt one or a combination of the

following strategies.

6.1.3.2.1 Strategy 1: Reducing Length of Stay

The unfavorable cost reimbursement differentidhaspital creates pressure to maximize
this differential (maximize profit). One of the wsayhis pressure manifests itself is

through the pressure to reduce LOS to a minimum.

In this model we have considered that the risk pgcefic adverse events that are of

interest in this study could be affected in fodfetent ways:

e Change in the adverse event risk due to shorte@& L

e Change in the adverse event risk due to prolong2s L

e Change in the adverse event risk due to undenstgffind

e Change in the adverse event risk due to lack ofstmaent in proactive safety

interventions

The pressure to optimize LOS to the minimum reqlimgcreases the chance that a
patient will be discharged prior to readiness aetbte all needs are met. Hence the
probability that the patient will experience an exbe event increases. Additionally, if an
adverse event occurs to this patient, he or shehaite to return to the hospital for
treatment of the experienced AE, and thereforertshe is required to spend more time

in the hospital, which makes the patient proneht® adverse events due to prolonged
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LOS. A decrease in safety investments also afteetprobability of adverse events in all

three categories of AE.

6.1.3.2.2 Strategy 2: Reducing Staffing

Another strategy to respond to the pressure toceedperational costs is reduction in the
level of staffing. Staff reduction is based oniahiul thinking that it would be possible
to care for the same number of patients with leéaff, svithout degrading safety and
guality of care. This in short term reduces casig sets cost/reimbursement differential
on a favorable path, but in long run it may incestiee probability of AEs, and may lead

to increases in cost in many ways.

6.1.3.2.3 Strategy 3: Reducing Proactive Safety Investments

While it is in hospital’s best interest to invesbactively in safety, the unfavorable
revenue may lead to policy decisions that avoidestwient in proactive safety
investments. This in the short time will save tlosgital some money but in the long run
increases the risk of experiencing adverse evdris strategy is analogous to the

concept of reduced investment in maintenance imeegng systems.

6.1.3.2.4 Feedback Influences

On the other hand, increase in the number of advev@nts increases the cost for
hospital in many ways. It costs hospital more tovjgte care for the complications

caused by adverse events. As a result of the Aierps have to stay longer in the
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hospital and the hospital will bear the associatexdts, and there will be no
reimbursement for the cost of treating the expeednAE. Additionally hospital's

capacity will decrease and the hospital will behl@do admit new patients. Also more
challenging reimbursement policies will be imposedthe hospital in future. On top of

that, hospital will suffer the loss of trust anddawill on patient’s end.

Starting from the high level model in Figure 6-Zaater many revisions the model
evolved to the more detailed version shown in FBgar3. Section 6.2 discusses the

quantification of this model.

Figure 6-3.System dynamics module; detailed version
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6.2 Dynamic Model’s Quantification

Based on available clinical data and experts’ assest, the formulas for each of the
nodes, the formulas representing the relationsbgt&een the nodes, and in case of the
constants in the model the respective values of ribées, have been derived and

calculated. This section provides detailed disaussin these formulas and values.
Operating Margin

One of the measures hospitals use to evaluate haivtlrey are doing financially, is
“Operating Margin”. Operating margin (OM) is thdicaof operating income divided by
revenue, and operating income is simply their reeeminus cost.

Revenue- Cos
Revenue

Operating Marg in=

Hospitals’ fiscal year starts on October first amdls on September thirty first. We have
operating margin, operating dollars, and cost awknue data available to us for years
2003 through 2011, where 2011 data is partial, ff@cober first 2010 to January first

2011. Table 6-1 contains the available financiahda

Year oM OM Dollars Revenue ( R) Cost ( C)
2003 -3.20%| S (14,600,000.00) $456,250,000.00 $470,850,000.00
2004 1.20%| S 13,600,000.00 $1,133,333,333.33 $1,119,733,333.33
2005 3.40%| S 33,700,000.00 $991,176,470.59 $957,476,470.59
2006 2.60%| S 27,500,000.00 $1,057,692,307.69 $1,030,192,307.69
2007 4.70%| S 52,388,770.15 $1,114,654,684.10 $1,062,265,913.94
2008 -0.90%| S (10,253,429.78) $1,139,269,975.04 $1,149,523,404.81
2009 1.30%| S 14,847,535.95 $1,142,118,149.97 $1,127,270,614.02
2010 2.10%| S 24,044,442.35 $1,144,973,445.35 $1,120,929,003.00
2011 3.50%| $ 40,174,255.76 $1,147,835,878.96 $1,107,661,623.20

Table 6-1.Fiscal data
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6.2.1 Soft Factors in the Model: "Pressures”

To understand how the financial stress, leads toagerial decisions at the hospital level
to reduce loss and maximize profitability, we haweoduced the concept of “Pressure to
Close Revenue Gap” into the model, which forces dbcision makers to adopt cost
cutting strategies that may influence the risk mécsfic adverse events. In other words,
this pressure creates pressure to reduce leng#tagf pressure to reduce operational
costs (mainly staffing) and affects the organizatiowillingness and ability to invest

proactively in safety.

Whilst these pressures are extremely real andlgisibevery health care professional in
clinical settings (including all the experts intewed for this study), they are soft,
human-oriented factors that because they have aenh lyeflected explicitly in any
analysis or database for that matter, are verylarigihg to model mathematically.
Naturally, expert judgment can play a significartler in, at least subjectively,
formulating these concepts. To be able to eligjpegt’'s opinion on the relationship
between “Revenue Gap” and “Pressure to Close Rev&ap”, the concept of pressure
has to be communicated with the experts in suchyatthat the outcome of the elicitation
process is sufficiently reliable. In other wordg had to make sure that the experts had a

clear understanding of what our vision was aboeséhpressures.

In modeling soft factors of this kind, differentpapaches could be found in system
dynamics literature. Some of these soft factorseaster to model than the others, mainly
because some type of proxy (which we possibly heoree data on) could be used in

modeling them. For instance, Sterman (2000), inetiod generic structure for a labor
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capacitated process uses “Desired Completion R&&rdard Completion Rate” to
formulate “Schedule Pressure”. On the other hahdret are also examples in the
literature that in modeling some the soft factdnaye relied solely on subjective
assessment of the experts and experts’ belief aheutertain entity being modeled and
have not represented the soft factor using a meathat corresponds to a physical entity.
For instance, McCabe (1998) has used a scale abQsiodel airline employees’ moral,
and Cooke (2004) has used a similar scale to repremanagement and personnel

commitment to safety in modeling the operationsit i mining industry.

In modeling pressures in this model, even thour@rviews with experts revealed that
the notion is rather clear to clinical professianab further ensure the reliability of the
elicited information from experts on the soft fastof the model we decided to find a
measure for these factors that was more tangildés Would allow us to be more
confident that the questions from experts aboufdhma, shape, effect and value of these
pressures is being communicated correctly and w@dysts, as well as our experts
understand and mean the same thing about theséastufts. For this we relied on the

notion ofelasticity, used frequently in economics.

Elasticity, in economics, is the ratio of the petcehange in a variable to the percent
change in another variable, and is used as a toohdgasure the responsiveness of a

function to changes in parameters in a dimensiesnteanner. For example “price

elasticity of demand't; ;

_ percent change in quantity demanded\Q,, . .nged! Q demande

E
‘ percent change in price Apop
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Gives percentage of change in demand in respormeetpercent change in price, given

all other factors such as income remain constant.

We will utilize the concept of elasticity, in it®geral sense, to elicit experts’ opinion on
the formulation of the four soft factors in the neb@Pressure to Close Revenue Gap,
Pressure to Optimize LOS, Pressure to Reduce Ogmabht Costs, and
Willingness/Ability to Invest in Proactive Safetgitérventions). That is in interviewing
experts for these soft factors, we anchored oustgures on the elasticity concept so that
the “Pressure to Close Revenue Gap”, etc. is céadeéc an actual physical measure, but

the outcome of the elicitation is still subjective.

1. Pressure to Close Revenue Gap

Financial stress forces decision makers to adopgt catting strategies. We have
established in the qualitative model, that in Uh&spitals these strategies mainly include
optimizing LOS, reducing operational costs and tiimgi proactive expenditure on safety.

To model “Pressure to Close Revenue Gap” we asleedxperts:

“Lower or negative operating margins will force nagement to take one or a
combination of cost cutting strategies. The wotse dperating margin gets the higher
the chances of adopting these strategies. Givergtaph below (Figure 6-4), please
mark what ranges of operating margins corresporaishe likelihood of some kind of
cost cutting decision being enforced, to your eigmere. Use the range 0-1 for pressure,

where 1 corresponds to the maximum level of preSsur

155



0.9
0.8 1
0.7 1
0.6
0.5 1
0.4 1
0.3 1
0.2 1
0.1 1

-15%

Pressure to Close Revenue Gap

N
oo -
X

-10%

-5% 0% 5%

Operating Margin

10%  15%

20%

Figure 6-4.0Operating margioressure to close revenue gap relatior

To facilitate the elicitation process, the expeaveye given a few forms and graphs
were asked to select the form they thought bestsepnted the relationship betwe
operating margin and pressure to close revenuegagy were also asked to mahe

threshold values on the grapFigure 6-5 shows the format options that were prese

to the experts. The complete interview sheet cbaltbuncin appendixC.
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Figure 6-5.0perating margipressure to close revenue gap relationship; foopabns

Most experts chose the form of a step function, arfdw experts picked the invers
shaped function. None of the experts believed tthatrelationship could be represen
with a linear format. We picked a step functionniprand aggregating the turning poi

on the graphs provided by experts, we arrivedegtiaph depicted iFigure6-6.
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Figure 6-6Expert opinion; operating margin/pressure to redi@venue gap relations

Given the outcome of the elicitation for the redaghip between “Operating Margin” a
“Pressure to Close Revenue gap”, we have to betabieanipulate this relationship
the system dynamics model, that is, the node “Brest Close Revenue Gap” an
intermediate node between “Operating margin” anidnakely “Risk of Specific Advers

Events” (actual field data is available for both tbEm) and we have to be able
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calibrate the “Pressure to Close Revenue gap” tahgebest fit to the actual data. In
order to do this though, we have to convert thép stinction to the closest parametric,

functional forms.

The best parametric function that fitted the exgernput is a negative Sigmoid function

in the form of:

PCRG=[1/(1+ Ex§ p( RG P+ 4

Where:

PCRG: Pressure to Close Revenue Gap

RG: Revenue Gap

And, p, p,, p;are the parameters of the model. Fitting #gative Sigmoid function to

experts’ assessments reveals the optimum valuésdgrarameters as;
p, =0.059

p, =75.57
p, =0.044

Figure 6-7, shows the function for “Pressure tos€l®evenue Gap” using the optimum

values for the parameters.
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As it is evident from the graph, experts believat tbrganizational tolerance for loss
rather very small, the pressure to make decisiomgder to close the revenue gap sp
rapidly and dramatical, when the hospital is experiencing financial @is$

Additionally, there is always a pressure even tiowgry small to maximize prof

2. Pressure to Optimize L(

Pressure to close revenue gap, leads decision smakeards cost cutting strategies. (
of those strategies is optimizing LOS or reducir@3.to the minimum required, whit
we have argued that affects the probability of elmeing certain adverse events.
formulating the relationship between pressure twselrevenue gap, and pressure
optimize LOS, again we have utilized the conceptelafsticity in eliciting experts

assessments of such relations

A tangible and real entity to clinical professiaahat we could relate to the pressur
optimize LOS, is the concept ofutilization review meetings where physician:
systematically visit unit by unit and decide whigatients could theoretically t

discharged. These meetings are real actions tkaflace in part in response to the n
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to reduce LOS, and they actually increas frequency (maybe even twice daily) as
need to reduce LOS increases. Nevertheless, depeadithe physical conditions of t
patients these patients may or may not achievealhdischarges of the patients. To
able to reliably elicit experts’ ogion on “Pressure to Optimize LOS” we will use
utilization review meetings’ frequency as a proxydvaluate the level of pressure

reduce LOS.

To model “Pressure to Optimize LOS” we asked theeets

“Given your assessment on “Pressure to Close enue Gap”, as a function
“Operating Margin”, what is the likelihood of obsé@ng a change (increase or decrea
in frequency of the utilization review meetingsegithe level/ranges of organizatior
pressure to close revenue gap, maximize profity and minimize costs?. Please m

these ranges in the graph that best representsrétaionshipto your opinion Figure
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Figure 6-8Pressure to close revenue -pressure to optimize LOS relationship; format o

Most experts chose the form of a step function, afew experts picked the exponen
function, with different slogs. None of the experts believed that this relahgmsould
be represented with a linear format. We pickecep finction form, and aggregating
turning points on the graphs provided by experts, afrived at the graph depicted

Figure 6-9.
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Figure 6-9Expert opinion; pressure to reduce revenue gapioakhip/pressure to optimize L(
relationship

Interestingly enough, most eerts marked the intercept greater than 0, mearhiat

regardless of the financial pressures, there isygvwsome level of pressure to optim
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LOS. In this case also, similar to the case of S$Buee to Close Revenue Gap”, and with
the same rationale, we have to convert this stegtifon to the closest parametric,
functional forms. The best parametric function thitéed the experts’ input is a negative

exponential function in the form of:

PRLOS=1- Exf- p< PCRE .

Where:

PRLOS: Pressure to Reduce LOS

PCRG: Pressure to Close Revenue Gap

and, p,, p; , are model parameters.

Fitting the negative exponential function to expegissessments reveals the optimum

values for the parameters as;

p,=1.55
p; =0.149

Figure 6-10, shows the function for “Pressure tdi®ige LOS” using the optimum

values for the parameters.
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Figure 6-10Pressure to reduce revenue gédationship/pressure to optimize LOS relationshipdtional
form

3. Pressure to Reduce Operational Ci

Another strategy to close revenue gap and maxirpizditability, is reducing th
operational costs. The largest piece of operati@asits in hospita that is directly
impacted by such strategies is admittedly staffiRgduction in staffing that cou
potentially have great impact on the risk of certaflverse events, concerns reductio
nursing staff. Physicians are usually not affeajeeatly bydecisions to reduce sta
since they are able to generate revenue. Beforalweabout formulating this node of t

model, we will briefly discuss how staffing is sttured in the hospita

When it comes to staffing, ideally the decision eraknows tlat optimally, certair
number of staff with certain level of expertiseniseded to care for certain number
patients with a certain range of problems. So tbeisibn maker looks at the pool
nurses and if enough nurses are not availableubeyhais known asPer Dien nurses,

that are nurses who work on temporary assignmestglly through specialize
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placement agencies or through hospital staffinglgod®o in an ideal situation, where

there is no expenditure constraints you can alvegyisnally staff using per diem nurses,

but these services are very expensive and theyntosh more than using staff nurses

(i.e. the hourly rate).

There are a number of ways, in which hospitals tak®n to control and reduce staffing

Costs;

1.

There are many different ways of staffing and eagbacts the costs differently.
Probably the most expensive way, is to staff witkgital's employees and filling
the gaps with agency nurses. The first respongeessure to reduce staffing is
eliminating agency or per diem nurses. Althoughrahere of course exceptions,
for instance if there is an epidemic of Influenzal ahe hospital has none of its

own staff available, agency nurses have to be teggtdless.

. The second approach to reduce staffing costs nsirglting overtime within the

hospital’'s staff. Overtime is very costly for thedpitals (e.g. time and a half in
OR), and to assign nurses, they have to make sutesé nurses that are not
overtime and almost mandate them to cover the #t@fhospital needs. Hence in
tight financial constraints, elimination of overgns another measure that is taken
to reduce staffing costs.

Depending on the type of unit you are staffingrehis some flexibility in terms
of the composition of the staff. There are RegexteNurses (RNs, have
completed college nursing program and have passedi@nal licensing exam),
Licensed Practical Nurses (LPNs), Patient Care fiie@ns ( PCTs, usually a

high school degree with some additional trainirid)ey have all been trained in
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patient care, but with different levels of educatiand experience. In a perfect
situation, the person who is staffing a floor amat would use RNs. But that is an
expensive model, so the tasks that could be dorndbis, hence the composition
changes to say, 2/3 LPNs and 1/3 RNs. As the rtept down, there might be
some tasks assigned to LPNs that PCTs can do hswgbu change some of the

LPNs in your staffing composition and replace themh patient care technicians.

To summarize, eliminating per diem nurses, elimngastaff over time and changing the
composition of nursing staff are tangible, physiaetions that take place in response to
financial constraints. These changes and cuts theless are bounded by some
regulation as well, and there are certain staffagps that have to be maintained (this
ratio slightly varies from state to state), andhaligh there may be instances where these
regulatory ratios are not maintained, but most halspclosely follow this regulation and

avoid running the risk from licensing stand point.

Now to model “Pressure to Reduce Operational Cpgsig/en the 3 staffing cost

reduction strategies discussed above, we askeskferts:

“Given your assessment on “Pressure to Close ReweGap”, as a function of

“Operating Margin”, what is the likelihood of obsé@ng an action regarding the three
strategies to reduce operational costs (staffingst€p given the level/ranges of
organizational pressure to close revenue gap, miaeiprofitability and minimize costs?.
Please mark these ranges in the graph that bestesepts this relationship to your

opinion”. Figure 6-11 shows the graphical form suggesteda@xperts.
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Figure 6-11Pressure to close revenue gap/pressure to regecatimral costs relationship; format optic

From aggregating experts’ opinions, the followirtgps function inFigure 6-12 was
derived to represent the rtionship between “Pressure to Reduce Revenue Gag

“Pressure to Reduce Operational Co:

1+
09 -
0.8
07
06 -
05 -
04
03 -
0.2 - li
0.1 -
0 f f : T T T T T !
0 01 03 03 04 05 06 07 08 09 1

Pressure to Reduce Operationa Costs

Pressure to Close Revenue Gap

Figure 6-12Expert opinion; Pressure to close revenue gaggprego reduce operational costs relatior
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Theclosest parametric function to this step funct®a negative exponential function
the form of;

PROC=(1- Ext- px PCRB+ .
Where,
PROC: Pressure to Reduce Operational (

PCRG: Pressure to Reduce Revenue

and p,, p,are model paramete

Fitting the negative exponential fuion to experts’ assessments reveals the optil
values for the parameters

ps =1.79
p, =0.077

Figure 6-13hows the function for “Pressure to Reduce OperatiGoss” using the

optimum values for the paramett
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Figure 6-13Pressure to close revenue gap/pressure to regeacatimnal costs relationship; functional fc
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4. Willingness/Ability to Invest in Proactive Safatyerventions

Given that willingness and ability to invest progely in safety could technically be
measured with the actual dollar value makes it ritde concept in principal. For
instance the records ideally show how much monegpent each year on safety
interventions, and there is a direct relationslepMeen willingness to invest proactively
in safety and the actual dollar amount that geested. So establishing the relationship
between pressure to close revenue gap and willgsgalaility to invest in safety should
technically be straightforward. The challenge isuidjh, that there are other reasons for
investing in safety interventions; some are mangatnd from data, it is very difficult to
disentangle annually what investment is voluntamg avhat is being driven by some
external regulatory body. Regulatory authoritiesy.(estate’s department of health),
sometimes requires hospitals to demonstrate aciioa certain, non-negotiable safety
activities, additionally the certification bodydi.The Joint Commission on Accreditation
of HealthCare Organizations) then they would liksitals to have a couple of optional
investments and that is up to the hospitals tod#geon what safety aspect they want to
invest. These investments maybe in response tadin§ by a third body payer (e.g.

CMS) as well. It is very difficult to find out whatart of the investment has been elective.

Due to these challenges and also difficulties ttraex quality accounting data that
differentiates the types of safety investments, aaditionally given that only 9 years of
financial data was available to us in this studys idifficult to derive the relationship
between pressure to reduce revenue gap, andyatuliproactively invest in safety
empirically. Table 6-2 shows the estimated safetestments and the operating margin

for years 2003-2011(projected).
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Year oM OM Dollars Estimated Safety Investment
2003 -0.032 -$14,600,000.00 $150,000.00
2004 0.012 $13,600,000.00 $100,000.00
2005 0.034 $33,700,000.00 $350,000.00
2006 0.026 $27,500,000.00 $200,000.00
2007 0.047 $52,388,770.15 $450,000.00
2008 -0.009 -$10,253,429.78 $400,000.00
2009 0.013 $14,847,535.95 $200,000.00
2010 0.021 $24,044,442.35 $200,000.00
2011 0.035 $40,174,255.76 $200,000.00

Table 6-2.0perating margin and safety investmeta, @003-2011

In fact the regression analysis shows a very wealelation between the operating
margin and the actual dollars invested in safetyuife 6-14), which we argue that is due

to the lack of quality data, as was discussed.

SUMMARY OUTPUT

Regression Statistics

Multiple R 0.65565673
R Square 0.429885748
Adjusted R Square 0.334866706
Standard Error 99288.59757
Observations 8
ANOVA
df SS MS F Significance F
Regression 1 44600646353 4.46E+10 4.524206 0.077528042
Residual 6 59149353647 9.86E+09
Total 7 1.0375E+11

Coefficients  Standard Error tStat  P-value Lower 95% Upper95% Lower95.0%  Upper 95.0%
Intercept 217578.4857  40967.18893 5.311043 0.001811 117335.3856 317821.5858 117335.3856  317821.5858
X Variable 1 3208679.594  1508534.172 2.127018 0.077528 -482570.55 6899929.737 -482570.5496  6899929.737

Figure 6-14.0Operating margin and safety investnregession analysis

To elicit this relationship from our experts, giviiiat the relationship between financial
situation of the hospital and investments madeqinggly in safety is a tangible

relationship, we asked our experts:
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“Given your assessmeron “Pressure to Close Revenue Gap”, as a functidr
“Operating Margin”, what is the likelihood of obsé@ng change (increase or decrease
the level hospital’'s willingness and ability to @st proactively in safety, given t
level/ranges of organizainal pressure to close revenue gap, maximize piofitya and
minimize costs?. Please mark these ranges in tlaphgithat best represents il

relationship to your opinion’

Figure 6-15shows the graphical form suggested to the ex|
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Figure 6-15Pressure to close revenue gap/willingness altdiipvest in safety; format optio

Experts, almost unanimously picked the decreaswpgrential format, but with a twi
that for low pressures on closing revenue gapwifisngness to invest in safety is st
very high because of the potential cost saving ceffeand partly the reguory

supervisions and then starts a dramatic declinezehere have modeled this node
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WIPS= Exif— px( PCRG .

Where;

WIPS: Willingness/Ability to Invest in Proactive 88y Intervention

PCRG: Pressure to Close Revenue

and p;, p,are model parametel

Fitting the pointestimates provided by experts on the graph, revedmsvalues o

parameters:

P =0.2
Py = 22.687
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Figure 6-16Expert opinion; pressure to close revenue gaphgiliess ability to invest in safety relations
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6.2.2 Data Driven Factors

In this section, we will discuss the formulatiordaquantification of other factors in the

model, including model constants that have beenelkfrom clinical data.

5. Probability of LOS Too Short to Meet All Needs

Under high pressure to reduce LOS, not all patiansdischarged prior to complete
readiness, but the likelihood of a patient beirgghklarged before all his/her needs are met
increases. To capture this probabilistic notiorthi@a model, we can us&ké&admissioris
within 24, 48 or 72 hours of discharge as a prdgadmission within 72 hours is
probably a safe assumption that the patient washdiged inappropriately. That being
said, there is still much more to it due to patgewbnditions complexity. For instance
patients with Congestive Heart Failure, CHF, (wheeart can’t pump enough blood to
the organs) and the difference between their heaaistaining the steady state versus not
functioning, is a very fine line. Those patientsynie admitted and stay in the hospital
for two days and receive care, and they will bekldacthe hospital in 4-5 days, and this
downward spiral continues till they are deceaséus€ types of discharges could not be
categorized as inappropriate, because their sthgspital, after they receive care for the
first admission, is no longer justifiable, but yikoow that they will be back within a few

days.

We extracted data for 70419 admissions, for ye@f6 2and 2008. There is a national
average for LOS, for each diagnosis related gr@RQ code). That means, every patient
is assigned a DRG code (for his/her major diaghagmn admission. Each patient

record we acquired indicates his/her diagnosis ,cthéenational average LOS, the actual
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LOS of that patient, and of course patient idestifie also extracted data on all
admission and discharge dates and times (sometmégple admissions and multiple

discharges).

Comparing the national average LOS for each patiase, and the actual LOS of that
patient reveals whether or not a patient was diggthearlier than anticipated, and by
how many days (hours). At this stage we also ebteid the patient records where the
patient had been deceased. Next, for the patidwatis shoed an early discharged we
checked whether they had been readmitted to thathbms the next 24, 48 and 72 hours
of the previous discharge. This enables us to takuhe likelihood of a patient being
readmitted to the hospital, due to an earlier #aticipated discharge and could be used
as an indicator that the patient's LOS has beenstawt to meet all his or her needs.
Table 6-3 shows the average probability of LOS ¢péao short to meet all patient needs,

based on readmissions within 24, 48 and 72 hours.

Number of Patients Readmitted Probability of LOS Too Short
Readmission within 72 Hrs 615 0.091300475
Readmission within 48 Hrs 415 0.061609264
Readmission within 24 Hrs 227 0.033699525
Total Early Discharge 6736

Table 6-3.Probability of LOS too short to meetptient’s needs

Additionally, assuming readmission within 72 hoas the indicator of an early and
inappropriate discharge we can obtain the distobubf the probability of readmission
within 72 hours (3 days), as a function of how dfle patient has been discharged
compared to the national average of LOS for pdsiediagnosis code. Figure 6-17

represents this distribution. The data represehttadistribution with parameters,
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a=-6.767E=6 and b= -0.0026.

Probability Density Function
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Figure 6-17.Number of days in inappropriate eaidgllarge; pdf

Figure 6-18 depicts the CDF for this distribution.

174



i nkte Distiation Faection

o

os

;13

Fily
o

1)
|

.13 -1z -1 -0 k] - 7 = = -+ E} -2 -1 o
W

o
¥

e

—Zample - Bela

Figure 6-18Number of days in inappropriate eadischarge; cdf

For instance, if a patient is discharged 5 dayless, earlier than the national averag:
LOS for the specific DRG code, there is over 90%ncie (the area under the cur
shown with the dashed arrow Figure 6-18 that he or she will be readmitted to

hospital within 72 hours.

6. Probability of LOS Being Longer Than Nee

Some types of adverse events may increase inHiali of occurrence, due
prolonged LOS, simply because the patient's exmodarthe risk increases. F
instance prolonged LOS may increase patient's awmd experiencing presst

ulcer because hefslwill spend more time in bed. Another example whaolongec
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LOS increases the risk of adverse event, are falis. more the patient stays in the

hospital, the higher the chances of him/her falling

Although, the lack of pressure to optimize LOSleatst commonly, cause patients to
stay in the hospital longer than they really nebdt experts picture situations where

patients do over stay in the hospital.

For instance, if the hospital admits a homelesgepaand physicians start insulin
treatment because the patient has been diagnogbddigbetes, they cannot be
discharged to the street. Sometimes those patientsto stay till hospital figures out

where they are going to send the patient.

Let’s look at another scenario for prolonged LO&eApatient has received care for
the major diagnosis he or she has been admitted there is still need for more care
that is not specialty care, the patient will betderan ‘Extended Care Facility, such

as a nursing home. If nursing homes are totallyatl have no room the patient has
to be waiting while kept in the hospital for an ojpg in the nursing home. More
often than not, nursing homes refuse to accept teerpadue to his/her certain
condition (e.g. MRSA: methicillin Resistant Stapbgdccus Aureus, a bacteria
resistant to antibiotics) to avoid its spread tergane else in the nursing home, and
hospital has to find a nursing home that is willtegaccept the patient, while the

patient stays in the hospital.

Other than these situations, if patients stay ftong periods of time in the hospital

(and hence, increase their exposure to the riglkedéin adverse events), it's because
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based on their condition, that is how long it takasthem to receive the care they

need, and this long length of stay is not affettgtbw pressure to optimize LOS.

This is very difficult to model and no data is dahle that directly indicates what are
the chances that people will overstay becauseesdidhpital level, there is no pressure

to reduce LOS. To include this in the model thowgé had to come up with a proxy.

Records show that it usually takes longer to disghgatients on weekends than in
week days (where hospital is working at 96-98% crpaand there is a lot of
pressure to discharge as many patients as postililés appropriate). Our experts
contributed this to the fact that access to “sesige.g. oxygen) is a little more
difficult in weekends than in weekdays, but not mand low pressure to optimize
LOS will result in patients staying over the weekelue to these small challenges in
arranging these services. The pressure to redu&eid greatest in weekdays, because
people come in for elective surgeries and procedtive next day and the hospitals
really needs the beds, and this pressure to red@& relaxes a bit during the

weekend.

We extracted 77403 patient records from 2003 tdb2@0d compared their LOS to
the national average of LOS for the primary diagmosde (DRG code). Table 6-4,
Shows a few records of this data. 30665 patientsobuhis population had LOS
greater than that of the national average. Henceameestimate the probability of

prolonged LOS (for any reason) to b“;ég%iz 0.39 . On theeottand we know

that not of this prolonged LOS is due to lower migational pressures to discharge

patients, but rather due to patient’s medical cioors.
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DRG Code | ActualLOS | National Average LOS | Difference in Actual and Average LOS | Prolonged LOS (Yes=1, No=0) | LongLOS_Condition: Pressure Ulcer [LongLOS_Condition: Fall| LonglOS Condition: Infection | LonglOS_Condition: Medication Error
35 a8 60 12 0 0 0 0 0
35 48 60 12 0 0 0 0 0
35 48 60 12 0 0 0 0 0
35 144 60 84 1 1 1 1 1
35 24 60 -36 0 0 0 0 0
35 48 60 12 0 0 0 0 0
35 24 60 -36 0 [ 0 [ 0
37 72 62.4 9.6 1 0 0 0 0
37 a8 62.4 -14.4 0 0 0 0 0
37 48 62.4 -14.4 0 0 0 0 0
37 360 62.4 297.6 1 1 1 1 1
37 a8 62.4 -14.4 0 0 0 0 0
37 24 62.4 -38.4 0 0 0 0 0
37 2 62.4 -38.4 0 0 0 0 0
40 24 60 -36 [ o [ 0 [
40 2 60 -36 0 [ 0 0 0
40 144 60 8 1 1 1 1 1
P 48 98.4 -50.4 0 [ 0 [ 0
I 48 98.4 -50.4 0 0 0 0 0
4 2 98.4 -74.4 0 0 [ [ [
4 9% 98.4 2.4 0 0 0 0 0
4 48 98.4 -50.4 0 0 0 [ 0
4 72 98.4 -26.4 0 0 0 [ 0
4 a8 98.4 -50.4 0 [ 0 [ 0
a4 72 98.4 -26.4 0 0 0 0 0
a4 192 98.4 93.6 1 1 1 1 1

Table 6-4.Sample data records extracted to indishtgther the patient had prolonged LOS

Dierks (unpublished data, 2011), has conductediiady of the patients with prolonged
LOS ( 39% of hospital population), which indicatbat all other patients’ conditions
being equal (relatively), 11%-17 % of these pasiewith prolonged LOS, have been
those with weekend/Monday AM discharges. This mdkes4.3 %to 6.6%, of total

hospital population, having prolonged LOS becatgetime of discharge is a weekend
where the pressure to optimize LOS is lowest. Wewsie the middle of this range for
our model quantification (5.45% probability of pvoged LOS due to low level of
pressure to optimize LOS). In performing uncertasmalysis, we will assume a normal

distribution: Norma{x = 0.0450 = 0.38 , for this value.
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6.2.3 Magnitude of the Effects of Cost Cutting Strategies on the Risk of Adverse

Events
As discussed in section 6.1, the strategies theisidea makers take in response to an
unfavorable revenue, will affect the risk of cemta@dverse events. In this section we

discuss the magnitude of these effects.
7. Magnitude of Change in the Risk of Adverse EvemrttDshortened LOS

To formulate this node in the model, we have usedmbination of subjective and data
driven approach. We argued that at certain higal$éeof pressure to reduce LOS, there is
a chance that some patients will be dischargedr pgooreadiness, and we used
readmission within 72 hours data, to calculatepitodability of early discharge. To find
out what levels of pressure may cause an earlyalige; we used our experts’ subjective
opinion, using interview guides in appendix D. Tigiethis information from the experts

the following questions were asked:

“As was discussed in other rounds of interview, pinessure to optimize LOS,
may affect risk of adverse events in two wayg, firnay increase the probability
of experiencing an adverse events, because sonanfml.OS may be too short
to meet all his/her needs. Second, it may redueegtbbability of some adverse
events because it simply reduces the exposuref dimel pressure to optimize LOS
is too small, some patients may stay in the hdsjatmger than they really need

and be exposed to certain adverse events.
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e To your experience at what level (range) of pressoroptimize LOS, we
might start to see the effect of this pressureisky because the pressure

is too high that some patients may be dischargei prematurely?”

No Pressure=0 0-0.1 0.1-0.2 | 0.2-0.3 | 0.3-0.4 | 0.4-0.5 | 0.5-0.6 | 0.6-0.7 | 0.7-0.8 | 0.8-0.9 0.9-1 |Max Pressure =1 I

Table 6-5 shows experts’ responses and assessments.

Expert Pressure to Optimize LOS

Expert 1 0.8
Expert 2 0.4
Expert 3 0.3-0.5
Expert 4 0.8
Expert 5 0.3
Expert 6 0.4-0.5
Expert 7 0.8-0.9
Expert 8 0.8-0.9
Expert 9 0.7-0.8
Expert 10 0.8-0.9
Expert 11 0.6-0.7
Expert 12 0.4-0.5
Expert 13 0.4-0.5
Expert 14 0.6-0.7
Expert 15 0.6-0.7
Expert 16 0.8

Table 6-5.Expert opinion; level of pressure to mite LOS triggering early discharge

To aggregate experts’ inputs, we will use the Beyemethod discussed in 4.3.3.2.1,
which results in a posterior distribution showrFigure 6-19 with mean 0.6 and variance

0.01.
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Figure 6-19.Experts’ opinion on level of pressweptimize LOS triggering early discharge; aggredat

We will use the mean value for the quantificatidntree model, and the variability for
uncertainty analysis. Now given that the pressareptimize LOS is at a level that may
cause some patients to be discharged early, wéawik to determine by what magnitude
does their risk, of specific adverse event chandgierks et al. (manuscript in
preparation, 2011), have conducted a study thasunes the magnitude of change in the
risk of certain adverse events, not reimbursedhiny party insures, due to: Shortened

LOS, Prolonged LOS, and Understaffing.

The estimates provided by this study, shown in &&b have been used in our model
guantification. According to this study, shortene@S decreases the baseline risk of

pressure ulcer and line infection by 3% and 5%aeeisgely, due to reducing exposure.

181



ainpai0ud 183100 sanpanod

FGLE ZELE-LELE /8 00FER 00 (SapoD

saunpasold Mpadogug uepss

[ w0 N 0 apede o wewas ey | 6T H ainpadald Supnolio) sl o 2D By 200 BURBIS 4 LS00l 3 deusing
ZHECPIPESE OO GLCLE 1D0K) LLELE pUE SISOYWIBIYL Ui & 033
L S L= ) ~
N ~ R N anpaonud B0L8LE L8 T2 MBEE 8 80101 15300 Jof A2 S JuELeg
s00 00 EL iy [embins JuelEqy 8y SN B L Sap00 aInpsac)d Suwmo)o) 8U] 40 8UD puy Buwr0)|0 4 ool sHS (e2BINS
S000
s - - we salpaind - o mm.mvom._._M_r_.m%_.wm.mwmnoﬂ.mﬁm;_wmgﬂw %..,MN fm SalpaInld 2padogua UEED
=l =l ] & “ —_— 55 B
APSU0UED WENED 8EY JEN Dupeo)o 4 wopaem sis (e210N
IPE00 UHTD LIS U N SULID BUD Py i) 65 836 D) £9-968 112 LI SHS | 5
. ; [98Y0] Yelo ssedig hauy
S0n0 S0n0 s0n o0 Bnp s Joud |e2EINES 9@ yD 8k SN cL8 e G _H__MFWDmIDFWMM mcmTUﬂu m_“u_umﬂ_u:_m LU0 Ur_;,n_:_uu unseIps|y
10|10} U} 40 U0 PU T DD ZELG e By e
G0 S E CSIapD Dol nLsE Jonuen
[ 00 c00 =g FIBSID 1D LOHDUNY SB3UE LS wm,_ j2[RFA % tLE W.UU_”: mm.mmw.:m 0se ”UU,.”: EL m_mmunv“mmm W83 419 100 410 SuBnelsaue Ly
INSUL BULSRNN 28U 181 SO0H) L2 OFE0E6EE DD LLGEEOL B
Elea==mesibes
J8ylo sLuos) 8 oe(d ul Jajayjed . [FLT=ET V]
0 Q00 <00 =l 89641 8 (20) 17666 TS S (TR
Ja1allta Je|n 3SEA sABL 13N
=0 mmlﬂ_m._. ﬂaaﬁ_um"ﬂ“ T o650 TO UGS - O :_um. I T 06
g : o - R D0 K Z 0G5 DM LLOBS DD 0L 06S LA )
[ 50 EO il U JBIBUED 0 UDHEINR 0 w0y p3L8L 5zl 8m1270 Do Ao € st Sunge wew|  12e1L euun paeimessEEnEn
BB U ISIEVIED ABULN Y SN 5 . . B . : "
uw0)0) 84} S8PN|3XE 087 00 FO AR E s
- e - R . . . - o Avmm‘wmm ,mvmhmuvm 22313 wng Anfu) Bulysnig
0 o0 SHRWLIID 39S SUELILIDD FAE oot 8z 526-526 758-068 .mmmmémm mcmr%.m S| ANl BIUEIDE] UDNESDISI]
201 0D Ul un SabuUes asay] uigiis sapos 9E1 4} BUINEN] pUE S|
0 ro sz0 €00 Ayncowiu pue alie paILEARY| 0000k g (00w v2°202 ¥DOW) €2°L0L sabels Ja2in anssald
[ 800°0 n il AZEF il 900 97660 Angneduwodn) pocig
uolpouny onpoud poogg susos) sn
adnpatodd (BudUasE)
5L 0 0 0 ENOLS: IO AIBUIED SNDU 205LE 0 D000 LBES [ETE= R
[enjuED a0y afie) B asel 1SN
g g anps1oid (g5 pEY 82EL 18] i 5 100 Do T usting
SLO0 00 ] a | | PEY 82U I8N ar8te 1S 1001 £°866 DD +'866 JaLY pALIERY 138100 UBIa0 4
e e ;S0Tpauambual | S07peuaious
S 10 umw ;;.u 1M Ul ¢ WA s U YA NsS1y ul -] Iy sunsodi o hsasea (s@ i ] Ja|a
el PRINDAY IM. HSIY LA S UL I HS S T |bemlweed]| oy PO WI6QID IIN/ID)| JVH pajdales

aburyy jo apnmube

abueL) 40 Ipnube

aBueL Jo 2pnjubely

UEAT SIBAPY
Juspusdag
-ainssalg
UORINE O

AT @ RIBARY
juspusdag
-@2IN0SEY

JuEAg
Ap YIUEpUatag-awl 1o-§07

*00Z Ad 10 suopipuod padnbay-lendsoH :|. sjqeL

Table 6-6.Magnitude of change in the risk of hospital acquiiaglverse events due to staffing, prolon

and shortened LOS

8. Magnitude of Change in the Risk of Adverse EvemrttbuProlonged LO
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Similar to part 7, we elicited experts’ opinion thie levels of pressure to optimize LOS

that corresponds to changes in risk of adversetgwere to prolonged LOS.

“To your experience at what level (range) of presdaroptimize LOS, we might start to
see the effect of this pressure on risk, becawesprbssure is too lothat some patients
may stay longer than they really need to which megease their risk of being exposed

to and experiencing certain adverse events?”

No Pressure=0 0-0.1 0.1-0.2 | 0.2-0.3 | 0.3-0.4 | 0.4-0.5 | 0.5-0.6 | 0.6-0.7 | 0.7-0.8 | 0.8-0.9 0.9-1 |Max Pressure =1 I

Table 6-7, reflects experts’ responses and assessme

Expert |Pressure to Optimize LOS

Expert 1 0.2]
Expert 2 0.3
Expert 3 0.1-0.2]
Expert 4 0.2]
Expert 5 0.1]
Expert 6 0.2-0.3
Expert 7 0.1]
Expert 8 0.1]
Expert 9 0-0.1]
Expert 10 0.1-0.2]
Expert 11 0.1-0.2]
Expert 12 0-0.1]
Expert 13 0-0.1]
Expert 14 0-0.1]
Expert 15 0
Expert 16 0

Table 6-7.Expert opinion; level of pressure to mjte LOS triggering prolonged LOS

Aggregated experts’ assessments, shown in thébdistn below (Figure 6-20), has a

mean of 0.11 and variance 0.03.
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BEX]

elected Data Set:

Figure 6-20.Experts’ opinion on level of pressweptimize LOS triggering prolonged LOS; aggregated

The estimates provided by Dierks et al. (manusdrippreparation, 2011), shown in
Table 6.6, have been used in our model quantiinathccording to this study, prolonged
LOS increases the baseline risk of pressure ulodrlime infection by 25% and 5%

respectively, to reducing exposure.

9. Magnitude of Change in Risk of Adverse Event Dléniterstaffing

Dierks et al. (manuscript in preparation, 2011jineste the magnitude of change in

the risk of certain adverse events due to undérsggafshown in Table 6.6. But the
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characteristics of “being understaffed” or “staffeguacy” are not clearly defined in
the literature, and have not been modeled and fiateai before. The following is a
discussion on our approach to characterize and ImMfodelerstaffing” and “staff

adequacy”, probabilistically using patient complgxscores.

e Complexity Score Distribution and Probability of dérstaffing

Determining the probability of a unit being undeff#d is not a trivial task. The
notion of nurse to patient ratio, which is a mandatratio to be maintained by
hospitals, is usually maintained by hospitals doecbnsequences imposed by
regulatory authorities. Experts believe that tha@cept of understaffing and staff
adequacy goes way beyond the nurse-patient ratie.staffing ratio only tells you
how many nurses with a RN degree you need to hiarea the census on the hospital
floor, but no two patients are exactly equivalentl aometimes there is a sudden
increase in intensity of the workload where althougu might be having the
required staffing ratio but the adequacy of staffilmops because of that. Since there
is not clinical data or reliable data for that reattexists of adequacy of staffing we
had to find a measure that best represents theepbmé staff adequacy. For this
purpose, we have utilizétase Mix Index (CMI)’; which is the average Diagnosis
Related Group (DRG) weight for all of a hospitaleditare patients, and can be used

as an indicator of patient’'s complexity of illngSteinwald and Dummit, 1989).

The basic idea is, that a combination of high pres$o reduce operational costs (i.e.
staffing) and high level of patient complexity, Wwiead to inadequate staffing

situation.
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We have extracted patient complexity score data9#%D days (from August 31
2008, to April 29th 2011), for 33 units in the hiap From this data we have
calculated the mean and the median of complexibyescfor each floor, each day.
What is challenging though using the mean is ttegt,average value of complexity
can be calculated for each floor but the complegdgre is not normally distributes
for each floor. For instance if you have 10 pasem 1 floor, on any given day, we
may have 9 patients with complexity of 1, and oatemt with complexity of 18. The
average of these complexities for this floor as tay is 2.7. On the other hand a
floor with 10 patients that all have complexity @f7, also gives an average
complexity of 2.7. What is unclear is whether coexily composed of 9 easy
patients and one difficult patient is differentrfraverage complexity of 2.7, where

everyone has a complexity index of 2.7.

However, to characterize the workload based orctimeplexity of the patients more
realistically, we will use the median complexityose for each floor, each day.
Assuming homogeneity of data from all 34 units, toenplexity score distribution
for all units (34 units), and all days (970 daysytbfits a Weibull distribution, with

parametersr =4.87,4 = 1.83. , (mean= 1.745, and variance= 0.287hwhiased as

a representative of the distribution of complexdtpres hospital wide. Figure 6-21,
shows this distribution, and Table 6-8, containse tlescriptive statistics of this

distribution.
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Figure 6-21.Case-mix complexity distribution acrbsspital

Statistic Value Percentile | Value
Sample Size 33 Min 1.0089
Range 2.8224 5% 1.0321
Mean 1.7448 10% 1.2711
Variance 0.28686 25% (Q1) 1.4834

Std. Deviation 0.53559 50% (Median) 1.5992
Coef. of Variatior 0.30696 75% (Q3) 1.9055

Std. Error 0.09323 90% 2.367¢
Skewness 2.2682 95% 3.2381
Excess Kurtosis | 6.987 Max 3.8313

Table 6-8.Case-mix complexity distribution acroespital; descriptive statistics
In presence high levels of pressure to reduce tipesh costs (due to unfavorable

revenue gap), a unit with high patient complexitising experts’ opinion, we can
formulate a combination of level of patient comtgxand pressure to reduce operational

costs that may lead to inadequacy in staffing, bdlstically.
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Figure 6-22Calculating the probability of understaffi

For instance, when pressure to reduce operatiass ¢s “P” (given by experts), al
complexity score of the unit is at “C”, the proldékiof the unit being understaffed is t

area under the curve in

Figure 6-22to the right o the complexity level “C”.

To determine combinations of complexity scores aost reducing pressures that n
cause understaffing, experts were asked to pravieie opinion through the followin:

interview question;

“- The pressure to reduce operational costs, may tafifgdc of adverse events d
to understaffing. Assume that when there are pressto cut operational costs, tl
organization may respond by reducinumbers of staff or staffing with less experier

staff (at a lower cost).”

e To your experience what level (range) of pressoreetiuce operatione

costs are great enough such that some patientsexyagrience an adver:
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event because the unit is not iciently staffed (either due to low
numbers of staff, or lower quality of sta
*You may use an arrow to indicate a precise pointiocle one of the

ranges above to indicate a broader range estir

[No Pressure=) O-G1 0,102 | 0.2-03 | 0304 | G405 | G506 FOeGT7 | G768 | U80S G5 | VaxPressure=l |

The idea is that the impact of lower staffingmbers and/or les
experienced staff may depend on the complexityeo€ase mix. With th
assumption in mind, suppose we take the averageafomplexity score
across all units in the hospital and all inpatietdys. Please indicate
the table belo, where the pressure to reduce operational cosiiitsg

begins to influence the probability of an advergentéas a function of th

complexity of the patient populati
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Table 6-9.Experts’ opinion; combination of levelpyéssure to reduce operational cost, and complsgdre effecting the probability of adverse evehis to
understaffing
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Each experE, , marked in a table like Table 6-9, wdmhbinations of organizational

pressure to reduce operational costs and staff antscomplexity of patient population
may start to influence the probability of a patierperiencing an adverse event, due to

understaffing. Table above reflects the collecaxperts’ assessments.

To use these assessments in the model, we havetitisd the space shown in Table 6-9

above, into three bounds, in a way that coversasyraxpert assessments as possible:

A. Low Pressure- High Complexity: where pressure tduce
operational cost is between 0 and 0.3, and contgléxiabove
2.2 (yellow area).

B. Medium Pressure- Medium Complexity: where presstoe
reduce operational cost is between 0.3 and 0.6camgblexity is
between 1 and 2.2 (orange area).

C. High Pressure- Low Complexity: where pressure tduce
operational cost is greater than 0.6 and complegitiess than

1(red area).

If the combination of the level of pressure to e&woperational costs and complexity of
patient population falls in any of the above; ApBC categories, we assume that there is
a certain probability (determined in Table 6.6)tttree patient will experience a certain
adverse event (in the case of our study, pressloer wr line infection), due to
understaffing (of various forms such as inadequatenber of staff, inadequate

experience of staff, etc.).

191



With the three critical limits for low, mediurand high complexity, we can obtain 1
probability that complexity exceeds these limitsnirthe CDF of ca-mix complexity

distribution in Figure 1. This CDF can be seen in Figure 6-23.

06 ;,/!
s -/

. -/
: /

Fis)

Figure 6-23.Caseiix complexity distribution across hospitCDF

Hence:

Probability of complexity exceeding C1=2 is

Probability of complexity exceeding C2=1is C

Probability of complexity exceeding C3=0 i
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10.Magnitude of Change in Risk Due to the Lack of dtment in Safety

Interventions

It is almost possible to distinguish how much diesarelated investments directly
affect which adverse event, and what the exact magof change in risk of adverse
events is contributable to how much of these inaests. The data available in this
study, on overall safety related investments amdréiative frequency of the two
adverse events we have studied in this resear@sdire ulcer and line infection)
does not reveal meaningful correlation between tthe. Table 6-10 shows the
prevalence of pressure ulcer and the expenditursafety from 2003 to 2011, no
meaningful information could be extracted regardihg effect of change in the

investment and change in the prevalence of presscee

Fiscal Year Estimated Investment Safety |Prevelance of Pressure Ulcen
2003 $150,000 0.030997057
2004 $100,000 0.034305162
2005 $350,000 0.039968817
2006 $200,000 0.040111022
2007 $450,000 0.04034664
2008 $400,000 0.045892935
2009 $200,000 0.045011043
2010 $200,000 0.039947894
2011 $200,000 0.031630898

Table 6-10.Safety investment data and prevalenpeessure ulcer

For example between years 2006 and 2007, thei2bi Increase in safety investments,

yet data shows 15% increase in the prevalenceestpre ulcer.

Experts’ opinion on magnitude of effect of ability invest in safety on the risk of
hospital-acquired conditions has been solicitedugh the following question and the

aggregated results are reflected in Table 6-11.
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“Assume that the pressure to reduce the revenue wap affect the level of

willingness/ability to invest in proactive safetgvéstments. The worse the

financial situation gets, the less investments arade in safety programs.

Assume that the more we spend on safety the lesshinces of experiencing

adverse events will be. If this willingness to stva safety is a scale between 0-1

(0 meaning no ability/willingness to invest in sgfeand 1 meaning highest level

of ability/willingness to invest in proactive saf@tterventions);

e (a)Based on your experience at what level (rargdehis willingness do

we start to see changes in the risk of adverset@ven

*You may use an arrow to indicate a precise pomticcle one of the ranges above to

indicate a broader range estimate.

|No Pressure=0 0-0.1 0.1-0.2 | 0.2-0.3 | 0.3-0.4 | 0.4-0.5 | 0.5-0.6

0.6-0.7

0.7-0.8

0.8-0.9

0.9-1

Max Pressure =1 |

Expert’s responses to this question are reflectéthble 6-11 below.

Expert  |Ability/Willingness to Invest in Safety

Expert 1 0-0.1]
Expert 2 0.2]
Expert 3 0.2-0.3
Expert 4 0.1]
Expert 5 0.2-0.3
Expert 6 0.3-0.4
Expert 7 0.7-0.8
Expert 8 0.2-0.3
Expert 9 0.5-0.6
Expert 10 0.3-0.4
Expert 11 0.1-0.2
Expert 12 0.2-0.3
Expert 13 0.1]
Expert 14 0.1]
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Table 6-11.Experts’ opinion; level of ability/witigness to invest in safety and the effect of riskdverse
events

Aggregating these estimates, using the Bayesiarhaudst for expert assessments
aggregation yields to the distribution below (FEg@-24), with mean 0.22and variance

0.15.
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Figure 6-24.Experts’ opinion on level of abilityllingness to invest in safety and the effect df 0§
adverse events; aggregated

F. (b) Based on your experience, what is the magnitdiadange in the risk
of adverse events when there is an increase oredserin investment in
elective/proactive safety programs? Use the taldmwe to indicate the
relationship between changes in investments andhitate of effect on

risk of adverse events.

Experts’ responses to this question, have beeeatetl and summarized Table 6-13 (

E represents expert i). One of the experts did novige an answer to this particular
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guestion. Also, interestingly enough, three of expperts did not feel like the maximum
limits of decrease and increase to the probatbfitgdverse events suggested by us at the
interview forms (Maximum 5% increase and decreasehe probability of adverse
event), did justice to the magnitude of effect afety investments on probability of
adverse events. Hence they set up their one lifags.instance Expert 2 believed that
high investments in proactive safety interventioaa reduce the risk of adverse events
by 25%, medium size investments could decreasegkdy 15%, and low investments
could double the risk and increase it 100%. To @g@pe experts’ opinion, in assessing
the magnitude of change in the risk of adverse tsvene to lack of investment in
proactive safety interventions, we have discretiieel space in Table 6.13, into 3

categories:

A. High Ability/Willingness to Invest Proactively inafety (yellow area)
B. Medium Ability/Willingness to Invest Proactively Bafety (orange area)

C. Low Ability/Willingness to Invest Proactively in &y (red area)

In each of these areas, we aggregate experts’oopbyi taking the weighted average, due
to the lower number of experts (3 out of 13) whdieved in much larger impacts of
safety investments on risk of adverse events. €heltis of aggregation could be seen in

Table 6-12 .

Willingness/Ability to Invest in Proactive Safety Interventions Magnitude of Change in Risk of Adverse Event Due to lack of Safety Investments

High (>0.6) -13%

Medium (>0.3 but <0.6) -4%

Low (<0.3) 19%

Table 6-12.Experts’ opinion on magnitude of chaimgéhe risk of adverse events due to lack of invesit
in safety; aggregated
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6.2.4 Other Constants of the Model

In order to calculate the cost of caring adversents; we need to find out how much
impact a specific adverse event has on the LOShandmuch longer patients will have
to remain in the hospital to be treated for theeassly event they have experienced while

in the hospital.

11- Increase in the LOS Due to the Adverse Event

1. Increase in the LOS Due to Pressure Ulcer

Using 627,595 patient records for years 2008-2@E0identified 86 admission diagnosis
codes, common between pressure ulcer cohort (pstigho did experience pressure
ulcer while in the hospital) and non-pressure uloginort (other patients who did not
acquire pressure ulcer in hospital). Then, we ayeztdhe LOS for all patients in the first
(pressure ulcer cohort) and the second (non-presgoer cohort) group, for each of the
admission diagnosis codes. The difference betwaeerage LOS of the two groups,
naturally reveals how much longer do people whaimegoressure ulcer in hospital, will

have to stay in the hospital compared to patiefts did not experience pressure ulcer.

Table 6-14, shows the average LOS for both cohfmtssach of the admission diagnosis

group.

It is worthwhile noting that, for a couple of thelmission diagnosis codes (which
sometimes only had one patient), we realized teaple who had experienced pressure

ulcer had actually stayed shorter than people with same diagnosis code in non-
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pressure ulcer cohort. This is due to the fact thase patients are either discharged to

other departments, or they are deceased.

Extracting this outlier data, the increase in tli@S due to experiencing pressure ulcer, is

best presented by a Gamma distribution, with pararse=0.789,4 = 20.13., and

mean 15.88 days.

Figure 6-25, shows this distribution. The meanha distribution is days, which shows
on average people who experience pressure ulcgrldtalays longer in the hospital,
which agrees with the studies we found in the diieme. For instance Beckrich and
Aronovitch (1999) found in a study that the incexhsn LOS due to pressure ulcer is

between 14-17 days.

Probability Density Function

0.4

f(x)

AN

10 20 30 40 50 60 70 80 90 100

O Histogram — Gamma
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Figure 6-25.Distribution of increased LOS due tegsure ulcer

Pressure Ulcer Cohort Non-Pressure Ulcer Cohort
Admission Diagnosis Code Average LOS Admission Diagnosis Code Average LOS
508 18.00 508 19.38
1510.00 35.00 510 13.95
518 24.00 518 9.23
550 123.00 550 9.85
570 10.00 570 7.86
830 13.00 830 8.10
840 4.00 840 5.93
1915 40.00 915 19.79
983 10.33 983 7.53
991 15.00 991 8.28
0023 43.00 0023 30.19
0050 21.00 0050 22.23
0280 47.00 0280 30.46
0300 131.00 0300 21.64
0500 76.67 0500 36.53
3876 106.00 3876 47.36
5013 12.00 5013 4.33
5060 35.00 5060 5.58
761 7.00 761 5.50
7651 9.00 7651 3.13
8800 12.00 8800 10.88
3524 17.00 3524 17.00
34982 23.00 34982 7.33
3968 43.00 3968 17.49
41041 41.67 41041 7.93
41071 20.40 41071 6.13
41401 49.00 41401 4.11
4240 16.00 4240 7.95
4271 7.00 4271 4.75
42741 14.00 42741 6.84
42843 7.00 42843 6.10
44023 18.00 44023 6.07
44024 17.50 44024 8.73
44101 36.00 44101 16.62
4416 10.00 4416 17.06
45341 35.00 45341 4.90
486 23.00 486 4.84
5070 16.50 5070 6.93
515 2.00 515 3.57
51881 29.00 51881 10.71
51902 20.00 51902 10.59
53561 3.00 53561 3.19
5551 38.00 5551 8.83
56081 17.00 56081 11.75
570 41.00 570 8.46
5712 51.00 5712 10.42
5722 37.00 5722 10.65
5724 27.00 5724 23.09
5770 61.00 5770 7.63
5793 28.00 5793 19.68
5849 18.00 5849 4.96
6822 3.00 6822 4.44
6826 12.00 6826 4.67
70719 7.00 70719 9.15
71107 18.00 71107 11.17
7213 8.00 7213 5.79
72271 23.00 72271 3.64
72888 6.00 72888 6.11
73313 12.00 73313 6.22
73315 8.00 73315 7.98
73730 14.00 73730 8.08
7907 27.00 7907 7.84
80121 27.00 80121 11.61
80126 21.00 80126 10.30
80165 34.00 80165 31.78
80315 28.00 80315 26.18
80503 37.00 80503 21.58
80629 16.00 80629 13.25
82120 15.00 82120 10.36

Table 6-14.Average LOS for pressure ulcer and messure ulcer cohort
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According to Healthcare Financial Managementv{v.hfm.org, the average cost of
hospital stay (years 2003-2008), is $2000 for Madicpatients and $2500 for Non-
Medicare patients. Also other costs of treatingguee ulcer such as dressings, ointments

and specialty beds are estimated to be around $&o@lay.

2. Increase in LOS Due to Line Infection

A few studies could be found in the literature thaive focused on estimating the
increase in the LOS, and associated costs duesfmthbacquired line infection. Some of
these research studies have concentrated on speasipital population such as low birth
weight infants (Payne, et al. 2004) and intensav@ unit patients (Digiovine, et al. 1999
and Gracia-Garmendia et al. 1999), for instancerdlare also studies that have focused
on the general population of the hospital. Battidrrsi, Di Stefano and Noah (2002),
estimate the increase in the LOS due to hospitalieed line infection to have a mean of
19.9 days and median of 15 days. Studies also sufus estimated additional cost per
patient due to treatment (replacement of the cem@maous line (CVL) (approximately
$200), X —Ray and drug administration (approxima&$00, antibiotic costs (between
$100 and $250 per day) to be close to $3500, prisdst of the hospital stay. Kim et al.
(2011), Battista Orsi, Di Stefano and Noah (2002) ®igiovine, et al. (1999), have

estimation that are relatively consistent with $350st of treatment.
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6.3 Dynamic Model’s Validation

Model validation is an essential aspect of any rhbdéding methodology in general,
and system dynamics modeling in particular. It ipracess that involves both formal
(quantitative) and informal (qualitative) tools.nidodel is a simplification of real world to
serve a useful purpose and helps us understandb&epr/situation. Hence, it has to be
determined whether it is good enough for its puepd$ie process involves two aspects;
first verification, which means ensuring that thquations are technically correct
(debugging), and second, validation, which mearsurgmg that the structure of the
model and the assumptions made meet the purposéhthanodel is intended to serve
(Coyle and Exelby, 2000). It is worth mentioningttla valid model is naturally verified;
however verification does not guarantee the validita model. As Coyle (1977) puts it,
validation is “the process by which we establisHisient confidence in a model to be
prepared to use it for some particular purpose’is Wonfidence building process is a
gradual process that is embedded throughout theasielogy and starts in the stage of
model conceptualization and development and coasirwen after the implementation of
policy recommendations made as the result of théeiautput (Barlas, 1994, Forrester
and Senge, 1980). Although model validation takasgs in all the stages of modeling,
most of formal (quantitative) validation activitiase performed after the model has been

constructed.

There are to schools of thought in viewing modeliditg; first, the empiricist
philosophy, which sees a valid model as an objeatdpresentation of a real system. In

this view models are either correct or incorred ampirical facts would reveal its truth
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or falsehood. In this philosophy, validity is a teatof accuracy rather than usefulness.
Second, the more recent relativist school of thowsges a valid model as one of the
many possible ways to describe and represent asiemtion and believes while no
model representation is superior to another inteolate sense, some could be proven to
be more effective and generally models lie in aspen of usefulness. System dynamics
model validation literature seems agree with tHatixést approach to model validity.
Hence, besides formal (quantitative) and objectigkdation of the model, subjective,
qualitative and informal components must be invdlirevalidation process to determine

the usefulness of a model with respect to a pdatiqurpose (Barlas, 1994).

6.3.1 Informal / Qualitative Model Validation

The informal/ qualitative model validation has beleuilt in the process of model

development. The first draft of the model, and toeresponding hypothesis that the
financial wellbeing of a healthcare organizatian a hospital influences the managerial
decisions to reduce costs (e.g. optimizing thettemd stay, controlling the operational
costs) and expenditure on proactive safety intérwes, which in turn effect the risk of

experiencing specific adverse events, and the e&anghe risk of experiencing such
adverse events influences the financial standinth@fhospital that had originated such
dynamics in the system, was discussed and validaddd the experts in multiple

interview sessions. After gathering domain expartput on the hypothesis under study
in general, and the key players and important facemd relations and feedbacks in
particular, the next round of interview discusskd tipdated version of the model that
incorporated all the inputs/suggestions/modifiaagiothat the experts made to the

previous draft of the model. This procedure wasofeéd in 3 rounds of face-to-face
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interview with each expert until a consensus washed on the current version of the
model presented in this thesis. Each expert was dsked to rate the model in terms of
completeness, accuracy, ease of understanding ermiyed predictability. Experts

provided their assessment of the qualitative remtasion of the model through the

following questions:

1. Completenesdzrom your perspective, to what extent does thisehodpture all
important and relevant phenomena for the particydeoblem that we are
studying? On a scale from 0 to 100, 0 would cowadpo a model that does not
include some important and relevant details, wiedé®) would correspond to a
model that includes all details that you considepartant. What number would

you assign?

2. Accuracy:From your perspective, how accurately or realifiticdoes the model
depict important feedback effects, and causal shdiat influence risk of
experiencing adverse events? On a scale from 0@p@ would correspond to a
model that is unrealistic, over-idealized or inaete, whereas 100 would
correspond to a model that is realistic and aceufdthat number would you

assign?

3. Ease of understanding:rom your perspective, how easy is it to understed
overall logic of the model. On a scale from 0 t®,10 would correspond to a

model that is difficult to follow, even with extamwe explanation, and a 100
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would correspond to a model that is readily undedable. What number would

you assign?

4. Perceived predictive validitycrom your perspective, if you were to use this rhode
how well could you predict the change in the ri§kspecific adverse events as a
function of the organizational factors/decisionattimfluence risk of AEs? On a
scale from 0 to 100, O would correspond to a mtukl does not help at all with
predicting effects, and a 100 would correspond maodel that predicts the effects
very well. What number would you assign?

Table 6-15, reflects the summary of experts’ assess of the system dynamics model.

Completeness

Accuracy

Ease of Underestanding

Predictive Validity

Expert 1

90

920

95

85-90

Expert 2

90

90

90

75

Expert 3

85

85

90

80

Expert 4

90-95

90-95

90-95

85-90

Expert 5

70-80

70-80

80-90

70-80

Expert 6

85

85

85

85

Expert 7

>90

>90

60

Need to see results

Expert 8

100

100

75-80

50

Expert 9

90

90

90

Estimates could be good

Expert 10

90

90

100

100

Table 6-15.Expert opinion; qualitative evaluatidregstem dynamics module (organizational level
contributions to risk)

The procedure that was followed for peer revievBayesian network models, discussed
in section 4.1.3 was also observed here in infoiqualitative validation of the system
dynamics model as well. The interview guide thatswsed to develop/validate and

evaluate the model could be found in appendix C.
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6.3.2 Formal/ Quantitative Model Validation

The ultimate objective in system dynamics modeldation is to establish that tl
structure of the model is valid. Although we willaduate the accuracy of the mo
behavior through certain tests, but this is onlyamegful if we are sufficiently confidel
in the structure of the model. Logically thelidation process starts with testing f
validity of the structure and follows by evaluatitfge accuracy of the behavior of 1
model (Barlas, 1994). Barlas (1996) provides a &aork for such a sequence
formal/quantitative validation, and we geney follow this framework for validating th

presented model in this stucFigure 6-26 depicts the essence of this framew

Direct Structure Tests
a) Empirical tests
© Structure-verification test
© Parameter-verification test
b) Theoretical tests
° Structure-verification test
Parameter-verification test
Direct extreme-condition test
Dimensional consistency test
£
T
©
>
[
A
S
=
o
[
=
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2 Behavior Pattern Tests
(=]
=
©
o
Q
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Figure 6-26System dynamics model validation framew
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6.3.2.1 Direct Structure Tests

Direct structure tests assess the validity of theehequations individually, and compare

them directly to the available knowledge. Thesestesuld be done in two forms;

e Empirically

e Theoretically

The empirical structure test compares model egustagainst data available from the
real system being modeled. Theoretical structust itevolves comparing the model
equations to the general knowledge on the systemdfon the literature and/or from
domain experts. Forrester and Senge (1980), listire and Parameter verification test
(comparing the structure and constant parametetiseainodel against the knowledge of
the system conceptually (literature/experts) andherically (data)) and dimensional
consistency test (dimensional analysis of model aggns to ensure that the

dimensions/units of the equations and parametersarsistent).

1) Dimensional Consistency: After careful review tbie units used for model
parameters and equations, Vensim's “Units Checkbnff the menu select:
Model>Units check) feature was used to ensure diineal consistency, and no

inconsistencies were found.

2) Structure and Parameter Verification: The strucamd parameter verification in
the case of our mode, involves a combination of isogb and theoretical
approach. Some of the equations of the model nafpedgsure to Close Revenue
Gap”, “Pressure to Optimize LOS”, “Pressure to RedO@perational Costs” and

“Willingness to Invest in Proactive Safety Intertiens” have been validated with
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experts, since no empirical information is avagabir these equations. On the
other hand, the rest of the equations in the modeluding Probability of

Understaffing, Probability of LOS Too Short to Meagéeeds”, etc., have been
obtained from actual data and other empirical studivailable. Section 4.3.2 has

detailed discussion on how the equations of theaina@ obtained.

6.3.2.2 Structure-Oriented Behavior Tests

This general category of structure testing indiyeassesses the validity of the structure
by applying certain behavior tests. These tesssaong behavior tests that could help
the analyst discover possible structural flows. @Qyme of such tests is the Extreme
Condition test, which assigns extreme values tecsell parameters of the model and
compares the behavior generated by the model tob#mavior that is expected or
observed of the real system being modeled undesdhee extreme conditions (Barlas,

1994).

A number of these tests have been performed omtuel. As an example of extreme
condition testing, we assign a value of 1 (maximpnessure to close revenue gap, which
should drive the pressure to optimize LOS and presto cut operational cost to the
maximum limit (1), and willingness/ability to invies proactive safety interventions to
minimum (0). It also increases the risk of adveszsent (in this case risk of pressure
ulcer) by 80%. It's worth mentioning that the rig&esn’t exponentially increase because

at the end of each year, we set the value of presglger risk to its baseline value
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coming from the Bayesian network. Figure 6-27 aiglfe 6-28 show the results of

these tests.

Selected Variables

15

dmnl
[E=Y

0.5

0

0 1 2 3 4 5 6 7 8
Time (Year)

Pressure to Close the Revenue Gap : extreme-test
Pressure to Cut Operational Cost : extreme test
Pressure to Optimize LOS : extreme test

"Willingness/Ability to Invest in Proactive Safetyterventions” : extreme test

Figure 6-27.Extreme case testing; pressure vasgablthe model when pressure to close revenuesyap i
maximum

Real Risk
0.006

0.005

0.004

dmnl

0.003

0.002

Time (Year)
Real Risk : extreme test

Figure 6-28.Extreme case testing; risk of pressalger when pressure to close revenue gap is atmusmi
increases 80%
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6.3.2.3 Behavior Pattern Test

The two categories of tests above, direct strudggeand structure-oriented behavior test
are designed to assess the validity of the streatfithe model. After building adequate
confidence in the structure, we can apply a nurobéests that are designed to evaluate
the accuracy of the model in reproducing the mbg@ravior patterns of the real system
being modeled. Many types of behavior pattern testdd be found in the literature.
Forrester and Senge (1980) discuss a number ok tkests, including Behavior
Reproduction test, Behavior Predictions test, Baitahnomaly test and Surprise
Behavior test among others. The test we have usevaluate the accuracy of model
output is a Frequency Generation test, which falk® the category of Behavior
Reproduction tests. The goal here is to see hoW the model reproduces the

patterns/values that we have observed in the ysté®s. The general idea is to:

1. Calibrate the model based on data available farsy2@03-2007

2. Use the model to predict the risk of adverse e{pn¢ssure ulcer and line
infection) for years 2008-2010

3. Evaluate the accuracy of model prediction with pbypoint comparison

4. Compare the pattern produced by the model fohallyears (2003-2010) with the

pattern observed from real data

We should mention that, in the literature on modghnd simulation, a wide range of
tests could be found that are based on point-bgtpoomparison of observed
behavior and behavior produced by the model, besdhtests are generally less

appropriate for system dynamics models. This isabgse system dynamics models
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are usually long term and policy oriented. (Foeesind Segne, 1980, Barlas, 1996).
Never the less with limited financial data andakle adverse event data available
(only seven years), this test would build confident the accuracy of the model, as

well as the structural validity.

We have performed the steps 1 through 4 abovegdtios 7.1, and have evaluated

the performance of the hybrid model, comparing rhpdgections with actual data.
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7 The Hybrid Model; Analysis and Results

Section 3.3, explains how the hybrid model whichsists of a system dynamics module
(to represent the contributions of organizationad @olicy level factors to the risk of
adverse events and the feedback effects of thdmeegpand a Bayesian Belief Network
module (to represent individual patient level andtignt provider level factors’

contribution to the risk of certain adverse everitg)ctions.

The basic idea is to understand what the baserigkeis for any patient for a certain
adverse event depending on his/her physiologicadlitions and provider’s decisions in
treating this patient, through a Bayesian netw@k.the other hand, under the influence
of financial wellbeing of the hospital and throughgressures, certain decisions are
taken at the hospital level that would affect théseline risk level, either positively (risk
reduction), or negatively. The combination of tix® tmodeling formalisms will inform
the decision maker of the overall risk of specéitverse events to be expected, given the

individual patient conditions and the existing llsvef financial pressures in the system.

7.1 Evaluation and Validation of the Hybrid Model

Our goal here is to see whether the combinatiosystem dynamics model and the
Bayesian belief networks (the hybrid model) caradpce the patterns and the values or

risk of specific adverse events from actual clihdzta.
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7.1.1 Hybrid Model Performance; Risk of Pressure Ulcer

Step 1: Calibrate the model based on data avail&neears 2003-2007

Nine parametersi,...,p, ), that determine the shape optiesure functions (Pressure

to close the revenue gap, Pressure to optimize B@sure to cut operational costs and
Willingness/Ability to invest proactively in safetgterventions) have been calculated the

way that best fit experts’ input on these press(sestion 6.2.1).

Based on data for 2003-2007, we calibrate/optinttiese values, so that the error (i.e.
error between model’s prediction on risk of pressuicer and the actual relative
frequency of hospital acquired pressure ulcer abthfrom clinical data, for each year) is

minimized.

Doing so, the following values are obtainedfor.., p,

p, =0.08443:
p, = 75.5669
p, =0.0439
p, =1.0771
ps =0.3406
P, =1.8830
p, =0.1073
P, =0.2

p, =24.1834

The payoff function érror® ) from this optimization is53082E-8.
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Step 2: Use the model to predict the risk of pressicer for other years

In the hybrid model, baseline risk of pressure wiseprovided by the pressure ulcer
BBN model. However, the system dynamic model amdptessure ulcer BBN, share a
same node; Understaffing probability (or as isezhlin the BBN, probability of staff
adequacy). So the following steps are taken inhgfiid model, for calculating the risk

of pressure ulcer for each year:

1. Calculate the baseline probability of pressurericen pressure ulcer BNN

2. Input the baseline probability of pressure ulcethissystem dynamics model

3. The system dynamics model, calculates the protalmfi understaffing (or staff
adequacy) for year “”

4. The pressure ulcer BBN reads this value (probghifitstaff adequacy) from the
system dynamics module, and calculates a new haspitiobability of pressure
ulcer for year ‘i+1”

5. Gotostep1
Figure 7-1 depicts risk of pressure ulcer for ddfe years projected by the hybrid
model, versus the actual clinical data for relafreguency of hospital acquired
pressure ulcer. Table 7-1 shows the error of hyimdiel’s predictions for risk of

pressure ulcer, compared to the actual data.
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Figure 7-1.Risk of hospital acquired pressure ulegbrid model predictions for each year versusalct

data

Year Baseline Risk of Pressure Ulcer Hybrid Model :Risk of Pressure Ulcer |Data: Actual Risk of Pressure Ulcer Error
2003 0.0024 (from BBN) 0.0022 0.00181 18%.
2004 0.0025 0.0021 0.00202 4%
2005 0.0025 0.0023 0.00234 2%
2006, 0.0025 0.0022 0.00227 3%
2007, 0.0025 0.0022 0.00244 11%.
2008| 0.0025 0.0022 0.00282 28%
2009 0.0025 0.0022 0.00266 21%
2010 0.0025 0.0022 0.00144 35%
2011 0.0025 0.0022 0.00165 25%

|Ave rage Error

15%|

Table 7-1.Hybrid models’ error in predicting thepability of pressure ulcer for each year

Note that the baseline risk of pressure ulcer, nesnhe same from 2004-2011. This is
due to the fact that the input from system dynamadel to pressure ulcer BBN, the
probability of understaffing (i.e. probability ofa$f adequacy), remains the same at 0.1.

This is expected, because the particular institutiat we have gathered our clinical data
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from is financially well and the pressure to clds®ncial gap is very low throughout

these years.

7.1.2 Hybrid Model Performance; Risk of Line Infection

For the hybrid model, consisting of the system dyica module and line infection BBN,

we will follow the same steps as section 7.1.1.

Step 1: Calibrate the model based on data avail&neears 2002-2006

Nine parametersg,...,p, ), that determine the shape gbrbesure functions have been

calculated the way that best fit experts’ inputloese pressures (section 6.2.1).

Based on data for 2002-2006, we calibrate/optinthese values, so that the error (i.e.
error between model’'s prediction on risk of pressuicer and the actual relative

frequency of hospital acquired pressure ulcer abthfrom clinical data, for each year).

Doing so, the following values are obtainedfqr.., p,

p, =0.094
p, =76.30
p, =0.049
p, =2.00

ps = 0.580
Ps = 0.960
p, =0.107
P, =1.770
P, =26.70

The payoff function érror? ) from this optimization is8E-5.
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Step 2: Use the model to predict the risk of limfection for other years

In the hybrid model, baseline risk of pressure miseprovided by line infection BBN
model. However, the system dynamic model and the ilnfection BBN, share a same
node; Understaffing probability (or as is called timee BBN, probability of staff
adequacy). So the following steps are taken inhgfiid model, for calculating the risk

of line infection for each year:

1. Calculate the baseline probability of line infeativom line infection BNN

2. Input the baseline probability of line infectionttee system dynamics model

3. System dynamics model, calculates the probabilityummderstaffing (or staff
adequacy) for year “”

4. Line infection BBN reads this value (probability sthff adequacy) from system
dynamics module, and calculates a new baselineapiitly of line infection for
year ‘i+1”

5. Gotostep1
Figure 7-2, depicts risk of line infection for difent years projected by the hybrid
model, versus the actual clinical data for relatikequency of line infection.
Table 7-2, shows the error of hybrid model’s pradits for risk of line infection,

compared to the actual data.
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Graph for Real Risk of Line Infection
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Figure 7-2.Risk of line infection; hybrid model gietions for each year versus actual data

Year Baseline Risk of Line Infection Hybrid Model :Risk of Line Infection Data: Actual Risk of Line Infection Error

2002 0.0302 (from BBN) 0.038 0.0498| 31%
2003 0.031] 0.0382 0.0385 1%
2004 0.031 0.0382] 0.03677 4%
2005 0.031 0.0382] 0.03195 16%
2006 0.031] 0.0288 0.02315 20%
2007 0.031] 0.0361 0.02164 40%
2008 0.031 0.0323| 0.0241] 25%
2009 0.031] 0.0271 0.02 26%

Average Error 20%)

Table 7-2.Hybrid models’ error in predicting thebability of line infection for each year
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7.1.3 Hybrid Model Performance; Risk of Line Infection and Pressure Ulcer

One can argue that since the system dynamic msdsipturing the organizational level
contributions to risk, it affects the risk of press ulcer and line infection, both at the
same time and if the model is performing correatlghould capture these effects on risk
of both of the adverse events simultaniously. ktieas 7.1.1 and 7.1.2, we evaluated the
effect of decision/policy level factors on eachtbé adverse events we have modeld
(pressure ulcer and line infection) separately.eHee will evaluate the performance of
the model where organizational factors/decisiorfecafrisk of these adverse events
simultanously. In other words we will quantify tigbrid model that consists of 3
models: pressure ulcer BBN, line infection BBN ahé system dynamics module for

organizational effect.

For the hybrid model, consisting of the system dyica module and both pressure ulcer

and line infection BBNs, we will follow the samiegs as described in section 7.1.1.

Step 1: Calibrate the model based on data avail&neears 2003-2006

Nine parametersy,...,p, ), that determine the shape abprgsure functions have been

calculated the way that best fit experts’ inputlogse pressures (section 6.2.1).

Based on data for 2003-2006, we calibrate/optintizese values, to minimize error
(difference between model prediction and actuah)dadn this case though our error term
consists of error in predication for line infectiosk plus error of prediction for pressure

ulcer risk, doing so, the following values are af¢a forp,,...,p, :
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p,=0.11
p, =67.38
p,=0.15
p,=1.22
ps =0.47
p, =0.008
p, =0.107:
p,=0.16
P, =29.3

The payoff function érror? ) from this optimization is3BE-5.

Step 2: Use the model to predict the risk of linkegtion and pressure ulcer for other

years

In the hybrid model, baseline risks of both advessents are provided by the BBN
models. Since probability of staff adequacy (i.ederstaffing probability in system
dynamics model) is shared between both BBNs andlyhm@amic model, the following

steps are taken, for calculating the risk of bathease events for each year:

1. Calculate the baseline probability of both advezsents from their respective
BBN

2. Input the baseline probability of line infectionttee system dynamics model

3. System dynamics model, calculates the probabilftyumderstaffing (or staff
adequacy) for year “i”

4. The BBNSs read this value (probability of staff gdacy) from system dynamics
module, and calculates a new baseline probabilindeerse event for year ‘i+1”

5. Gotostep1l
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Figure 7-3 and Figure 7-4, depict risks of presaucer and line infection for
different years projected by the hybrid model, usrghe actual clinical data for
relative frequency of these adverse events. Taldeshows the error of hybrid

model’s predictions for the risks of these advergents, compared to the actual

data.
Graph for Real Risk of PU
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Figure 7-3.Risk of PU; hybrid model predictions &ach year versus actual data calibrating the model
using both BBNs
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Graph for Real Risk of Line Infection
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Figure 7-4.Risk of line infection; hybrid model gretions for each year versus actual data calibgétie
model using both BBNs

Year |Hybrid:Risk of Pressure Ulcer | Actual Risk of Pressure Ulcer |Error Hybrid:Risk of Line Infection |Actual Risk of Line Infection |[Error

2003 0.0021 0.00181 13.81% 0.0271 0.0385 42%
2004 0.0026 0.00202 22.31% 0.0327 0.03677 12%
2005 0.0022 0.00234 6.36% 0.0278 0.03195 15%
2006 0.0021 0.00227 8.10% 0.027| 0.02315 14%
2007 0.0021 0.00244 16.19% 0.0269 0.02164 20%
2008 0.0028 0.00282 0.71% 0.0293 0.0241 18%
2009 0.0022| 0.00266 20.91% 0.0275 0.02 27%

|Average Error 12.63% |Average Error 21%|

Table 7-3.Hybrid models’ error in predicting thepability of line infection for each year, calikirag with

both

BBNs
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7.2 Use of the Risk Model; Hypothetical Examples

A. Patient A’s risk of line infection

Suppose patient A, is scheduled for a surgery e 2011, and will need a catheter line.
Due to his procedure though, he will have to hawe line inserted in femoral vein
(versus more desirable subclavian vein). Also asstirat the patient due to his clinical
condition and age has diminished resistance. Wiilbabes his chances of acquiring line

infection?

To answer this question and assess patient A’s afskne infection, the following

procedure will be followed using the hybrid model:

1) Estimate patient A’s baseline probability of liméaction
This is done by setting the information we havenfrpatient A, as
evidence to the model (Figure 7-5). In other woRlstient’'s Constraint: T
(with probability of 1), and Patient Resistance tbexz Diminished (with
probability of 1). Note that we can also set seftdence for any node, if

we are uncertain about the presence of a certaiitoon.
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Figure 7-5.Setting evidence in line infection BBN

2) Considering that line infection BBN and the systdgmamics module
have a common node (probability of understaffingtaff adequacy), load

this probability from system dynamic model intodlimfection BBN.

3) Update the line infection BBN with this informatida get the baseline

probability of line infection for patient A (Figurg6).

4) The baseline probability of line infection for thpstient, increases from

0.0302 to 0.0386 (28% increase).
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Figure 7-6Compiling BBN to update the probability of lineféctior

5) Input this baseline probaby of line infection, and predict patient A

probability of line infection for 2011, using thglirid model Figure 7-7).

Real Risk of Line Infection for patient A
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Figure 7-7.Predicting patieAt's probability of line infection, influenced by aagizational factol
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The model projects risk of line infection for patieA to be 0.0339 in
2011, which indicates a 12% decrease. Considerirag thospitals
operating margin for 2011 so far has been at 3.8%6, reduction is

expected since the production pressures are low amldy to invest

proactively in safety are high.

B. As another hypothetical example, assume that tlspitad at 2011 has operated
on a 3.5%, and they set a goal of increasing tha@rating margin 0.2%, each
year. The hybrid model can predict that in the rigxtyears, the baseline risk of

line infection could be reduced by 13%, from 3.0&6%2.66%. This implies over

2.7 million dollars in savings each year.

Graph for Real Risk of Line Infection
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Figure 7-8.Decline in the risk of line infectionenthe next 10 years, due to increase in operategin
by 0.2% per year
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Similarly, if hospital at 2011 has operated on %,hnd their operating margin
declines 0.2% every year, over the next 10 yedrs, aseline risk of line
infection will increase by 23%, from 3.05% to 3.7,6%hich implies an expected

over 6 million dollars in expenses

Graph for Real Risk of Line Infection

0.05

0.04

/“

0.03

dmnl

0.02

0.01

1 2 3 4 5 6 7 8 9 10

Time (Year)
Real Risk of Line Infection : Line infection Impartce measur

Figure 7-9.Increase in the risk of line infectioreothe next 10 years, due to decrease in operatargin
by 0.2% per year

227



7.3 Uncertainty Analysis

7.3.1 Uncertainty Analysis; Hybrid Model for Risk of Pressure Ulce

As a measure of goodness of an estimate, to examoweclosely the estimated values
relate to reality and as a basis for decision nakwe can perform a set of uncertainty
analyses (Modarres, 2006). These uncertainty agmlyshow the impacts of analyst’'s
assumptions, variability in the parameters, impdaiata incompleteness, and the effect
of expert opinion. These uncertainties are reptesely probability distributions which

are then propagated through the entire risk md@iwiith, 2011).

When estimating the parameters of the Bayesian atkevand the system dynamics
module, throughout chapter 4 of this dissertative,have represented the uncertainties
with the appropriate probability distributions. Idiscussing the hybrid model’s
performance in previous section, 7.1, we have utexl mean values of those
distributions. In this section, we will study th&eets of parameter uncertainties using
their respective probability distributions, on thgbrid model as a whole. Many uni-
variate or multi-variate uncertainty analyses cdmtdperformed to propagate parameter
uncertainty over the hybrid model. Below are twaraples of these uncertainty analyses

runs.
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a) Uni-variate: baseline risk of pressure ulcer uraiaty; Uniform (0.001,0.003)

SensitivityPU
50%  75%0 95% [ 1009
Real Risk of PU

0.0029

oo —

0.0019 ¥
0.0014 l
0 2.5 5 7.5 10

Time (Year)

Figure 7-10.Confidence bounds for model predictiomsisk of pressure ulcer as a result of
uncertainty over baseline risk of pressure ulcer

Graph for Risk of PU from Data
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Figure 7-11.Risk of pressure ulcer from clinicalada

b) Multi-variate: probability of prolonged LOS and ;ohnal (0.045,0.38) and

baseline risk of pressure ulcer uncertainty; Umif¢0.001,0.003)
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Figure 7-12.Confidence bounds for model predictiomsisk of pressure ulcer as a result of uncesgtain
over baseline risk of pressure ulcer and uncest@iner the probability of prolonged LOS

7.3.2 Uncertainty Analysis; hybrid Model for Risk of Line Infection

Similar to the case of hybrid model for risk of ggare ulcer, many uni-variate or multi-
variate uncertainty analyses could be performegrdpagate parameter uncertainty over

the hybrid model. Below are two examples of thaseertainty analyses runs.

a) Uni-variate: baseline risk of line infection un@enty; Weibull distribution

(2 =3.221, 8= 0.0312
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Figure 7-13.Confidence bounds for model predictiomsisk of line infection as a result of uncertgin
over baseline risk of line infection
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Figure 7-14.Risk of line infection from clinical @a
a) Multi-variate: probability of prolonged LOS and ;ohnal (0.045,0.38) and

baseline risk of pressure ulcer uncertainty; Weibudistribution

(o =3.22068 = 0.0311¢

231



sensttivity los-baseline

optim 5
75% 0 959 1009

50%

Real Risk of Line Infection
0.0758

0.0578

0.0399

0.0219

0.0040
0 2.5 5 7.5 10

Time (Year)

Figure 7-15.Confidence bounds for model predictiomsisk of line infection as a result of uncertgin
over baseline risk of pressure ulcer and uncest@inér the probability of prolonged LOS
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7.3.3 Uncertainty Analysis; hybrid Model for Risk of Line Infection and Pressure Ulcer
Combined

Similar to what we discussed in sections 7.3.1 @82, many uni-variate or multi-
variate uncertainty analyses could be performegrdpagate parameter uncertainty over
the hybrid model that consists of the dynamic made two BBNs for pressure ulcer

and line infection risks. Below is an exampletwde uncertainty analyses runs.

a) Uni-variate: baseline risk of line infection uneenty; Weibull distribution

(a=3.22064 = 0.0311¢

Optim total
Current
50%  75% 00 95% [ 1000
Real Risk of Line Infection

0.0670

0.0521

0.0224

0.0076
0 2.5 5 7.5 10

Time (Year)

Figure 7-16.Confidence bounds for model predictiomsisk of line infection as a result of uncertgin
over baseline risk of line infection; the casetef hybrid model with both line infection and prassulcer
BBNs
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7.4 Importance Measures

An important step in any risk analysis activitytisidentify the elements of the system
that have the most contribution to system risk. Tdmmon metrics used in identifying
such contributions is the importance ranking. Ideation of major risk contributors
using importance measures can give direction to management activities, and guide
allocating resources into areas which will have liighest impact on the system’s risk
reduction (Modarres, 2006). Birnbaum, Fussel-Ved#ly), Risk Reduction Worth
(RRW), and Risk Achievement Worth (RAW) are amongmmonly used risk

importance measures.

7.4.1 Risk Reduction Worth

The Risk Reduction Worth (RRW) importance, measutemnge in risk of the system,
when a risk element is perfect; i.e. a componefatisire probability is assumed to be
zero. In other words it measures how much systeiskscould be improved if one event
could be fixed, and shows, theoretically, what e tlimit of the performance

improvement of the system (Modarres, 2006).

R
IM grw =
RRW R(E)ZO)
Where R is the total system risk, &R =0) , is systesk when risk element “i” is

made perfect. For instance, some of the risk elésneanthe case of this study could be

decisions made at the organizational level to eddfi@ancial deficiencies in the form of
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“Pressure to Optimize LOS"K ), “Pressure to Cut @genal Costs” B, ) and

“Willingness/Ability to Invest in Proactive Safetgyterventions” @& ).

Since the hybrid model, has a dynamic element buoilh it (the system dynamics
module), which captures how decisions and polithies contribute to the risk of specific
adverse events evolve over time, using risk impadameasures we can also project

how the importance of these decisions in systekn m&y evolve and change over time.

7.4.2 Dependencies in Risk Importance Measure’s Quantification

Due to the fact that the modules in the hybrid méthogy; the system dynamic module
and the Bayesian network, may share one or moresn@ice. Staff Adequacy in the
model we have developed here), can cause deperdeiia eliminate this dependency,

the following procedure needs to be followed.

1. Find the risk of specific adverse event (i.e. Ringsthe hybrid model for a
specific year.

2. If the event of the interest (risk elemenf), istie Bayesian belief network,
assume perfect condition fgr ; propagate the Bages@twork one time and
store the intermediate probability of adverse everiie used by the second layer
of the hybrid model (i.e. the system dynamics meyuWwhile still assuming
perfect condition forP in the system dynamics modaled quantify the hybrid
model, which will project how system risk will eval over time assuming perfect

condition for risk elemenP
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3. If the event of the interest (risk elemen®), is mothe Bayesian belief network,
find R(P=0), by quantifying the hybrid model again
4. The risk reduction worth measure of the event a@érgst is obtained from:

_R
R(P=0)

5. Assuming decisiorR =0 is taken, which means :
a. B =0 relaxing pressure to optimize LOS
b. P,=0 relaxing pressure to cut operational costs
c. RB,=0 relaxing safety investment constraints

This procedure is inspired by the procedure War7{2 has proposed for calculating

importance measures in static models, consistigShds, FTs and BBNs.

7.4.3 Example; Importance Measure for Pressure to Optimize LOSn the Risk of Line
Infection

To obtain importance measure for pressure to opdniOS, for example, we need to
calculate the risk of line infection for each yeahen the pressure to optimize LOS is at
minimum 0. We also need to calculate risk of liméection for each year without
interfering with model variables, which we have édand the results are reflected in
Table 7-2. We do this for pressure to cut operationst and willingness/ability to invest
proactively in safety. Table 7-4 shows the impareanmeasure for these

factors/pressures, for each year of analysis.
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Year Hybrid Model :Risk of Line Infection Risk of Line Infection; pressure to optimize LOS=0 Importance Measure
2002 0.037 0.0382 0.968586387|
2003 0.0372 0.0385 0.966233766)
2004 0.0275 0.0384 0.716145833|
2005 0.0275 0.0384 0.716145833|
2006 0.0343 0.029 1.182758621f
2007 0.0295 0.0364 0.81043956
2008 0.0265 0.0289 0.916955017]
2009 0.0264] 0.0272| 0.970588235|
Average importance over 9 year period 0.905981657
Year Hybrid Model :Risk of Line Infection Risk of Line Infection; pressure to cut operational costs=0 |Importance Measure
2002 0.037 0.0367| 1.008174387}
2003 0.0372 0.0368| 1.010869565
2004 0.0275 0.0369 0.745257453]
2005 0.0275 0.0369 0.745257453]
2006 0.0343 0.0267| 1.284644195
2007 0.0295 0.0337| 0.87537092
2008 0.0265 0.0291] 0.910652921]
2009 0.0264] 0.0271] 0.974169742|
Average importance over 9 year period 0.944299579
Year Hybrid Model :Risk of Line Infection Risk of Line Infection;Willingness to invest in safety=1 Importance Measure
2002 0.037 0.0284 1.302816901
2003 0.0372 0.0283 1.314487633
2004 0.0275 0.0274 1.003649635
2005 0.0275 0.0271] 1.014760148}
2006 0.0343 0.0271] 1.265682657
2007 0.0295 0.0281] 1.049822064]
2008 0.0265 0.0284 0.933098592]
2009 0.0264] 0.0271] 0.974169742|
Average importance over 9 year period 1.107310921]

Table 7-4.Importance measures of pressure funciiotie model for years 2002-2009

We can compare the importance of these pressuegdyeyear, or we can alternatively
compare their average importance over the cours® y#ars. The results indicate that
investment in proactive safety interventions isri@st important decision factor in terms

of influencing risk. Operational budget is the satonost important influencing factor in

risk, and optimizing LOS comes third.
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1.6 Importance Measures
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Figure 7-17.Importance measures of model’s pressure functiwes time

Figure 7-17depicts the importance of each of these pressmctifuns over time

238



7.5 Model Requirements for Application

The evaluation and the validation of the individumbdules (BBNs and the system

dynamic module) and the hybrid model, show that nhedels developed here have

potential to be used as a predictive model forgesimaking purposes, and to capture

the major dynamics of healthcare organizations lthat an effect on the risk of adverse

events. We have demonstrated this with limited dadh was available to us. To further

strengthen confidence in the accuracy and preéighiower of the model, additional

rigorous validation with additional data is reqdiré&his involves;

More expert opinion, from a diverse set of hospjtain the soft factors in the
model

More adverse event data from a variety of hospital$ough finding clean
reliable clinical data, as we have tried to collentd use in the models in this
study, could be challenging to say the least

Meticulous modeling of the cost and reimbursemémnicture. The data we had
available on financial records, consisted of opegamargins and total revenue
and cost for a few years. Detailed modeling of @t reimbursement structure
will not only increase the accuracy but also mdiermodel a dynamic model in
its true sense.

Modeling more adverse events (in addition to the BBNs we have developed

so far for line infection and pressure ulcer)

In the models we have developed in this study, statters are hospital-specific factors.

For instance hospitals may respond to revenue gigpeshtly. In our interviews with the
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experts, they revealed that while hospitals do taleor a combination of three decisions
we have modeled here (optimizing LOS, reducing ajp@mal costs, and level of
investment in safety) to address revenue problémisthe order and intensity in which

they implement these decisions may differ from htaspo hospital.

Perhaps, collecting expert opinion from differeategjories of hospitals and modeling the
pressure functions for that specific hospital catggwill customize the model for a

specific hospital category, and hence make fortiebdecision making tool.
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8 Summary and Conclusion

In this study, we have proposed a hybrid modelieghmdology, capable of modeling the
risk of hospital acquired adverse events, moreistéally. This hybrid modeling
environment, consists of Bayesian belief networksl &ystem dynamics modeling
formalism. The Bayesian belief networks are useddpture patient level, and patient
provider level factors that may affect the riskaotertain adverse event. On the other
hand, using system dynamics formalism, we can captsk contributors at the level of
organization, including production pressures, pressto reduce operational costs;
pressures to optimize (minimize) length of stay aressures that impose limitations on
what healthcare organizations can spend on preadiafety interventions. These
pressures are mainly imposed upon the system,naydial constraints. On the other
hand external agencies and third party payers {esgrance companies) increase this

pressure by penalizing the hospital for the occwoeeof adverse events.

Employing this methodology, we have developed aadyio model for system level risk
factors, and two Bayesian network models for twecsjr adverse events; pressure ulcer,

and line infection.

These models have been developed using the faswif®und in a thorough literature
search (believed/proven to be influencing risk destboth at the hospital level model
(SD), and specific adverse event models (BBNs)Y,epert opinion. A Panel consisting
of 17 experts from a number of healthcare orgalmaat with years of clinical and
patient safety experience, was interviewed in perédo multiple sessions (resulting in

over 120 hours of interview) in the process of dgpieg and validating these models.
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We also used 8 years clinical data from one of Bi@'¢ teaching hospitals, to validate

the models, both the BBN level, and the hybrid nhode

This new approach provides a more realistic viewd a&aptures the dynamics of
risk/safety as a function of policy and organizasibdecisions. The methodology could
be used as a tool to predict the unintended coesegs of internal and external
decisions and policies on safety, and as a todhvestigate the impacts of policy
modifications and to optimize decision making.sltalso conceivable to use at the level
of individual healthcare organization as well ageexal agencies (e.g. Federal and

private insurers).

8.1 Challenges

Aside from the usual administrative challengesrmaraging interviews with the domain
experts, who typically have extremely busy schegjulgerhaps the most important
challenge is obtaining reliable and relevant daia developing and validating the
models. In validating the models, we have triedige clinical data as much as possible
and elicited experts’ opinion, where data was uilavi@ or unreliable. Not all the factors
we have in the model are actually observed andrdedoin hospitals (e.g. staff

adequacy). As our clinical experts put it, healtbadata is quite “messy’.

Especially in the case of the dynamic module, Wweahave used soft factors to represent
system level pressures (e.g. pressure to optim@®)L.we had to solely rely on experts’
assessment. We have made effort to calibrate tbpsgons with the data that was

available to us.
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8.2 Contributions

The contributions of this research could be sunwadrias follows in two

categories; A) Risk modeling methodology and B) &&dmodel development

A. Risk modeling methodology

(0]

o

Selection and integration of suitable methods foodeating risk in
healthcare

Hybrid SD/BBN

Development of uncertainty/sensitivity analysisqadure for the hybrid
methodology

Development of RIM for the hybrid methodology

B. Causal model development

o

o

(0]

Development of dynamic model for organizationakledecisions/factors
Development of BBN causal models for 2 common aglvevents
Collection and analysis of data and expert opifi@mmodel construction
and parameter estimation

Introduction of new parameters to address cause effett relations
among tangible and intangible phenomena

Use of Bayesian methods for inference with expention

Use of Bayesian model uncertainty treatment metiooohmprove model

calibration and address data gaps
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8.3 Future Work

The next logical step for this study would be eadihg and validating the model with

more data.

e Data for more number of years

¢ Clinical data and expert opinion from more expartd variety of hospitals

We have used a 9 years of clinical data to evalirgg@erformance of the model. We
have calibrated 9 parameters (for pressure furgtion these models using these
data. One can question the confidence level onddlibration, where 9 degrees of
freedom are determined with only 9 years’ worttdafa. Also, all of the experts that
participated in this study and provided their opimon various aspects of the models,
are clinicians and healthcare professionals trepeacticing in some the world’s best
hospitals. We need to incorporate expert opiniod also clinical data from other

hospitals that do not necessarily fall into thisegary.

Another aspect of this model that could be improiethat some of nodes in the
model need to be modeled in more detail. More $ipatty for operating margin, that
is basically the driving engine of the hybrid mgdeé have only used the estimates
available to us for operating margins and totalt @ed reimbursement for a few
years. More comprehensive modeling of the cost @mahbursement structure is

definitely needed for more accurate results.
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Appendix A. Model Validation Interview Guide, Pressure Ulcer BBN

Purpose:

A. Introducing experts to the concept of Bayesian ebetietworks, the
structure and the concept of conditional probabésit

B. Introducing the preliminary BBN model for risk ofgssure ulcer

C. Eliciting expert’'s opinion about the factors andatens in the model,
addition or deletion of the factors if necessargdmhon experts judgment

D. Eliciting expert’s quantitative assessment on sofrtee parameters of the
model

E. Qualitative validation of the model by experts

v" Appendices A through D contain the interview guitlest we have used to elicit
expert opinion in the process of developing anchtjfyéng BBNs and the system
dynamics model. Each interview guide was designed ased for different
purposes that are explained accordingly at thenbégy of the forms. These
guides were used at different stages of model dpwednt and quantification.
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Modeling baseline risk of specific adverse events:
Pressure Ulcer — Model Validation
Interview Guide for First Round
Bayesian Belief Networks (BBNs): A brief introducton

Bayesian Belief Networks are a specific form ofuehce diagrams. BBNs are graphi
models of causal relations among a set of variallastors), where variables &
represented as nodes of the graph and the intemdotitween the variables (causi) as
arcs (directed edges) between the nodes. Any pain@nnected nodes of such a gr:
indicates independence between the variables mmexs by nodes. Hence, BBNs,
probabilistic networks in general, capture a setdependence and independe
properties associated with the variables represemyeabdes in the network. To spec
the strengths of these dependence relations, weamgktional probabilities

In short, BBN is a directed acyclic graph that esgnts causality relationships betn
variables and consists ¢

xX)—

A set of variables

A set of directed arcs linking pairs of nodes; emfeom X to Y means that X has a dir
influence on Y (we call X the parent node and Y ¢héd node

Each node has a conditional probability tablet quantifies the effects of the parents
the child node

Probability of Fever Probability of Spots
0.005
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[ No 0.5 [ No 0.995

2
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Background

What is your position or role in .............ccooeeveiiieann .. (Yowrganization)? Please
describe your daily work and/or responsibilitiesaur current role.

How long have you worked in the .......cooooiiiiinn. (Your unit)?

What is your professional/educational background?

Model 1-Pressure Ulcer

As you know, every hospitalized patient is venexalbh a certain level of risk
experiencing pressure ulcer. Factors that influehiserisk can be categorized into:

Patient level factors (relating to patient’s coralis)
Physician-Patient level factors (relating to theatment of the patient)

From your perspective what are the most importantofs that influence the risk of
experiencing pressure ulcer, while a patient isthe hospital? Based on the brief
introduction provided on influence diagrams coulolyplease sketch a diagram that
shows these important factors and how they impaetrisk of experiencing pressure
ulcer?

Response to Base Model

Take a look at this diagram. Based on the influetiegram you provided, let’s fill in
parts that you mentioned, but that are missing filesimodel. Also, | see a few events in
this diagram that you didn’t mention.

[Interviewer will iteratively work with the interewee/subject to incorporate or exclude
specific variables from the base model]
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Frequency of move

Attributes:

CompletenessfFrom your perspective, to what extent does this eharhpture al
important and relevant phenomena for the particoteblem the we are studying? On
scale from 0 to 100, 0 would correspond to a mduk does not include some import
and relevant details, whereas 100 would correspgoral model that includes all dete
that you consider important. What number would gesigi?

Accuracy:From your perspective, how accurately or realiiifcdoes the model depir
important factors that influence risk of experiempressure ulcer? On a scale from
100, O would correspond to a model that is unrgali®veridealized or naccurate,
whereas 100 would correspond to a model that issteaand accurate. What numtk
would you assign?

Ease of understandindgirom your perspective, how easy is it to understtwedoveral
logic of the model. On a scale from 0 to 100, O ldoccrrespond to a model that
difficult to follow, even with extensive explanatipand a 100 would correspond tc
model that is readily understandable. What numbmridvyou assigr

Perceived predictive validit From your perspective, if you were to uhis model, how
well could you predict the risk of pressure ulce@©h a scale from 0 to 100, 0 wot
correspond to a model that does not help at ah wiedicting effects, and a 100 wot
correspond to a model that predicts the effecty weell. What nimber would you
assign?
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Final Comments

Do you have any other comments that you want toePdkeel free to elaborate on
anything that we have already discussed.
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Appendix B. Model Validation Interview Guide, line I nfection BBN

Purpose:

A. Introducing experts to the concept of Bayesiandbeletworks, the structure and
the concept of conditional probabilities

B. Introducing the preliminary BBN model for risk afé infection

C. Eliciting expert’s opinion about the factors anthtens in the model, addition or
deletion of the factors if necessary based on ¢xpaigment

D. Eliciting expert’'s quantitative assessment on sofitbe parameters of the model

E. Qualitative validation of the model by experts
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Modeling baselinerisk of specific adverse events:
Line Infection — Model Validation
Interview Guide for First Round
Bayesian Belief Networks (BBNs): A brief introducton

Bayesian Belief Networks are a specific form ofuehce diagrams. BBNs are graphi
models of causal relations among a set of variaflastors), where variables &
represented asodesof the graph and the interaction between the vheasafrausalit) as
arcs (directed edged)etween the nodes. Any pair of unconnected nodssiaf a grap
indicates independence between the variables mmexs by nodes. Hence, BBNSs,
probabilistic networks in general, capture a setdependence and independe
properties associated with the variables represemyeabdes in the network. To spec
the strengths of these dependence relations, wconditional probabilitie.

In short, BBN is a directed acyclic graph that esgnts causality relationships betn
variables and consists ¢

x)—

A set of variables

A set of directed arcs linking pairs of nodes; emfeom X to Y means that X has a dir
influence on Y (we call X the parent node and Y ¢héd node

Each node has a conditional probability tathat quantifies the effects of the parents
the child node

Probability of Fever Probability of Spots
[ Yes 0.05 l Yes 0.005

[N 095 [

Spots | Fever | Probability of Measles
Yes 999

No Yes 0.9
No No 0.001
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Background

What is your position or role in ............cccoveeveieinenn .. (Yowrganization)? Please
describe your daily work and/or responsibilitiesaur current role.

How long have you worked inthe ...................oooo e, (Youmit)?
What is your professional/educational background?

Model 2-line infection

As you know, every hospitalized patient is venexabh a certain level of risk
experiencing line infection. Factors that influemices risk can be categorized into:

Patient level factors (relating to patient’s coruhi)
Physician-Patient level factors (relating to theatment of the patient)

From your perspective what are the most importantofs that influence the risk of
experiencing line infection, while a patient is the hospital? Based on the brief
introduction provided on influence diagrams coulolyplease sketch a diagram that
shows these important factors and how they imphet risk of experiencing line

infection?

Response to Base Model

Take a look at this diagram. Based on the influetiegram you provided, let’s fill in
parts that you mentioned, but that are missing filesimodel. Also, | see a few events in
this diagram that you didn’t mention.

[Interviewer will iteratively work with the intergivee/subject to incorporate or exclude
specific variables from the base model]
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Attributes:

Completeness: From your perspective, to what extlds this model capture all

important and relevant phenomena for the partiqoablem that we are studying? On a
scale from 0 to 100, O would correspond to a mtusl does not include some important
and relevant details, whereas 100 would corresporad model that includes all details
that you consider important. What number would gesign?

Accuracy:From your perspective, how accurately or reabdiycdoes the model depict
important factors that influence risk of experiemcpressure ulcer? On a scale from 0 to
100, 0 would correspond to a model that is unreali®ver-idealized or inaccurate,
whereas 100 would correspond to a model that isstieaand accurate. What number
would you assign?

Ease of understandindzrom your perspective, how easy is it to understizue overall
logic of the model. On a scale from 0 to 100, O Moeorrespond to a model that is
difficult to follow, even with extensive explanatipand a 100 would correspond to a
model that is readily understandable. What numhmravyou assign?

Perceived predictive validityfcrom your perspective, if you were to use this elodow
well could you predict the risk of pressure ulce&h a scale from 0 to 100, O would
correspond to a model that does not help at all wredicting effects, and a 100 would
correspond to a model that predicts the effecty weell. What number would you
assign?

Final Comments

Do you have any other comments that you want toePdkeel free to elaborate on
anything that we have already discussed.
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Appendix C. Model Validation I nterview Guide, System Dynamics Mode;
Round 1&2

Purpose:

A. Introducing experts to the concept of dynamics rtinggthe structure
and the concept of building blocks of system dyrtami

B. Introducing the hypothesis and the preliminary S&ei for capturing
organizational level contributors to the risk ofarse events

C. Eliciting expert’s opinion about the factors anthtiens in the model,
addition or deletion of the factors if necessarydubon experts judgment

D. Eliciting expert’'s assessment on the shape andsfoifithe soft factors in
the model (i.e. pressure functions)

E. Qualitative validation of the model by experts
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Modeling dynamic aspects of adverse events risk:
Model Validation

I nterview Guide-Round 1&2

Background

What is your position or role in .............ccooeveieieann .. (Yowrganization)? Please
describe your daily work and/or responsibilities/aur current role.

How long have you worked inthe ...................ooo e, (Youmit)?
What is your professional/educational background?

System Dynamics-A brief introduction

SD is an approach to modeling systems and howdhagge overtime. It is a simulation
based, differential equation modeling tool thaised when:

Formal model is complex
Analytical solution is impossible or very difficuld obtain

It has been used in variety of problems such agocate strategy, dynamics of diabetes,
cold war arm race, HIV combat with human immundeys.

The building blocks of a SD model:

Birth Rate Deat Rate

Stocks: accumulation of a measureable entity

People, parts, money or intangibles such as hagpif®rd,99)
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Characterize the state of the system
Generate information for decision making
Flows: Physical or conceptual entities that eotexit system

Feedback Loops

+

+
Egos @ Chick . @
99 ickens Chickens. Road Crossings

+

/\ /—\
Eggs @ Chickens @ Road Crossings
\_/ \/

Model 3-SD
Response to Integrated Model —System Dynamics Model

Please take a look at this diagram. This modelucaptthe overall responses/decisions to
revenue gap in US hospitals and their effect ok ofs experiencing specific adverse
events. It also captures the feedback effect & tisk on the same revenue gap that
triggered this process. | will ask you to gradertimel along several dimensions.
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Attributes:

CompletenessfFrom your perspective, to what extent does this ehadhpture all
important and relevant phenomena for the partigodablem that we are studying? On a
scale from 0 to 100, O would correspond to a mtusl does not include some important
and relevant details, whereas 100 would corresporad model that includes all details
that you consider important. What number would gesign?

Accuracy:From your perspective, how accurately or realifificdoes the model depict

important feedback effects, and causal chainsitiflaence risk of experiencing adverse
events? On a scale from 0 to 100, 0 would correspom model that is unrealistic, over-
idealized or inaccurate, whereas 100 would cormedgo a model that is realistic and
accurate. What number would you assign?

Ease of understandindgirom your perspective, how easy is it to understaedoverall
logic of the model. On a scale from 0 to 100, O Moeorrespond to a model that is
difficult to follow, even with extensive explanatipand a 100 would correspond to a
model that is readily understandable. What numhmravyou assign?

Perceived predictive validityerom your perspective, if you were to use this rhodew
well could you predict the change in the risk cd@fic adverse events as a function of the
organizational factors/decisions that influenc& 0§ AEs? On a scale from 0 to 100, O
would correspond to a model that does not heldl avith predicting effects, and a 100
would correspond to a model that predicts the effeery well. What number would you
assign?

Final Comments

Do you have any other comments that you want toedkeel free to elaborate on
anything that we have already discussed.
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Appendix D. Model Validation I nterview Guide, System Dynamics Model;
Round 3

Purpose:

A. Eliciting expert’'s quantitative assessment on sofrtbe parameters of the

system dynamics model
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Modeling dynamic aspects of adverse events risk:
Model Validation
Interview Guide-Round 3

You have previously expressed your opinion aboaitithy the revenue gap creates the
pressure to close this gap throughout the orgaaizaand how this pressure manifests
itself in the forms of “Pressure to Optimize LOSPressure to Reduce Operational
Costs” and” Willingness to Invest in Proactive $af@vestments”. Considering the
model above, please answer the following questions.

As was discussed in other rounds of interview pitessure to optimize LOS, may affect
risk of adverse events in two ways, first, it magrease the probability of experiencing
an adverse events, because some patient’'s LOS enay Ishort to meet all his/her

needs. Second, it may reduce the probability ofesadverse events because it simply
reduces the exposure and if the pressure to o@ibh@s is too small, some patients may
stay in the hospital longer than they really nerd lae exposed to certain adverse events.

To your experience at what level (range) of pressoiioptimize LOS, we might start to
see the effect of this pressure on risk, becawespréssure is too high that some patients
may be discharged a bit prematurely?

[NoPressure=0 | 0-01 [ 0102 [ 0.2:03 | 03-04 | 0405 [ 0.50.6 | 0.60.7 | 0.7-0.8 | 0809 | 091 |MaxPressure=1 |

To your experience at what level (range) of pressoiioptimize LOS, we might start to
see the effect of this pressure on risk, becawseprdssure is too lothhat some patients
may stay longer than they really need to which magease their risk of being exposed
to and experiencing certain adverse events?

NoPressure=0 | 001 | 0.1-0.2 [ 0.2-03 [ 0304 [ 04-05 | 0506 | 06:0.7 | 0.70.8 | 0.8:09 | 0.91 [MaxPressure=1 |
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2- The pressure to reduce operational costs, maytaisicof adverse events due
understaffing.

To your experience at what level (range) of pressoreduce operational costs are g
enough such that some patients may experiencevansadevent because the unit is
sufficiently staffed (either due to lower numbefstaff, or lower qualit of staff?)

*You may use an arrow to indicate a precise poirtiele one of the ranges above
indicate a broader range estim

[NoPressure=0 [ 001 [ 01-0.2 [ 02-03 [ 0304 [ 0405 [ 0506 | 0607 | 0.708 | 0809 [ 0.9-1 [MaxPressure=1 |

The idea is that the impact of lower staffing nunsbend/or less experienced staff n
depend on the complexity the case mix. With this assumption in mind, suppes
take the average of the complexity scores acréssus in the hospital and all inpatie
days. Please indicate in the table below, wher@tbassure to reduce operatio
costs/staffing begins tafluence the probability of an adverse event &mation of the
complexity of the patient populatic
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=10

Highest Complexity

=0

[o1[ 122334 45|56 67| 78] 80 [oi10]

Lowest Complexity

| 0-0.1 Jo.1-0.2] 0.2-0.3]0.3-0.40.4-0.5] 0.5-0.6]0.6-0.7] 0.7-0.8] 0.8-0.9] 0.9-1 |

Lowest Pressure =0 HighestPressure=1

Assume that the pressure to reduce the revenuevijapffect the level o
willingness/ability to invest in proactive safetywestments. The wce the financia
situation gets, the less investments are madeétygarograms. Assume that the m
we spend on safety the less the chances of expergeadverse events will be. If t
willingness to invest in safety is a scale betw@-1 (0 meanig no ability/willingness tc
invest in safety, and 1 meaning highest level dftghvillingness to invest in proactiv
safety interventions);

Based on your experience at what level (rangefisfwillingness do we start
see changes in the risk ofverse event?

*You may use an arrow to indicate a precise poirtiele one of the ranges above
indicate a broader range estim

|NOPressure=0 0-0.1 | 0.1-0.2 [ 02-03 | 0304 | 04-05 | 0.5-0.6 [ 0.60.7 | 0.7-08 | 0.8-0.9 | 0.9-1 [MaxPressure=1 |

Based on your experience, what is the magnituddange in the risk of adverse eve
when there is an increase ecrease in investment in elective/proactive sgiedgrams’
Use the table below to indicate the relationshifgveen changes in investments
magnitude of effect on risk of adverse eve
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