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The use of heating, ventilation, air conditioning, and refrigeration (HVACR)

systems is always increasing. Reducing energy consumption has become necessary

in modern times for environmental, economic and legislative reasons. Thus, there

is ongoing research to improve the performance and reduce the negative environ-

mental impact of these systems. HVACR systems are normally sized for peak load

conditions. As a result, these systems operate under off-peak conditions most of

the time by on-off cycling. The efficiency of the system during cycling is lower than

continuous operation due to transient losses caused by refrigerant migration and

redistribution. This motivates a detailed understanding of the dynamics of vapor

compression systems (VCS) for their improved design and performance.

The dissertation contributes towards reducing energy consumption from HVACR

by exploring both sides: improving the performance of current systems and devel-

oping highly energy efficient personal conditioning systems (PCS) which reduce the

load of HVACR systems altogether. PCS reduce the energy consumption of building



HVACR by up to 30%. Multi-physics modeling including thermo-fluid, electricity

and mechanical domains is conducted to compare performance of four PCS employ-

ing different thermal storage options. The dissertation then focuses on vapor com-

pression system based version of PCS called Roving Comforter, operating cyclically

between its cooling and recharge mode. Exhaustive study of design space including

optimization of thermal storage, operation with a natural refrigerant and alternate

recharge modes is conducted to improve its overall coefficient of performance.

The dissertation then presents comprehensive dynamic validated modeling of

air-conditioning systems operating in cyclic operations to characterize cyclic losses.

Parametric study with different operating conditions is carried out to provide guide-

lines for reduction of these cyclic losses. Secondly, a physically based model of the

test setup for quantifying the cyclic losses of HVACR systems is developed and used

to understand its influence on the cyclic losses. A new term called Thermal Iner-

tia Factor is defined to enable more uniform rating of equipment from various test

centers and help selection of actual energy efficient HVACR.
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Chapter 1: Introduction

Human beings are sophisticated creatures and have been modifying their sur-

roundings to make their existence more comfortable. With development of languages

and written communication, it has become possible to connect with generations from

the past and use their knowledge and wisdom. Human creativity over the years has

enabled the use of discoveries like fire from basic uses like cooking and protection,

to several modern ones like automobile combustion and fireworks. With the amount

of natural resources being limited and the human population ever increasing, it is

prudent to adapt a sustainable lifestyle. This requires reduction of our dependence

on natural resources.

1.1 Motivation

With the goal of promoting sustainability, this thesis looks at the generic

question of “What are more efficient ways of using energy?” from the point of view

of space heating and cooling in buildings.

Heating, ventilating and air conditioning (HVAC) systems consume 14% of US

primary energy consumption [1]. Since this is a sizable portion of the total energy

consumption, there are many ongoing efforts to achieve improved building heating
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and cooling efficiency. Over 15 billion dollars are spent on energy for residential

air-conditioning alone each year, and air-conditioning remains the largest source of

peak electrical demand [2]. Reduction of energy consumption and refrigerant charge

in HVAC systems is becoming increasingly important for environmental, legislative

and economic reasons.

Current approaches can generally be categorized as novel configurations of

HVAC components, improved designs of components and more strategic use of ex-

isting system through different control and optimization strategies [3]. Technolo-

gies being developed to reduce energy consumption in building HVAC include, but

are not limited to thermoelectric systems [4, 5], shifting peak demand with phase

change materials [6–8], variable refrigerant flow systems [9], use of new refrigerant

mixtures [10], ground-source heat pump systems [11, 12], desiccant cooling [13, 14],

ejector systems, use of thermally activated building systems [15], novel heat ex-

changers [16], controllers based on optimization of energy consumption [17], and

energy efficient design of building envelope [18–20].

However, even though these new approaches for enhanced HVAC performance

tend to save operational costs, capital investment is greater compared to con-

ventional air conditioning systems [21–23]. Furthermore, most of them require

retrofitting, which is not cost-effective because of much longer service life of the

building components (e.g, residential HVAC systems are designed for 10 to 25

years) [24]. The average life span of residential buildings is about 30 to 40 years [25],

during which building owners are not motivated to invest on retrofitting due to

longer payback periods (typically greater than 5 years [26]). By retrofitting existing

2



roof-top units with advanced controls, Wang et al. (2015) [27] observed average 57%

energy consumption savings. Thus, there is a great scope in saving building energy

consumption and it is essential to develop technologies that can be implemented in

existing buildings in a cost-effective manner.

Secondly, much of building HVAC energy consumption goes into maintaining

narrow indoor temperature ranges that building operators consider necessary for

comfort, however, this is not actually true [28]. Current practice persists because

there is a substantial reluctance in the building and real estate industry to try new

measures for indoor comfort control [29]. In a broad overview of best practices for the

design of offices, Aronoff and Kaplan [30] argue that because the thermal conditions

that individuals find comfortable are so variable, the ideal solution would be to allow

everyone to set the conditions that they find comfortable. However, improved spatial

control requires a reconfiguration of the building interior or complete replacement

of the building HVAC units. It is highly unlikely that spatial control with current

building HVAC technologies will reach the resolution of the individual occupant [29].

Vapor compression cycle (VCC) have been at the heart of HVAC systems for

several years now. Through research efforts spanning several decades and regulatory

control, their energy efficiency has been constantly rising. However, thermodynamics

and heat transfer put a limit on the extent to which the efficiency of these systems

can be improved. Use of local thermal management systems reduces the load on

the building HVAC and permits them to operate at elevated set-points temperature

without compromising personal comfort. Development of a low-cost, low-energy

consuming local thermal management system is expected to provide 10 to 30% of
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reducing in the HVAC energy consumption of buildings.

Building HVAC systems are sized for peak capacity and operate cyclically

most of the time. Refrigerant migration and redistribution have been identified as

factors affecting the dynamic cyclic performance of all refrigeration and AC equip-

ment. When the compressor is turned off, the condenser gradually cools down,

while the evaporator heats up, depending on the surrounding temperature. The

refrigerant migrating from condenser to evaporator carries energy and disturbs the

steady state operating parameters of the system. This refrigerant and heat redis-

tribution presents itself as a load during the startup as the thermal mass of the

system and so the system has to be reconditioned to steady state conditions. This

reconditioning represents a loss in capacity of the system during the startup until

the steady operating conditions are achieved. Transient losses of about 18.5% have

been reported by Kapadia et al. [31]. The increased understanding of the process

of refrigerant migration is expected to enable improved design of HVAC systems for

cyclic performance.

The measurements of the cooling capacity are performed as per the AHRI

210/240 [32] standard. However, the standard is not sufficiently uniform and leads

to variations in the measured cyclic performance and seasonal energy efficiency

ratio of the unit, which provide guidance for selecting the most energy efficient

air conditioner. The present study represents a first attempt at understanding

and reducing the variations in the measured cyclic performance of the same HVAC

system with different measurement setup.

To summarize, there are several inefficiencies existing in the use of energy
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by the current HVAC systems. The physics involved in the operation of these

technologies is complex and development of dynamic modeling tools to understand

their operation has potential towards their improvement. Modeling and simulation

are indispensable when dealing with complex engineering systems. Dynamic sim-

ulations can be used to design and evaluate systems, controllers and understand

system trends for improved design. Several dynamic models are developed in the

thesis capable of answering design questions related to dynamic operation of a va-

riety of two-phase thermo-fluid systems. The models are validated with experiment

data and then exercised to suggest improvements in the existing technology towards

reduced energy consumption in building space heating and cooling.

1.2 Literature Review

Modelica is used as the primary tool for the current research. So, a liter-

ature review of the state of the art is presented to familiarize the reader to the

basic terminology and unique approaches of this language. The existing technology

for personal conditioning system is reviewed to understand current state-of-art and

identify challenges for widespread implementation. Studies to improve cyclic opera-

tion of VCC are reviewed to understand the dynamics of cyclic operation of HVAC

and standards for its quantification.
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1.2.1 Vapor Compression System Modeling with Modelica

Modeling in Modelica is much different from the standard procedural coding

platforms. It has several unique features which makes it very challenging to adjust to

the new way of thinking. The next subsection attempts to provide an appreciation

of the advantages and limitations of the framework as well as familiarize the reader

to the terminology used throughout this thesis.

Modelica is a language for modeling of physical systems, designed to support

effective library development and model exchange. It is specifically designed to

facilitate model reuse [33]. It is intended for modeling within many application do-

mains such as electrical circuits, multi-body systems, hydraulics, thermodynamics,

etc. and is intended to serve as a standard format so that models arising in different

domains can be exchanged between tools and users [34].

Modelica is particularly appropriate for the development of system models, due

to its object-oriented, declarative and acausal modeling approach [35]. The Modelica

view on object orientation is different than traditional object oriented programming

languages like Simula, C++, Java, etc., as well as procedural languages such as

Fortran or C. It emphasizes structured mathematical modeling and views object

orientation as a structuring concept that is used to handle the complexity of large

system description to further simplify analysis [36]. Thus, the system models can

have multiple levels and it is possible to create models which can have many sub-

models, which have sub-models themselves.

The concept of declarative programming is inspired by mathematics, where it

6



is common to state or declare what holds, rather than giving a detailed stepwise

algorithm on how to achieve the desired goal, as required when using procedural

languages. This relieves the programmer from the burden of keeping track of trans-

port of data between objects through assignment statements, makes the code more

concise and easier to change without introducing error [36].

Acausal modeling is a declarative modeling style, meaning modeling based on

equations instead of assignment statements. Equations do not specify which vari-

ables are inputs and which are outputs, whereas in assignment statements variables

on the left hand side are always outputs and variables on the right hand side are

always inputs. Thus, the causality of equation based models is unspecified and be-

comes fixed only when the corresponding equation systems are solved. Equations

are more flexible than assignments since they do not prescribe a certain data flow

direction or execution order. This is the key to the physical modeling capabilities

and increased reuse potential of Modelica classes [36]. However, thinking in terms of

equations is a bit unusual for a programmer. This makes development in Modelica

quite challenging since it requires a novel outlook towards programming. Strategies

unique to the domain of modeling are developed and distributed as part of Modelica

Standard Library to aid designers. The following section describes thermo-fluid system

modeling with Modelica and a brief discussion on the current state of the art.

1.2.1.1 Modeling Thermo-Fluid Systems with Modelica

The modeling of thermo-fluid systems started with the efforts of Tummescheit and

Eborn [37–41] which provided strong groundwork with sufficiently generic components and

framework to enable extensive detailed component development. Consequently, several
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libraries developed by expanding their work in the past decade e.g. Thermal-Flow Library

[39,40], ThermoTwoPhase Library [42], Air Conditioning Library [43,44], Modelica Fluid

Library [45], TIL [46] and CEEE Modelica Library [47].

One of the important simplifications in modeling of dynamical systems are time

scale abstractions. Three of these time scale abstractions are very common [39]:

1. Features of the system that change much slower than the current time scale of

interest are treated as constants.

2. Dynamics which settle on a timescale faster than those of main interest in the model

are treated as always being in steady state.

3. Changes in conserved quantities which happen in much shorter times than those of

interest are treated as jumps.

Thermo-fluid systems use two types of abstractions, which work well for a large

class of real process equipment. Large equipment is modeled by storage of mass and

energy in a control volume. Equipment with small volumes but high power densities

like pumps, turbines, valves and orifices have a negligible mass and energy storage but

often large changes in pressure and sometimes kinetic energy. Large volume equipment

will be refered to as control volume, while the small volume equipment as flow model.

This separates the basic conservation equations into two model types: the dynamic mass

and energy balances are modeled in control volume models and the quasi steady state or

dynamic momentum balance is modeled in flow models [39].

The control volume can be either lumped or discretized. The models are designed

for system level simulation and are thus discretized in one dimension or even lumped

parameter approximations [38]. Combining two control volume models without a flow
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Figure 1.1: Sequence of Operation in a Typical Refrigerant Control Volume [48]

model in between leads to an index two differential algebraic equation (DAE) problem.

In such cases, creating a unified control volume equivalent to the two separate control

volumes is a simpler and better solution. Combination of two flow models can lead to a

rather unpleasant non-linear system of equations. This is not a big problem but it reduces

robustness unnecessarily [39]. For these reasons, a convention of alternating flow model

and control volume models is followed. If necessary, two flow models can be coupled

directly by including a zero volume control volume between the flow models.

The sequence of calculation which is determined automatically by the Dymola

tool for such a system is as follows [49]:

1. Initial values of the state variables (p, h or p, T or p, ρ) are supplied by the

user in initial equation.
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2. Other thermodynamic properties are calculated using the medium model from

the state variables.

3. The flow models use the value of these variables for evaluating the mass and

energy flows. It accesses these variables through the connectors.

4. Mass and energy flows from the flow models are used to calculate the mass

balances (dM) and energy balances (dU) in the control volumes.

5. State transformation is carried out to transform the time derivatives of total

mass and internal energy (dM and dU) to time derivatives of state variables

(p,h) using functions like ddph and ddhp.

6. The time derivatives of pressure and temperature are used for evaluating the

new values of the states.

1.2.1.2 Stream Connectors

Modelica offers a very powerful software component model that is on par

with hardware component systems in flexibility and reusability. Components have

well-defined interfaces consisting of ports (refered to as connectors in Modelica ter-

minology) to the external world. A component should be defined independently of the

environment where it is used, which is essential for its reusability. This means that in the

definition of the component, only local variables and connector variables can be used. No

means of communication between a component and the rest of the system, apart from the

connector is recommended [36].
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connector FluidPort

"Interface for quasi one-

dimensional fluid flow in a piping network (incompressible or compressible,

one or more phases, one or more substances)"

replaceable package Medium = Modelica.Media.Interfaces.PartialMedium

"Medium model" annotation (choicesAllMatching=true);

flow Medium.MassFlowRate m_flow

"Mass flow rate from the connection point into the component";

Medium.AbsolutePressure p "Thermodynamic pressure in the connection point";

stream Medium.SpecificEnthalpy h_outflow

"Specific thermodynamic enthalpy close to the connection point if m_flow < 0";

stream Medium.MassFraction Xi_outflow[Medium.nXi]

"Independent mixture mass fractions m_i/m close to the connection point if m_flow < 0";

stream Medium.ExtraProperty C_outflow[Medium.nC]

"Properties c_i/m close to the connection point if m_flow < 0";

end FluidPort;

Figure 1.2: The FluidPort connector in Modelica Standard Library

Modelica Standard Library provides different kinds of connection variables to

model connections for different physical domains. Connections between physical devices

are generally treated with pairs of potential (equality) and flow (sum to zero) variables.

However for thermo-fluid systems, these two types of variables are not suf-

ficient to describe in a numerically sound way the bi-directional flow of matter

with convective transport of specific quantities, such as specific enthalpy and chem-

ical composition. The values of these specific quantities are determined from the

upstream side of the flow, i.e. they depend on the flow direction. When using

connectors with only potential and flow variables, the corresponding models include

non-linear systems of equations with Boolean unknowns for the flow directions and

singularities around zero flow [50]. A third type of connector variable called stream

variable was developed to overcome this shortcoming.
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A built-in operator inStream, which when applied to a stream variable in a stream

connector returns its value close to the connection point provided that the associated mass

flow rate is positive in the direction into the component. A built-in operator actualStream,

which when applied to a stream variable returns its value close to the connection point

regardless of the direction of the associated mass flow.

1.2.1.3 Current State of Art of Modeling VCC

The ThermoFluid library [37–41] provides base library for dynamic simulation of

thermo-hydraulic processes. Pfafferott [43,44] used the models of the ThermoFluid library

as a starting point for the development of additional component models to simulate mo-

bile air conditioning system. This Modelica library called ACLib [51] was used to simulate

mobile R134a and CO2 air conditioning systems. This was later used to in the design

process of the AirConditioning library developed by Modelon AB and presented in [52].

The AirConditioning library is the currently most widely used Modelica library to simu-

late air-conditioning systems. The structure of components, however, is very complex in

AirConditioning library due to extensive hierarchy from multiple inheritance and TIL li-

brary was developed with a structure that is simple to understand for students, developers

and simulation specialists [46].

The AirConditioning Library is capable of handling both steady state and transient

simulations. However, it was mainly developed for automotive air conditioning systems.

For detailed modeling of building HVAC systems CEEE Modelica Library [47] has been

developed. The library includes detailed finite volume based as well as moving boundary

based heat exchanger models with capability to model frosting and defrosting.

In all these libraries, there are two commonly used heat exchanger modeling meth-
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ods: finite volume method (fixed control volumes independent of liquid phase) and moving

boundary method (one control volume per phase of the refrigerant). Finite volume method

based components allow a numerically robust simulation of thermo hydraulic systems in-

cluding flow reversal [51] and render more accurate predictions in heat transfer and fluid

flow phenomena [53]. The design of controls requires low order models and moving bound-

ary models are more favorable for this purpose.

Figure 1.4 shows a model diagram of a heat exchanger. It comprises of three

control volumes, one for each of air, metal (refrigerant tube and fins) and refrigerant.

Heat conduction in the solid material is modeled one-dimensional and perpendicu-

lar to both fluids. Longitudinal conduction is neglected for efficiency reasons and

because no significant loss in accuracy is expected [51]. Transient mass and energy

storage is considered in the refrigerant and the metal control volumes but neglected
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at the airside. The mass and specific heat capacity of the air are much smaller than

that of the metal or the refrigerant. So, the airside control volume is modeled as

quasi-steady.

1.2.1.4 Mass Conservation in Dynamic VCC Models

Many dynamic vapor compression system models demonstrate significant vari-

ations in the total system charge which does not correspond to observed behavior in

experimental systems [54]. This is significant because the dynamics associated with

variations in the cycle charge will be coupled to the other system dynamics and

introduce aberrant behavior that would not be observed in experimental system.

These mass variations are caused by interactions between the numerical behavior of

the DAE solver and the thermodynamic properties of the refrigerant in the neighbor-

hood of the saturated liquid line for the conventional choice of pressure and specific

enthalpy as state variables [55].

Two-phase refrigerant flows experience large changes in density as the fluid

passes from the liquid region into the two-phase region. These large changes in

density can be seen in Figure 1.5. At the static quality of zero for the given pressure,

it is evident that there is a discontinuous change in the derivative of density with

respect to the static quality, and hence with respect to the mixture specific enthalpy.

Integration errors that are added to the state variables located barely on the single

phase side of the saturated liquid line can therefore cause the resulting refrigerant

density to be calculated on the two-phase side of the saturated line [55].
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Figure 1.5: Refrigerant density of R410A as the static quality varies from
a subcooled liquid to a superheated vapor at a pressure of 2850 kPa [55]

The total mass of the system is obtained by summing all of the masses for the

individual control volumes in the pipe models.

The strong coupling between refrigerant mass and other system variables, such

as pressures and specific enthalpies, will cause local disturbances to the refrigerant

state to quickly propagate throughout the system. Small integration errors can

thus accumulate quickly and lead to significant and unexpected changes in the total

system mass.

An alternative choice of state variables can reduce these undesirable changes

in the refrigerant mass. The selection of density (ρ) as state variable will allow

the integrator to minimize the errors in the density directly rather than through

ρ (p, h). By choosing p and ρ as state variables, the amplification of the errors

observed in the density will be eliminated, resulting in a corresponding reduction in

the variation of the total system mass.

However, the selection of density does impose additional costs upon the sim-

ulation. Perhaps the most significant of these is that the use of density as a state

16



variable will cause the solver to take smaller time steps because of large values of

derivatives. Also the set of equations that needs to be solved now is non-linear [55].

Another alternative method for describing the dynamics of the differential

control volume involves expanding the number of state variables to include pressure,

specific enthalpy and density. While this approach does result in a larger number of

state variables, it has the advantage of simultaneously minimizing the variations in

system charge while enabling the use of pressure and specific enthalpy for calculating

other refrigerant properties.

The problems associated with total charge estimation with pressure and en-

thalpy as state variables can also be minimized by increasing the solver tolerance

from 1e-4 to 1e-6. The system simulation is the fastest with pressure and enthalpy

as state variables and if the total system charge does not change appreciably with

a high tolerance value, this selection should be preferred.

1.2.1.5 Non-homogeneous two-phase flow

The choice of flow model used to describe a vapor compression system is impor-

tant because some of the systems equilibrium characteristics, such as its total mass

inventory, are strongly related to the flow regime. One particularly common type

of heterogeneous flow model is known as a slip-flow model, in which it is assumed

that mass transfer across the phasic interface takes place without an accompanying

momentum transfer. This model can be formulated as a set of equations describing

the two-phase mixture with an extra set of closure relations to relate the different

17



phasic properties to each other and, consequently, is much simpler than a complete

multi fluid model [56].

Bauer (1999) [57] developed two different slip-flow models for the dynamics of

a evaporator, one of these models used a static relation to describe the interactions

between the phases, while the second incorporated an innovative description of the

mass, momentum, and energy transfer between the phases without developing a

complete two-fluid model. The results from this work demonstrated that the homo-

geneous flow modeling approach was inadequate to describe the evaporators mass

inventory and that the performances of the momentum balance with and without a

momentum transfer across the two phase interface were comparable.

The slip-flow cycles simulated by Laughman et al.(2015) [56] had a total evap-

orator inventory that is 75-85% higher than the homogeneous flow cycle, although

the cycles were all initialized at the same operating point. These differences in

charge are part to the fact that the liquid phase velocity is much lower than the

vapor phase velocity, causing the total residence time of the liquid in the heat ex-

changers to be much longer for the slip flow cycles than for the homogenous flow

cycle.

The differences in charge between the cycles with the different flow assump-

tions are only relevant to the components with two-phase flows. The components

in the cycle that have a single phase flow will have the same charge inventory. The

mass inventory in the condenser is also similar, because much of the mass is con-

tained in the sub-cooled section of the condenser and because the length of the two

phase region in the condenser is shorter than it is in evaporator.
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It is also interesting to note that the different slip-flow correlations correspond

to different transient responses. Laughman et al.(2015) [56] found that the transient

corresponding to the homogeneous flow assumption is much faster than both the

experimental data and the comparable slip flow transients.

1.2.2 Thermosiphon Modeling

Two-phase thermosiphon is also a fairly commonly used thermo-fluid system.

A brief review of the modeling effort is presented in this subsection.

The thermosiphon mechanism has been studied by researchers for the past

100 years, starting notably with Lord Rayleigh [58]. Dobran [59] provided the first

comprehensive control volume (CV) based model to analyze the steady-state char-

acteristics of a two-phase thermosiphon. Reed and Tien [60] advanced this work by

including transient behaviors, analyzing dry-out and flooding. These models [59,60]

were created for counter-current two-phase closed thermosiphons, which are essen-

tially wick-less heat pipes. Examples of counter-current thermosiphon analysis can

be found in several review articles [61–63]. The development of predictive tools for

heat pipe technologies, such as a thermosiphon, remains an active field of research.

Industrial applications typically involve co-current two-phase loop thermosiphons

(TPTL) due to their capability of transporting large heat quantities and less liquid-

vapor interaction [64]. Several steady-state models are available in literature for

TPTL [65–69]. The first model for such a thermosiphon based on the control volume

approach for overall performance in transient operation was developed by Vincent
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and Kok [64]. The model requires saturation temperature of the evaporator during

its steady-state operation as an input and provides transient behavior for perturba-

tions of a thermosiphon from that steady-state condition. Haider et al. (2002) [69]

developed a more detailed Engineering Equation Solver (EES) [70] based steady-

state model for a co-current two-phase thermosiphon with equations for the riser

and downcomer, in addition to the evaporator and condenser. The connecting tubes

between the evaporator and condenser, where either the refrigerant liquid trickles

down or the refrigerant vapor rises, are called downcomer and riser, respectively.

The model involves two iterations: the first calculates total two-phase mass flow

rate using overall momentum balance, and the second solves the mass and energy

balances on the evaporator and condenser.

Khodabandeh [65, 66] conducted a more comprehensive study with a similar

steady-state EES model to provide insights on the accuracy of various pressure

drop and heat transfer correlations in predicting the performance of the electronic

cooling application. A more sophisticated MATLAB [71] based steady-state model

that accounts for differences between fully liquid and partially liquid downcomers

was modeled by Zhang et al. (2015) [67]. A fully explicit distributed parame-

ter model was developed by Dobson and Ruppersberg [72] for transient modeling

and validation of a thermosiphon used for cooling the concrete containment struc-

ture surrounding a nuclear reactor. Most recently, a transient one-dimensional flow

model for TPLT considering a two-phase mixture in both mechanical and thermal

equilibrium was developed by Bodjona et al. (2017) [73]. This two-phase flow model

can describe various states of refrigerant and compute phase transitions. However,

20



validation of the model is not presented, and the applicability of the model to a

practical setup requires additional study. Furthermore, these models Dobson and

Ruppersberg (2007) [72] and Bodjona et al. (2017) [73] use transient profiles for

the heat input, limiting analysis only to the refrigerant side. Integration of a PCM

within a heat pipe is modeled by Srikanth et al. (2016) [74] using CFD. However,

this framework is not suitable to capture variation in refrigerant properties.

1.2.3 Phase Change Materials

Phase change materials are increasingly being used in buildings to reduce peak

energy consumption. They provide potential for offsetting demand and generation of

energy, preventing addition of several power plants if implemented on a wide-scale.

This thesis explores integration of phase change materials with vapor compression

system and thermosiphon. A brief literature review on phase change materials is

provided in this section.

Thermal energy storage (TES) with PCM has been a heavily researched topic

for the past 40 years. It has a global appeal as it deals with energy saving, efficient

and rational use of available resources and optimum use of renewable energies [75].

As a result, a very rich and varied experimental knowledge [8,76–80] in applications

spanning from small TES for battery cooling to large scale TES in power plants is

available.

21



1.2.3.1 Numerical Modeling

Predicting the melting and solidification of PCM belongs to a class of mathe-

matical problems called the moving boundary problem. It is especially complicated

due to the fact that the position of the solid-liquid boundary is not known a priori

and forms part of the solution [75]. Analytical solutions are not available except

for very few geometric configurations, which are mostly ideal cases. As a result, a

very wide range of numerical methods have been developed by researchers over the

years for modeling the phase change behavior in PCM and have been summarized

by Dutil et al. (2011) [81], Hu and Argyropoulos (1996) [82]. These numerical

methods can be classified roughly into the enthalpy method and the effective heat

capacity method [83]. Some of the common assumptions adopted by researchers for

simplification of the mathematics of the phase-change process are ignoring effects

of natural convection [84, 85], isothermal phase change [84–87], constant thermo-

physical properties for each phase [84, 86, 87], ignoring the density differences be-

tween the solid and liquid phases [84, 85] and using symmetry for simplification of

control volume [86,88]. When modeling phase change with a temperature glide, var-

ious equations [83,89–91] for estimating the specific heat capacity in the two-phase

region have been used. Very recently, Trńık et al. (2017) [92] have attempted to

model the specific heat capacity behavior in the two-phase region using molecular

thermodynamics principles.
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1.2.3.2 3-D analysis

Due to the additional mathematical complexity with 3-D conservation equa-

tions, most of the numerical studies in literature are available for simple geometries

like cylindrical [86, 87, 93–95] or rectangular cross-sections [96–101], which may be

modeled with either 1-D or 2-D control volumes. Few numerical predictions of 3-

D melting have been reported and, as pointed out by Sharifi et al. (2013) [102],

detailed experimental measurements corresponding to 3-D melting and solidifica-

tion are sparse. With the advances in computational resources and ease of setting

up simulations with supporting software, computational fluid dynamics (CFD) is

increasingly being used for 3-D PCM analysis.

One of the interesting cases for 3-D PCM analysis involves helical coiled tubes

based TES (HC-TES). HC-TES are more compact and have better heat transfer

performance than straight tube based TES. This is due to the low values of thermal

conductivities associated with PCM. Helical configuration allows increase in surface

area for a fixed height of TES and better penetration into the PCM. Experimental

evaluations of HC-TES are presented by [103–106]. Numerical research for HC-TES

is very sparse. Yang et al. (2017) [107] developed CFD-based numerical models

validated with experimental measurements for dynamic melting of PCM in helical

coil TES. These experimental and CFD-based researches focus only on the HC-

TES and not for the whole system, to which these HC-TES are integrated. Very

few studies consider modeling the refrigerant behavior in PCM-HX and the most

common approach is to provide an isothermal or constant-heat flux boundary con-
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dition to the PCM control volume. The refrigerant side of the PCM-HX used by El

Qarnia (2009) [86] and Bakhshipour et al. (2017) [87] is liquid, thus enabling the

assumption of incompressible flow and a relatively simple model. It is necessary to

point out that the geometries modeled by El Qarnia (2009) [86] and Bakhshipour

et al. (2017) [87] are cylindrical enabling them to develop a 2D model for the PCM

cross-section.

1.2.3.3 System simulation

Modeling or testing of TES at a component level leads to its improved sub-

system performance. However, a dynamic model of the entire system (of which

TES is a sub-system) provides several additional benefits like optimization of the

entire operation, development of controls, understanding the safety of operation,

replacement of time and cost intensive experiments for parametric study. System

models magnify human intuition by enabling development of hitherto unseen system

behavior patterns, and thus reduce development time and production costs with

increased product quality and a more reliable system operation. Sub-system models

are modeled using a very high level of detail. Using the same sub-system model to

develop a system model will lead to very large complexity, which may not be solved

by numerical solvers and significant computational effort [108]. So it is necessary to

find a balance between accuracy and level of detail in a system simulation.

The system-level models involving TES in literature are used only for qualita-

tive study and lack detailed validation. Azzouz et al. (2008) [85] modeled a dynamic
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model of VCC with a PCM integrated with its evaporator in a domestic refrigerator.

The model uses a simplified dynamic model with a rectangular slab PCM, which is

validated by comparison with experimental measurements obtained for a refrigera-

tor without PCM and then used to obtain qualitative trends after including PCM.

Leonhardt and Müller [90] describe modeling and simulation of a TES integrated in

a heat pump system. The PCM model ignores effects of natural convection and is

used only for qualitative analysis of system performance. The heat pump model is

implemented as a black box model. Another system level model with PCM is de-

veloped by Buschle et al. (2006) [91] for qualitative analysis of steam accumulator

in power plant application .

1.2.4 Personal Conditioning Systems

Hoyt et al. (2015) [109] demonstrated the energy savings potential from ex-

tending building thermostat set-points. They concluded that if it were possible to

relax the temperature set-point in either the hot or cold direction, total HVAC en-

ergy is reduced at a rate of 10% per °C. To enable expansion of building set-point

temperatures without affecting occupant thermal comfort, one option is to provide

supplementary Personal Conditioning System (PCS), which consumes significantly

lower energy. PCS offers dual benefits of energy saving and increased comfort [110].

Energy is used to modify the local thermal envelope around the human body rather

than the building, thus allowing the thermostat to be relaxed without compromising

the occupant comfort. This was confirmed in the experimental studies carried out
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by several researchers with human subjects using their respective PCS [111–113].

By offering personalized comfort, PCS are able to deliver comfort to every individual

rather than the conventional HVAC systems which cater to the average population.

Percentage satisfaction as high as 100% has been reported in the literature with well-

designed PCS [114]. Some additional benefits of PCS are lower capital installation

costs and ease of implementation when compared to novel HVAC solutions.

Due to these benefits, a large number of PCS exist which are summarized in

the review articles by Zhang et al. (2015) [110], Veselý and Zeiler (2014) [115].

Task ambient conditioning systems [114, 116–118] are typically space condi-

tioning systems, typically installed in office buildings. The occupants can control

the thermal conditions in the small regions surrounding them. Recently, the appli-

cation of these systems is being explored in bedrooms to increase thermal comfort in

sleeping environment and at the same time reduce energy use [116,119]. There is a

lot of variation in design of these systems, but usually they consist of air nozzles to

supply air to the upper body and a radiant panel for heating the legs. They provide

conditioning only to the limited space surrounding the office desk towards which

the air nozzles and radiant panel are directed. Air nozzles pull air from underfloor

plenum or ceiling vertical ducts leading to retrofitting costs.

In an evaporative cooling system for air conditioning [120, 121], the air has

a direct contact with water. The evaporation of water causes cooling and humid-

ification simultaneously. However, these technologies increase the indoor humidity

leading to additional loads on the building HVAC. However, these technologies are

excellent for hot and dry climates.
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Cooled chairs [122–124] is another type of PCS, capable of providing improved

comfort. They may include fans to provide ventilation [123] or thermo-electric

devices providing heating and cooling in the surface of the chair [122]. The chairs

demonstrated ability to provide thermal comfort at ambient temperatures as high

as 29-30°C [122,123]. However, the occupant needs to be seated in the chair to feel

comfortable.

Personal cooling garments [125–127] have been effective in providing comfort

in hot environments and have been used in special fields like military training,

firefighting, medical operations and sports. They may use liquid cooling [128, 129],

air cooling [130], phase change material [127] or a combination of the above methods

[125]. For formal office wear, however, they are inappropriate because they are bulky,

heavy and have poor ergonomics. The liquid cooled and air cooled vests have other

drawbacks like high cost, complexity and non-portability due to the refrigeration

system [125].

Thus, despite great energy savings potential the current PCS, they do not

have much market value due to factors such as high cost, limited range of comfort,

poor thermal performance, low energy efficiency and poor aesthetics. Consequently,

except for common desk and ceiling fans, most of these are not commercially avail-

able [110]. Except for the cooling jacket, the other PCS, target the occupants’

workstations and may not cover all the spaces an occupant might visit or pass

through during the day. If the occupant divides his/her time between two locations,

there is a need to install two PCS.
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1.2.5 Refrigerant Migration

The HVAC systems are normally sized for peak load conditions. These systems

operate under off-peak conditions most of the time by on-off cycling. The average

efficiency of the system during cycling is lower due to transient losses [131]. Conse-

quently, cyclic test procedures have been conceived to provide credit to the designs

that minimize cyclic losses. The relationship between cyclic refrigerant migration

and cyclic loss for an HVAC system has been the focus of research for past 30 years

some of which are summarized in Table 1.1.

Table 1.1: Cyclic Losses from Refrigerant Migration

Researcher System Degradation

Parkens et al. (1976) [132] Split AC 25-35% reduction in capacity

Wang & Wu (1990) [133] Small AC 4% reduction in energy consumption

Tassou & Votsis (1992) [134] Air to Water Heat Pump 11% reduction in COP

Janssen et al. (1992) [135] Domestic Refrigerator 10-18% losses from cycling

Björk & Palm (2006) [136] Domestic Refrigerator 11% loss in capacity, 9% in efficiency

Kapadia et al. (2009) [31] Split AC 18.5 % in capacity

Bagarella et al. (2013) [137] Air to Water Heat Pump 13% reduction in COP

Kapadia et al. (2009) [31] separated the losses in capacity into two portions:

Losses from refrigerant migration contributed to 30% of the cyclic losses while the

remaining 70% were from the thermal inertia.

Parkens et al. (1976) [132] were the first to recognize that the the response

28



of the system at startup and the cycling rate of the equipment could be combined

to form a part load correlation. They used this concept to develop the degradation

coefficient (Cd) used in the SEER rating procedure to predict the part load effects.

The earliest researchers focused on experimental results to provide insights

into refrigerant migration. Mulroy and Didion (1985) [138] conducted experiments

to show that during start-up more charge was in the low pressure components,

which subsequently migrated to the high pressure components during steady-state

operation. More specifically, at the end of the off-cycle, 80% of the total charge was

found in the low pressure components - evaporator, vapor line and accumulator.

During steady state operation 83% of the total charge was found in the high pressure

components - condenser and liquid line.

Table 1.2: Refrigerant Charge Distribution in HVAC Systems

Researcher System On Cycle Off Cycle

Mulroy & Didion [138] Automotive AC 17% 80%

Belth et al. [139] Residential Heat Pump 51% 80%

Peuker & Hrnjak [140] Split AC 42% 89%

Li et al. [141] Split AC 40% 83%

Regression analysis was carried out on the experimental data to obtain curve

fits for the cooling capacity during start-up condition. Similar, studies were con-

ducted by Murphy and Goldschmidt (1979) [142], Kim and Bullard (2001) [143] and

Peuker and Hrnjak (2008) [140]. The details of the curve-fits developed by these

researchers can be found in the thesis of Peuker [144]. These curve-fits require a sin-
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gle or multiple experimentally derived time-constants are parameters to match their

respective data. As pointed out in Mulroy and Didion (1985) [138], even though

the time constant value is the best representative of the state of the art, it is not

possible to determine the range and median values without conducting further ex-

periments. Since, the curve-fits are very much model specific, they do not reduce

any experimental burden.

Due to the advancement of computing facilities, it has become possible to

model complex systems. There are several publications on transient modeling of

vapor compression cycles, but few results are available concerning the modeling of

refrigerant migration behavior.

Murphy and Goldschmidt (1985,1986) [145,146] present simulated refrigerant

migration results in some partial system components during start-up and shut-down

transients. Ozyurt and Egrican (2010) [147] steady state refrigerant mass distribu-

tion of the system model with the experimental data.

Li et al (2011) [148] presented the first refrigerant mass migration predic-

tion in a validated dynamic system model. However, the focus of their research

was on development of controls and hence they employed moving boundary models

[MBM]. MBM utilize lumped characteristics for each of the control volumes such

as single void fraction for the entire two phase section, which could lead to lower

accuracy [149]. It is necessary to identify beforehand what possible phase region

combinations can exist logically in the heat exchanger and the manner of their tran-

sition. As pointed out it Qiao (2014) [47], they employ huge look-up tables for

correlating mean void fraction, the refrigerant pressure and the outlet vapor qual-
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ity before conducting the simulation. This makes the simulation very application

specific. Another disadvantage of moving boundary models is that the mode tran-

sitions are such that phase boundaries enter or leave the heat exchanger only from

the refrigerant outlet end. The model cannot handle a situation where the phase

boundary enters or leaves from the refrigerant inlet end [149]. Thus, phenomena

like refrigerant leakage through compressor cannot be modeled using the approach.

It is also not possible to model complex refrigerant circuitry on the air-side using

MBM with accuracy.

Distributed parameter model permit modeling of space-time variation in prop-

erties. It is capable of accounting for the complex tube circuitry of the heat ex-

changer. A first principles based model for the refrigerant migration dynamics will

enable accurate modeling of the complex phenomena associated with the transient

behavior of vapor compression cycles in cyclic operation. The insights are expected

to aid the improvement of HVAC equipment leading to better cyclic performance.

1.2.6 Current methods for estimating HVAC cyclic performance

The DOE and ASHRAE standards for evaluation of part load performance are

based on the experimental work [150] conducted at National Institute of Standards

and Technology (then called National Bureau of Standards). The methodology to

estimate cyclic degradation is given in standards ANSI/AHRI Standard 210/240-

2008 [32] & ASHRAE 116-2010 [151]. The indoor and outdoor ambient conditions

are, for a large fraction of the time in regions throughout US, such that an air condi-
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Figure 1.6: Schematic of Environment Chamber showing Code Tester [153]

tioning unit must operate cyclically and with a wet evaporator coil [150]. However,

cycling a unit under wet-coil conditions presents both accuracy and redundancy

problems due to long time constants of the wet-bulb instrumentation. Both room

control and indoor air stream enthalpy measurements are unreliable under periodic

conditions [152].

As a result, the cyclic wet coil tests are replaced by simpler and more accurate

dry coil tests. Equation 1.1 based on experimental observations [152] is used for

evaluation of part load wet coil performance.

COPcyc
COPss

∣∣∣
dry
coil

=
COPcyc
COPss

∣∣∣
wet
coil

(1.1)

The testing of HVAC equipment is carried out in environmental chambers

(Figure 1.6). Typically, there are two chambers: one for the indoor unit and the

other for outdoor unit. Four tests A, B, C and D are conducted as per ANSI/AHRI
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Figure 1.7: Schematic of a Code Tester [154]

Standard 210/240-2008 [32]. Cyclic degradation coefficient is calculated from the

cooling capacity of these four tests. The cooling capacity calculation is explained in

ASHRAE 37-2009 [153] with the testing equipment description in ASHRAE Stan-

dard 41.2-1987 (RA 92) [154].

The airflow measurements involve flow measurement chambers, air flow gener-

ating devices, dampers and mixers. ASHRAE Standard 41.2-1987 (RA 92) does not

specify the material to be used for each of these components. Only the minimum

dimensions of chamber are specified (See Figure 1.7). This permits large variation

in the thermal mass of the setup, which in turns affects the air-side cooling capac-

ity. The transient D-test is especially going to have deviations from the variations

in the thermal mass of the testing equipment. There are no studies available on

the influence of Code Tester (air enthalpy tunnel) on the cyclic performance of the
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HVAC unit being tested.

Parken et al. (1976) [132] introduced the non-dimensional forms of efficiency

(called part load factor, PLF) and cyclic cooling capacity (called cooling load factor,

CLF) as per Equations (1.2) and (1.3).

PLF =
COPcyc,dry
COPss,dry

(1.2)

CLF =

∫ to
0
Q̇cyc,drydt

Q̇ss,drytc
(1.3)

The PLF and CLF were related by a linear fit even though there were vari-

ations in the PLF data due to the cycling rate, which led to the development of

the degradation coefficient, Cd, defined by Equation(1.4). The part load factor in

Equation (1.5) [PLF (0.5)] is evaluated for a CLF of 0.5 to estimate the SEER.

Cd =
1− PLF
1− CLF

(1.4)

This SEER evaluation procedure is based on experimental data available at

that time without any significant theoretical research. Starting from Murphy &

Goldschmidt [142], Goldschmidt et al. [155] to ONeal & Katipamula [156], in efforts

spanning well over a decade, several researchers conducted extensive experimental
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and theoretical investigations to understand the validity of the assumptions made

in the development of the procedure.

SEER = PLF (0.5) ∗ EERB (1.5)

Single time constant models, in which the start-up cooling capacity of the

air conditioning system is modeled using an exponential function with the time

constant, were used by Katipamula & ONeal (1991) [157], ONeal & Katipamula

(1993) [156] to show that the relationship between PLF and CLF is not linear.

Henderson et al. [158] realized that use of Cd to evaluate PLF (by substitution in

Equation (1.4)) is not accurate and implemented alternate empirical equation in

DOE-2, which is a building energy simulation program. Experiments conducted

by Bettanini et al. (2003) [159] to evaluate the use of Cd to evaluate PLF from

Equation (1.4), show that this approximation is not acceptable. They propose a

new parameter Z, which is the ratio of the electric power consumption at part load

working condition to the one at full capacity to evaluate PLF. Italian standard UNI

10963 also identifies the shortcoming of Cd and uses the Z-parameter method to

evaluate PLF Bettanini et al. (2003) [159]. However, the ISO Standard 16358-

1 [160] still uses Cd and defines 0.25 as default value.

The single-time-constant model assumes that the shutdown transients have

no direct impact on the startup characteristics. The startup losses can be better

predicted by two-time-constant models Mulroy & Didion (1985) [138], with one time
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constant capturing the capacity delay due to the mass of the heat exchanger, while

the second time constant capturing the delay in reaching steady state refrigerant

distribution from the off-cycle refrigerant distribution. Sigmoid and polynomial

functions for startup have been used by Fuentes et al.(2016) [161]. However, the

behavior of PLF and CLF obtained by integrating these functions has not been

investigated.

The heat losses to the test setup have not been considered by any of these

researchers. AHRI Standard 210/240 (2017) [162] as well as ASHRAE Standard

116 (2010) [151] recognize the contribution of the code tester in the measured cyclic

cooling capacity by introducing a correction procedure. For the discussion of the

chapter, since the focus is on air-conditioners, we will focus only on the indoor room

apparatus in laboratory testing of split air conditioners. The method is described

in the operation manual of AHRI Standard 210/240 (2017) and is summarized here.

An electric heater is used as the source for integrated measured capacity and is

cycled every 6 minutes with alternating on and off cycles. Ten on-off cycles are

carried out over two-hour duration with a fixed airflow of 1200 cfm (0.566 m3 s−1).

The temperature at the location of highest thermal mass (typically, the mixer) is

measured at the start and end of the off cycle. For the discussion in this section, it

will be assumed that this assumption is valid.

The average value of integrated airside capacity (qts,avg) evaluated as per

ASHRAE Standard 116 (2010) [151] from last 6 to 8 cycles is calculated using

Equation (1.6).
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qts,avg = m̄c̄

(
(∆T1)off
toff

)
(1.6)

The integrated capacity (q′) is corrected using the thermal inertia term calcu-

lated from Equation (1.6) as shown in Equation (1.7).

q = qts,avgm̄c̄(∆T1)off (1.7)

The temperature difference at the beginning and end of either the off cycle

is used in Equation (1.6) while that during the on time during the cyclic D-Test

(Equation (1.8)) for the mixer.

qts =

∫
off

Q̇dt =
n∑
n=1

m̄c̄(∆Ti)off (1.8)

The dampers that circulate air into the code tester may have a different cycling

time than the compressor and in such cases, the integration time should be taken

from damper cycling. However, this is much closer to the on-cycle time in D-Test

and so it is assumed equal in Equation (1.8).

m̄c̄ = m̄1c̄1 +
n∑
n=1

m̄ic̄i

(
(∆Ti)off
(∆T1)off

)
(1.9)

In the real case, the qts term should involve heat transfer from all the regions

of the code tester. If mixer has the higher thermal mass for a code tester with
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n regions arranged in descending order of thermal mass, the thermal inertia term

evaluated in Equation (1.6) is given by Equation (1.9). The standard, thus, ignores

the second term on the right-hand side of Equation (1.9). It has been observed

that this assumption leads to under prediction of thermal inertia effects from a code

tester (by as much as 70% as will be shown later), and is one of the reasons for the

differences in measured values of Cd for the same system when tested with different

code testers.

1.3 Objectives

The thesis discusses modeling strategies for system simulation of complex two-

phase refrigerant systems integrated with different thermal masses. This generic

modeling framework is applied to improve cyclic performance of such systems. The

insights from the thesis are expected to reduce energy consumption for space heating

and cooling of buildings.

1. Investigate the influence of PCM on different thermo-fluid systems

� Water systems, vapor compression systems

� PCM-heat driven two-phase thermosiphon

2. Model dynamic vapor compression system with thermal inertia of code tester

� Develop modeling framework to simulate cyclic test

� Simulate refrigerant migration dynamics

3. Quantify code tester thermal inertia effect on cycling of air conditioner
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� Derive equation to evaluate cyclic performance of air conditioner inde-

pendent of code tester

� Identify influence of design and operation parameters of a code tester on

cyclic performance of air conditioner

1.4 Thesis Outline

Chapters 2 to 4 are related to the first objective. Influence of PCM on different

thermo-fluid systems is investigated in the context of a personal conditioning system.

Experimental data for Roving Comforter (RoCo) is used for validation. RoCo uses

VCC to deliver cooling to the occupants and stores waste heat from the condenser

into a PCM battery. Thermosiphon operation is used to recharge this PCM battery.

Multi-physics modeling of both charge and recharge operations are developed to

create a platform for modeling any use-case scenario of the device. An optimization

study with various PCM is discussed to understand the influence on performance of

VCC.

Chapters 5 and 6 pertain to the second and third objectives. Dynamic model-

ing of cyclic performance of air-conditioner placed inside an environment chamber is

developed and validated with experimental data. Extent of effect of testing equip-

ment on the tested unit are quantified to develop best practices for testing.
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Chapter 2: Portable Personal Conditioning Devices

As discussed in Chapter 1, despite the great energy saving potential, the cur-

rent Personal Conditioning Systems (PCS) do not have much market value due to

a combination of factors such as high cost, limited range of comfort, poor thermal

performance, low energy efficiency and poor aesthetics. Consequently, except for

common desk and ceiling fans, most of these are not commercially available [110].

Except for the cooling jacket, the other PCS, target the occupants’ workstations

and may not cover all the spaces an occupant might visit or pass through during

the day. If the occupant divides his/her time between two locations, there is a need

to install two PCS.

A Portable PCS (PPCS) is a personal attendant for thermal comfort and can

deliver cooling through robotically-controlled air nozzles. A conceptual PPCS in

operation is shown in Figure 2.1. It enables buildings to relax their thermostat by

up to 4°F (2.2°C) and provides similar, if not better, thermal comfort with these

new temperature settings in a cost-effective and energy efficient manner, leading to

energy savings in the range of 10 to 30% depending on climate conditions. Thus, it

addresses the issues of current PCS in that it does not require any retrofit, comfort

range is not limited to any particular spot and thermal loads on the building do not
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Figure 2.1: Portable Personal Conditioning System in Operation

increase.

This chapter presents four cooling systems (see Figure 2.2), which can be

integrated on a robotic platform to function as a portable cooling device and com-

pares their performance through multi-physics modeling. Modelica [163] is used for

developing the models due to its ability to model equations from different physi-

cal domains, object-oriented programming and acausal modeling capabilities with

well-supported libraries permitting re-usability of components.

2.1 Multi-physics Modeling of PPCS

A portable cooling device needs to be both affordable and energy efficient.

The four cooling systems considered are modeled for their thermodynamic behav-

ior, weight and battery consumption to understand the trade-offs involved therein.

Vapor compression cycle is the predominant cooling technology used currently and

a PPCS based on it is shown in the top left schematic of Figure 2.2 (labeled as

VCS). In the United States, buildings are typically conditioned using chillers, and
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Figure 2.2: Schematics of the four cooling systems compared

therefore, have easy access to chilled water. Hence, a system which uses this water

to deliver comfort is conceptualized and described as Water Tank System (WTS).

This system is expected to be very cost-effective compared to VCS. Ice stores heat

by phase change and results in a compact thermal storage. A system which uses ice

to deliver comfort is also considered and is referred to as Ice Tank System (ITS).

Phase Change Material (PCM) also has good latent heat capacity and can have a

melting temperature higher than ice. A system using PCM at a melting tempera-

ture higher than ice may require lower energy for recharging. So, a fourth system

based on PCM storage and water loop is considered and referred to as PCM system

(PCMS).

The three water-based systems (Water Tank System, Ice Tank System and
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Figure 2.3: Model of Ice Tank System

PCM System) are modeled using the components available from the FluidHeatFlow

package of Modelica Standard Library [164], while the VCS is modeled using the

CEEE Modelica Library (CML) developed by Qiao et al. (2015) [165].

The system simulation schematic with all the components for ITS is shown in Fig-

ure 2.3. The model includes components for transient modeling of heat transfer, motion

and battery, leading to a multiphysics simulation. The combination of the tube CV,

air CV and water CV models the Air to Water Heat Exchanger (AWHX) discussed in

Section 2.1.2.

A PID-controlled pump adjusts the water mass flow rate in the circuit to maintain

constant heat exchanger cooling capacity. The AWHX cooling capacity is fed to the PID

block, which compares this value with the set-point to regulate the volume flow rate from

the pump to achieve cooling capacity. A limiter block is placed after the PID block to

ensure that the PID block does not provide non-physical output values.
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Figure 2.4: Model of Vapor Compression System

For brevity, model diagrams of WTS and PCMS are not included. Their models

are similar to ITS model with only the ice tank being replaced by water tank or PCM-

HX, respectively. The power consumed by the pump and robotic platform is added to a

constant power draw representing the fan power and fed as an input to the battery leading

to a multi-physics simulation for all the systems.

Figure 2.4 shows the model for VCS. It involves evaporator, compressor, fixed open-

ing valve and PCM-HX operating as a condenser. The power consumption from the

compressor is fed to the summation block of power consumption that is fed to the battery.

The components required for modeling the four systems, which are developed specifically

for this research are discussed in the following subsections.
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2.1.1 PCM Heat Exchanger

The PCM heat exchanger (PCM-HX) is used in two systems: VCS and PCMS. A

different PCM is used in each system.

PCM-HX is modeled with three control volumes (CV): PCM, refrigerant tubing,

and refrigerant. These control volumes are connected by a HeatPort interface, which

is the standard connector for heat transfer in the Modelica Standard Library. Contact

resistance between the refrigerant tube and PCM is neglected. For the VCS, the refrigerant

control volume is two-phase control volume and for the PCMS it is single-phase water

control volume. The PCM and refrigerant tubing CV are the same for the two heat

exchangers. This is a good example of the model re-usability aspect that makes Modelica

very convenient for system modeling.

The melting and solidification processes are especially complicated due to the fact

that the solid-liquid boundary moves depending on the rate at which latent heat is ab-

sorbed or lost at the boundary. So, the position of the boundary is not known a priori and

forms part of the solution [75]. The heat transfer during PCM phase change is affected

by varying effects of conduction and natural convection, which depend on the amount

of PCM that has melted [96, 166]. Modeling of these effects requires three-dimensional

modeling of the separate velocity flows of both phases, which heavily depends upon the

geometry of PCM-HX.

For the conceptual nature of the present chapter, the model assumes that the domi-

nant mode of heat transfer is conduction in the radial direction. The PCM-HX is modeled

as a straight refrigerant tube surrounded by PCM (See Figure 2.5). Cylindrical co-ordinate

system with finite volume discretization along the radial direction is used with a fixed grid.
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The PCM CV is discretized into 10 finite volumes. The PCM melting is then solved using

the enthalpy method for Stefan problems in one dimension as highlighted in Alexiades and

Solomon (1993) [167]. Latent heat is released at a fixed phase change temperature, i.e.

the temperature glide is ignored. The density of both solid and liquid phases is assumed

constant to avoid movement of material during phase change. As discussed in Alexiades

and Solomon (1993) [167], since density differences are typically less than 10%, the error

arising from this assumption is not significant.

By defining, E as the energy density (per unit volume), −~q · ~n is the heat flux into

the volume Vj with surface area S, ~n being the outgoing normal to ∂V , we obtain:

∫ t+∆t

t

∂

∂t

(∫
V
EdV

)
dt =

∫ t+∆t

t

∫
∂V
−~q′′ · ~n dS dt (2.1)

Ideal heat transfer is assumed at the inner radius, ri, of the PCM CV between the

PCM and refrigerant tube. The outer radius of the PCM block, ro, of the PCM CV is

assumed to be fully adiabatic. The boundary condition equations for the PCM CV are:

r
PCM Block

Control Volume 

at distance r

Refrigerant tube

qj-1/2qj+1/2

Vj

A
j-

1
/2

A
j+

1
/2

Figure 2.5: Discretization of PCM Control Volume
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T (ri, t) = Ttube (2.2)

∂

∂r
(T (ro, t)) = 0 (2.3)

The temperature at various grid points of the PCM is initialized to ambient tem-

perature.

Equation (2.1) can be discretized as:

dEj
dt

=
1

∆Vj

(
q′′k
j− 1

2

Aj− 1
2
− q′′k

j+ 1
2

Aj+ 1
2

)
(2.4)

The location of the grid points marked by indices j is shown in Figure 2.5. The

index k refers to time step. The surface areas Aj and heat fluxes qj are calculated at the

boundary, while the energy density and volume are at the center of the grid. The areas

and volume are calculated by standard formulas for annulus with profile given in Figure

2.5.

The heat flux calculation is carried out by using Kirchoff transformations to re-

place temperature T with Kirchoff temperature u, for their inherent benefit of isothermal

treatment of the mushy layer.

u =



kS [T − Tm], if T < Tm

0, if T = Tm

kL [T − Tm], if T > Tm

(2.5)
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q′′k
j− 1

2

=
uj−1 − uj

∆r
(2.6)

The process of melting is handled by a simple switching scheme given by Equation

(2.7). Thus, the phases are determined by enthalpy alone. The zero for the enthalpy is

set for the point when melting starts.

T kj =



Tm +
Ekj
ρcs
, if Ekj < 0 (solid)

Tm, if 0 < Ekj < ρL (interface)

Tm +
Ekj−ρL
ρcL

, if Ekj > ρL (liquid)

(2.7)

The thermal properties of PCM used for PCMS and VCS are shown in Table 2.1.

These properties are obtained from the website of a PCM supplier [168].

Table 2.1: Thermophysical properties of PCM

Parameter PCMS VCS

Melting Point [°C] 6 37

Latent Heat [kJ kg−1] 220 210

Thermal Conductivity (solid) [W m−1 K−1] 0.25 0.25

Thermal Conductivity (liquid) [W m−1 K−1] 0.15 0.15

Density (solid)[kg m−3] 840 920

Density (liquid)[kg m−3] 760 840

Specific Heat (solid)[kJ kg−1 K−1] 2.12 2.21

Specific Heat (liquid)[kJ kg−1 K−1] 2.22 2.63
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Figure 2.6: Discretization of Waterside Control Volume

2.1.2 Air-to-Water Heat Exchanger

In the three water-based systems (WTS, ITS and PCMS), cold water is circulated

by means of a pump to the AWHX. A fan blows room air over the AWHX and onto

the occupant to deliver cooling. Modeling of AWHX involves three control volumes: air-

side CV, tube CV and waterside CV. The airside CV and tube CV are obtained from

CEEEModelicaLibrary [165]. Waterside CV is described in this section.

Figure 2.6 shows the discretized waterside CV. The region enclosed by the red rect-

angle represents the length of the entire refrigerant tube which is discretized into five

control volumes with water entering from the left and going out to the right. The outer

surface is finned and exchanges heat with air. Enthalpy is calculated at the interfaces

of control volumes while temperatures are calculated at the center. In the control vol-

ume highlighted in Figure 2.6, the enthalpy is calculated at points e and w, while the

temperature is calculated at point P.

Due to a small operating range of temperature, the density and specific heat capacity

of water are taken to be constant. The inlet enthalpy of water is an input for the control

volume. The enthalpy at all other grid points is calculated using the energy equation (2.8).
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mc
dT

dt
+ ṁouthout − ṁinhin = αA (Ttube − Tw) (2.8)

The heat transfer coefficient is calculated using Churchill's correlation [169] for the

transition and turbulent regions of flow. For the laminar region, the constant Nusselt

number for constant heat flux condition is used, since the system is modeled to deliver

a constant cooling load. The discontinuity in the correlation at the transition region is

smoothened out by using a splice function as described in Li et al. (2010) [170].

The friction factor used for the heat transfer correlation is obtained from Churchill

and Usagi (1972) [171] as it covers the entire flow regime. The dynamic viscosity and

thermal conductivity of water used in calculations of Reynolds number and Prandtl num-

ber are calculated at ambient pressure and the temperature of control volume using the

WaterIF97 [172] property calls from Modelica.Media.Water.

The dimensions for the AWHX are given in Table 2.2. These parameters are chosen

by optimization using genetic algorithms in CoilDesigner [173] for maximum capacity and

least cost as objective functions.

2.1.3 Water Tank

Recall that the WTS circulates chilled water through its water circuit. The chilled

water is stored in a water tank. The water tank is modeled as a stratified tank with

discretization along its height. The tank is assumed to be adiabatic.

The tank has discretized into five finite volumes. Each volume is modeled using

the heated pipe component (Modelica.Thermal.FluidHeatFlow.Components.HeatedPipe)

from Modelica Standard Library. This component provides a HeatPort interface, which is
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Table 2.2: Dimensions for the Air to Water Heat Exchanger

Parameter Value

Number of tubes 8

Number of tube banks 1

Tube length [m] 0.123

Tube outer diameter [m] 0.01588

Tube thickness [m] 0.000889

Fin type Plate fin

Fins per inch FPI 24

used to model buoyancy effects in case of temperature inversion. The buoyancy component

developed by Wetter et al. (2014) [174] for the Buildings Library is used for this purpose.

It uses a directional diffusion approach to model buoyancy effects with a diffusion time

constant and a conduction coefficient.

2.1.4 Ice Tank

The ice tank used in the ITS consists of ice cubes inserted into a tank filled with

water. The process is very complex and depends on various factors like the shape of

ice cubes, the geometry of the tank and flow characteristics around the ice [175]. For

the conceptual nature of the present study, a lumped model is used. The ice tank is

modeled as adiabatic. A constant heat transfer coefficient of 1000 W m−2 K−1 (based on

results of Hao and Tao (2002) [175]) is used for calculation in Equation (2.9) to obtain

the instantaneous rate of melting.
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L
dmice

dt
= αA (Tw − Tice) (2.9)

The ice cubes are modeled as spheres so that its instantaneous size can be calculated

from Equation (2.10).

niceρ4πr2dr

dt
=
dmice

dt
(2.10)

The energy equation is then applied to the lumped ice tank control volume to

calculate the temperature of the water exiting the tank as shown in Equation (2.11).

mwc
dT

dt
+ L

dmice

dt
+ ṁouthout − ṁinhin = 0 (2.11)

2.1.5 Battery

Battery modeling is necessary to reduce the total weight and cost, which are im-

portant parameters in the design of a portable cooling system. Accurate prediction of the

state of charge (SOC) of the battery is critical to determine how long the battery will last

with a typical user case scenario. The battery capacity should be sufficient to run the

whole cooling operation without entering regions of overcharging and over-discharging for

longer operation. A single unified battery pack must address all power requirements (cool-

ing, controls, mobility) for a sufficient operating time while also maintaining a reasonable

total system weight.

There are many mathematical models of batteries available in literature which vary

in complexity, computational requirements and accuracy. The models based on electro-
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Figure 2.7: Modeling of Battery Pack by Scaling a Single Cell Modeled as an RC

Circuit

chemical principles which model first-principle phenomena require significant computa-

tional resources and detailed datasets for input [176]. Equivalent circuit models have a

good trade-off between exactness, complexity and usability while still providing some in-

sights into the battery state [177]. As a result, the equivalent circuit approach is used. A

simplified version of battery model based on the equations of Electrical Energy Storage

Library [178] is used for the current work.

The values for the constants for the cell used are obtained experimentally using

Electrochemical Impedance Spectroscopy. To obtain the performance of the battery pack

from the model of a single cell, boundary conditions are applied to the cell model as if

it is located inside the battery pack as shown in Figure 2.7. The battery pack consists

of 21 cells of type Samsung ICR 18650 26F, with three parallel circuits of seven cells in

series (7s3p). The scaling from cell to the full battery pack is done as described by the

Equations (2.12) - (2.14). The number of cells in parallel np = 3 and number of cells is

series ns = 7.
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Figure 2.8: Validation of Battery Model

Pcell =
Pbat
ns np

(2.12)

Ibat = np Icell (2.13)

Vbat = nsVcell (2.14)

The two primary modes of battery degradation are charge dissipation aging and

calendric aging. Typically, the calendric aging is of the order of 8-10 years. Since the

device is envisioned for everyday use, it is safe to assume that the primary source of

degradation will be charge dissipation. Hence calendric aging is not modeled. Linear

aging constant calculated from the battery datasheet is used for charge dissipation aging

as shown in Equation (2.15). Kindly note that the equation uses battery capacity in SI-unit

of Coulomb. Typically, the battery capacity is listed in Ampere-hour by manufacturers.

Conversion, factor for this is 1 Ampere-hour = 3600 Coulombs.

C = C0 + kC Qabs (2.15)
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During continuous battery operation, the chemical energy is converted to electricity

with some energy lost as heat. This energy loss to heat leads to faster dissipation of

battery and is calculated using a proportional constant as shown in Equation (2.16).

SOC = SOC0 −K
Qabs −Q0

C
(2.16)

Icell =
Vcell −V1 −V2 −V3

Rext +R0

(2.17)

The voltage across the battery is a function of its state of charge; a correlation

connecting voltage and state of charge can be developed from discharge curves found

in the battery datasheet. Finally, the current across the equivalent R-C circuit from

Figure 2.7, is calculated using Equation (2.17). The model is validated by comparing its

results to a 70 W constant power draw circuit. The results of the validation are shown in

Figure 2.8 .

2.1.6 Robotic Platform

The power consumption from the motion of robotic platform is estimated from first-

principles based approach used by Gonullu [179]. The free body diagram of the platform is

shown in Figure 2.9. The total force required for motion (Ft) is the sum of the gravitational

force acting along the incline (Fg), the drag force by the air (Fd), the force to overcome

friction (Ff ) and the force required to produce acceleration (Fa).

Ft = Fg + Fd + Ff + Fa (2.18)

Since the platform operates at speeds around 1 m s−2 , drag force can be neglected.

If m is the total mass of the portable cooling system, g the acceleration due to gravity,
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Figure 2.9: Free Body Diagram for Robotic Platform

Figure 2.10: Input Set for the Robotic Platform

the remaining forces can be calculated as:

Fg = mg sin(θ) (2.19)

Ff = frmg cos(θ) (2.20)

Fa = ma (2.21)

Finally, the net power for the motion of the platform (P ) is obtained as:

P = Ft v (2.22)

where v is the velocity of the platform.

Typical variations in motion are changes in velocity, motion over different surfaces

and changes in surface inclination. One TimeTable block is assigned to each of acceleration
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Figure 2.11: Temperatures at various locations in WTS

(a), rolling friction resistance of surface (fr) and the surface inclination angle with respect

to the horizontal (θ) and is used to capture these variations in the motion.

A common motion is assigned for all systems to represent a typical motion of a

PPCS. It involves motion on different surfaces at varying inclinations and speed. The

total motion is for 20 minutes in the two-hour simulation period. Motion in each of these

four intervals is shown in Figure 2.10.

2.2 Results and Discussion

This section discusses the results of system models from the previous section. For

the current study, all systems are sized to deliver cooling for two hours. Some additional

considerations for modeling of each system and its response are first presented, followed

by their comparison.

The water tank system is initialized with 17.2 kg of water at 2°C, divided into five

equal control volumes of the stratified water tank. The temperature of water at the end of

two-hour operation is 17.3°C. Figure 2.11 shows temperatures on the airside and waterside

of the AWHX in the simulation.
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Figure 2.12: Temperatures at various locations in ITS

The ice tank system is initialized with 3 kg of water in thermal equilibrium with

2.45 kg of ice comprising of 185 spheres of 3 cm diameter, which is the typical size of

ice obtained from an ice maker. This is the minimum amount of ice that can fulfill the

cooling requirements. Figure 2.12 shows temperatures on the airside and waterside of the

AWHX in the simulation. Two distinct regimes can be observed. For first 90 minutes, the

temperatures on the waterside are close to 0°C. Then the temperatures start to increase

rapidly. This is the portion, where the ice is completely melted and the system now

operates as a water tank system. Roughly, 25% of the cooling from the ITS is by the

operation as WTS. This reduces the amount of ice required for the cooling operation and

further reduces system weight further. The weight of cold storage in ITS is only 33% of

the WTS.

The PCMS is initialized with 5.2 kg of PCM at an initial temperature of 5.5°C,

which is slightly less than its melting temperature. The temperature of water entering

the AWHX for PCMS is shown in Figure 2.13. The PCM starts melting from the inside,

i.e., where it is in contact with the tube. As the PCM melts, its temperature increases.

A higher temperature gradient is required to melt the PCM furthest from the tube. As a
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Figure 2.13: Temperatures at various locations in PCMS

result, the temperature of PCM in contact with the refrigerant tube continues to rise and

the AWHX receives increased temperature of water progressively. In the real case, the

temperature gradient would be slightly smaller due to the effects of natural convection,

which are not included in the current model. Reduced temperature gradient equates to

lesser sensible storage in the liquid portion of the PCM. However, sensible storage amounts

to 10% of the total storage and the contribution of natural convection in that portion would

lead to much lesser deviation.

For the VCS, a paraffin-based PCM with melting temperature of 37 °C is selected to

capture the condenser heat (See Table 2.1). The minimum amount of PCM required for

the purpose is 5.9 kg. Note that this amount is higher from the PCM required for the water

based system because the PCM is storing the condenser load. Secondly, the latent heat of

the PCM used for VCS is slightly smaller than the one used for PCMS. As can be observed

from Figure 2.14, the evaporator temperature is 16°C while the condenser temperature

is rising till 55°C. The continuous increase in condenser temperature is attributed to the

lack of modeling of natural convection in PCM. The thermal resistance on the PCM side

increases with time as the solid melts, since the liquid PCM has lesser conductivity than
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Figure 2.14: Temperatures at various locations in VCS

the solid. In the real case, however, there will be increases and decreases in thermal

resistance as the melting progresses.

The following values of compressor efficiency are assumed for the simulation: volu-

metric = 83%, isentropic = 70% and motor = 80%. The displacement volume is taken as

1.4 cc, with RPM = 2700. The values are taken for the smallest compressor available in

the market [180]. The breakdown of energy consumption from individual components of

VCS is shown in Figure 2.15. The coefficient of performance of the system is evaluated as

the ratio of net cooling delivered to the net power consumed by the compressor, fan and

the robotic platform. The COP evaluated for the VCS simulation = 2.97.

2.2.1 System Comparison

Weight, power consumption and cost are the main driving factors behind the design

of portable air conditioning devices. This subsection gives a comparison of the four systems

based on these parameters.

The weights of all the four systems are plotted in Figure 2.16. The first legend

Heat Storage refers to the weight of the minimum storage required for two-hour operation
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of each system. For the water tank system, this term is the weight of water = 17.2 kg.

To obtain total system weight, data from the [181] prototype is used: Battery = 1.1 kg,

Platform = 4.2 kg, Structural components = 3.5 kg, Heat exchangers and tubing = 2.2

kg, container = 1.7 kg and electronic components = 1.1 kg. These are assumed to be

constant across all systems. For PCMS, 3 kg of water is added to fill up the tubing and

heat exchangers. For VCS, additional component weights for the compressor, expansion

device and refrigerant charge are added. The prototype weight calculated using these

values is also plotted as the legend Prototype in Figure 2.16. As can be seen, the WTS

weighs roughly 10 kg more than the other three systems. ITS, which was expected to be

the most compact is only 2 kg lighter than the vapor compression system.

Figure 2.18 shows battery consumption from all the four systems. The simulation is

initialized with a completely charged battery. The transient power draws from the various

sources leads to consumption of the battery. At the end of the two-hour operation, the

VCS ends up consuming much more battery than the others. This can be attributed to

the operation of a compressor instead of a water pump. The water based systems (WTS,

ITS and PCMS) can therefore operate with a smaller battery pack compared to VCS.

A cost database for components is developed to make rough cost estimates for system

mass production. Figure 2.17 shows the price per watt of cooling for the four systems. We

can observe that VCS is much more expensive than the other systems. This is primarily

due to the higher price of the phase change material and also the compressor.

2.2.2 Air Flow Rate

The environment of the occupant plays an important factor in determining the

operating conditions of the PCS. For thermal comfort, different amount of cooling is
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Figure 2.19: Cooling Capacity Required to Obtain the Same Supply Air Tempera-

ture at Different Ambient Conditions

required at different ambient conditions. For a fixed cooling capacity, increasing air flow

rate from the PCS will increase its supply air temperature. The air flow rate can be

increased by increasing the fan speed or by selecting a nozzle with a smaller diameter.

The air inlet mass flow rate for the simulated case = 0.04452 kg s−1. This corre-

sponds to a fan with 80 CFM (0.038 m3 s−1) of volume flow rate. If we assume a constant

specific heat capacity of air = 1005 J kg−1 K−1, the temperature difference between the

supply air and room air = 3.8 K for a cooling capacity of 170 W. The ambient tempera-

ture for the operation is taken as 79 °F (26.15 °C), giving the supply air temperature =

22.35 °C. For a fixed air mass flow rate, to deliver a constant supply air temperature of

22.35 °C, variation in required cooling capacity for different ambient conditions is plotted

in Figure 2.19. At ambient temperature of 30 °C, for air volume flow rate of 100 CFM,

the cooling capacity required = 428 W. This operating condition will require a very heavy

thermal storage.
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The supply temperature of the PCS, however, may not be the correct design pa-

rameter for sizing the air flow rates. Zhu et al. [182] carried out a CFD-based analysis to

investigate the cooling efficiency of a PCS (ratio of the sensible heat removal to the cooling

capacity). Their study involved a 100 W cooling capacity PCS placed at a distance of 1 m

from the occupant, in a room with 3 ACH (Air Changes per Hour Ventilation Rate) and

air temperature of 26°C. They found a positive linear correlation between sensible heat

loss and air flow rate, indicating that the personalized airflow with higher airflow rates

could effectively remove additional heat from human body. Additionally, at the same air

flow rate, a smaller nozzle could remove more sensible heat from the human body. Thus,

the effect of local forced convection overcame the opposing effect of temperature increase

for their set of operating conditions. So it may be possible to keep occupants in higher

ambient conditions comfortable at higher supply air temperatures (and thus a much lower

cooling capacity). The correct design conditions for operation at all these variations of

ambient conditions will require experimental thermal comfort study and is part of future

research.

2.2.3 Phase Change Material

The selection of PCM is an important design criteria for PCS. The PCM has to go

through both melting and solidification in a reasonable amount of time. Secondly, PCM

manufacturer may not have a good resolution of melting temperature range. In the VCS,

the PCM is used to capture the condenser heat. This is done to prevent additional heat

loads to the building. PCM with following melting temperatures are available at one of

the manufacturers [168](29°C, 37°C, 42°C and 48°C). For vapor compression cycle, a lower

PCM melting temperature would result in a higher COP. If the melting temperature
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is very close to the ambient temperature, the solidification of PCM after the cooling

operation will take a very long time due to a low temperature gradient available for heat

exchange. Among the range of temperatures available, 37°C is selected from both COP

and solidification time point of view.

The PCMS uses water to extract cooling from the frozen PCM. The melting tem-

perature of PCM selected for this application is 6°C. PCM with following melting temper-

atures are alternate options for this application [168](4°C, 7°C, 8°C and 15°C). The latent

heat of the PCM melting at 6°C is 220 kJ kg−1 is much higher than the latent heat of the

other candidates available in its neighborhood (178 to 187 kJ kg−1). To make the thermal

storage lightest, the current choice is the best option.

2.2.4 Price Considerations

Hoyt et al. (2015) [109] simulated HVAC energy savings by varying cooling setpoints

in 7 different climates and 5 different HVAC model types. The averaged results from their

work is listed in Table 2.3. In 2011, total primary energy consumption per person in

the United States was about 310 million Btu [1]. Building sector accounts for 41% of

the primary energy consumption, with 11.8% of that fraction taken up by space cooling.

Hence, energy spent on cooling per person =(0.118*0.41*310 million Btu)= 15 million

Btu = 15.8× 1010 J. Assuming symmetrical heating and cooling seasons, time duration

for cooling = 0.5 year = 0.5*365*24*60*60 sec = 15.768× 1010 sec. Thus, average cooling

power per person = (cooling energy per person)/(cooling time duration) = 1002 W.

The average price of electricity in the United States is approximately 12 cents per

kWh [183]. For a setpoint of 25.6 °C, mean saving = 31%. Thus, cost saving for each hour

= $ 0.12*0.31*1002/1000 = $ 0.037. For the cooling duration of half year, net saving for
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Table 2.3: Total HVAC energy savings when varying cooling setpoints [109]

Cooling Setpoint [°C] Mean Savings [%] Maximum Savings [%]

23.3 13 26

24.4 23 45

25.6 31 58

26.7 37 66

27.8 42 70

28.9 46 73

this case = 0.5*365*24* ($ 0.037) = $ 163.26.

Power consumption for all the systems is shown in Figure 2.20. All the PPCS have

the same inputs for motion which have been described in Figure 2.10. The PPCS moves

with uniform velocity in the intervals of motion with acceleration and deceleration at

the beginning and end of its motion, respectively. WTS, being the heaviest consumes

much more power during its motion than the other systems. By averaging the net power

consumed by each PPCS in the two-hour interval, we can arrive at the total cost savings

by setpoint elevation with the PPCS in operation. The average power consumed by WTS,

ITS, PCMS and VCS are 16.43 W, 14.72 W, 14.99 W and 55.47 W, respectively. For

elevation of temperature setpoints as per Table 2.3, the reduction in building energy cost

is shown in Figures 2.21 and 2.22 for the cases of mean savings and maximum savings.

The estimated mass production price of WTS, ITS, PCMS and VCS for 170 W

cooling and a two-hour operation are $173, $173, $256 and $324, respectively. These num-

bers are obtained by private correspondence with suppliers. One of the benefits of PPCS

is that it has zero retrofitting costs. However, there will be additional costs associated
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Figure 2.22: Maximum Yearly Savings from PPCS Operation

with labor and shipment. For the purpose of this preliminary analysis, let us consider

the economics of a PPCS when its selling price varies from $200 to $600 in steps of $100.

Payback period for each of these systems as a function of setpoint temperature can now

be evaluated at these selling prices for each of the systems. For brevity, only the case of

VCS is shown. WTS, ITS and PCMS will have lower payback, due to higher savings than

VCS. The results for the calculations with both the mean savings and maximum savings

are shown in Figures 2.23 and 2.24. It can be observed that the payback period varies

significantly based on operating conditions.

The calculation assumes that the PPCS is being operated for the entire duration

of the cooling season. However, in the real case the device will need to take breaks to

recharge its thermal storage. Secondly, there will be some energy spent on recharging the

thermal storage. These details are not accounted for in the present investigation due to its

conceptual nature. When the conditioned space is unoccupied, there is no need for PPCS

to operate. This will lead to higher savings than those shown in Figures 2.21 and 2.22.
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These details will become clearer with development and testing of real devices and is part

of future research. A more realistic payback period may be in the range of 5-10 years.

The price of PPCS is being around $500 for the consumer makes this a very attractive

option for saving building cooling energy. Personalized conditioning also provides better

cooling than the conventional systems.
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Chapter 3: Development of Vapor Compression Cycle based Per-

sonal Conditioning System

3.1 Introduction

The previous chapter highlighted benefits of using personal conditioning systems.

Water based PCS require more user attention for continuous usage like refill chilled water

or ice, re-solidify PCM. From user’s convenience perspective, the vapor compression system

based PCS is the most desired and so, a prototype based on this idea called the Roving

Comforter (RoCo) has been developed [181]. The present chapter briefly discusses its

operation and then discusses development of a dynamic model for its thermal storage

recharge, which was identified as an important factor for improvement.

RoCo uses a compact R134a based vapor compression system for cooling. Following

its cooling operation, during which waste heat from the condensing refrigerant is stored in

a phase change material (PCM), a two-phase loop thermosiphon is used to discharge (so-

lidify) the PCM to enable its next operation. The transient operation of this thermosiphon

is the focus of the present chapter.

Use of a PCM as the storage medium provides high energy density due to the ability

to store thermal energy as latent heat during the phase transition; however, the discharge

rate is limited by the low thermal conductivity of the PCM. Insertion of a graphite foam
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Figure 3.1: Schematic of two modes of operation of RoCo

within the PCM can increase the rate of discharge and decrease the downtime of the

cooling device. Since graphite enhancement involves a tradeoff between improving the

discharge time at the expense of PCM volumetric latent heat, the impact of graphite foam

density on the PCM discharge rate is investigated by using a Modelica-based transient

model of the thermosiphon.

The two alternating operating modes of RoCo are shown in Figure 3.1. The cooling

operation (Figure 3.1, left) is reliant on an R134a based vapor compression cycle (VCC).

Heat removed from the condensing refrigerant during the VCC operation is captured by a

commercial, paraffin-based PCM (PureTemp 37, Tmelt = 37°C, k = 0.2 W m−1 K−1 [168])

surrounding the condenser refrigerant tubing to avoid an addition to the building heat load.

This PCM was chosen since the phase transition temperature enables high COP in the

VCC operation due to the low melting temperature, but does not liquify by heat transfer
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with the surroundings since the transition temperature is 9°C higher than the weighted

mean of the US summer dry bulb temperature [152]. Stability of this material has been

demonstrated over 65,000 thermal cycles [168].

The cooling operation terminates when the PCM is completely melted since the

condenser can no longer store rejected heat from the refrigerant as latent energy, leading

to elevated condenser temperatures and decreased cycle efficiency. Thus, there is a need

for re-solidification of the PCM (PCM discharge) before the next cooling operation. Since

the PCM is insulated from the ambient to minimize heat loss to the conditioned space

during cooling, a thermosiphon operation in the same refrigerant circuitry is employed to

enable a controlled discharge process.

In the thermosiphon operation, liquid refrigerant in the PCM-HX absorbs heat

from the PCM and vaporizes. The thermosiphon operation is used to discharge the heat

stored during the cooling operation. Typically, the cooling is required during the day

time and thermosiphon is at night time. This also facilitates peak load shifting from

the electricity grid as the discharge is done during the off-peak hours and provides cost

savings to customers. There are two methods to reject the heat during night time: (1)

reject heat to the internal spaces during the night when the building is unoccupied and

the building load is insignificant (2) reject heat outside the conditioned space by moving

the RoCo [184]. The vapor rises and condenses in the air-cooled heat exchanger (AC-

HX). The condensed liquid flows back by gravity to the PCM-HX. A receiver is included

in the circuit to ensure that the PCM-HX is filled with liquid refrigerant to prevent dry

out during the thermosiphon operation. The initial PCM-HX prototype provided 2 hours

of cooling operation and required 8 hours for discharge [181], limiting RoCo to a single

cooling operation per day. The long discharge time can be attributed to the low thermal
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conductivity of the PCM.

The present chapter focuses on modeling a thermosiphon used to recharge the PCM

battery of an innovative personal air conditioning device called the Roving Comforter

(RoCo), which is described in detail in Du et al.(2016) [181]. Figure 3.1 shows the

schematic for the two alternating operating modes of RoCo. During the cooling oper-

ation shown in the left image of Figure 3.1, the heat released by the condenser is captured

by the surrounding PCM to avoid addition to building heat loads. The cooling operation

is terminated when the PCM surrounding the condenser is completely melted. Before the

next cooling operation, there is a need for re-solidification of the PCM (PCM recharge).

The right image in Figure 3.1 shows RoCo operating in thermosiphon mode. The com-

pressor and the expansion valve are bypassed by operating a pair of ball valves to reduce

pressure drops in the refrigerant circuit. A receiver is included in the circuit to ensure that

the PCM based heat exchanger (PCM-HX) is always completely filled with liquid refrig-

erant during the thermosiphon operation to prevent dryout. The system provides more

than two hours of cooling operation with 8 hours for recharge [181]. This essentially limits

RoCo to a single cooling operation per day, which is not desirable. The long recharge time

can be attributed to the low thermal conductivity of the PCM.

One method to increase the thermal conductivity of PCM is to create a composite of

pure PCM and a highly conductive porous compressed expanded natural graphite (CENG)

foam [185–187]. The amount of CENG in the composite PCM is measured as graphite

bulk density, or mass of graphite in the sample volume. As the graphite bulk density

increases, the thermal conductivity increases, but the composite latent heat decreases. The

saturation of CENG foams with PCM has been shown to increase the thermal conductivity

by more than an order of magnitude; however, this reduces the latent heat storage of the
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PCM up to 35% due to the displacement of PCM by graphite as well as air contained within

closed pores formed during the fabrication process [185–187]. The reduced latent heat of

the PCM composite leads to increased weight and volume of the thermal battery, which

is not desireable for a portable device like RoCo. Thus, there is a tradeoff between the

reduced recharge time and increased volume in the material selection. A transient analysis

of the thermosiphon mechanism is carried out to evaluate the most suitable material among

the CENG developed by Mallow et al. [188].

This chapter presents a semi-empirical model for a thermosiphon with transient

equations not only for the refrigerant side but also the thermal storage. The state of the

PCM is part of the solution, adding further to the complexity of the model. Modelica [33]

is used for modeling because of the object-oriented, declarative, and acausal modeling

approach, reusable libraries for two-phase flow, refrigerant media property packages [189]

based on REFPROP 9.0 database and differential algebraic equation solvers. This enables

development of the model with similar detailing on the refrigerant side as Bodjona et

al. [190], without the need to write equations for refrigerant properties and solvers.

3.2 Component Modeling

This section discusses equations and assumptions used in the component models

for the thermosiphon system model. The component models will be combined to form

the system model, which will be first validated with experimental data and then used to

evaluate the thermal storage performance of graphite enhanced PCM.
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Figure 3.2: Control volume for downcomer

3.2.1 Downcomer and Riser

The connecting tubes between the evaporator and condenser act as the downcomer

and riser. Their dynamics is expected to be on a timescale faster than those of the heat

exchangers. One of the important simplifications in the modeling of dynamic systems is the

time scale abstraction in which faster timescales are treated as a steady state. The mass

and energy storage in these components is hence neglected based on this assumption. The

momentum equation is used to evaluate the mass flow rate in the system. Such components

are referred to as flow models in Modelica terminology.

The finite volume discretization of the momentum equation for flow model type

components is described in Elmqvist et al. (2003) [41]. For the lumped control volume of

the downcomer (Figure 3.2), equating mass flow rates at the inlet and outlet leads to 3.1
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Lt
dṁ

dt
= Ac(pin − pout)−

1

2

ṁ2

ρA2
fSLt −AcρgLt (3.1)

For the downcomer, the outlet is below the inlet in height and this leads to 3.2.

Lt
dṁ

dt
= A(pin − pout)−

1

2

ṁ2

ρA2
fSLt +AρgLt (3.2)

Since the the model assumes single phase refrigerant flow in the riser and downcomer,

the Fanning friction factor is calculated using a function developed by combining Hagen-

Poiseulle and Blasius [191] equations to account for both laminar and turbulent flows for

single phase refrigerant. The objective of the current investigation is the heat transfer

characteristics of the thermosiphon for which the assumption is valid (the sensible heat of

R134a is very small compared to its latent heat). However, for an investigation focused

on fluid flow characteristics, it may be necessary to develop a more detailed model for the

downcomer and riser. Interpolation is necessary to avoid chattering issues encountered in

transient simulations with equations that are not continuous and differentiable.

3.2.2 Phase Change Material Control Volume

Several models exist in the literature for modeling the melting and solidification

of PCM [192–194]. The enthalpy method [195] is used in the current study due to the

advantage of carrying out calculations on a fixed grid with an implicit treatment of the

phase change boundary.

The energy equation applied to the PCM control volume gives rise to Equation (3.3).

The PCM-HX involves helical tubes surrounded by PCM, which results in very compli-

cated 3D mathematical equations involving phase change and refrigerant flow. For the
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purpose of current research, two primary assumptions are made to obtain equations for

system level simulation. First, the PCM control volume is modeled as a lumped system.

This eliminates the need for 3D momentum equations for natural convection flow within

the molten PCM. Secondly, since the density difference between the solid and liquid phase

of PCM is less than 10%, the average value of densities of both the phases is used in

the calculations. These two assumptions enable modeling a simpler form of the energy

equation shown in Equation (3.4).

ρ
∂h

∂t
+∇(ρvh) = ∇k(∇T ) (3.3)

mpcm
dh

dt
= Q̇ (3.4)

The PCM modeling consists of two components: one to model its heat storage and

a second to model its rate of heat transfer.

3.2.2.1 PCM Heat Storage

The PCM heat storage is modeled using a component named PCM Capacitor. It

models the left-hand side of Equation (3.4). The only unknown variable in the enthalpy

method formulation is the enthalpy-temperature dependency of the PCM which is calcu-

lated using Equation (3.5). The PCM solidifies over the temperature range from TL to

TS. DSC measurements were taken using a TA Instruments Q2000 with a heating and

cooling speed of 5°C min−1 to obtain the variations of the effective specific heat capacity,
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c(T), in the interface region. The point where the PCM just starts to melt is taken as the

zero reference for the enthalpy function.

h(T ) =



∫ TA
T csdT, solid

∫ TA
TB

c(T )dT, two phase

hsl +
∫ TB
T cLdT, liquid

(3.5)

3.2.2.2 PCM Heat Transfer

The heat transfer from the PCM is modeled using the PCM Conductor block. To en-

able modeling of any heat exchanger geometry, either with a helical or straight refrigerant

tube, the heat transfer coefficient as a function of melt fraction, λ, is set as an input and

evaluated by experimental or numerical methods. This enables modeling varying effects of

conduction and natural convection, which occurs in the case of a non-enhanced PCM with

helical refrigerant tubes. The conduction dominant heat transfer in a graphite enhanced

PCM with straight refrigerant tubes can also be captured using the same component.

The melt fraction is calculated from PCM enthalpy by using Equation (3.6) in the

PCM Capacitor block. It is then provided as an input to the PCM Conductor block. The

use of the heat transfer coefficient, pcm, simplifies the right-hand side of Equation (3.4)

as shown in Equation (3.6). Calculation of αpcm will be discussed in the subsection 3.2.2.3

for the case of pure PCM and in Section (3.4) for the graphite enhanced PCM. The net

value of net heat transfer is calculated using the temperature difference between PCM

Conductor and lumped refrigerant CV (Equation (3.8)).
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λ = max(0,min(1,
h

hl
)) (3.6)

Q̇pcm = αpcmA (Ttube − Tpcm) (3.7)

3.2.2.3 Empirical heat transfer coefficient function

The empirical heat transfer coefficient as a function of melt fraction, which is an

input for the PCM Conductor (Equation (3.8)), is not available in the literature and is,

hence, obtained by an experiment. The heat transfer coefficient evaluation procedure is

similar to the one adopted by Merlin et al. [196] and is only briefly explained for the sake

of brevity. The experimental setup (see Figure 3.3, left image) includes a single helical coil

(see Figure 3.3, right image) placed inside a cylinder filled with PCM. It is representative

of one quarter of the PCM-HX. A peristaltic pump is used to circulate water through a

PID-controlled heater to melt the PCM at a constant water inlet temperature. During

solidification, the heater is turned off. The pump continues to circulate water through the

circuit during solidification. An air to water heat exchanger cools the water temperature

at the inlet to a constant value. This value can be adjusted by changing the temperature

of the environmental chamber where the setup is placed. The entire PCM-HX is insulated

with foam to minimize heat losses to the surroundings.

The instrumentation used for the evaluation of the heat transfer coefficient is sum-

marized in the Table 3.1. The experiment is repeated three times to ensure repeatability

of the data. The standard deviation in the RTD measurements is 0.04°C. The uncertainty

associated with the heat transfer coefficient is estimated to be 13%, when the temperature
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Figure 3.3: Schematic of the setup for evaluating heat transfer coefficient on the

shell side of PCM storage and the helical coil used for the experiment

difference between the RTD values is 1.2°C. Three thermocouples are soldered to the

helical coil to measure the helical coil temperature, while ten thermocouples are evenly

distributed inside the PCM. The average values of these thermocouples provide the tube

temperature and lumped PCM temperature used in the determination of the heat transfer

coefficient.

Table 3.1: Evaluation of Ideal Cd for CT-A and CT-B

Manufacturer Device Accuracy Range Accuracy Specification

Omega RTD 0 to 100°C (0.03)°C

Omega T-type -200 to 350°C 0.5°C

Emerson Coriolis flow meter 0-100 g s−1 0.2% of flow rate

The results of temperatures measured in the experiment are shown in the Figure 3.4

and 3.5. The flow rate of water is constant during the experiment. Mean value of this

82



Figure 3.4: Temperatures measured by RTDs (resistance temperature detector)

located on the water-side at inlet and outlet of PCM-HX

water flow rate is 3.11 g s−1 with a standard deviation of 0.03 g s−1.

Q̇pcm = αpcmA (Ttube − Tpcm) (3.8)

The net heat transfer from the PCM to the water is evaluated by Equation (3.9).

The temperatures at the inlet and outlet are both provided by the RTD’s. The averaged

values of the temperatures from Figure 3.3 are used to evaluate the heat transfer coefficient.

Equations (3.6) and (3.8) are used to obtain melt fraction as a monotonic function of

the lumped PCM temperature (see Figure 3.6).

Q̇ = ṁc (Tout − Tin) (3.9)

Finally, the empirical relationship between the heat transfer coefficient and melt

fraction is obtained (Figure 3.7). The profile shows that the heat transfer rate decreases

as the PCM solidifies from liquid (melt fraction = 1) to solid (melt fraction = 0). This
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Figure 3.5: Temperatures averaged from the three thermocouples for wall, and ten

thermocouples located inside PCM

can be attributed to the decrease in temperature accompanying the phase change, also

known as the temperature glide. As the PCM solidifies, its temperature decreases. As a

result, the water entering the PCM-HX at a fixed temperature has less heat transferred

to it.

3.2.3 Thermosiphon Evaporator Control Volume

The state of refrigerant leaving the PCM-HX is assumed to be saturated vapor

since it is a TPTL. After the liquid levels are balanced in the downcomer and riser tubes,

the mass flow rate of the thermosiphon depends on the rate of evaporation from the

PCM-HX. The mass flow rate in the circuit is calculated from the rate of evaporation

of the refrigerant from the PCM-HX. Nominal values of pressure drops are added to

various component models to obtain a mass flow rate comparable to the value calculated

by back calculation from the airside data. This is done because the mass flow meter is
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Figure 3.6: Melt fraction as a function of temperature

Figure 3.7: Heat transfer coefficient as a function of melt fraction
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bypassed in the experimental setup to reduce the pressure head for the refrigerant flow

in the thermosiphon operation. Since no experimental measurement of mass flow rate is

available, the uncertainty of mass flow rate prediction from the current approach cannot

be determined.

Figure 3.8 shows the experimental PCM-HX (left) and the control volume used to

model its refrigerant side (right). The lengths of various geometrical parameters are given

in Table 3.2. The PCM fills the empty space in the container. The control volume inlet

and outlet are modeled using fluidports, while the heat transfer is modeled using the

heatport connector. Since the control volume is lumped, the black dot at the center of

Figure 3.8 (right) represents the location of the fluid element.

Table 3.2: Geometric parameters of PCMHX

Parameter Value

Height between Headers [m] 0.315

Length of Header [m] 0.32

Diameter of helix turn [m] 0.41

Number of turns [-] 9

Header tube outer diameter [m] 0.0127

Helix tube outer diameter [m] 0.00635

The total volume of the refrigerant tube (Vtot) consists of the volume occupied by

the vapor (Vv) and the volume occupied by the liquid refrigerant (Vl). Out of the two

properties required to determine the refrigerant state, the first (the average density, ρcv)
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Figure 3.8: PCM-HX used in RoCo and the control volume used for modeling

can be calculated as follows:

Vt = VV + VL (3.10)

m = ρV VV + ρLVL (3.11)

dm

dt
= ṁin − ṁout (3.12)

ρcv =
m

Vt
(3.13)

The second property (pressure, pcv), can be obtained by averaging the pressure at

the inlet and outlet as shown in Equation (3.14).

pcv =
pin + pout

2
(3.14)

These two properties are sufficient to determine the state of refrigerant, and all the

remaining properties are calculated. Functions are available from the in-house REFPROP

9.0 based library [189] for refrigerant media.
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The energy conservation equation (Equation (3.15)) and chain rule of derivatives

applied to the partial derivative of density with state variables (Equation (3.16)) are

used to update pressure and specific enthalpy, which are the state variables. The par-

tial derivatives of density are also functions of state variables [165] and evaluated using

property functions [189].

Vt
dhcv
dt

+ h(ṁout − ṁin) + (ṁouthout − ṁinhin) = Q̇r + Vt
dpcv
dt

(3.15)

∂ρcv
∂t

=
∂ρcv
∂pcv

∣∣∣∣
hcv

dpcv
dt

+
∂ρcv
∂hcv

∣∣∣∣
pcv

dhcv
dt

(3.16)

The heat transfer coefficient for heat transfer from the heatport, αr,e in Equa-

tion (3.17), is calculated from Shah’s correlation [197] with Schmidt correlation [198]

for helical coils used for calculating liquid-only heat transfer coefficient. Since enthalpy

in the FluidPort is defined as a stream variable [199], outflow enthalpies need to be set

for both the inlet and outlet. The outflow enthalpy at the outlet, hout, is set as saturated

vapor enthalpy, hv,cv in Equation (3.18), while the outflow enthalpy at the inlet port is

set as saturated liquid enthalpy, hin in Equation (3.19).

Q̇r,e = αr,eA (Ttube − Tcv) (3.17)

hout = hV,cv (3.18)

hin = hL,cv (3.19)

3.3 System Modeling

The nature of PCM-HX model used in the study is relatively simple to reduce the

complexity of dynamics of thermosiphon assisted solidification for a system level sim-
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Figure 3.9: Model diagram for solidification experiment with water

ulation. To check the level of accuracy of the PCM-HX model for solidification, the

experiment described in Section 3.2.2.3 is simulated. The inlet water temperature from

Figure 3.4 and mass flow rate of water is given as input to predict the water outlet tem-

perature. The model diagram for this simulation is shown in Figure 3.9.

Validation plots for solidification experiment with water are shown in Figure 3.10,

which compares the temperatures at the inlet and outlet of PCM-HX for the simulation the

experimental data. The outlet temperature predicted is within 0.5°C of the experiment.

The cumulative error from integrating the temperature difference over the entire time

duration is 13.4%. Thus, the PCM-HX model is able to predict the solidification to a

reasonable accuracy.

Figure 3.11 shows the model diagram for a thermosiphon using the components de-

veloped in the previous section. The experimental data for validation of the model is taken
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Figure 3.10: Water temperatures at the inlet and outlet of PCM-HX

from Du et al.(2016) [181]. The refrigerant side two-phase heat transfer coefficient values

of AC-HX are calculated using Shah [200] correlation, and the heat transfer coefficients

for the airside are evaluated using Wang et al. (2000) [201] correlation.

Heat loss from the PCM Container to the surroundings by both natural convec-

tion and radiation is modeled. A TubeWall is used for modeling the PCM container,

and thermophysical properties of PVC (density=1300 kg m−3, specific heat capacity=900

J kg−1 K−1, thermal conductivity=0.19 W m−1 K−1) are given as inputs. The heat trans-

fer coefficient for natural convection from the PCM Container wall to the surroundings

is calculated using Churchill-Chu correlation [202] for natural convection from vertical

plates. For modeling radiation, it is assumed that the PCM Container is a small convex

black-body in a large room.

The model is simulated using Radau IIa order 5 stiff solver with a tolerance of

1e-06. Radau IIA is a single-step 3-stage implicit Runge-Kutta method. The details of

various available solvers and comparison of their performance can be found in Liu et al.

(2010) [203]. The experimental temperature of the PCM at the axis of the helical coil
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Figure 3.11: Modelica model used for the thermosiphon simulation with pure PCM
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Figure 3.12: PCM temperature comparison between experimental data and simula-

tion

and at the wall (Figure 3.8, left) is compared with the lumped CV temperature from the

model in Figure 3.12.

T-Type thermocouples were used for the temperature measurement with the un-

certainty of temperature measure of 0.5°C. The thermocouples were calibrated between

0-80°C with 10°C increments. The PCM wall temperature refers to the temperature mea-

sured by the thermocouples between the PCM container wall and outside the helical coil.

This is lower than the temperature in the axis region of the helical coils because the axis

region gets heated from all sides, while the region outside the helical coil dissipates heat to

the ambient. The thermocouple temperature falls faster than the simulation temperature

because the thermocouples are located close to the helical coil, and they may not be exact

representation of volume averaged temperature of the entire lump of PCM.

Figure 3.13 shows the comparison of the condenser airside temperatures to the ex-

perimental data. Though there is a slight mismatch in the initial part of the cycle, which

can be attributed to lack of a receiver model in the simulation model, the model can
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Figure 3.13: Condenser airside temperature comparison between experimental data

and simulation

accurately predict the discharge time and can be used for the material selection study.

Four T-Type thermocouples were installed each at the inlet and outlet of the condenser

to measure the airside temperatures. Details of installation and uncertainty of the mea-

surement are available in [204]. The heat losses from both convection and radiation to the

surroundings contribute to 22% of heat losses. Thus, it is important to model these heat

losses for accurate simulation of solidification.

3.4 Evaluating Performance of Graphite Enhanced PCM

Thermal conductivity enhancement of the PCM enables faster discharge than a

pure PCM system. Compressed expanded natural graphite (CENG) foam is of interest

due to the low density and high thermal conductivity of the material. Recall that the PCM

Conductor component requires the heat transfer coefficient vs melt fraction as an input.

Consequently, the heat transfer coefficient for the composite can be evaluated using the 2-

D finite element model. Details of the assumptions and calculations involved in calculation
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of the heat transfer coefficients are presented in Dhumane et. al (2018) [205] and only the

results are presented here.

Table 3.3: Properties of PCM and PCM composites

CENG Vol. Solid Liquid Solid Liquid Latent Thermal

Fraction Density Density Sp. Heat Sp. Heat Heat Conductivity

% kg m−3 kg m−3 J kg−1 K−1 J kg−1 K−1 J kg−1 W m−1 K−1

0 920 840 2210 2630 210 0.2

0.5 927 847 2192 2605 208 1.1

1.0 934 854 2173 2578 205 2.3

2.2 950 871 2131 2520 200 4.7

4.4 979 903 2057 2417 187 9.6

6.3 1005 930 1997 2335 178 20.2

The thermo-physical properties of the PCM used in comparison are shown in Ta-

ble 3.3. Heat transfer coefficient evaluated from simulation are presented in Figure 3.14.

The inlet air temperature for discharge operation is 79°F (26.15°C). The thermal

storage consists of four PCM cylinders with a height of 1.2 m. Thus, the total surface area

for heat transfer is kept same across all the evaluated PCM’s for performance comparison.

The air flow rate of the fan blowing on the AC-HX is 80 cfm (0.038 m3 s−1). The discharge

time for the pure PCM is calculated from the pure PCM simulation to be 554 minutes with

the final 10% taking up 114 minutes. For good cyclic efficiency, it does not make sense to

solidify the material to 0% liquid, and so the discharge time for the baseline case is taken

to be 440 minutes. Consequently, due to the poor thermal conductivity of pure PCM, the

thermal storage needs to be slightly oversized since the PCM residing at further ends of
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Figure 3.14: Average heat transfer coefficient as a function of CENG volume fraction

the storage from the heat source or sink are difficult to melt or solidify. The heat transfer

coefficient for boiling in straight tubes is evaluated using Shah correlation [197]. The total

thermal storage capacity is maintained constant across all PCM’s. The CENG thermal

storages are assumed to be four cylindrical blocks with refrigerant flowing through the

axis. The cross-section details evaluated with these considerations are shown in Table 3.4.

Discharge time, weight, and volume are normalized to that of RoCo (440 minutes) and

plotted in Figure 16 using the heat transfer coefficients for the practical case shown in

Figure 3.15.

The temperature profile of the PCM for the CENG PCM is plotted in Figure 3.16.

The initial sharp drop in temperature corresponds to sensible heat in the liquid phase.

The amount of heat stored as sensible heat is much lesser than the latent heat and is easily

released. The next portion corresponds to latent heat while the PCM solidifies from liquid

to solid. The slope increases with the increased amount of graphite in CENG. Finally,

the sharp drop corresponds to sensible heat in the solid phase of the PCM. As the PCM
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Table 3.4: CENG thermal storage geometry

CENG Vol. CENG Bulk PCM OD PCM OD

Fraction Density Ideal Measured

% kg m−3 mm mm

0.5 11 75 75

1.0 23 75.4 75.4

2.2 50 76.1 76.1

4.4 100 77.4 81.1

6.3 143 78.7 91.9

Figure 3.15: Relative performance of various CENG composites capable of a two-

hour operation time

96



Figure 3.16: Temperature profile during thermosiphon operation with enhanced

graphite thermal storage

reaches the ambient temperature, the heat release rate decreases and so the temperature

of PCM approaches the ambient temperature asymptotically.

Figure 3.17 shows the different rate of heat release from the PCM. As expected,

the higher graphite content leads to increased heat release rate. This leads to the faster

recharge time since the net heat stored is the same for all the thermal storages. The

temperature profiles are much different than the pure PCM case shown in Figure 3.12.

This can be attributed to the lack of natural convection in CENG. The graphite foam

blocks passages for liquid PCM to develop convection current. Additionally, the higher

thermal conductivity reduces the temperature gradient that drives natural convection.

The results obtained in the previous section suggest that there is a significant reduc-

tion in the discharge time if the thermal storage is made from CENG. The thermosiphon

operation requires continuous operation of a 10-W fan for the duration of the discharge

process. Thus, shortening the process results in an increased coefficient of performance

(COP) for the operation. Du et al. (2016) [181] reported the COP of the VCC equal to
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Figure 3.17: Heat removal rate during thermosiphon operation with enhanced

graphite thermal storage

2.85. The system COP for RoCo should incorporate the power consumed during both the

cooling as well as the recharge process.

For the present analysis, the COP for the VCC will be assumed constant for all

the variations of thermal storage. In reality, the CENG thermal storage will have lower

condenser temperature due to improved thermal conductivity and will further enhance the

COP. The evaporator capacity reported by Du et al.(2016) [181] is 165.6 W for a period

of two hours. This value is averaged value over the two hour period. Average power

consumption for the two-hour interval can be calculated from Equation (3.20) = 58.1 W.

COPvcc =
¯̇Q
¯̇W vcc

(3.20)

COPtot =
¯̇Q∆tvcc

¯̇Wvcc∆tvcc + ¯̇Wts∆tts
(3.21)

Equation (3.21) can be used to evaluate the overall COP for RoCo. This incorporates

the energy consumed during both recharge and discharge processes. The results for all

the cases are presented in Figure 3.18. It can be observed that the COP is in the range
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Figure 3.18: COP of RoCo for the different thermal storage options

of 1.75 to 2.25 for all the PCM composites. The COP can be increased by as high as 29%

for the CENG with the volume fraction of 6.3%.

Recharge time may also be increased by using a PCM which solidifies at a higher

temperature. This will provide a larger potential for the temperature gradient to solidify

the PCM at a faster rate. Increasing the phase change temperature of thermal storage

will, however, decrease the COP of VCC operation. Dynamic simulations of both VCC

and thermosiphon will be used to find the appropriate set of phase change material and

enhancement options for a longer cooling operation for RoCo.
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Chapter 4: Performance Improvements of Personal Conditioning Sys-

tems

4.1 Introduction

The present chapter seeks to provide design insights for increased overall coefficient

of performance of Roving Comforter. Dynamic model for modeling the thermosiphon

based recharge was developed in the previous chapter and used to understand performance

improvement from graphite enhancement to phase change material. Two other ideas for

improvement of the performance are discussed: one is switching to a natural refrigerant

R290 and second is using a heat pump based recharge.

4.2 Performance with a natural refrigerant

The current RoCo prototype uses R134a as the refrigerant, primarily due to lesser

safety concerns related to the flammability, enabling development in a university labora-

tory. Secondly, the wider experience of development of systems with R134a enables the

researchers to focus on improving the novelty aspects of the prototype and fewer design

challenges. R134a is a hydrofluorocarbon (HFC) and has zero ozone depletion potential,

however, its global warming potential (GWP) is 1300 [206]. Thus, it is a potent green-

house gas and is thousands of times more potent than carbon dioxide in contributing to
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climate change. If HFC growth continues on the current trajectory, the increase in HFC

emissions is projected to offset much of the climate benefit achieved by phasing out the

ozone-depleting substances which were replaced by the HFCs [207].

As R134a is affected by the Kigali Agreement under the Montreal Protocol [208],

it should be gradually phased out and replaced by low-GWP alternatives. The minia-

ture hermetic rotary compressor [180] used in the Roving Comforter is compatible with

R134a, R404A, R600a and R290. Hydrocarbon (HC) refrigerants have equal or better heat

transfer performance and lower pressure drop compared to R134a [209]. Other expected

benefits from switching an HFC to HC are higher efficiency, lower charge quantity and

lower compressor discharge temperature [210].

The cooling operation of RoCo is modeled using CEEEModelicaLibrary [165]. The

model is validated with experiment data for RoCo working with R134a and then used for

comparing system level performance of the Roving Comforter with propane (R290) as a

refrigerant in comparison with the current R134a.

4.2.1 Empirical PCM heat transfer coefficient

Experiment is conducted to obtain the heat transfer coefficient of PCM for melting

in helical coils. Unlike the solidification, melting of PCM involves heat transfer by both

conduction and natural convection.

The schematic of the experiment for evaluating the heat transfer coefficient for

melting is the same which was used for solidification (see Figure 3.3). The equations and

procedure for calculation of heat transfer coefficient is presented in 3.2.2.3 and skipped

here for brevity.

The thermal conductance on the water-side is calculated using water flow conditions.
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Figure 4.1: Temperatures at the inlet and outlet of PCM-HX

During the modeling of PCM-HX, the refrigerant flow conditions are used to estimate

refrigerant side thermal conductance. The water inlet temperature equals the temperature

of condensation of refrigerant in PCM-HX. The temperature drop of water during the

test is negligible and can represent the isothermal melting conditions in condenser. The

empirical equation captures the variation of the heat transfer coefficient on the shell side

of PCM storage as a function of liquid fraction. The uncertainty in the evaluation of the

heat absorbed by the PCM is 8.3%, while the uncertainty in the measurement of the heat

transfer coefficient is 10.2%.

The temperature of water entering the PCM-HX is selected as 50°C to provide

melting at temperature similar as the condenser of RoCo. The temperature difference

between the RTD’s is shown in Figure 4.1. It can be observed that the temperature

difference is small enough to make assumption of isothermal melting. A peristaltic pump is

used for circulating water through the water loop shown in Figure 3.3. Reducing the water

flow rate produces oscillations in the flow, while increasing it reduces the temperature

difference between RTD’s leading to lesser uncertainty in the value of the heat transfer
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Figure 4.2: Mass flow rate of water flowing through PCM-HX

Figure 4.3: Temperatures of the thermocouple on PCM-HX tube

coefficient. The mass flow rate of water shown in Figure 4.2 is the optimal point accounting

both these considerations.

The temperature of thermocouples located on the tube (see Figure 3.3) are shown

in Figure 4.3. Even though thermocouples were placed at various locations inside the

PCM, they do not provide good estimates of volume averaged PCM lumped temperature.

Consequently, the net heat absorbed by the PCM over time is integrated to obtain PCM

enthalpy. DSC curve provides enthalpy temperature profile for the PCM, and it can

now be used to evaluate lumped PCM temperature from the enthalpy. For the material
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Figure 4.4: Enthalpy temperature function obtained from DSC data

Figure 4.5: Lumped PCM Temperature obtained from Enthalpy

PureTemp 37 [168], the DSC temperature profile from Mallow et al. (2018) [211] is used.

The enthalpy temperature function obtained from it is shown in Figure 4.4. It is obtained

by using Equation (3.5).

The lumped PCM temperature obtained from the enthalpy temperature function

is shown in Figure 4.5. It can be noted that the temperature is increasing during the

melting process, showing that the glide is successfully captured. Finally, the heat transfer

coefficient relation with melt fraction is obtained (Figure 4.6).
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Figure 4.6: Melting HTC as a function of melt fraction

The profile provides insight on the melting of PCM in helical tubes. In the lower

melt fraction region (λ < 0.1), as the solid starts to melt, the heat transfer is reduced

because the liquid PCM has less space to circulate leading to poor natural convection. The

heat transfer coefficient rises in the middle portion due to the increase in the velocity of

PCM from the availability of increased space for liquid PCM flow. After reaching the peak

(λ = 0.5), the heat transfer coefficient decreases. This decrease is due to a more uniform

temperature developed by the natural convection stirring. The uniformity in temperature

leads to a decreased buoyancy force for convection and lesser heat transfer. Similar profile

has been observed during the melting of PCM in a tall enclosure heated by wall and also

a straight tube immersed in PCM by [212] and [96] respectively.

4.2.2 Simulation of Cooling Operation of Roving Comforter

With the component model available for PCM-HX, the complete system model can

now be developed as shown in Figure 4.7 and simulated. The system contains a compressor,

expansion valve, evaporator (an air to refrigerant heat exchanger), refrigerant tubes and
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Figure 4.7: Model diagram for cooling cycle of Roving Comforter

a receiver. The models for these components were developed by Qiao et al. (2015) [165]

and the discussion is skipped here for brevity. However, the method of selecting input

parameters for a few of these parameters is discussed here.

The different control volumes discussed in Section 3.2.2 are marked inside the green

box in Figure 4.7. The flow in each of the four helical coils of the PCM-HX (see Figure 3.8)

is assumed to be symmetric. So, only a single section is modeled. The refrigerant flow is

divided by four by Splitter, and then scaled back by Mixer. Lumped refrigerant control

volumes are used to model the headers of the PCM-HX. The headers are assumed to be

adiabatic and the entire heat transfer to the PCM is modeled from the helical coil. In
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reality, there is a definite heat transfer between the headers and the PCM. However, it is

difficult to evaluate the exact heat transfer from the headers to the PCM in the presence

of helical coils. The headers have straight refrigerant tubes and the heat transfer from

straight tube to PCM is much lesser than helical coils. This is due to the low thermal

conductivity of PCM. As can be observed in the validation, the error arising from this

assumption is insignificant.

The heat losses from the PCM container are also modeled for improved accuracy.

The total heat transfers involved between the refrigerant and PCM are of the order of 200

W and the heat losses by radiation and natural convection need to be accounted. The

PCM container is modeled using the TubeWall volume component. The material properties

of PVC are provided as input for it, instead of copper when modeling the refrigerant

tube using the same component. This demonstrates the benefits of versatility and re-

usability of Modelica models in development of complex systems and the resultant faster

model development time is one of the reasons for its preference for current investigation.

Finally, Convection and BodyRadiation components from the Modelica Standard Library

Modelica.Thermal.HeatTransfer.Components are used to model the natural convection

and radiation losses, respectively. These models require the thermal conductance as input,

and use linear and fourth power difference respectively to calculate the required heat

transfer. For estimating the natural convection heat transfer coefficient [202] is used.

The evaporator is a round tube plain fin heat exchanger. It is modeled using a finite

volume discretized model. The airside heat transfer coefficient is estimated using [213]

correlation. The refrigerant side for evaporator is modeled using [214] correlation. The

refrigerant side modeling follows the similar approach of alternating control volume and

flow models. Some tubes may have single phase refrigerant, which is estimated using [215]
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Figure 4.8: Validation of Suction and Discharge Pressure of RoCo

correlation. The refrigerant flow in tubes is expected to be single phase and again esti-

mated using [215] correlation. Pressure drop on the air-side of the evaporator is ignored,

since it is negligible. The refrigerant single phase pressure drop is estimated using [216]

correlation. The two phase pressure drops are estimated using [217] correlation.

The model is simulated using Dymola 2018 (Dassault systemes, 2018) Radau IIa

solver and tolerance setting of 1e-6. The comparison of the pressure prediction of the

model and the experiment conducted by Du et al. (2016) [181] is shown in Figure 4.8. The

regions of low melt fraction (<0.1) have higher heat transfer coefficients (See Figure 4.6)

and so the discharge pressure is less in this region. The natural convection effects start to

increase the heat transfer coefficient in the region of 0.1-0.5. This bring about a small dip

in the discharge pressure profile. Finally, as the melt fraction increases from 0.5, the heat

transfer coefficient decreases and the discharge pressure keeps on rising.

The mass flow rate comparison is shown in Figure 4.9. The poor heat transfer to

the PCM in this region also increases the compressor power. The compressor power is

plotted in Figure 4.10. The R134a compressor efficiency is tuned to match the power
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Figure 4.9: Validation of Mass Flow Rate of RoCo

profile obtained from the experiment for R134a. The values that provided good fit are

(isentropic efficiency = 0.75, volumetric efficiency =0.95, motor efficiency = 0.85).

The experiment involved the use of a variable opening valve which was modulated

throughout the experiment to maintain a fixed superheat. However, this phenomenon

is not modeled in the simulation. The heat transfer from headers inside phase change

material is ignored in the model. This would lead to a slightly lesser quality at the inlet of

evaporator leading to higher evaporator cooling capacity in the experiment (Figure 4.11).

4.2.3 Comparison of RoCo performance with R134a and R290

For comparison with R290, it is assumed that these values remain the same. The

R290 simulation is initialized with same saturation temperature and quality distribution

as the R134a system. The valve opening and compressor RPM are adjusted to match

the cooling capacity, superheat and subcooling of the R134a system. The total cooling

capacity is shown in Figure 4.12.

The suction and discharge pressures for operation of RoCo with the R134a and R290
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Figure 4.10: Validation of Compressor Power of RoCo

Figure 4.11: Validation of Measured Cooling Capacity

Figure 4.12: Comparison of cooling capacity
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Figure 4.13: Comparison of operating pressures

Figure 4.14: Comparison of mass flow rate

are shown in Figure 4.13. The R134a system operates between 5 bar and 14 bar pressure,

while the R290 system operates between 7 bar and 17 bar.

The refrigerant flow rate for the R134a system is 1 g s−1, while that for the R290

system is 0.6 g s−1 as shown in Figure 4.14. The high latent heat of R290 enables operation

of the similar capacity system at lower mass flow rate. This reduces the compressor power

and increases the coefficient of performance (COP) of the R290 system.

The compressor efficiency is assumed to be the same for the case of both R134a and
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Figure 4.15: Comparison of compressor power

R290. Compressor power comparison is shown in Figure 4.15.

The COP of the system is evaluated as the ratio of integrated cooling capacity

and the integrated compressor power during the time interval of operation. The COP

for R134a cycle evaluated from the simulation is 2.55, while for the R290 cycle is 3.40.

The benefits in COP for the R290 system primarily arise from the higher latent heat

of R290, combined with improved heat transfer and pressure drop performance of the

system. At 40°C, the latent heat capacity of R290 is 306 kJ kg−1, while it is 163 kJ kg−1

for R134a [209]. Additionally, the lower RPM of compressor for the R290 system will

result in lesser noise during its operation.

The homogenous void fraction model used for prediction of refrigerant charge in

the system. The R290 system requires 36% of the refrigerant charge of R134a system.

The less amount of charge may lead to smaller size of refrigerant tubing, leading to a

smaller weight of RoCo, which will benefit its portability. For a fixed maximum weight,

more phase change material can be added to the R290 RoCo leading to a longer cooling

operation.
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4.3 Analysis of heat pump based recharge

The thermosiphon operation period may be reduced significantly by enhancing the

thermal conductivity of PCM using graphite. To achieve more savings from the use of

RoCo, the cooling operation period needs to be increased and the recharge time decreased.

With this objective, the PCM storage in newer versions of RoCo are developed using the

graphite enhanced PCM. The amount of PCM is increased to support four hour cooling

operation. Another option for solidification is to reverse the refrigerant flow in circuit and

solidify the PCM by making the PCM-HX as an evaporator. This mode of operation will be

referred to as heat-pump mode for recharge. The air-cooled heat exchanger now operates

as a condenser and rejects heat to the ambient. Heat pump mode utilizes the compressor

for its operation resulting in higher power consumption, but is expected to solidify the

PCM much faster. The focus of the present section is to explore the advantages and

disadvantages of thermosiphon and heat pump operation for solidification of PCM.

4.3.1 Heat Pump System Description

The schematic of the two operations for recharge of RoCo is shown in Figure 4.16.

Recall that the refrigerant circuit of RoCo using thermosiphon for recharge involves two

ball valves, which by-pass the compressor and expansion device from the refrigerant cir-

cuit for cooling cycle. Details of this thermosiphon operation is available in Chapter 3

and omitted here for brevity. As discussed in the Section 3.4 the recharge time of the

thermosiphon can be significantly enhanced by addition of graphite to the phase change

material (PCM). The systems discussed in the current research use these graphite en-

hanced PCM. For further value addition from RoCo, the cooling operation duration for
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Figure 4.16: Schematic showing both thermosiphon and heat pump mode of recharge

the system is twice than those considered in the first prototype (discussed in Chapter 3)

and this is achieved by increasing the weight of the PCM used in the thermal storage.

The higher weight of PCM leads to addition of recharge time.

Consequently, a second mode of recharge called the heat pump mode is considered.

A reversible four-way valve can be used to change the refrigerant flow direction from the

compressor and recharge the PCM by operating the PCM storage as an evaporator. The

compressor used in RoCo is of the variable-speed type and the recharge time may be

controlled by adjusting its RPM. There are two TXV in the circuit for heat pump, each

protected by a check valve. The bulbs of the TXV are connected to outlet of either the air

to refrigerant heat exchanger or the PCM-HX. During the cooling operation, the outlet of

air to refrigerant heat exchanger (marked as condenser in Figure 4.16) is connected to the

bulb of TXV, while the outlet of PCM-HX is connected to the bulb of the second TXV.

This second TXV is operational during the heat pump operation.
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4.3.2 Modeling graphite enhanced PCM storage

The cross-section of the graphite enhanced PCM is shown on the left of Figure 4.17.

It consists of a cylinder of diameter 10 inches and height 12 inches. Eight 0.25 inch

copper tubes are inserted at a distance of 2 inch from the outer diameter, with headers

connecting at bottom and the top. The symmetric location of the refrigerant tubes is

exploited to allow simplification in modeling. Only a single tube may be modeled and

the behavior of the entire thermal storage may be captured by scaling the behavior of

this single section by eight. The PCM surrounding each refrigerant tube is in the shape

of a 1
8 pie. However, it is assumed to be a cylinder for modeling as shown on the right

of Figure 4.17. Thermocouples located on the top and bottom surfaces of the cylindrical

PCM negligible differences. Thus temperature variation along the length as well as the

radius are ignored for the PCM control volume. This allows modeling of PCM as 1-D

control volume. The radius of this imaginary cylinder (ro) is taken such that the sum of

the volumes of the eight cylinders equals the total volume of PCM in the experiment.

The graphite matrix present in the PCM prevents the circulation of liquid PCM by

natural convection. As a result, the only mode of heat transfer for the phase change is

conduction. The entire PCM behavior can be modeled without any empirical equations

in this case. Finite volume method is used to model the cylindrical control volume of the

PCM (Figure 4.17, right). A staggered grid is adopted with the mass and energy of the

PCM assumed to be concentrated at the center (dotted lines in Figure 4.17, right), while

the heat fluxes calculated the boundary (solid lines in Figure 4.17, right). The number of

discretization for the control volume is 5.

The thermal conductivity of enhanced PCM is same for both solid and liquid phase,
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Figure 4.17: Cross section for modeling PCM

since it is primarily driven by the graphite [205]. As a result, thermal conductivity (k) is

treated as a constant and not a function of melt fraction.

The staggered grid approach employed in discretization involves having mass and

energy evaluations at the center of volumes while the heat flux evaluations are at the

border. The heat storage is modeled using the PCMCapacitor (discussed in Section 3.2.2.1).

The heat transfer between adjacent control volumes is evaluated using Equation (4.1). The

index i = 1, for the refrigerant tube outer diameter and for discretization of 5, the outer

diameter of PCM cylinder control volume gets i = 6. The solid lines at the border of

control volume get integer indices 2,3,4 and 5, while the dotted lines at center have index

of 1.5, 2.5, 3.5, 4.5 and 5.5. The thermal conductance between the refrigerant tube and

first control volume is evaluated by Equation (4.2).
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Figure 4.18: Model diagram for discretized PCM control volume

Gi =
2πriLtk

∆r
(4.1)

G1 =
2π
(
r1+r1.5

2

)
Ltk

∆r
2

(4.2)

The discretized model of PCM is implemented in Modelica. The model diagram

for it is shown in Figure 4.18. It consists of alternating grid of PCM capacitor and

ThermalConductor components. The thermal conductance evaluated from Equation (4.1)

and Equation (4.2) is given as a parameter input to the thermal conductor. The model has

two HeatPorts at inner radius and outer radius of the cylinder, which enables heat transfer

connections with refrigerant control volume and heat losses to ambient respectively.
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Figure 4.19: Model diagram for thermosiphon

4.3.3 Validation of graphite enhanced PCM model

The combination of all these components is then wrapped up as a component with

a model diagram for easy visualization in system simulation. This PCM model is used in

thermosiphon system model (Chapter 3) for validation (see Figure 4.19). The details are

skipped here for brevity.

The PCM is enclosed by insulation foam wrapped with tin foil. The heat losses by

natural convection are estimated using Churchill correlation [202], and an emissivity of

0.04 is used to model heat losses by radiation through the tin foil. Properties of Buna-
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Figure 4.20: Comparison of airside temperature across condenser

N rubber (density = 72 kg m−3, thermal conductivity = 0.25 W m−1 K−1, specific heat

capacity = 1350 J kg−1 K−1) are used to evaluate the thermal resistance offered by the

insulation foam. Insulation foam is modeled as a circular pipe wall with capacitance. The

heat transfer is assumed to be 1-D along the radial direction. The properties of CENG

are given in Table 3.3 with volume fraction 6.3%.

The airside outlet temperature (see Figure 4.20) from condenser has two different

slopes, the steeper one for the heat release during the sensible cooling of liquid PCM,

which is initialized at 50°C. The temperature glide is given as 6°C. This is obtained by

model calibration.

The DSC profile of PureTemp 37, which is enhanced for the current application can

be seen in Mallow et al. (2018) [211] and shows similar glide. However, the specific heat

capacity is not evenly distributed as a function of time for the real case and is modeled

by the temperature transforming model.

The refrigerant pressure in the PCM-HX evaporator shows a good match with ex-
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Figure 4.21: Refrigerant pressure inside PCM-HX

periment data (see Figure 4.21). The pressure gradient generated by gravity is used for

circulation of refrigerant in the thermosiphon. These gradients are small and refrigerant

pressures at all locations in the circuit have similar values.

The thermocouples are located at inlet and outlet of PCM-HX evaporator and are

compared with the temperature inside the refrigerant control volume (See Figure 4.22).

The model is able to predict the temperatures fairly accurately.

Finally, thermocouples are located on the top and bottom faces of the PCM storage.

Average value of all these readings is plotted versus the value of the PCM temperature

obtained from the model. The model matches the trends qualitatively (Figure 4.23). The

temperatures are slightly higher for the simulation as it represents averaged temperature

over the entire length of the cylinder as compared to the top face where the thermocouples

are located. Heat losses by convection and radiation from the surface may result in slightly

lower measured temperature.

The total recharge time by thermosiphon operation for PCM starting at 50°C to
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Figure 4.22: Refrigerant temperature inside PCM-HX

Figure 4.23: Temperature of PCM
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the point of complete solidification is 390 minutes. Time taken by sensible portion of the

recharge (liquid at 50°C to 40°C) is 28 minutes. Fan running at 7 W is used for the entire

operation. The energy required for the recharge = 45 W-hr.

4.3.4 Heat Pump based recharge

The total recharge time for thermosiphon is 6 hours even after enhancing the heat

transfer of PCM with graphite for a 4-hour cooling operation. Ideally, RoCo should be able

to operate the entire length of a typical office day of 8 hours. It may be desirable to operate

a heat pump cycle and use the compressor for a faster recharge of PCM. The dynamic

behavior of the heat pump operation is investigated by simulation. The compressor used

is of variable speed type and a parametric study of its RPM is conducted to extent of

trade-offs involved.

The model diagram for simulation of heat pump operation is shown in Figure 4.24.

The PCM model from Figure 4.18 is used in the simulation. Other components like com-

pressor, thermal expansion valve (TXV), refrigerant tube and condenser are discussed in

Qiao et al.(2015) [165]. The pressure and temperature at the outlet of PCM-HX evaporator

are given as input to the TXV model. The compressor efficiencies and valve parameters

are available from model calibration with cooling operation experiment data (see Sec-

tion 4.2.2). The compressor RPM is varied and simulations are conducted at RPM values

of 2100, 2600, 3100 and 3600.

The melt fraction and compressor power consumption during the recharge operation

at four different compressor RPM is shown in Figure 4.25 and Figure 4.26. It can be

observed that higher RPM leads to faster recharge, but the power consumption by the

compressor to deliver the high RPM is large. Since the time duration of recharge is
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Figure 4.24: Model diagram for heat pump recharge
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Figure 4.25: Power consumption of PCM at different RPM with heat pump recharge

different, it is necessary to compare integrated power consumption during the recharge

time duration.

A fan is also operational during the entire recharge cycle and so a 7-W power usage

needs to be added to the power consumed by the compressor. These values are plotted

in Figure 4.27. The increase in energy consumption for the entire recharge operation is

increased by 3-4 times that of the thermosiphon.

From experiment data, the coefficient of performance (COP) for just the vapor

compression cycle is obtained to be 4.25, with 754.0 W-hr of cooling delivered at energy

consumption of 177.4 W-hr. For a complete cycle COP, the energy consumption of recharge

cycle also needs to be added to the energy consumption during cooling operation. The

energy additions for thermosiphon = 45 W-hr, while for heat pump recharge is shown in

Figure 4.28. We can observe 35-55% reduction in recharge time duration in comparison

with the thermosiphon operation from the heat pump operation. The COP for complete

cooling and recharge operation decreases by 30-35% on switching from thermosiphon to
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Figure 4.26: Melt fraction of PCM at different RPM with heat pump recharge

heat pump operation.

RoCo enables elevation of set-point temperatures of buildings without compromising

occupant thermal comfort and can provide savings in the range of 10-30% on the building

air conditioner. The building air conditioners typically consume power in the range of

kW-hr. Faster recharge from heat pump operation will provide longer cooling operation

of RoCo and consequently higher energy saving on the building air conditioner. Thus,

heat pump recharge shows promise in comparison to the thermosiphon and will be used

in future prototypes.
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Chapter 5: Cyclic Losses in Vapor Compression System

5.1 Introduction

Previous chapters describe development of personal conditioning systems which have

the potential to reduce 10-30% of energy consumption by building HVAC. Further reduc-

tion in energy consumption can be achieved by improving the performance of the building

HVAC itself. Typically, building HVAC consists of a vapor compression system, which

operates cyclically. This cyclic behavior leads to losses in performance, which will be the

focus of the present chapter. A dynamic model of a conventional split-type air condi-

tioner is developed and validated with experiment data. Special attention is given to the

refrigerant migration occurring during the cyclic operation. The ANSI/AHRI Standard

210/240-2008 [32] specifies a cyclic D-Test, which is carried out with the air conditioner

for validation.

5.2 Modeling Vapor Compression System

The model diagram for the system simulation is shown in Figure 5.1. The basic

control volume equations are obtained from the CEEE Modelica Library developed by Qiao

(2014) [47]. To enable stable simulation for reversible and zero flows which are expected

during the cyclic operation, the components are updated to the Stream Connector on
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Figure 5.1: Model diagram for cyclic D-Test of air conditioner in a Code Tester

both airside and refrigerant side. A brief description of the components and the input

parameters used for simulation are presented here.

5.2.1 Heat Exchangers

Condenser and evaporator are the heat exchangers in the vapor compression system.

Both of them are modeled with separate control volumes for airside, tube and refrigerant

as shown in Figure 1.4.

The evaporator consists of 3 refrigerant circuits (see Table 5.1 for other geometry

details) in the form of a ”N”-shaped coil. For the purpose of modeling, since each of the

circuit is identical, only a single circuit is modeled and its behavior is scaled to simulate

the overall performance of the heat exchanger. The condenser consists of three circuits,
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two with identical number of tubes and a third circuit with a different number of tubes (see

Table 5.2). Only one of the identical circuits is modeled and its performance parameters

are scaled by two to model the identical circuits. For the third circuit, a separate heat

exchanger model is used. The airside mass flow rate is distributed in the ratio of the

number of tubes in each circuit. A distributor model is used to divide the refrigerant

flow into these components as per their flow resistances. Finally, the refrigerant from

these three circuits, flows through a sub-cooling circuit, which is modeled by a separate

component. The detailed accounting of internal volume of the heat exchanger is required

to capture the refrigerant migration accurately. Geometry details of them are found in

Table 5.1 and 5.2.

Table 5.1: Evaporator geometry parameters

Parameter Unit Value

Tubes Per Row (Normal to Air Flow) - 36

Number Tube Rows (In the direction of Air Flow) - 2

Number of refrigerant circuits - 3

Total number of tubes - 72

Number of tubes per circuit - 24

Tube Length m 0.408

Tube Inner Diameter m 0.0083566

Tube Outer Diameter m 0.0100076

Fins per inch (FPI) in−1 16

Tube Material - Aluminum

Fin Material - Aluminum
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Table 5.2: Condenser geometry parameters

Parameter Unit Value

Tubes Per Row (Normal to Air Flow) - 24

Number Tube Rows (In the direction of Air Flow) - 1

Number of refrigerant circuits - 4

Total number of tubes - 24

Number of tubes per circuit - 8,6,6,4

Tube Length m 1.7628

Tube Inner Diameter m 0.0064008

Tube Outer Diameter m 0.007366

Fins per inch (FPI) in−1 25

Tube Material - Copper

Fin Material - Aluminum
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5.2.1.1 Refrigerant Control Volume

A flow chart representing the calculations for the refrigerant side are shown in Fig-

ure 5.2. Pressure and density weighted enthalpy are used as state variables. Void fraction

based enthalpy correction is implemented to differentiate flow enthalpy from static en-

thalpy. Details of the calculations are presented in Laughman et al. (2015) [56]. Finally,

using state transformations (partial derivatives of density with respect to the state vari-

ables), the transient mass and energy storage terms are converted to partial derivatives

of state variables. These derivatives are used to calculate the values of the state variables

at the next time step. The process continues until the stop time of dynamic simulation is

reached.

Prediction of refrigerant charge in various portions of heat exchanger is best pre-

dicted by the Rouhani Axelsson correlation [218] with Steiner modification [219] as per

the observations from optical void fraction measurement by Wojtan et al. (2004) [220].

However, it is a drift-flux based model, depending of refrigerant mass flow rate. At zero

flow conditions, the model may produce division-by-zero errors. Slip-flow based void frac-

tion models are also plotted at the flow conditions, alongside homogeneous and Rouhani-

Axelsson with Steiner modification as shown in Figure 5.3. It can be observed that ho-

mogeneous void fraction model over-predicts void fraction significantly. Smith [221] and

Chisholm [222] correlations provide similar results as the Rouhani-Axelsson correlation.

Zivi correlation [223] has small under-prediction in regions of small flow quality, but it in-

volves much less thermo-physical property evaluations. This leads to a faster computation

time and is preferred for the present investigation.

Simulating vapor compression cycles at or near zero flow is challenging, due to the
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Figure 5.3: Void fraction from various correlations at flow conditions of system

under investigation

fast dynamics in the model under those conditions that drastically reduce the step size

of the solver. The improvements suggested by Dermont et al. [224] are implemented to

increase simulation robustness under or near zero flow conditions.

The first modification is in the pressure drop correlation, which presents in essence

the relationship between pressure drop and mass flow. The relationship is approximately

a quadratic function (See Figure 5.4). The derivative of this function approaches zero

when approaching a zero mass flow. A very small change in pressure drop corresponds

to a very large change in mass flow rate, causing the solver to jump between different

solutions which are beyond solver tolerance [224]. To avoid this behavior, the pressure

drop correlation is modified at very low mass flow rates as shown in Figure 5.4.

Secondly, large oscillations occur due to large differences in heat transfer co-

efficient of adjacent control volumes during zero flow situations. As per suggestions

of Dermont et al. [224], at low mass flow rates the two phase flow heat transfer
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Figure 5.4: Pressure Drop Regularization [224]

Figure 5.5: Interpolation of heat transfer coefficient between phases
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coefficients should converge to single phase heat transfer coefficients. This prevents

discontinuities in heat transfer and consequently energy balance of control volumes

from numerical oscillations. The resultant behavior of the heat transfer coefficient

correlation is shown in Figure 5.5.

5.2.1.2 Air side Control Volume

The surface area of fins and airside heat transfer coefficient are available from

proprietary sources and used for improved accuracy. However, for the purposes

of simulating a generic heat exchanger, these quantities can be estimated using

well established geometry formulae for different fin types and airside heat transfer

correlations. Calculations details for these are explained in Qiao (2014) [47]. The

air side control volume is assumed to be quasi-steady due to the low density and

specific heat capacity of the air. The airside sensible cooling capacity is evaluated

using Equation (5.1) when the fan is on.

Q̇sen,o = ˙maircp,air (Tw − Tair)
(

1− e−
αAeff
˙maircp,air

)
(5.1)

When the fan is off, the airflow rate may drop to zero. The airflow is occurs

due to natural convection based flows. Equation (5.1) is not applicable here. Instead

Equation (5.2) is used.

Q̇sen,off = αAeff

(
Tw −

Tair,in − Tair,out
2

)
(5.2)
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Spline interpolation is used to combine Equation (5.1) and Equation (5.2)

using the utility Modelica.Media.Air.MoistAir.Utilities.spliceFunction.

The airside heat transfer coefficient α is assumed to vary linearly between the con-

ditions of fan on condition to the fan off condition (see Equation (5.3)). Thus the airside

heat transfer coefficient is a function of mass flow rate and appropriate values (αfc for fan

on and αnc for fan off) are taken as input.

α = αnc +
˙mair

ṁ0
(αfc − αnc) (5.3)

To improve model speed and stability, the air side calculations assume no conden-

sation of moisture during the operation. This is a reasonable assumption for an air-

conditioner undergoing C-Test and D-Test, which are dry coil tests.

5.2.1.3 Tube Walls and Fins Control Volume

Tube walls and fins are modeled with the assumption that heat conduction is re-

garded one dimensional along the radial direction of the circular refrigerant tube. By

applying fin efficiency, the tube walls and fins are lumped together [47]. The energy equa-

tion of the tube walls and fins is shown in Equation (5.4). The refrigerant and airside

heat transfers are evaluated in their respective control volumes. Start value for temper-

ature needs to be provided as an input. The spacial discretization corresponds to the

discretization in the connected refrigerant control volume.

(Mtubectube +Mfincfin)
dTw
dt

= Q̇ref + Q̇air (5.4)
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5.2.2 Compressor

Detailed geometry based compressor model is not a viable methodology for system

level simulation due to short timescale and relatively long simulation run time [225]. So

only the most important dynamics contributing to heat losses are modeled (see Figure 5.6).

Lumped control volumes for refrigerant flow in both suction and discharge are mod-

eled. TubeWall model is used to model the metal portion of the compressor. Motor

efficiency is provided as an input parameter and the heat generated by the losses in mo-

tor is transferred to the suction control volume. Heat losses by radiation and natural

convection from both top and lower shell of compressor are estimated. Conduction axial

conduction along the shell is not modeled. Motor is also assumed to transfer heat entirely

to the suction control volume and thus, heat losses from motor to ambient are neglected.

The refrigerant side heat transfer coefficient inside compression can be evaluated using

Dittus-Boelter correlation [215] as per suggestion by Bell et al.(2008) [226].

The refrigerant flow through the compressor as a function of its RPM is calculated

using Equation (5.5). During the off-cycle of the compressor, there may be a leakage

of refrigerant from the high-side to the low-side. At low mass flow rates, this flow is

expected to be laminar. A linear leakage model is implemented to be correctly able to

predict refrigerant migration through compressor during the off cycle using nominal values

of refrigerant flow for a nominal pressure drop (Equation 5.6). The total refrigerant flow

through the compressor is evaluated using Equation (5.7).
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Figure 5.6: Schematic of heat transfer interactions in compressor model

ṁflow = ηvVdisρ
RPM

60
(5.5)

ṁleak =
ṁleak,0

∆pleak,0
(pdis − psuc) (5.6)

ṁt = ṁflow − ṁleak (5.7)

5.2.3 Thermostatic Expansion Valve

The TXV comprises of a throttling portion and sensor bulb portion. Physics based

model of TXV similar to Qiao (2014) [47] is used for the simulation. As mentioned in Li

and Braun (2008) [227], the details of the refrigerant inside the bulb are not available and

typically, the fluid in the bulb is at a higher saturation pressure than the refrigerant. A

tuning parameter ∆Tsat is used as a tuning parameter to adjust the saturation temperature

of the refrigerant to that in the TXV bulb. The amount of fluid in the bulb is captured
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using a time constant, which also needs to be calibrated to experiment data. A higher

value of time constant (Ti) represents large amount of fluid in the TXV and vice-versa.

Now, the refrigerant temperature in the bulb can be evaluated as shown in Equation (5.8).

Refrigerant properties of R410A may be used to evaluate the pressure of the fluid inside

the TXV bulb (Equation (5.9)). The addition of saturation temperature tuning parameter

results in evaluation of higher pressure than the refrigerant pressure for the TXV bulb

fluid. Refrigerant pressure from the outlet of evaporator Pe,o is given as an input to the

TXV model. The force exerted by the difference in the bulb and evaporator outlet pressure

is balanced by the spring inside TXV (Equation (5.10)).

dTb
dt

=
Tsuc − Tb + ∆Tsat

ti
(5.8)

Tb = Medium.dewTemperature(pb) (5.9)

(Pb − Pe,o)Ad = k (y + y0) (5.10)

A = πDiy (5.11)

A linear model for the spring deflection [227] is assumed due to lack of relevant

information (Equation (5.11)). Finally, the equation for mass flow rate through orifice

(Equation (5.12)) is used to evaluate the refrigerant mass flow rate through TXV. The

only variation here from the orifice is that the flow area A is a variable depending on the

force balance and geometry equations.

ṁ = CdA
√
ρ∆P (5.12)
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5.2.4 Refrigerant Lines

The refrigerant lines are important from the point of view of correctly predicting

the charge migration. The suction line is insulated, while the liquid line is not. Mod-

els accounting for both insulated and uninsulated refrigerant lines are modeled. The

non-insulated refrigerant line is modeled with similar control volume structure as the

heat exchanger (see Figure 1.4). However, the airside control volume is much sim-

plified and models just the heat transfer to ambient by natural convection using the

Modelica.Thermal.HeatTransfer.Components.Convection component. The airside heat

transfer coefficient is estimated through Churchill-Chu correlation for natural convection

from horizontal tube [228]. The insulated refrigerant line model consists of an additional

TubeWall model described in Section 5.2.1.3 for insulated foam alongside another for re-

frigerant tube.

Heat transfer coefficient is given as a fixed input parameter for the models. The

airside temperature for heat transfer needs to be provided as an input for these models.

For the refrigerant lines, present inside the indoor unit environment chamber, the airside

temperature of evaporator is given as the input temperature. Similarly, for the refrigerant

lines present inside the outdoor unit environment chamber, the outdoor unit temperature

is given as input. Portions of suction line and liquid line are present in both the rooms as

they connect the two heat exchangers. As a result, these refrigerant lines are divided to

account for accurate heat losses. The temperature at the inlet of compressor is measured

by using a surface thermocouple. A small portion of the refrigerant line is uninsulated

near the location of this thermocouple. As a result, this small portion is modeled using

the uninsulated refrigerant line model.
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5.3 Code Tester

5.3.1 Background

Code tester is described in ASHRAE Standard 41.2 [154], which provides recom-

mended practices for airflow measurements. The test chamber is a generic name applied

to these devices, but code tester has also been used for many years. The code tester

(see Figure 5.7) consists of ducts for airflow passage from the test unit with pressure and

temperature being measured at various locations along the passage. Flow settling devices

(mixers) are placed in portions of the air duct to reduce the temperature gradient in the

airflow. Nozzles alongside calibrated correlations are used to determine the volume flow

rate of the air. A few dimensional constraints are applicable to their geometry. However,

due to a wide variety of possibilities from these constraints, the design of code testers at

different facilities are very different. There are also no guidelines on materials selected for

fabricating the code testers. These aspects lead to significant variations in the thermal

inertia effects for a tested unit in different code testers.

Split air conditioners (SPAC) are tested using separate environmental cham-

bers for both indoor unit (IDU) and outdoor unit (ODU) as shown in Figure 5.7.

The method used for calculating the cooling capacity is called the tunnel air en-

thalpy test. The code tester (labeled as airflow measuring apparatus in Figure 5.7

needs to be connected to only the IDU for the case of SPAC. A room conditioning

apparatus maintains the IDU chamber to a fixed temperature, which is measured by

the incoming thermocouple grid. The air flows over the IDU, where it gets cooled

if the SPAC is ON. The code tester includes a mixer, an outlet thermocouple grid,
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Figure 5.7: Tunnel Air Enthalpy Method Arrangement redrawn from
ASHRAE Standard 116 (2010) [151]

nozzles and dampers all of which are enclosed within an insulated duct. An exhaust

fan drives the air to the room conditioning apparatus to be reconditioned to the

IDU chamber temperature.

Due to space constraints, the different portions of the code tester may all

not be in the same horizontal plane and/or along the same horizontal axis. The

insulated airflow duct shown in Figure 5.7 may consist of multiple ducts of varying

lengths and bends. To avoid entrance flow effects and temperature gradients from

bends, even though the whole setup ends up being fitted inside a room, the airflow

length may end up being large (in the range of 20-40 feet). Such a code tester has

significant thermal inertia and should be accounted for in the data reduction.
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5.3.2 Model development

To correctly evaluate the outlet thermocouple grid temperature, the model

for code tester is also developed and connected to the model of evaporator. The

components for Code Tester are developed using the control volumes of Modelica

Buildings Library [229].

The code tester used for measuring the cyclic performance of the tested unit is

shown in Figure 5.8. Only a small portion of duct exists between the indoor unit and

the outlet thermocouple grid to reduce the influence of code tester thermal inertia

effects. An alternate proprietary code tester design, which is also used for in the

current investigation consists of much longer air flow passage between the indoor

unit and the outlet thermocouple grid.

This section describes the variety of components required for modeling the

Code Tester. The two types of components used for modeling any generic code

tester are Duct and Mixer. The object oriented nature of Modelica enables modeling

any generic code tester by providing appropriate input parameters to these components.

Typically, multiple duct components and a single mixer component will be required to

model the complete code tester. As shown in Figure 5.8, pipe1 and pipe2 are the regions

modeled using Duct. Details of the code tester shown in Figure 5.8 can be found in Qiu

(2018) [230].

Figure 5.9 shows the component model for Duct (on Left) and Mixer (on Right). The

ControlVolume and PressureDrop models are obtained from Buildings.Fluid.MixingVolumes.

MixingVolume and Buildings.Fluid.FixedResistances.PressureDrop, respectively.

ControlVolume represents an instantaneously mixed volume. Potential and kinetic
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Figure 5.8: Modeling various components of code tester

Figure 5.9: Component Model of Duct and Mixer
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energy at the port are neglected, and there is no pressure drop at the ports. It can

exchange heat through HeatPort. PressureDrop takes in nominal values of mass flow rate

and pressure drop of the fluid as inputs and models a quadratic relationship between the

two quantities.

The duct consists of two layers: an inner steel plate surrounded by insulation foam.

In some cases an additional outer steel plate may be present around the insulation to

form a three layer duct. Each of these three material layers are modeled using TubeWall

(5.2.1.3). The thermal resistance between the inner steel plate and the airflow is es-

timated using Dittus Boelter correlation [215]. This value is given as an input to a

Modelica.Thermal.HeatTransfer.Components.ThermalConductor component. For ducts,

which may have bends an enhancement factor to the Dittus Boelter correlation is evaluated

using Schmidt (1967) correlation [198].

Mixer is present entirely inside the airstream. So only the control volume and

pressure drop blocks are used. The entire metal portion is lumped together using a

Modelica.Thermal.HeatTransfer.Components.HeatCapacitor component is used to model

the thermal inertia of the mixer components. The thermal resistance between air and

mixer passage is provided as an input to a Modelica.Thermal.HeatTransfer.Components.

ThermalConductor component.

5.4 Results and Discussion

The system model (Figure 5.1) is simulated with Radau II-a solver with a tolerance

of 1e-6 for the cyclic D-Test [162]. To initialize surface temperatures of inner steel and

foam of the code tester, a two-hour C-Test [162] is simulated with all temperatures starting

at the indoor unit chamber temperature of 26.67°C (80°F).
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Figure 5.10: Comparison of suction and discharge pressure

The D-Test is started after a 24-minute off cycle following a 30-minute data logging

period from stable values of C-Test. The test procedure does not provide time interval

of running C-Test before obtaining stable readings of C-Test. This leads to different

code tester initial temperatures at various locations, adding to variation in test readings.

Standardization of transition from C-Test to D-Test is also another area for improvement.

5.4.1 Validation of cyclic test performance

The results are validated with experiment conducted with the code tester shown in

Figure 5.8. Three on-cycles and two-off cycles are simulated. The validation of pressure

levels is shown in Figure 5.10. The nominal values for refrigerant leakage through the

compressor are ṁ0 = 0.0001 kg s−1 and dp0 = 20 bar. The minimum orifice opening of

the TXV is taken to be 0 m2. It is possible to isolate refrigerant migration through only

TXV, only compressor or through both by this approach. The exact parameters will be

calibrated from the experiment data.
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Figure 5.11: Comparison of refrigerant mass flow rate

The comparison of refrigerant mass flow rate is shown in Figure 5.11. It can be

observed that this is predicted very well.

The comparison of power drawn by the compressor is shown in Figure 5.12. The

rotational inertia of compressor motor at the start-up causes an overshoot at the beginning

of each on-cycle. However, due to a lack of availability of compressor motor geometry, this

phenomena is not modeled. The difference in integrated cooling capacity from not mod-

eling of this phenomena is assumed negligible. The efficiency of compressor is calibrated

from this plot.

The comparison of the temperature measured at the leaving thermo-couple grid is

shown in Figure 5.13. The air temperature falls as the air stream gets cooled by the indoor

unit during the ON-cycle for 6 minutes. Next 1.5 minutes after the ON-cycle involve the

air circulating with the compressor turned off. This results in the cooling stored in the

inner steel of the code tester and mixer to be partially transferred to the air stream.

The cooling delivered in this portion is negligible to that from the indoor unit and so
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Figure 5.13: Comparison of code tester outlet thermocouple grid
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Figure 5.14: Comparison of temperatures at suction and discharge

the air stream temperature rises significantly. Finally, the next 22.5 minutes of the cycle

involve dampers being shut-off to block air flow. Now, the air trapped in the code tester

gets cooled down initially from the mixer and the inner steel. Later on, there is a slight

increase in air temperature due to heat transfer from the IDU chamber to the air trapped

inside the code tester.

The comparison of the temperature measured at the leaving thermo-couple grid is

shown in Figure 5.14.

Similarly, temperatures at the outlet of condenser and inlet of evaporator are also

plotted. Thus it can be seen that the model predicts the dynamic response during the

cyclic D-Test with good accuracy.

5.4.2 Refrigerant Migration

Refrigerant migration plays an important role in determining the cyclic performance

of the air conditioner. To evaluate refrigerant migration during the operation, quick-
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Figure 5.15: Comparison of temperatures at suction and discharge

closing valves were installed to separate the system into three locations (see Figure 5.15):

(a) Indoor unit and suction line, (b) Liquid line and (c) Outdoor unit. After isolating

the circuits, the refrigerant inside each of the three locations is expanded into the set

of expansion tanks. The entire circuit with the expansion tanks, contains refrigerant in

the vapor phase. Internal volume of each of the isolated circuits is known, and using the

refrigerant pressure and temperature in each of the locations the total charge is estimated.

The details of the testing procedure are explained in Qiu (2018) [230] and only briefly

described here for brevity.

Refrigerant migration occurs as a result of pressure and temperature differences

at various locations in refrigerant circuitry. Leakage rates through TXV and compressor

provide path for refrigerant to migrate from the high pressure side to the low pressure side.
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Figure 5.16: Refrigerant distribution in three locations during C-Test

These leakage rates are not available. The leakage parameters for TXV and compressor

and calibrated to match experiment data.

The outdoor unit contains compressor and fan, both controlled by the same control

board. When both are turned off at the same time, there is a delay between both of

them coming to stop due to rotational inertia. This difference results in sharp decline of

pressure for discharge pressure. The leakage flow area through TXV, leakage rate through

compressor and compressor-fan delay are major factors for refrigerant migration.

The refrigerant distribution is first evaluated for the steady dry-coil C-Test. Com-

parison of refrigerant distribution with the simulation is shown in Figure 5.16. It can be

observed that the model predicts the distribution fairly well. The higher percentage of

refrigerant exists in the condenser region, which is the outdoor unit. This is because of the

higher refrigerant pressure resulting in higher density of the vapor phase of refrigerant and

also due to the existence of large amount of refrigerant in liquid phase. The liquid line is

completely filled with liquid refrigerant and also takes up significant portion of refrigerant

charge. The dryer and mass flow meter control volumes are included with the liquid line.
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Figure 5.17: Refrigerant distribution in three locations during D-Test

The refrigerant charge stored in these three regions is measured during D-test and

is shown in Figure 5.17. The experiment data is available for only 7 points and only one

set of data is available at each point. Various cases are simulated to understand impact

of refrigerant migration on different system parameters. The first 6 minutes consist of

ON cycle, followed by 1.5 minutes of OFF cycle with dampers open and then final 22.5

minutes of OFF cycle with dampers closed.

The first case is shown in Figure 5.18. It consists of a complete shut-off TXV, refrig-

erant leakage through the compressor and no delay between ODU fan off and compressor

off. It matches the experiment trends from Figure 5.17, fairly well. This will be referred

to as case 1. The validation plots from Figure 5.10 to Figure 5.14 are for this case.

To understand the effect of delay in ODU fan switch off and the compressor off, a

case with 40-sec delay between the two is simulated. This case is shown in Figure 5.19.

We can observe that the fan cycling leads to a significant migration of refrigerant from
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Figure 5.18: Case 01 for Refrigerant distribution in three locations during D-Test

liquid line to the outdoor unit section. This will be referred to as case 2. It shows the

ability of the model to capture refrigerant migration driven by temperature differences

between different portions of the circuit.

Next an opposite case of flow leakage is simulated. In this case, the compressor has

a hard shut-off. The refrigerant migration path is through the TXV. Results of this case,

shows significant addition of refrigerant in the evaporator. The refrigerant from the liquid

line moves into the evaporator through the TXV. This situation is shown in Figure 5.20.

This is referred to as case 3.

The real situation is a combination of all these cases. The fan and compressor

have different rotational inertia and will have some delay to be fully off. The TXV and

compressor may not have hard shut-off. There will be some leakage through them. It is

necessary to understand the effects of these parameters on the measured variables.

The effect is shown on the suction and discharge pressure profiles. The delay in fan

cycling causes more cooling of the refrigerant in the condenser leading to a sharp drop in

153



Figure 5.19: Case 02 for Refrigerant distribution in three locations during D-Test

Figure 5.20: Case 03 for Refrigerant distribution in three locations during D-Test
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discharge pressure. Having no delay leads to a much slower decline in discharge pressure

at the onset of OFF cycle. The leakage through TXV causes rapid increase in suction

pressure at the onset of the OFF cycle. The leakage rate through TXV in the model

depends upon the flow area during the off cycle. This parameter is to be provided as an

input and calibrated to match pressure profiles.

The cyclic degradation coefficient is evaluated for cases 1 and 3. The parameters

used in evaluation for Cd are are within 4% of experiment data. However, due to the

mathematical form of Cd equation, the deviation of estimated Cd is 36% from experiment

data. We can however observe that even in the case of high migration, the Cd values

evaluated are similar. This observation is in line with experimental testing. The pressure

equalization (low pressure difference across the TXV when the system is off) does not

have much impact on Cd, if no extra two-phase refrigerant flow from the evaporator exit

is caused during the start-up.
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Chapter 6: Analysis of evaluation of Cyclic Degradation Coefficient

6.1 Introduction

The current chapter aims at quantification of the thermal inertia effects of the code

tester and its impact on the evaluation of cyclic degradation coefficient in a split air

conditioning system. A new term called thermal inertia factor (TIF) is added to the

formulation of the cyclic degradation coefficient to account for the thermal inertia of code

tester. A conventional residential split air conditioning system is tested in two different

code testers to obtain two different values of the cyclic degradation coefficient. A physically

based model of code tester is developed using Modelica and validated with experimental

data. TIFs for both these code testers are evaluated using this model and the new equation

is able to predict the cyclic degradation coefficient obtained in the second setup from the

results of the first setup and the TIF of the second. The current study is the first study of

its kind and is expected to normalize the existing test procedures by removing variations

arising from differences in code tester designs at various laboratories. Parametric studies

by changing materials, air flow rates and temperatures of systems in the code tester are

carried out to quantify the TIF and understand the effect of various factors on it.
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6.2 Influence of thermal inertia from Code Tester

The present chapter evaluates two code testers with significantly different thermal

inertia. One has a very high thermal inertia due to higher amount of material, while the

other is designed to keep the thermal inertia at minimum. The higher thermal inertia

code tester will be referred to as CT-A, while the one with lower thermal inertia will be

referred to as CT-B. The exact geometry of these code testers is not presented here for

proprietary reasons. However, the equations and calculation methods are discussed in

such a detail that it may be applied to any design for a reader interested in conducting a

similar analysis.

The product of mass and specific heat capacity of materials at different regions

along airflow direction for CT-A are plotted in Figure 6.1. An airflow duct is made up

of three layers: an insulation foam surrounded by steel plates on either side. Only the

regions between the two thermocouple grids (see Figure 5.7), is included because the

region after the second TC grid does not influence the measured temperature difference

used for evaluating capacity. We can observe that the thermal mass is very well distributed

throughout the code tester and there is no region which may be used as the dominating

thermal inertia effect (say >90%) region mentioned in the standard. The mixer has one of

the smallest thermal inertia, but it lies entirely along the airflow passage and will capture

much more heat than a duct.

To capture the dynamic response of various regions of the code tester, a model

is constructed using components from the Modelica Standard Library [164] and

Buildings Library [229]. The models for different components of Code Tester are

discussed in the previous chapter. The same models are used but with different
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Figure 6.1: Distribution of thermal inertia of CT-A

boundary conditions to simulate the heater test. Model diagram of the heater test

of Code Tester is shown in Figure 6.2.

The cyclic heater behavior is simulated by providing a square profile for tem-

perature as a function of time as input, using a TimeTable block. During the off

cycle, the temperature equals the room temperature and during the on cycle, it

equals the temperature corresponding to the temperature available for sensible heat

increase of the air stream corresponding to the heater capacity.

The model is run with Radau-IIa solver with a tolerance of 1e-6. The data is

validated with temperature readings available at the outlet thermocouple grid and

mixer location from the heater test for CT-A (see Figure 6.3 and Figure 6.4). The

model shows a good match with trends from experimental data and can be used to

investigate behavior of the code tester.
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Figure 6.2: Model diagram for heater test with CT-A
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Figure 6.3: Temperature Validation of Model at Outlet TC grid
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Figure 6.4: Temperature Validation of Model at Mixer TC grid
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Figure 6.5: Net heat stored in code tester during cycling with heater

The heat stored in different regions of the code tester can be evaluated by inte-

grating the capacity measured across the inlet and outlet of individual components

from the model. The results are plotted in Figure 6.5. These percentages are much

different from the plot of thermal inertia (Figure 6.1). One of the main reasons for

the deviation is that the steel plate on the outside, having large thermal inertia does

not contribute to the cyclic heat transfer. The mixer does indeed store the highest

amount of heat in the code tester, but it is by no means a dominating contribu-

tion (>90%). As described earlier (Equation (1.8)), the code tester correction will

be much smaller (29% of the actual) as per AHRI Standard 210/240 (2017) [162]

standard.
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6.3 New Correction Method to reduce Code Tester influence

A new term defined as thermal inertia factor (TIF) is proposed for improving

the code tester correction to the total measured capacity. Cyclic degradation coeffi-

cient is measured for the same split AC system using CT-A and CT-B. TIF for both

these code testers is evaluated and then an attempt is made to remove the influence

of code tester on the cyclic degradation coefficient.

As shown earlier in the Section 6.2, a single component may not be able to

represent the thermal inertia effects of the code tester correctly. The thermal inertia

factor is defined as the ratio of integrated heat transfer to the code tester to the

integrated total capacity of the tested equipment Equation (6.1).

TIF =

∫ to
0
Q̇thdt∫ to

0
Q̇cyc,dry,idealdt

≈
∫ to

0
Q̇thdt

¯̇Qheater∆t
(6.1)

The ideal dry test cyclic cooling capacity Equation (6.2) is the cooling capacity

corrected for the code tester and is an unknown. Note that Equation (6.2) is equiva-

lent to the differential version of Equation (1.8), without ignoring the contributions

of the non-dominant thermal inertia regions.

Q̇cyc,dry,ideal = Q̇cyc,dry + Q̇th (6.2)

If the tested equipment, i.e., capacity source, is an electric heater, it may be

assumed to be instantly on and off. So the integral in the denominator of Equa-
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tion (6.1) can be evaluated. This value is evaluated to be 6.67% for CT-A and 2.07%

for CT-B when a 9 kW heater is used for the heater test described in Section 1.2.6.

When a 1.5 TR residential split AC system was subject to cyclic C and D Tests

as per the AHRI Standard 210/240 (2017) [162], the cyclic degradation coefficient

with CT-A is 0.17 and with CT-B is 0.14. The objective of the research is to reduce

this variation arising from the variation of code tester thermal inertia.

Equation (6.3), shows the equation of cyclic degradation coefficient by substi-

tuting the definitions of CLF and PLF.

Cd =

1−

∫ to
0 Q̇cyc,drydt∫ to
0 Ẇcyc,drydt

Q̇ss,dry

Ẇss,dry

1−
∫ to
0 Q̇cyc,drydt

Q̇ss,drytc

(6.3)

We can assume that the C-Test parameters are same for both systems since the

thermal inertia effects are dynamic in nature. Additionally, as per Goldschmidt et al.

(1980) [155], since the cyclic power consumption has negligible degradation effect,

we can assume that the work done in D-Test with both code testers is constant.

This enables grouping different constants into sets K1 and K2 (Equation (6.4) and

(6.5)).

1

K1

=
Q̇ss,dry

Ẇss,dry

(∫ to

0

Ẇcyc,drydt

)
(6.4)

1

K2

=
1

Q̇ss,drytc
(6.5)
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Substituting K1 and K2 in Equation (6.3), we obtain Equation (6.6). The inte-

grated cooling capacity
∫ to

0
Q̇cyc,drydt is experimental value and involves the thermal

inertia effects from code tester.

Cd =
1−K1

(∫ to
0
Q̇cyc,drydt

)
1−K2

(∫ to
0
Q̇cyc,drydt

) (6.6)

Substituting the ideal cooling capacity from Equation (6.2), we obtain Equa-

tion (6.7).

Cd =
1−K1

(∫ to
0
Q̇cyc,dry,ideal − Q̇thdt

)
1−K2

(∫ to
0
Q̇cyc,dry,ideal − Q̇thdt

) (6.7)

Finally, if we can substitute TIF from Equation (6.3), to obtain the final form

shown in Equation (6.1).

Cd =
1−K1

(∫ to
0
Q̇cyc,dry,idealdt

)
(1− TIF )

1−K2

(∫ to
0
Q̇cyc,dry,idealdt

)
(1− TIF )

(6.8)

Ideal cyclic degradation coefficient can be defined as the value of Cd measured

with a code tester with zero thermal inertia. Substituting TIF = 0, in Equation (6.8),

we obtain Equation (6.9) for ideal Cd.

Cd,ideal =
1−K1

(∫ to
0
Q̇cyc,dry,idealdt

)
1−K2

(∫ to
0
Q̇cyc,dry,idealdt

) (6.9)

TIF can be evaluated for the heater test, but not for the case of D-Test. For

the purpose of the present discussion, the value of TIF evaluated for the heater test
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flow conditions is assumed to equate to the TIF during the D-Test. It is essential to

understand the behavior of this term when the inlet flow conditions to the code tester

are modified. Parametric study of the flow conditions like chamber temperature,

heater capacity, and air flow rate to apply suitable scaling factors to the heater test

TIF is part of future work. The ideal integrated cooling capacity may be evaluated

from Equation (6.8) since measured Cd, TIF, K1 and K2 are available. Finally,

Equation (6.9) may be used to evaluate ideal Cd. The results of these calculations

are shown in Table 6.1. It can be observed that the ideal cooling capacity predicted

is fairly close, but the evaluated ideal Cd is different. The calculation does capture

qualitative trends. CT-A with higher thermal inertia needs more correction from

measured Cd to ideal Cd, compared to CT-B.

Table 6.1: Evaluation of Ideal Cd for CT-A and CT-B

Code Tester TIF Cd
∫ to

0
Q̇cyc,drydt

∫ to
0
Q̇cyc,dry,idealdt Cdideal

- [-] [-] [W − hr] [W − hr] [-]

CT-A 6.67 0.17 444.3 474.1 0.10

CT-B 2.07 0.14 461.3 471.4 0.12

The code tester model is used to conduct a parametric study for different

volume flow rates and inlet air temperatures to understand the behavior of TIF.

The results are shown in Figure 6.6. The two cases plotted are fixed volume flow

rate and fixed temperature across all the heaters. These are the two variables, which

determine the airflow inlet conditions to the code tester. It can be observed from

the graph that the volume flow rate is the main factor affecting TIF. The heater

165



0

2

4

6

8

10

12

4 6 8 10 12 14 16 18

T
IF

 [
-]

Heater Capacity [kW]

Fixed VFR Fixed Temp

Figure 6.6: Parametric study with code tester airflow variables

test which is validated is at the intersection point. The thermal inertia factors are

expected to lie within the boundary defined by these two extreme cases.

6.4 Measurement uncertainty

In the previous sections, effects of thermal inertia of code testers on the varia-

tions in the measured values of the cyclic degradation coefficient were discussed and

a strategy to reduce them was presented. Another important aspect in understand-

ing the variation in the measured value of the cyclic degradation coefficient from

different tests is the uncertainty associated with its measurement.

The law of propagation of uncertainty is reliable only if the following conditions

exist: (a) negligible non-linearity of function, (b) availability of analytic expression

without discontinuity and (c) contributory uncertainties are small [231]. The Guide
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to the Expression of Uncertainty in Measurement [232], published Supplement 1 in

2008 that describes the Monte Carlo method as a general numerical implementa-

tion of the propagation of probability distributions that can be expected to pro-

vide results free of the approximations involved in the original GUM uncertainty

framework. Monte Carlo method is more reliable for a wide range of measurement

problems and so this method is used for the current investigation.

The general steps involved in a Monte Carlo simulation are [233]:

1. Determine system characteristics (defining inputs, parameters, outputs and

system model).

2. Determine inputs and parameters subject to uncertainty and assume or ob-

serve distribution characteristics.

3. Apply pseudo-random sampling to calculate values for input and parameter

random vectors.

4. Calculate and output vector using the deterministic model.

5. Analyze the results using statistical techniques.

A comprehensive evaluation of uncertainties is conducted by including sys-

tematic uncertainties from instrumentation, calibration and also the random uncer-

tainties. For the purpose of discussion, only the case of temperature measurement

at the inlet of indoor unit (TIDDB) is described. The other input parameters (see

Table 6.2) for uncertainty follow similar procedure. TIDDB is measured using a

thermocouple grid, with 12 T-type thermocouples. The uncertainty associated with
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each thermocouple is 0.9 °F. Whenever the value of a test result is determined by

several independent methods, then the test result and its assoicated uncertainty

may be determined by weighting the means, random uncertainties and systematic

uncertainties of various methods. The weighting factor for 12 thermocouples as per

ASME PTC 19.1-2013 [234] in Appendix A-2 is calculated using Equation (6.11).

The instrument bias for the thermocouple grid is 0.26°F (Equation (6.12)).

bx = 0.9°F (6.10)

wi =
(1/bx)

2∑12
i=1(1/bx)2

=
1

12
(6.11)

bx̄ =

√√√√ 12∑
i=1

(wibx)2 = 0.26°F (6.12)

The thermocouples are calibrated with a water bath having systematic uncer-

tainty (bc) of 0.02 °F. A random uncertainty (sc) of 0.017°F is noted for the cali-

bration. The main purpose of the calibration process is to reduce the large known

systematic errors to some acceptable level. The thermocouples calibrated with the

bath are much more accurate and so the systematic uncertainty of the thermocouple

grid is taken as the root of sum of square of the systematic and random uncertainty

of the water bath used for calibration (Equation (6.13).

btot =
√
b2
c + s2

c (6.13)

Finally, after calibration, a few readings of thermocouple grid are taken to

evaluate the random uncertainty. The standard deviation of temperature readings
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is 0.012°F. Table 6.2 lists all the variables with their uncertainties for the evaluation

of steady dry-coil C-Test based parameters in the value of Cd. Standard error, which

is the standard deviation of the mean value of the measurement, is not included in

the estimation. Instead standard deviation itself is used. This is because the modern

data acquisition systems take several readings and the value recorded is an averaged

one itself. Including standard error in evaluation of error may lead to severe under-

prediction of uncertainty.

Table 6.2: Uncertainties for evaluation of Cd

Variable Unit Systematic Random

TIDDB °F 0.013 0.012

TIDDP °F 0.101 0.018

TLDB °F 0.013 0.063

TLDP °F 0.101 0.031

TODDB °F 0.013 0.037

PV inch H2O 0.001 0.0064

PSTAT inch H2O 0.002 0.0082

PATM inch Hg 0.003 0.0505

Total Power W 8.18 5.622

Nozzle Area ft2 0.00035 0.0

For evaluation of the Monte Carlo simulation, MATLAB [71] is used. Normal

inverse cumulative distribution function norminv is used to generate population of the

input variables from Table 6.2.
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To generate a population of PATM (see Table 6.2), by combining both systematic

and random errors, the approach followed by Wilson and Smith (2013) [235] is adopted.

The input arguments for norminv function are a random variable generated by function

rand, mean of measured value and systematic uncertainty of the calibrated variable. The

random variable is added to this distribution by another norminv function, with mean at

0 and standard deviation equal to the random uncertainty. The values of systematic and

random uncertainty are taken from Table 6.2. A sample code in MATLAB for the same is

shown below. Similar code can be used to generate population for all the other variables.

% MATLAB Code to generate population for variable

for j=1:pop_size

PATM(j) = norminv(rand,29.21,0.003)+norminv(rand,0,0.0505);

end

There are many situations where systematic errors for some of the parameters are

correlated. This is applicable when the same apparatus is used to measure different

parameters or when different equipment is calibrated to the same standard [234]. In the

evaluation of Cd, all the thermocouples are calibrated with the same water bath and will

have correlated systematic uncertainty. As per the recommendation in GUM Supplement

1, the only variation for correlated systematic errors is sampling from a multivariate

distribution. However, in the case of thermocouples they are assumed to be perfected

correlated with each other with a co-variance of 1. So, the same norminv function can

be used for correlated systematic uncertainty as shown in the code snippet below. The

same random number for generation of systematic uncertainty is passed to the systematic

uncertainty portion of the population generation. Since the random uncertainty portion

is not correlated, a separate random number is used for that case.
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% MATLAB Code for correlated systematic uncertainty

for j=1:pop_size

Tdb_corr = rand;

TIDDB(j) = norminv(Tdb_corr,80.42,0.013)+norminv(rand,0,0.012);

TLDB(j) = norminv(Tdb_corr,53.34,0.013)+norminv(rand,0,0.063);

end

After generating population of input variables, the population for output variables

can be generated. The code snippet below shows evaluation of population for the total

steady state cooling capacity from C-Test using a user-defined function QTCP. After the

population of the cooling capacity is generated, the mean and standard deviation can

be evaluated using mean and std functions in MATLAB. Similar formulation is used to

evaluate mean and standard deviation for the steady state EER.

% MATLAB Code to generate output population

paramMatrix = [TIDDB;TIDDP;TLDB;TLDP;PATM;PSTAT;PV;Area_nozzle];

for j=1:pop_size

Q_ss(j) = QTCP(paramMatrix(:,j));

end

Mean_QTCP = mean(Q_ss);

MCMUncert_QTCP = std(Q_ss);

For the cyclic D-test, it is necessary to evaluate integrated cooling capacity and

cyclic EER. The variables, which vary in the D-test are TLDB and Total Power. The

volume flow rate on the indoor unit also changes as the dampers are turned on and off.

However, the dampers are adjacent to the indoor unit and the volume flow rate over the
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Figure 6.7: TLDB for five cyclic D-Tests

nozzles is unaffected. A time array during the on-cycle consisting of 450 seconds is taken

for both TLDB and total power. Systematic uncertainty is assumed to be the same as the

C-Test and is correlated with the same random variable. However, the value of random

uncertainty is different from that of the C-Test. Experimental data is used to estimate

random uncertainty.

The temperature at the leaving thermocouple grid is measured during five

cyclic D-tests and plotted in Figure 6.7. It can be observed that temperatures are

fairly close to each other. Each test consists of three on-cycles. Temperatures across

each of these three on-cycles are plotted together as shown in Figure 6.8. Thus in

total, there are 15 values of temperature for each 1-second interval of TLDB from

0 to 450 seconds. Standard deviation for these 15 values at all the grid points are

evaluated using std function and plotted in Figure 6.9. Apart from a few outlier points

at the beginning and end, the value is constant. The average value of standard deviation

across the values in Figure 6.9 is 0.23 °C = 0.35 °F
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Figure 6.8: Plotting TLDB for all on-cycles from the five cyclic D-Tests
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Figure 6.9: Standard deviation for TLDB array
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The population of dynamic inputs for TLDB and total power can be generated

now as shown below.

% Generate population of dynamic inputs

for j=1:pop_size

for k=1:length(transpose(GRIDLVGUNITS))

TLDB_D(k,j)= norminv(Tdb_corr,GRIDLVGUNITS(k),0.013)

+norminv(rand,0,0.35);

POW_D(k,j)= norminv(pow_corr,POWER(k),8.022)

+norminv(rand,0,1.623);

end

end

The cooling capacity and EER can be evaluated at each time grid point using

the same user-defined function QTCP. With all the variables now available, population

for Cd is generated and statistics calculated. Summary of the Monte Carlo evaluation is

shown in Table 6.3. It can be observed that the experimental data matches well within

the uncertainty for the steady C-Test conditions. However, due to the lack of volume flow

rate cycling of D-Test, the integrated cooling capacity is over-predicted by the simulation.

The standard deviation of Cd evaluated from simulation is 0.006. For the five cyclic tests

conducted, the standard deviation measured is 0.007. For a 95% confidence interval, the

total variation is Cd = 0.012, which is roughly 8% of the value of Cd.

If the values of acceptable uncertainty from ASHRAE 41.2 are used (Systematic

= 0.1 °F, Random = 0.2 °F for temperature, 0.005 inch water for differential pressure),

then the deviation in measured value of Cd = 11.4% for a 95% confidence interval. The
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measurement uncertainty is responsible for the variation in the values of ideal Cd in

Table 6.1.

Table 6.3: Uncertainties for evaluation of Cd

Variable Unit MC Mean MC Std Dev Expt Mean

Airflow ft3 min−1 615 3.54 615

Qss Btu hr−1 17339 105.04 17214

EERss Btu hr−1 W−1 13.33 0.117 13.23

qcyc Btu 1577 9.61 1516

EERcyc Btu hr−1 W−1 11.85 0.113 11.42

Cd [-] 0.1355 0.0055 0.17

Total deviation observed between Cd measured from CT-A and CT-B is about 20%

and half of it is from measurement uncertainty. Remaining influence is from the effect of

thermal inertia of code testers. It is therefore necessary to develop a more reliable method

to rate cyclic performance of air conditioners. The new term to calculate cyclic variation

should have much lesser variation in measurement. Design of code testers should also be

standardized to account for uniform effect of thermal inertia across various tests. Also

their designs should be such that the values of thermal inertia factor are low.
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Chapter 7: Summary

7.1 Conclusions

This thesis provides several innovative ideas for more energy efficient use of HVAC

systems to provide space heating and cooling in buildings.

To address the shortcomings of existing personal conditioning systems (PCS), four

such systems are analyzed through multi-physics modeling to understand the extent of

their benefits and shortcomings. Three of the systems use different thermal storages like

chilled water, ice storage and PCM with a closed water loop, and a fourth system uses

vapor compression cycle with PCM. All the systems are in the weight range of 19-31 kg.

Chilled water-based system and ice storage based system are cost-effective compared to the

other systems. The vapor compression system consumes roughly 40% more battery power

than the water-based systems during cooling operation. However, vapor compression

system has other benefits from usability like easier thermal recharge and closed operation

for the system.

The VCS with PCM is developed into a technology called Roving Comforter (RoCo).

The first prototype used thermosiphon for recharging the PCM, which required eight hours

to re-solidify the PCM after a two hour cooling operation. A validated dynamic model for

thermosiphon is developed and then exercised to evaluate performance with compressed

expanded natural graphite (CENG) enhanced versions of the PCM. Based on the results,
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2.2% volume fraction CENG is considered the most promising due to 51% reduction in

the discharge time for a 5% increase in weight. The coefficient of performance for overall

operation increases by 24%.

Due to regulations on the use of R134a, the dynamic performance of RoCo with

a natural refrigerant (R290) is studied. Switching to R290 shows 33% improvement in

the coefficient of performance, with additional benefits like reduced noise during cooling

operation and lesser system weight also expected.

The newer prototypes of RoCo using CENG delivered 4-hour cooling operation with

6.5-hour recharge time by thermosiphon. The performance of heat pump based recharge at

different compressor RPM was evaluated. The recharge period from heat pump operation

showed 35-55% reduction in time from thermosiphon, with a penalty of 30-35% on the

overall COP. However, the power consumption is in the order of a few hundred Wh and is

small compared to the savings from building HVAC, which typically consumes power in

kWh. Thus, heat pump recharge shows promise in comparison to the thermosiphon and

will be used in future prototypes.

Next, refrigerant migration physics is investigated for a conventional air-conditioner

undergoing cyclic testing in a code tester. The dynamic model shows the good prediction

for temperature, pressure and power measurements. Slip-ratio based void fraction model

is used to estimate refrigerant charge in each component. Refrigerant leakage through

both compressor and TXV is modeled. The model also shows robustness during off-cycle

of a cyclic test under the conditions of zero refrigerant flow. Validation for the percentage

of refrigerant in different portions of the system shows a good overall prediction for steady

state test experiment. Finally, the limitations of current HVAC rating procedure and

specifically the contribution of the code tester on the cyclic degradation coefficient (Cd)
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is investigated. Deviations arising from assumptions used in the calculation procedure

are highlighted using a validated dynamic model for the code tester. A new term called

thermal inertia factor is defined and the Cd formula is modified using the thermal inertia

factor to remove the impact of a specific code tester design from the measured value of Cd.

Discussions on future directions aimed at improving Cd evaluation procedure is presented.

7.2 Contributions

The main contributions of this thesis are dynamic, highly reusable models capable

of analyzing a variety of complex two-phase refrigerant systems. Multi-physics insights are

also available for models incorporating electrodynamics and mechanics equations alongside

the thermal-fluid sciences.

The models are used to improve the performance of a few existing systems. It is

expected to provide interesting insights on the systems analyzed for researchers developing

similar technology and at the same time guidance on developing system models to simulate

design space. The contributions from the thesis are classified into groups below:

1. Thermosiphon modeling

� First demonstration of two-phase thermosiphon modeling with Modelica in

literature

� First validated numerical model for PCM-driven thermosiphon in literature

2. Personal Conditioning Systems

� Identified and compared system parameters for the lightest design of four in-

novative PCS with different thermal storage through development of multi-
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physics models

� Energy efficiency improvement for RoCo by identifying best operating param-

eters in studies involving different refrigerants, phase change materials and

recharge options

3. Phase Change Material Modeling

� Empirical correlation for solidification and melting of PureTemp 37 by helical

coil refrigerant tubes at RoCo operating temperatures

� Strategies to implement simple and accurate PCM models for system simula-

tion in thermo-fluid systems

4. Cyclic performance of air conditioner

� Develop dynamic modeling framework incorporating recommended best prac-

tices for zero flow modeling, compressor leakage, asymmetric refrigerant cir-

cuitry and void fraction model-based prediction of refrigerant charge

� Develop generic reusable models for code tester components which can be

integrated with system model of air conditioner

� Provide insights into refrigerant migration physics during cyclic operation of

a conventional air conditioner

5. Rating standards for evaluating cyclic performance of air conditioners

� Quantify the effects of thermal inertia of code tester on the measured cyclic

degradation coefficient

� Identification of uncertainty in the measured value of cyclic degradation coef-

ficient using Monte Carlo simulation
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� Recommend best practices for measurement of accurate cyclic degradation of

the conventional air conditioner
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