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The nonparametric maximum likelihood estimator (NPMLE) of a distribution function $F$ in biased sampling models have been studied by Cox (1969), Vardi (1982, 1985), and Gill, Vardi, and Wellner (1988). Their approaches are based on the assumption that the observations are drawn from biased distributions of $F$ and biasing functions do not depend on $F$. These assumptions have been used in Patil and Rao (1978).

This thesis extends the biased sampling model by making the biasing functions depend on the distribution function $F$ in a variety of ways. With this extension, many of the existing models, including the ranked-set sampling model and the nomination sampling model, become special cases of the biased sampling model. The statistical inference about $F$ becomes to a large extent the study of
the biasing function. We develop conditions under which the generalized model is identifiable. Under these conditions, an estimator of the underlying distribution $F$ is proposed and its strong consistency and asymptotic normality are established.

In certain situation, estimation of $F$ in a biased sampling model is in fact a problem of estimating a monotone decreasing density. Several density estimators are studied. They include the nonparametric maximum likelihood estimator, a kernel estimator, and a modified histogram type estimator. The strong consistency, the asymptotic normality, and the bounds on average error for the estimators are studied in detail.

In summary, this thesis is a generalizations of the estimation results available for the ordinary s-biased sampling model, the ranked-set sampling model, the nomination sampling model, and a monotone decreasing density.
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## CHAPTER I

## INTRODUCTION

### 1.1 Literature Review

Let $F$ be the unknown cumulative distribution function (cdf) of a realvalued random variable (rv) $X$ defined on some probability space. We study the nonparametric estimation of $F$ based on random samples that contain biased or constrained observations. Biased or constrained data occur naturally in reliability studies and survival analysis. The following are two frequently encountered situations:
(i) Biased sampling model. Suppose that $w_{1}(y), \ldots, w_{s}(y)$ are known nonnegative weights, called biasing functions, and $F$ is an unknown cdf. The biased $\operatorname{cdf} G_{i}$ corresponding to $F$ is defined by

$$
\begin{equation*}
G_{i}(x)=\frac{1}{W_{i}} \int_{-\infty}^{x} w_{i}(y) d F(y), \quad x \in R^{1}, \quad i=1, \ldots, s \tag{1.1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
0<W_{i}=\int_{-\infty}^{\infty} w_{i}(y) d F(y) \stackrel{\text { def }}{=}[F]\left(w_{i}\right)<\infty, \quad i=1, \ldots, s, \tag{1.1.2}
\end{equation*}
$$

where $[F]\left(w_{i}\right) \stackrel{\text { def } f}{=} \int_{-\infty}^{\infty} w_{i}(y) d F(y)$ is a functional. This notation will be used frequently in this thesis for simplicity. Inference about $F$ is based on $s$ samples of $n_{i}$ iid random variables, $X_{i 1}, \ldots, X_{i n_{i}}$ from the distribution $G_{i}$ for $i=1, \ldots, s$. The model (1.1.1) is called an s-biased sampling model. This model has been studied by Vardi (1985) who constructed the nonparametric maximum likelihood
estimator (NPMLE) $\hat{F}^{(n)}$ of $F$. Gill, Vardi, and Wellner (1988) (to be abbreviated by G-V-W (1988)) have obtained the strong consistency and asymptotic normality of estimator $\hat{F}^{(n)}$. A special case of model $(1.1 .1)\left(s=2, w_{1}(y) \equiv 1\right.$, $\left.w_{2}(y) \equiv y, y \in[0, \infty)\right)$ has been studied by Vardi (1982).
(ii) Density estimation under a constraint. There are certain situations in which the observation $X$ is distorted by a random scale change to $Z X$, where $Z$ has the uniform distribution over $(0,1)$ and is independent of $X$. We assume the underlying random variable $X$ is nonnegative. Let $Y \stackrel{d}{=} Z X$ and $G$ be its cdf. Here " $\stackrel{d}{=}$ " means equal in distribution. Then $Y$ has density

$$
\begin{equation*}
g(y)=\frac{d G(y)}{d y}=\int_{u \geq y} \frac{1}{u} d F(u), \quad y \geq 0 \tag{1.1.3}
\end{equation*}
$$

where $F$ is the cdf of $X$. The problem is to use the data $Y_{1}, \ldots, Y_{n}$ from density $g(y)$ to estimate the distribution $F$. It is easy to check that

$$
F(t)=G(t)-t g(t), \quad f(t)=-t g^{\prime}(t)
$$

for $t \in[0, \infty)$, where $g$ is subject to the constraint

$$
\begin{equation*}
g^{\prime}(t) \leq 0, \quad t \in[0, \infty) \tag{1.1.4}
\end{equation*}
$$

In this case, nonparametric estimation of $F$ is equivalent to estimating $G$ and its density $g$. It is well known that the NPMLE of $G$ under the constraint $g^{\prime}(t) \leq 0$ is the least concave majorant of the empirical distribution function of $Y_{1}, \ldots, Y_{n}$. There are many papers discussing this problem, including Grenander (1956), Prakasa-Rao (1969), Groeneboom (1985), Devroye (1987), Birgé (1987a, b, 1989), and Datta (1992). Recently, Vardi (1989) has generalized this problem
from the one sample to the two-sample case in which $\left(Y_{1}, \ldots, Y_{n}\right)$ is a random sample from $G$ and $\left(X_{1}, \ldots, X_{m}\right)$ is another random sample from $F$, and obtained $\hat{F}^{(n)}$, the NPMLE of $F$. Asymptotic properties of the estimator $\hat{F}^{(n)}$ have been studied in Vardi and Zhang (1992).

In this thesis, we extend the s-biased sampling model (1.1.1) by making the weight functions $w_{i}(y)$ depend on the population distribution function $F$ in a variety of ways, and we consider the biased sampling model in a substantially more general setting. Also we investigate density estimation under more general constraints than (1.1.4). These generalizations are motivated by some important practical applications to be presented in the next section.

### 1.2 Some Applications Leading to New Models

Example 1.2.1. The perfect ranked-set-sampling model. The construction of the perfect ranked-set-sampling model (RSS) consists of $n$ cycles. In each cycle the experimenter selects $s$ random samples, each of size $s$, where $s$ is a predetermined number. For each sample of $s$ observations in the $i$ th cycle, the $r$ th smallest observation, $X_{[r]}$, is determined and the rest of the $s-1$ observations are discarded. At the conclusion of $n$ cycles, only $n s$ out of the total of $n s^{2}$ observations are retained. The retained $n s$ values are certain order statistics $\left\{X_{[r]} ; r=1, \ldots, s ; i=1, \ldots, n\right\}$. Let $F$ be population $c d f$ of the basic rv $X$. It is easy to see that the $\operatorname{cdf}$ of $X_{[r] i}$ is given by

$$
\begin{equation*}
G_{r}(x)=\frac{1}{W_{r}} \int_{-\infty}^{x}[F(y)]^{r-1}[1-F(y)]^{s-r} d F(y), \quad x \in R^{1} \tag{1.2.1}
\end{equation*}
$$

where

$$
W_{r}=\frac{(r-1)!(s-r)!}{s!}=\frac{1}{s\binom{s-1}{r-1}}
$$

for $r=1, \ldots, s$. Comparing with (1.1.5), we see that $G_{r}(x)$ is a biased distribution function of $F$ with weight function $w_{r}(y)=[F(y)]^{r-1}[1-F(y)]^{s-r}$ depending on the population distribution $F$.

The application of the RSS procedure dates back to 1952. McIntyre (1952) used the procedure to estimate mean pasture yields. Measuring yields of pasture plots requires mowing and weighing the hay, a time-consuming process. But an experienced eye can rank fairly accurately a small number of plots without measurement. The RSS procedure has been applied mostly in agriculture (e.g., Cobby, Ridout, Bassett, and Large 1985; Halls and Dell 1966). Other related studied model can be found in Dell and Clutter (1972), Takahasi and Wakimoto (1968), and Stokes (1977, 1980). Stokes and Sager (1988) carried out an interesting study in which $F$ is estimated with data from $s$ populations $G_{1}, \ldots, G_{s}$.

Example 1.2.2. Nomination-sampling model. In the nomination sampling model, we observe not $X$, but the extreme value of $X_{i}^{\prime}$ s, either

$$
\begin{equation*}
Y=\max \left(X_{1}, \ldots, X_{k}\right) \tag{1.2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
Z=\min \left(X_{1}, \ldots, X_{k}\right) \tag{1.2.3}
\end{equation*}
$$

where $X_{i}$ 's are iid with $\operatorname{cdf} F$, and $k$ is a fixed integer. Then the cdfs of $Y$ and
$Z$ are respectively

$$
\begin{align*}
& G_{Y}(x)=[F(x)]^{k}=\int_{-\infty}^{x} k[F(y)]^{k-1} d F(y)  \tag{1.2.4}\\
& G_{Z}(x)=1-[1-F(x)]^{k}=\int_{-\infty}^{x} k[1-F(y)]^{k-1} d F(y) \tag{1.2.5}
\end{align*}
$$

We see that the cdfs $G_{Y}$ and $G_{Z}$ are also biased distributions of $F$ with weight functions $w(y)=[F(y)]^{k-1}$ and $w(y)=[1-F(y)]^{k-1}$, respectively. Again, the weight functions depend on $F$. For applications, Willemain (1980) used the $Y$-data to estimate the median of $F$. Boyles and Samaniego (1986) generalized model (1.2.2) to the case in which $k$ is a rv, and studied the NPMLE of $F$ and its properties.

Example 1.2.3. (Gill, Vardi, and Wellner 1988). If we have control over the choice of the number of samples $s$, the sample fractions $\lambda_{n i}=n_{i} / n, \quad i=$ $1, \ldots, s$, and the known weight functions $w_{i}(y)$, we may want to choose them to obtain an optimal estimator, such as a minimum variance estimator. For example, if we take $s=1$ and want to estimate the population mean $\mu_{F}=$ $\int_{-\infty}^{\infty} y d F(y)$ from the biased sampling distribution, then the optimal choice for the weight function is $w(y)=\left|y-\mu_{F}\right|$. This example shows that $w(y)$ depends on the population distribution $F$ through $\mu_{F}$.

Example 1.2.4. Backward sampling of ages (He and Yang 1993). Let the target population $\mathcal{P}$ for sampling be all those individuals who were born in a specified time interval $[0, T]$ and whose death times $(d=\tau+X)$ are at least as large as $T$. Here $\tau$ is the birth time and $X$ is the lifetime of an individual. Let $B(t)$ be the cdf of birth times $\tau$ of all those individuals born in $[0, T]$. A variety of sampling methods can be designed to obtain data for estimating the $\operatorname{cdf} F$ of
the lifetime $X$. One problem addressed by He and Yang (1993) is to use the age data to estimate $F$. The data consists of the age of $n$ individuals taken from $\mathcal{P}$. The age, $Y$, of an individual taken from $\mathcal{P}$ has the cdf

$$
\begin{aligned}
G(y) & =P(Y \leq y)=P(T-\tau \leq y \mid d>T) \\
& =\frac{1}{c} \int_{T-y}^{T} \bar{F}(T-u) d B(u)
\end{aligned}
$$

for $0 \leq y \leq T$, where

$$
c=P(X+\tau>T) .
$$

Evidently, $F$ and $B$ cannot be determined by the knowledge of $G$ alone. Suppose that $B$ is known. Then we can identify $F$ for $x \in[0, T]$. In human populations, this is a reasonable assumption since birth records are available. Under the assumptions that $B(t)$ possesses a strictly positive pdf on $[0, T], \beta_{F}=\inf \{x$ : $F(x)=1\}>T$, and that $X$ and $\tau$ are independent, we have

$$
\begin{equation*}
\bar{F}(x)=P[X>x]=\frac{b(T)}{b(T-x)} \frac{g(x)}{g(0)}, \quad x \in[0, T] \tag{1.2.6}
\end{equation*}
$$

where $g$ denotes the pdf of $G$.
It is interesting to note that in this case estimating $\bar{F}$ is equivalent to estimating the density $g(x)$ under the constraint that $g(x) / b(T-x)$ is a monotone decreasing function of $x \in[0, T]$. This is similar to (1.1.8), but the constraint is that $g(x) / b(T-x)$, ratio of two densities $g(x)$ and $b(T-x)$, is monotone decreasing. More examples will be given in Chapter V.

Motivated by these applications, we proceed to formulate theoretically five biased sampling models that generalize models (1.1.1), (1.1.3), and the constraint (1.1.4).

### 1.3 New Models and Problems to Be Studied

This thesis treats the following five classes of general s-biased sampling models.

## Model I.

$$
\begin{equation*}
G_{i}(x)=\frac{1}{B_{i}} \int_{-\infty}^{x} w_{i}(y) h(F(y)) d F(y), \quad x \in R^{1}, \quad i=1, \ldots, s \tag{1.3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
0<B_{i} & \equiv \int_{-\infty}^{\infty} w_{i}(y) h(F(y)) d F(y) \\
& =\int_{-\infty}^{\infty} w_{i}(y) d H(F(y)) \\
& \stackrel{\text { def }}{=}[H \circ F]\left(w_{i}\right)<\infty, \quad i=1, \ldots, s
\end{aligned}
$$

and $h(z)$ is a known, nonnegative and integrable function on $[0,1]$ such that

$$
H(x)-H(0)=\int_{0}^{x} h(z) d z
$$

and $w_{1}(y), \ldots, w_{s}(y)$ are known nonnegative measurable biasing functions.
This model generalizes models (1.1.1), (1.2.4) and (1.2.5). By setting $h(z) \equiv$ $C$ (constant) $>0$ for $0 \leq z \leq 1$, model (1.1.1) is clearly a special case of (1.3.1). Likewise setting $s=1, w_{1}(y) \equiv C$ (constant) $>0$, and $h(z)=z^{k-1}$ for $0 \leq$ $z \leq 1$, we obtain the nomination sampling model (1.2.4); and setting $s=1$, $w_{1}(y) \equiv C($ constant $)>0$, and $h(z)=(1-z)^{k-1}$ for $0 \leq z \leq 1$, model (1.3.1) becomes the nomination sampling model (1.2.5).

## Model II.

$$
\begin{align*}
G_{i}(x) & =\frac{1}{W_{i}} \int_{-\infty}^{x} w_{i}(F(y)) d F(y), \quad x \in R^{1}, \quad i=1, \ldots, s \\
0<W_{i} & \equiv \int_{-\infty}^{\infty} w_{i}(F(y)) d F(y)<\infty, \quad i=1, \ldots, s \tag{1.3.2}
\end{align*}
$$

where $w_{1}(z), \ldots, w_{s}(z)$ are known nonnegative measurable biasing functions defined on $[0,1]$.

The perfect ranked-set sampling model (1.2.1) and the nomination sampling model (1.2.4) are special cases of model (1.3.2) by setting respectively in (1.3.2) $w_{i}(z)=z^{i-1}(1-z)^{s-i}, 1 \leq i \leq s$, and $s=1, w_{1}(z)=z^{k-1}$ for $0 \leq z \leq 1$.

Model III. This model is described by the joint distribution of two random variables $X$ and $K$,

$$
\begin{align*}
G(x, k) & =P[X \leq x, K=k] \\
& =p(k) \int_{-\infty}^{x} \frac{w_{k}(y) d F(y)}{W_{k}}, \quad x \in R^{1} ; \\
0<W_{k} & =\int_{-\infty}^{\infty} w_{k}(x) d F(y)<\infty  \tag{1.3.3}\\
p(k) & =P(K=k), \quad k \in \mathcal{K}
\end{align*}
$$

where $\left\{w_{k}(x): k \in \mathcal{K}\right\}$ are assumed known, the probabilities $\{p(k): k \in \mathcal{K}\}$ and cdf $F$ are unknown. The observed values are independent pairs $\left\{\left(X_{i}, K_{i}\right)\right\}_{i=1}^{n}$.

In particular, if $P(K=1) \equiv 1$, then model (1.3.3) becomes the 1 -biased sampling model. In fact, model (1.3.3) considers the number of people who contribute the data as a random variable.

Model IV. Density estimation under the constraint:

$$
\begin{equation*}
\left[\frac{f(x)}{w(x)}\right]^{\prime} \leq 0, \quad x \in(0, M) \tag{1.3.4}
\end{equation*}
$$

where $M \leq \infty$, and $w(x)$ is a known and strictly positive weight function.
When $w(x)=C>0$ for $x \in(0, \infty)$, the constraint specializes to the well known problem of estimating a monotone decreasing pdf $f$; when $w(x)=$ $b(x-T), M=T,(1.3 .4)$ becomes the problem described in (1.2.6).

Similar to (1.3.4) we have the following model:
Model V. Density estimation under the constraint

$$
\begin{equation*}
\left[\frac{f(x)}{w(x)}\right]^{\prime} \geq 0, \quad x \in\left(0, \beta_{F}\right) \tag{1.3.5}
\end{equation*}
$$

where $\beta_{F}=\inf \{x: F(x)=1\}$, and $w(x)$ is a known and strictly positive weight function.

Special cases of this model, including the relevation transform (see Chapter VI) of two cdfs, the deconvolution model, and the mixture model will be studied in Chapter VI.

### 1.4 Research Summary

The dissertation is organized as follows:
In Chapter II, we discuss the estimation of $\operatorname{cdf} F$ in model (1.3.1). We first address the identifiability of model (1.3.1) under appropriate assumptions. We show that the model is identifiable by solving the equation (1.3.1) for $F$. Based on the solution of model (1.3.1), we propose a natural estimator of $F$ in Section 2.2. Strong consistency and asymptotic normality of the estimator are presented in Section 2.3. Proofs of the large sample properties are given in Section 2.4. Some examples are considered in Section 2.5.

In Chapter III, we discuss model (1.3.2). The identifiability of the model and the estimation of $F$ will be addressed in Section 3.2. Some properties of the estimator will be studied in Section 3.3.

In Chapter IV, the identifiability of model (1.3.3) and estimation of $F$ are discussed. In particular, we show that our estimator is in fact the NPMLE of $F$ under model (1.3.3).

In Chapter V, several nonparametric estimators will be considered for model (1.3.4). Specifically, we give five examples which motivate our study of model (1.3.4) in Section 5.1. The NPMLE of $f$ and its properties are studied in Section 5.2. The kernel estimators of $f$ and their properties are investigated in Section 5.3. The modified histogram type estimator of $f$ and its properties are considered in Section 5.4.

In Chapter VI, a discussion of model (1.3.5) is presented, organized parallel to Chapter V.

Finally, the Appendix contains a list of notation and three definitions used in this thesis.

## CHAPTER II

## ESTIMATING THE DISTRIBUTION FUNCTION IN BIASED SAMPLING MODEL I

### 2.1 Introduction

In this chapter, we study the statistical inference of the general s-biased sampling model I defined by (1.3.1)

$$
\begin{align*}
& G_{i}(x)=\int_{-\infty}^{x} \frac{w_{i}(y) h(F(y)) d F(y)}{B_{i}}, \quad x \in R^{1}, \quad i=1, \ldots, s \\
& 0<B_{i}=\int_{-\infty}^{\infty} w_{i}(x) h(F(y)) d F(y)<\infty, \quad i=1, \ldots, s \tag{2.1.1}
\end{align*}
$$

in Chapter I, where $h$ is a known and nonnegative function on $[0,1]$ such that

$$
H(x)-H(0)=\int_{0}^{x} h(z) d z \leq \infty
$$

$w_{1}, \ldots, w_{s}$ are known and nonnegative functions, and $F$ is an (unknown) cdf. As in the biased sampling model (1.1.1) (see Vardi 1985), it is assumed that the observations are not from $F$, but from distribution $G_{i}, \quad i=1, \ldots, s$. The $s$ independent samples are denoted by

$$
\begin{equation*}
X_{i 1}, \ldots, X_{i n_{i}} \quad \text { iid from } \quad G_{i} \tag{2.1.2}
\end{equation*}
$$

We want to use all of the $n=n_{1}+\ldots+n_{s}$ observations to estimate the underlying cdf $F$ efficiently and nonparametrically, and to find a bias-corrected estimator which corrects for the biasing involved in the distributions $G_{i}, 1 \leq i \leq s$.

This chapter is organized as follows: We first consider identifiability and estimator of $F$ for model (2.1.1). The identifiability is proved by solving for
$F$ in equation (2.1.1). Based on the solution of (2.1.1), we propose a natural estimator of $F$ in Section 2.2. In Section 2.3 we state the large sample properties of strong consistency and asymptotic normality of the estimator. The proofs of these results are given in Section 2.4. Examples are discussed in Section 2.5.

### 2.2 Identifiability and Estimation of $F$

For nonparametric inference, it is necessary to show that model (2.1.1) is identifiable. That is, we need to show that the system of equations (2.1.1) has a unique solution for $F$ in terms of $G_{1}, \ldots, G_{s}$. We make the following three assumptions. The first two are introduced by G-V-W (1988).

Let $\mathcal{X}^{+}=\bigcup_{i=1}^{s}\left\{x: w_{i}(x)>0\right\}$ and let $\mathcal{X}=(-\infty, \infty)$ be the sample space of the random variables $\left\{X_{i j}\right\}$. Meanwhile, we assume that the biasing functions $\left\{w_{i}(x)\right\}_{i=1}^{s}$ are distinct to avoid trivia. Then

Assumption 1. $\mathcal{X}^{+}=\mathcal{X}$.
Remark 2.2.1. If this assumption fails, we must replace the cdf $F(x)$ by the conditional distribution function $F^{+}(x)=P\left(X \leq x \mid \mathcal{X}^{+}\right)$.

The next assumption requires the concept of a connected graph. We say the graph $\mathcal{F}$ with points $\left\{w_{1}(),. \ldots, w_{s}().\right\}$ is connected by a path if for each pair $(i, j)$ there exist indices $l_{1}, \ldots, l_{k} \in\{1, \ldots, s\}$ such that

$$
i \equiv l_{1} \leftrightarrow l_{2} \leftrightarrow \cdots \leftrightarrow l_{k} \equiv j, \quad \text { for } \quad 1 \leq i, j \leq s
$$

where $l_{1} \leftrightarrow l_{2}$ means that

$$
\int_{-\infty}^{\infty} I_{\left[w_{l_{1}}(x)>0\right]} I_{\left[w_{l_{2}}(x)>0\right]} d H[F(x)]>0, \quad \text { for } \quad 1 \leq l_{1}, l_{2} \leq s
$$

Assumption 2. The graph $\mathcal{F}$ with points $\left\{w_{1}(),. \ldots, w_{s}().\right\}$ is connected. Under Assumptions 1 and 2 G-V-W (1988) showed that the ordinary sbiased sampling model $(h(z)=C)$ is identifiable. However, we give an example to show that Assumptions 1 and 2 are not sufficient for the more general model (2.1.1) to be identifiable. Some restrictions on the functions $h$ or $H$ are necessary.

Example 2.2.1. Suppose that $s=1, w(y)$ is a positive constant, and $h(z)=I_{\left[0, \frac{1}{2}\right]}(z)$ for $z \in[0,1]$. Then

$$
\begin{aligned}
G(x) & =\frac{\int_{-\infty}^{x} I_{\left[0 \leq F(y) \leq \frac{1}{2}\right]} d F(y)}{\int_{-\infty}^{\infty} I_{\left[0 \leq F(y) \leq \frac{1}{2}\right]} d F(y)} \\
& =2 \int_{0}^{F(x)} I_{\left[0 \leq u \leq \frac{1}{2}\right]} d u \\
& =2 \min (F(x), 1 / 2)=\min (2 F(x), 1) \\
& = \begin{cases}1, & \text { if } F(x)>\frac{1}{2} ; \\
2 F(x), & \text { if } F(x) \leq \frac{1}{2} .\end{cases}
\end{aligned}
$$

Thus $G$ cannot determine the unknown $F$ when $F(x)>\frac{1}{2}$.
This example shows that additional assumption is needed.
Assumption 3. The inverse function $H^{-1}(z)$ of $H(z)$ from $[H(0), H(1)]$ to $[0,1]$ exists, where $H(z)-H(0)=\int_{0}^{z} h(y) d y \leq \infty$ for any $z \in[0,1]$.

If $h(z)$ is strictly positive on $[0,1]$, then Assumption 3 holds. On the other hand, without loss of generality, we can assume that $H(0)=0, H(1)=1$ under Assumption 3. In fact, we can make a transformation $H^{*}(x)=[H(x)-$ $H(0)] /[H(1)-H(0)]$ so that $H^{*}(0)=0$ and $H^{*}(1)=1$ always hold.

Theorem 2.2.1. Under Assumptions 1, 2 and 3, model (2.1.1) is identifiable.

Proof. By Assumption 3, model (2.1.1) can be written as

$$
\begin{aligned}
G_{i}(x) & =\int_{-\infty}^{x} \frac{w_{i}(y) h(F(y)) d F(y)}{B_{i}}=\int_{-\infty}^{x} \frac{w_{i}(y)}{B_{i}} d H(F(y)) \\
B_{i} & =\int_{-\infty}^{\infty} w_{i}(y) d H(F(y))
\end{aligned}
$$

for $i=1, \ldots, s$. Denote the sample fractions of $G_{1}, \ldots, G_{s}$ by

$$
\lambda_{n i}=\frac{n_{i}}{n}, \quad 1 \leq i \leq s
$$

We introduce an average distribution $\bar{G}_{n}(x)$ of $s \operatorname{cdfs} G_{1}(x), \ldots, G_{s}(x)$ as follows:

$$
\begin{equation*}
\bar{G}_{n}(x)=\sum_{i=1}^{s} \lambda_{n i} G_{i}(x)=\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right] d H[F(y)] . \tag{2.2.1}
\end{equation*}
$$

It follows from Assumption 1 that the reciprocal of the integrand is finite and

$$
\begin{align*}
H[F(x)] & =\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}_{n}(y)  \tag{2.2.2}\\
1 & =\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}_{n}(y)
\end{align*}
$$

By Assumption 3, we see that $H^{-1}$ exists and thus

$$
\begin{align*}
F(x) & =H^{-1}\left\{\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}_{n}(y)}\right\}  \tag{2.2.3}\\
& =H^{-1}\left[T_{n}(x)\right]
\end{align*}
$$

Now let us normalize $B_{i}$ with respect to $B_{s}$ by defining $V_{i}=B_{i} / B_{s}$ for $i=$ $1, \ldots, s$. Thus $V_{s} \equiv 1$. The ratio of integrals in $H^{-1}$ can be expressed in terms of the $V_{i}$ as

$$
\begin{equation*}
T_{n}(x)=\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{V_{i}}\right]^{-1} d \bar{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{V_{i}}\right]^{-1} d \bar{G}_{n}(y)} \tag{2.2.4}
\end{equation*}
$$

Now proving the model is identifiable is to show for all $\lambda_{n i}, i=1, \ldots, s, \lambda_{n i}>0$, and $\sum_{i=1}^{s} \lambda_{n i}=1$ that $V_{1}, \ldots, V_{s-1}, V_{s}$ can be uniquely determined as functions of $G_{1}, \ldots, G_{s}$. We shall use the technique of Proposition 1.1 in G-V-W (1988). To make the thesis self-contained, a detailed proof will be provided.

Since $V_{s} \equiv 1$, we only need to consider the system of $s-1$ equations that define $B_{i}$ or $V_{i}$,

$$
\begin{equation*}
L_{n i}\left(V_{1}, \ldots, V_{s-1}, 1\right)=1, \quad i=1, \ldots, s-1 \tag{2.2.5}
\end{equation*}
$$

where

$$
\begin{align*}
L_{n i}\left(V_{1}, \ldots, V_{s}\right) & =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y) d H[F(y)] \\
& =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y)\left[\sum_{j=1}^{s} \frac{\lambda_{n j} w_{j}(y)}{V_{j}}\right]^{-1} d \bar{G}_{n}(y) \tag{2.2.6}
\end{align*}
$$

We shall reparametrize the arguments in the equations $L_{n i}$ as follows:
Put

$$
\begin{aligned}
e^{z_{j}} & \equiv \lambda_{n j} / V_{j}, \quad j=1, \ldots, s \\
\underline{z}^{T} & =\left(z_{1}, \ldots, z_{s}\right)
\end{aligned}
$$

From now on, the bar underlying the symbol denotes a vector, and " $T$ " denotes the transpose of a column vector. Set

$$
\begin{aligned}
K_{n j}(\underline{z}) & \equiv \lambda_{n j} L_{n j}\left(\lambda_{n 1} e^{-z_{1}}, \ldots, \lambda_{n s} e^{-z_{s}}\right)-\lambda_{n j}, \\
D_{n}(\underline{z}) & =\int_{-\infty}^{\infty} \log \left[\sum_{i=1}^{s} e^{z_{i}} w_{i}(y)\right] d \bar{G}_{n}(y)-\sum_{i=1}^{s} \lambda_{n i} z_{i} .
\end{aligned}
$$

Then the system of equations in $(2.2 .5)$ becomes

$$
\begin{equation*}
K_{n i}\left(z_{1}, \ldots, z_{s-1}, \log \left(\lambda_{n s}\right)\right)=0, \quad i=1, \ldots, s-1 \tag{2.2.7}
\end{equation*}
$$

and $\underline{K}_{n}^{T}=\left(K_{n 1}, \ldots, K_{n s}\right)$ is the gradient of $D_{n}(\underline{z})$. We show that under Assumption 2 of a connected graph, $D_{n}(\underline{z})$ is a strictly convex function of $z_{1}, \ldots, z_{s}$. In fact,

$$
\begin{align*}
\underline{a}^{T} D_{n}^{(2)}(\underline{z}) \underline{a} & =\int_{-\infty}^{\infty}\left\{\sum_{i=1}^{s} a_{i}^{2} p_{i}(y)-\left[\sum_{i=1}^{s} a_{i} p_{i}(y)\right]^{2}\right\} d \bar{G}_{n}(y) \\
& =\int_{-\infty}^{\infty} \operatorname{Var}_{y}\left(a_{I}\right) d \bar{G}_{n}(y)  \tag{2.2.8}\\
& \geq 0
\end{align*}
$$

for all scalars $\underline{a}^{T}=\left(a_{1}, \ldots, a_{s}\right) \in R^{s}$, where $\left\{p_{i}(y)\right\}_{i=1}^{s}$ are probability distributions of a rv $a_{I}$ defined by

$$
P\left(a_{I}=a_{i}\right)=p_{i}(y)=\frac{e^{z_{i}} w_{i}(y)}{\sum_{j=1}^{s} e^{z_{j}} w_{j}(y)}>0, \quad y \in R^{1}, \quad i=1, \ldots, s
$$

Thus to show that system (2.2.7) has a unique solution, it suffices to show that the upper left $(s-1) \times(s-1)$ submatrix of $D_{n}^{(2)}(\underline{z})$ is positive definite or has rank $s-1$. To do this we argue that if Assumption 2 holds, then a strict inequality holds in (2.2.8) for all $\underline{a} \neq c \Pi_{s}$ for $c \neq 0$, where $\Pi_{s}^{T}=(1, \ldots, 1)$ is an $s \times 1$ vector with all components 1.

Suppose instead that equality holds in (2.2.8). Then

$$
\begin{equation*}
\operatorname{Var}_{y}\left(a_{I}\right)=0, \quad \text { a.e. }\left(\bar{G}_{n}\right) \quad y \tag{2.2.9}
\end{equation*}
$$

that is on the set $A=\left\{y: \operatorname{Var}_{y}\left(a_{I}\right)=0\right\}, \bar{G}_{n}(A)=1$. If so, we show $a_{i}=a_{j}$ for $1 \leq i, j \leq s$ with $i \neq j$. Under Assumption 2, for each pair $(i, j)$ there exist indices $i=l_{1}, l_{2}, \ldots, l_{k}=j$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} I_{\left[w_{l_{m-1}}(x)>0\right]} I_{\left[w_{l_{m}}(x)>0\right]} d H[F(x)]>0 \tag{2.2.10}
\end{equation*}
$$

for $m=2, \ldots, k$. Let

$$
A_{m}=\left\{y: w_{l_{m-1}}(y) w_{l_{m}}(y)>0\right\}, \quad m=2, \ldots, k .
$$

In view of (2.2.2), (2.2.10) implies $H_{F}\left(A_{m}\right) \equiv[H \circ F]\left(A_{m}\right)>0, m=2, \ldots, k$, and hence $\bar{G}_{n}\left(A_{m}\right)>0$. Denote the intersection of $A$ and $A_{m}$ by $A_{m}^{*}, m=$ $2, \ldots, k$. Choose $y \in A_{2}^{*}$. Then $\operatorname{Var}_{y}\left(a_{I}\right)=0$ and $p_{l_{1}}(y), p_{l_{2}}(y)>0$ would force $a_{i}=a_{l_{1}}=a_{l_{2}}$ since $\underline{a}$ must be constant for the coordinates with $p_{l}(y)>0$. Similarly, choose $y \in A_{3}^{*}$, we can conclude $a_{l_{2}}=a_{l_{3}}$. Continuing this process yields

$$
a_{i}=a_{l_{1}}=\cdots=a_{l_{k}}=a_{j} .
$$

Since the same argument holds for any pair $i$ and $j$, it follows that (2.2.9) implies that $\underline{a}=c \Pi_{s}$ for some $c$. From this we conclude that $D_{n}^{(2)}(\underline{z})$ has rank $s-1$ and its upper left $(s-1) \times(s-1)$ submatrix is nonsingular for all $\underline{z}$. Thus the solution $V_{i}=B_{i} / B_{s}$ of (2.2.5) is unique. The existence of solution of equation (2.2.5) is given in Theorem 2 of Vardi (1985). We shall not prove it here. This completes the proof.

Clearly, from the identifiability result and (2.2.3) we can easily estimate $F$ if the $B_{i}$ (or $V_{i}$ ) are known. We can use the empirical $\operatorname{cdf} \mathbf{G}_{n}$ of all the observations from $s$ samples to estimate the average $\mathrm{df} \bar{G}_{n}$ of (2.2.1), where

$$
\begin{equation*}
\mathbf{G}_{n}(x)=\frac{1}{n} \sum_{i=1}^{s} \sum_{j=1}^{n_{i}} I_{(-\infty, x]}\left(X_{i j}\right)=\sum_{i=1}^{s} \lambda_{n i} \mathbf{G}_{n i}(x), \tag{2.2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}_{n i}(x)=\frac{1}{n_{i}} \sum_{j=1}^{n_{i}} I_{(-\infty, x)}\left(X_{i j}\right), \quad i=1, \ldots, s, \tag{2.2.12}
\end{equation*}
$$

for $x \in R^{1}$. Then replacing $\bar{G}_{n}$ on the right side of (2.2.3) by the empirical cdf $\mathbf{G}_{n}$ yields a nondecreasing function $\hat{F}_{n}^{0}$, i.e.,

$$
\begin{equation*}
\hat{F}_{n}^{0}(x)=H^{-1}\left[\hat{T}_{n}^{0}(x)\right], \tag{2.2.13}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{T}_{n}^{0}(x) & =\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{B_{i}}\right]^{-1} d \mathbf{G}_{n}(y)} \\
& =\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{V_{i}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{V_{i}}\right]^{-1} d \mathbf{G}_{n}(y)} . \tag{2.2.14}
\end{align*}
$$

However, the $B_{i}$ (and hence $V_{i}$ ) are unknown. We need to address the estimation of the $B_{i}=\int w_{i}(y) d H[F(y)]$ first. Once the $B_{i}$ are properly estimated, we substitute them for the unknown $B_{i}$ in (2.2.14) to obtain an estimate of $F$. In order to assume that the resulting estimate indeed has the properties of a distribution function, the following method of substitution is used. We substitute the empirical cdf $G_{n}$ for $\bar{G}_{n}$ in (2.2.6) to obtain the following equations $(1 \leq i \leq s)$

$$
\begin{align*}
\mathbf{L}_{n i}\left(V_{1}, \ldots, V_{s}\right) & =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y)\left[\sum_{j=1}^{s} \frac{\lambda_{n j} w_{j}(y)}{V_{j}}\right]^{-1} d \mathbf{G}_{n}(y)  \tag{2.2.15}\\
& =1
\end{align*}
$$

Let $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s}\left(\equiv 1\right.$ ) denote the solution of (2.2.15). Replacing $\bar{G}_{n}$ and $V_{1}, \ldots, V_{s}(\equiv 1)$ on the right side of (2.2.3) by the empirical $\mathrm{df} \mathbf{G}_{n}$ and $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}$ yields a nondecreasing function $\hat{F}_{n}$ which will be used as an esti-
mator of $F$. That is,

$$
\begin{align*}
\hat{F}_{n}(x) & =\hat{F}_{n}^{0}\left(x ; \mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}\right) \\
& =H^{-1}\left\{\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}\right\}  \tag{2.2.16}\\
& =H^{-1}\left[\hat{T}_{n}(x)\right] .
\end{align*}
$$

Finally, with $\hat{F}_{n}$ we can estimate

$$
\begin{align*}
\mathbf{B}_{n i} & =\mathbf{V}_{n i} \mathbf{B}_{n s}, \quad i=1, \ldots, s-1  \tag{2.2.17}\\
\mathbf{B}_{n s} & =\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{V_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}
\end{align*}
$$

Remark 2.2.2. The equations (2.2.5), (2.2.15), (2.2.17) and (2.2.18), are the same as (1.12), (1.14), (1.18) and (1.19) of G-V-W (1988).

It is important to note that the solution $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s}$ of (2.2.15) is not unique in general. To get a unique solution, an assumption similar to Assumption 2 is introduced.

Assumption 4. The graph $\mathcal{F}$ with points $\left\{w_{k}():. 1 \leq k \leq s\right\}$ is strongly connected by a path in the sense that for any pair of $(i, j)$ there exist $l_{1}, \ldots, l_{k} \in\{1, \ldots, s\}$ such that

$$
i \equiv l_{1} \rightleftharpoons l_{2} \rightleftharpoons \cdots \rightleftharpoons l_{k} \equiv j
$$

where $l_{1} \rightleftharpoons l_{2}$ if and only if

$$
\int_{-\infty}^{\infty} I_{\left[w_{l_{1}}(x)>0\right]} I_{\left[w_{l_{2}}(x)>0\right]} d \mathbf{G}_{n}(x)=\frac{1}{n} \sum_{i=1}^{s} \sum_{t=1}^{n_{i}} I_{\left[w_{l_{1}}\left(X_{i t}\right) w_{l_{2}}\left(X_{i t}\right)>0\right]}>0
$$

for $1 \leq l_{1}, l_{2} \leq s$, where $\mathbf{G}_{n}$ is defined by (2.2.11).

Under Assumptions 1, 3, and 4, the solution $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s} \equiv 1$ of (2.2.15) is unique. The proof, which is similar to that of Theorem 2.2.1, will be omitted.

### 2.3 Asymptotic Properties of the Estimator $\hat{F}_{n}$

In this section, we state two main large sample results which are the strong consistency and asymptotic normality of the estimators $\underline{\mathbf{V}}_{n}^{T}=\left(\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}\right)$, $\underline{\mathbf{B}}_{n}^{T}=\left(\mathbf{B}_{n 1}, \ldots, \mathbf{B}_{n s}\right)$, and $\hat{F}_{n}$. We begin with the following lemma adapted from Dudley and Philipp (1983) for our purpose.

Lemma 2.3.1. If $\lambda_{n i} \rightarrow \lambda_{i}>0, i=1, \ldots, s$, then there exist a special construction of

$$
\mathbf{X}_{n}^{*}(g) \equiv \sqrt{n}\left(\mathbf{G}_{n}(g)-\bar{G}_{n}(g)\right)=\sum_{i=1}^{s} \sqrt{\lambda_{n i}} \sqrt{n_{i}}\left(\mathbf{G}_{n i}(g)-G_{i}(g)\right)
$$

and a Gaussian process $\mathbf{X}^{*}$ on a common probability space $(\Omega, \mathcal{F}, P)$ satisfying

$$
\left\|\mathbf{X}_{n}^{*}-\mathbf{X}^{*}\right\|_{\mathcal{G}} \equiv \sup _{g \in \mathcal{G}}\left|\mathbf{X}_{n}^{*}(g)-\mathbf{X}^{*}(g)\right| \xrightarrow{P} 0
$$

as $n \rightarrow \infty$, where $\mathcal{G}$ is a Donsker class for all cdfs $G_{i}, \quad i=1, \ldots, s$, (see Definition A.1.3 in Appendix) and $\mathbf{X}^{*}$ is a mean zero Gaussian process with the following covariance function

$$
\begin{aligned}
\operatorname{Cov}\left(\mathbf{X}^{*}\left(q_{1}\right), \mathbf{X}^{*}\left(q_{2}\right)\right) & =\sum_{i=1}^{s} \lambda_{i}\left\{\left[G_{i}\right]\left(q_{1} q_{2}\right)-\left[G_{i}\right]\left(q_{1}\right)\left[G_{i}\right]\left(q_{2}\right)\right\} \\
& =[H \circ F]\left(r^{-1} q_{1} q_{2}\right)-[H \circ F]\left(q_{1} \underline{\widetilde{w}}^{T}\right) \Delta[H \circ F]\left(q_{2} \underline{\widetilde{w}}\right),
\end{aligned}
$$

where $q_{1}, q_{2} \in \mathcal{G}$ and

$$
\begin{aligned}
r(x) & \equiv\left[\sum_{i=1}^{s} \lambda_{i} \frac{w_{i}(x)}{B_{i}}\right]^{-1}=\left[\sum_{i=1}^{s} \lambda_{i} \tilde{w}_{i}(x)\right]^{-1} ; \\
\underline{\widetilde{w}}^{T}(x) & =\left(\widetilde{w}_{1}(x), \ldots, \widetilde{w}_{s}(x)\right), \quad \Delta \equiv \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{s}\right)>0
\end{aligned}
$$

Before stating the main results, let us define a new measure

$$
H_{F} \equiv H \circ F
$$

which was introduced in the proof of Theorem 2.2.1. Defining $b_{i}(x)=a w_{i}(x)$, $1 \leq i \leq s$, we can write model (2.1.1) in terms of $H_{F}$ as

$$
G_{i}(x)=\int_{-\infty}^{x} b_{i}(x) d H_{F}(x) / B_{i}, \quad i=1, \ldots, s
$$

for $x \in R^{1}$. Hence $H_{F}$ is equivalent to $G$ in G-V-W (1988). All results for $G$ in G-V-W (1988) hold for our new measure $H_{F}$.

The first theorem establishes the consistency of the estimates $\underline{V}_{n}$ and $\underline{B}_{n}$ for $\underline{V}^{T}=\left(V_{1}, \ldots, V_{s}\right)$ and $\underline{B}^{T}=\left(B_{1}, \ldots, B_{s}\right)$ given by (2.2.15), (2.2.17), and (2.2.18).

Theorem 2.3.1. (Strong consistency of $\underline{V}_{n}$ and $\underline{B}_{n}$ ). Suppose that Assumptions 1, 2, 3 and 4 hold, and

$$
0<B_{i}=\int_{-\infty}^{\infty} w_{i}(y) h(F(y)) d F(y)<\infty
$$

for $i=1, \ldots, s$. Then equations (2.2.15) have (with probability 1 as $n \rightarrow \infty$ ) a unique solution $\underline{\mathbf{V}}_{n}$ which satisfies

$$
\begin{equation*}
\underline{\mathrm{V}}_{n} \xrightarrow{\text { a.s. }} \underline{V}=\underline{B} / B_{s} \quad \text { as } \quad n \rightarrow \infty, \tag{2.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\mathbf{B}}_{n} \xrightarrow{\text { a.s. }} \underline{B} \quad \text { as } \quad n \rightarrow \infty . \tag{2.3.2}
\end{equation*}
$$

The second theorem proves the consistency of both $\hat{F}_{n}$ and $\hat{F}_{n}^{0}[$ see (2.2.13) where $B_{i}$ are known] as estimators of $F$ uniformly over $\mathcal{Q}(F)$, which is the class of functions defined by

$$
\begin{equation*}
\mathcal{Q}(F)=\left\{q_{e}(x) I_{C}(x): C \in \mathcal{C}\right\} \tag{2.3.3}
\end{equation*}
$$

where $q_{e}(x)$ is a fixed nonnegative function, $\mathcal{C}$ is a Vapnik-C̆hervonenkis class of subsets of the sample space $\mathcal{X}$, and

$$
\begin{equation*}
[F]\left(q_{e}\right) \equiv \int_{-\infty}^{\infty} q_{e}(x) d F(x)<\infty \tag{2.3.4}
\end{equation*}
$$

(see Definition A.1.1 in Appendix).
Theorem 2.3.2. (Strong consistency of $\hat{F}_{n}$ and $\hat{F}_{n}^{0}$ ). Suppose that Assumptions 1, 2, 3 and 4 hold, and

$$
0<B_{i}=\int_{-\infty}^{\infty} w_{i}(y) h(F(y)) d F(y)<\infty
$$

for $i=1, \ldots, s$. Assume that the function $h(x)$ is bounded in the sense that there exist two positive constants $m$ and $M$ such that

$$
\begin{equation*}
0<m \leq h(x) \leq M \quad \text { for } \quad 0 \leq x \leq 1 \tag{2.3.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\hat{F}_{n}-F\right\|_{\mathcal{Q}(F)} \equiv \sup \left\{\left|\left[\hat{F}_{n}\right](q)-[F](q)\right|: q \in \mathcal{Q}(F)\right\} \xrightarrow{\text { a.s. }} 0 \tag{2.3.6}
\end{equation*}
$$

as $n \rightarrow \infty$. Furthermore, if only Assumptions 1, 3 and 4 hold,

$$
\begin{equation*}
\left\|\hat{F}_{n}^{0}-F\right\|_{\mathcal{Q}(F)} \equiv \sup \left\{\left|\left[\hat{F}_{n}^{0}\right](q)-[F](q)\right|: q \in \mathcal{Q}(F)\right\} \xrightarrow{\text { a.s. }} 0 \tag{2.3.7}
\end{equation*}
$$

as $n \rightarrow \infty$.
The following theorems assert the give asymptotic normality of $\underline{\mathbf{V}}_{n}, \underline{\mathbf{B}}_{n}$ and $\hat{F}_{n}$.

Theorem 2.3.3. Suppose that Assumptions 1, 2, 3 and 4 hold. Then

$$
\begin{equation*}
\sqrt{n}\left(\hat{F}_{n}(t)-F(t)\right) \xrightarrow{d} Z^{*}(t), \quad t \in R^{1} \tag{2.3.8}
\end{equation*}
$$

where $Z^{*}(t)$ is the mean zero Gaussian process with the following covariance function

$$
K\left(t_{1}, t_{2}\right)=\operatorname{Cov}\left(Z^{*}\left(t_{1}\right), Z^{*}\left(t_{2}\right)\right)=\frac{1}{h\left(F\left(t_{1}\right)\right) h\left(F\left(t_{2}\right)\right)} c\left(t_{1}, t_{2}\right),
$$

where

$$
\begin{align*}
c\left(t_{1}, t_{2}\right) & =\operatorname{Cov}\left(Z\left(I_{t_{1}}\right), Z\left(I_{t_{2}}\right)\right) \\
& =\left[H_{F}\right]\left(r\left[I_{t_{1}}-H_{F}\left(t_{1}\right)\right]\left[I_{t_{2}}-H_{F}\left(t_{2}\right)\right]\right)  \tag{2.3.9}\\
& +\left[H_{F}\right]\left(\left[I_{t_{1}}-H_{F}\left(t_{1}\right)\right] r \widetilde{w}^{T}\right) M^{-}\left[H_{F}\right]\left(\left[I_{t_{2}}-H_{F}\left(t_{2}\right)\right] r \underline{\tilde{w}}\right),
\end{align*}
$$

$Z\left(I_{x}\right)$ is the limiting process of $\sqrt{n}\left(\hat{T}_{n}(x)-T(x)\right), M^{-}$is the $\{1,2\}$-generalized inverse of $M$ in the sense that $M^{-}$satisfies $M^{-} M M^{-}=M^{-}, M M^{-} M=M$, and

$$
\begin{align*}
I_{x} & \equiv I_{(-\infty, x]}(z), \quad M=\Delta^{-1}-A \\
A & \equiv[\bar{G}]\left(r^{2} \widetilde{\tilde{w} \widetilde{w}^{T}}\right) \equiv \int_{-\infty}^{\infty} r^{2}(x) \widetilde{\underline{w}}(x) \underline{\underline{w}}^{T}(x) d \bar{G}(x) ;  \tag{2.3.10}\\
\bar{G}(x) & =\sum_{i=1}^{s} \lambda_{i} G_{i}(x), \quad x \in R^{1},
\end{align*}
$$

and $r$ and $\underline{\underline{w}}$ are defined in Lemma 2.3.1.

Theorem 2.3.4. (Asymptotic normality of $\underline{B}_{n}$ ) If Assumptions 1, 2,3 and 4 hold, then

$$
\begin{equation*}
\sqrt{n}\left[\underline{\mathbf{B}}_{n}-\underline{B}\right] \xrightarrow{d} K^{-} \mathbf{X}^{*}(r \underline{\tilde{w}})+\underline{B} Z_{\alpha}, \tag{2.3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
K & =M \Delta B^{-1} \\
\underline{B}^{T} & =\left(B_{1}, \ldots, B_{s}\right), \quad B \equiv \operatorname{diag}\left(B_{1}, \ldots, B_{s}\right)>0 \\
Z_{\alpha} & =-\mathbf{X}^{*}(r)-\left[H_{F}\right]\left(r \underline{\tilde{w}}^{T}\right) M^{-} \mathbf{X}^{*}(r \underline{\widetilde{w}})
\end{aligned}
$$

defined in G-V-W (1988).
Theorem 2.3.5. (Asymptotic normality of $\underline{\mathbf{V}}_{n}$ ) If Assumptions 1, 2, 3 and 4 hold, then

$$
\begin{align*}
J^{T} \sqrt{n}\left[\underline{\mathbf{V}}_{n}-\underline{V}\right] & \xrightarrow{d} B_{s}^{-1} K_{*}^{-1} J^{T} \mathbf{X}^{*}(r \underline{\tilde{w}})  \tag{2.3.12}\\
& \sim N_{s-1}(\underline{0}, \Sigma)
\end{align*}
$$

where

$$
\begin{aligned}
\Sigma & =K_{*}^{-1} C_{*}\left[K_{*}^{-1}\right]^{T} / B_{s}^{2}, \\
K_{*} & =J^{T} K J, \quad J^{T}=\left(I_{s-1}, \underline{0}\right)_{s \times(s-1)}, \quad C_{*}=J^{T} C J ; \\
C & =\operatorname{Cov}\left[\mathbf{X}^{*}(r \underline{\widetilde{w}}), \mathbf{X}^{*}(r \underline{\widetilde{v}})\right]=A-A \Delta A .
\end{aligned}
$$

### 2.4 Proofs of the Asymptotic Results

By Remark 2.2.2. it is unnecessary to prove the asymptotic normality given in Theorems 2.3.4 and 2.3.5 since the proofs are the same as those of Propositions 2.2 and 2.3 of G-V-W (1988) except for a change of notation from $W_{s}$ to $B_{s}$. We shall therefore prove the consistency only. Since $\hat{F}_{n}$ is a function of $\hat{T}_{n}$ (cf. (2.2.16)), an estimator of the ordinary s-biased sampling model, the result of G-V-W (1988) can be applied again.

Proof of Theorem 2.3.1.
The proof that $\underline{V}_{n} \xrightarrow{\text { a.s. }} \underline{V}$ is the same as the first part of the proof of Proposition 2.1 of G-V-W (1988). So (2.3.1) holds. Under Assumption 1, by (2.2.2), (2.3.1) and the fact that $\mathbf{G}_{n}(x) \xrightarrow{\text { a.s. }} \bar{G}(x), \mathbf{B}_{n s}$ given by (2.2.18) converges a.s. to

$$
\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(y)}{V_{i}}\right]^{-1} d \bar{G}(y)}=\frac{B_{s}}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}(y)}=B_{s}
$$

Hence

$$
\mathbf{B}_{n i}=\mathbf{V}_{n i} \mathbf{B}_{n s} \xrightarrow{\text { a.s. }} V_{i} B_{s}=B_{i} \quad \text { as } \quad n \rightarrow \infty
$$

for $i=1, \ldots, s$, so (2.3.2) holds.
Proof of Theorem 2.3.3.
The quantity $\hat{T}_{n}(x)=\left[\hat{T}_{n}\right]\left(I_{x}\right)$ appearing in (2.2.16) is a distribution function. Let

$$
T(x)=\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \lambda_{i} \frac{w_{i}(y)}{B_{i}}\right]^{-1} d \bar{G}(y)=[T]\left(I_{x}\right)
$$

for any $x \in R^{1}$. Applying Theorem 2.2 of G-V-W (1988), we have

$$
\sqrt{n}\left\{\left[\hat{T}_{n}\right]\left(I_{x}\right)-[T]\left(I_{x}\right)\right\} \xrightarrow{d} Z\left(I_{x}\right),
$$

where $Z\left(I_{x}\right)$ is a mean zero Gaussian process with the covariance function $c\left(t_{1}, t_{2}\right)$ given by (2.3.9). On the other hand, by (2.2.3) and (2.2.16)

$$
\begin{aligned}
\hat{F}_{n}(x) & =H^{-1}\left(\hat{T}_{n}(x)\right), \\
F(x) & =H^{-1}(T(x)) .
\end{aligned}
$$

Applying the $\delta$-method we have

$$
\begin{aligned}
\sqrt{n}\left(\hat{F}_{n}(x)-F(x)\right) & \xrightarrow{d} \frac{1}{h(F(x))} Z\left(I_{x}\right) \\
& \equiv Z^{*}(x) .
\end{aligned}
$$

That is, the limiting process of $\sqrt{n}\left(\hat{F}_{n}(x)-F(x)\right)$ is a mean zero Gaussian process with covariance function

$$
\begin{aligned}
K\left(t_{1}, t_{2}\right) & =\operatorname{Cov}\left(Z^{*}\left(t_{1}\right), Z^{*}\left(t_{2}\right)\right) \\
& =\frac{1}{h\left(F\left(t_{1}\right)\right) h\left(F\left(t_{2}\right)\right)} \operatorname{Cov}\left(Z\left(I_{t_{1}}\right), Z\left(I_{t_{2}}\right)\right)
\end{aligned}
$$

for any $t_{1}, t_{2} \in R^{1}$. So the proof is complete.

## Proof of Theorem 2.3.2.

From Theorem 2.1 of G-V-W (1988), we know that

$$
\begin{align*}
\left\|\hat{T}_{n}-T\right\|_{\mathcal{Q}\left(H_{F}\right)} & =\sup _{\substack{q^{*} \in \mathcal{Q}\left(H_{F}\right)}}\left|\left[\hat{T}_{n}\right]\left(q^{*}\right)-[T]\left(q^{*}\right)\right|  \tag{2.4.1}\\
& \xrightarrow{a . s} 0 \quad \text { as } n \rightarrow \infty
\end{align*}
$$

Moreover, (2.2.16), (2.4.1) and the continuity of $H^{-1}$ imply that

$$
\hat{F}_{n}(x)=H^{-1}\left(\hat{T}_{n}(x)\right) \xrightarrow{a . s} H^{-1}(T(x))=F(x) .
$$

Thus, for a fixed function $q \in \mathcal{Q}(F)$, we have $\frac{q}{h \circ F} \in \mathcal{Q}\left(H_{F}\right)$ and

$$
\begin{aligned}
\left|\left[\hat{F}_{n}\right](q)-[F](q)\right| & =\left|\int_{-\infty}^{\infty} \frac{q(x)}{h\left(\hat{F}_{n}(x)\right)} d \hat{T}_{n}(x)-\int_{-\infty}^{\infty} \frac{q(x)}{h(F(x))} d T(x)\right| \\
& \leq\left|\int_{-\infty}^{\infty} q(x)\left[\frac{1}{h\left(\hat{F}_{n}(x)\right)}-\frac{1}{h(F(x))}\right] d \hat{T}_{n}(x)\right| \\
& +\left|\int_{-\infty}^{\infty} \frac{q(x)}{h(F(x))} d\left[\hat{T}_{n}(x)-T(x)\right]\right| \\
& =\| \frac{h(F(x))}{h\left(\hat{F}_{n}(x)\right)}-1| |_{\infty}\left[\hat{T}_{n}\right]\left(\frac{q}{h \circ F}\right) \\
& +\left|\left[\hat{T}_{n}\right]\left(\frac{q}{h \circ F}\right)-[T]\left(\frac{q}{h \circ F}\right)\right| \\
& \xrightarrow{a . s} 0
\end{aligned}
$$

as $n \rightarrow \infty$. The second equality holds because $h(F(x)) / h\left(\hat{F}_{n}(x)\right)$ is bounded by
(2.3.5). Therefore

$$
\begin{aligned}
\sup _{q \in \mathcal{Q}(F)}\left|\left[\hat{F}_{n}\right](q)-[F](q)\right| & \leq\left\|\frac{h(F(x))}{h\left(\hat{F}_{n}(x)\right)}-1\right\| \sup _{\infty q \in \mathcal{Q}(F)}\left[\hat{T}_{n}\right]\left(\frac{q}{h \circ F}\right) \\
& +\sup _{q \in \mathcal{Q}(F)}\left|\left[\hat{T}_{n}\right]\left(\frac{q}{h \circ F}\right)-[T]\left(\frac{q}{h \circ F}\right)\right| \\
& \xrightarrow{a . s} 0
\end{aligned}
$$

as $n \rightarrow \infty$. That is, (2.3.6) holds. The proof of (2.3.7) is similar and will be omitted. But it is worth noting that we do not need (2.3.1) for the proof. Instead we use

$$
\left\|\hat{T}_{n}^{0}-T\right\|_{\mathcal{Q}(F)}=\sup _{q \in \mathcal{Q}(F)}\left|\left[\hat{T}_{n}^{0}\right](q)-[T](q)\right| \xrightarrow{\text { a.s. }} 0
$$

as $n \rightarrow \infty$ since $\hat{F}_{n}^{0}$ depends only on the $B_{i}$ and not on $\mathbf{B}_{n i}$.

### 2.5 Some Examples

We give some examples of model (2.1.1).
Example 2.5.1. (Ordinary s-biased sampling model). Let $h(z)=C>0$ for $z \in[0,1]$. Then (2.2.2) reduces to the solution of the ordinary s-biased sampling model. Thus, the results of Section 2.3 are generalizations of G-V-W (1988).

Example 2.5.2. (Nomination sampling model for the maximum (1.2.2)). Let $s=1, w_{1}(x) \equiv C>0$ for $x \in R^{1}$ and $h(z)=[p+(q-p) z]^{k-1}$ for $z \in[0,1]$, $0 \leq p<q \leq 1, p+q=1$. Then (2.2.3) becomes

$$
F(x)=\frac{\left[\left(q^{k}-p^{k}\right) G(x)+p^{k}\right]^{1 / k}-p}{q-p}
$$

while (2.2.16) becomes

$$
\hat{F}_{n}(x)=\frac{\left[\left(q^{k}-p^{k}\right) \mathbf{G}_{n}(x)+p^{k}\right]^{1 / k}-p}{q-p}
$$

By (2.3.8) we obtain that $\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right]$ converges in law to a Gaussian process with mean zero and covariance function

$$
K(s, t)=\frac{a^{2}}{h(F(s)) h(F(t))} F(s)[1-F(t)], \quad s \leq t
$$

where

$$
a=\frac{q^{k}-p^{k}}{k[q-p]}
$$

When $q=1$, we obtain the results for nomination sampling model (1.2.2). That is,

$$
\begin{aligned}
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] & \xrightarrow{d} Z(x) \\
K(s, t) & =\operatorname{Cov}(Z(s), Z(t)) \\
& =\left[\frac{1}{k}\right]^{2} \frac{1}{[F(s) F(t)]^{k-1}} F(s)[1-F(t)], \quad s \leq t
\end{aligned}
$$

Similar results can be obtained for model (1.2.4).
Example 2.5.3. (Nomination sampling model for the minimum (1.2.3)).
Let $s=1, w_{1}(x) \equiv C>0$ for $x \in R^{1}$ and $h(z)=[1-q z]^{k-1}$ for $z \in[0,1]$, $0 \leq q \leq 1$. Then (2.2.3) becomes

$$
\begin{aligned}
F(x) & =\frac{1-[1-\alpha k q G(x)]^{1 / k}}{q} \\
a & =\frac{1-(1-q)^{k}}{k q}
\end{aligned}
$$

Hence,

$$
\hat{F}_{n}(x)=\frac{1-\left[1-a k q \mathbf{G}_{n}(x)\right]^{1 / k}}{q}
$$

By (2.3.8) we obtain that $\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right]$ converges in law to a Gaussian process with mean zero and covariance function

$$
K(s, t)=\frac{a^{2}}{h(F(s)) h(F(t))} F(s)[1-F(t)], \quad s \leq t
$$

When $q=1$, we obtain the results for the nomination sampling model (1.2.2).
That is,

$$
\begin{aligned}
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] & \xrightarrow{d} Z(x) ; \\
K(s, t) & =\operatorname{Cov}(Z(s), Z(t)) \\
& =\left[\frac{1}{k}\right]^{2} \frac{1}{[\bar{F}(s) \bar{F}(t)]^{k-1}} F(s)[1-F(t)], \quad s \leq t .
\end{aligned}
$$

## CHAPTER III

## ESTIMATING THE DISTRIBUTION FUNCTION IN BIASED SAMPLING MODEL II

### 3.1 Introduction

In this chapter, we study statistical inference of the class of general s-biased sampling models defined by (1.3.2)

$$
\begin{align*}
G_{i}(x) & =\frac{1}{W_{i}} \int_{-\infty}^{x} w_{i}(F(y)) d F(y), \quad x \in R^{1}, \quad i=1, \ldots, s \\
0<W_{i} & =\int_{-\infty}^{\infty} w_{i}(F(y)) d F(y)<\infty, \quad i=1, \ldots, s \tag{3.1.1}
\end{align*}
$$

in Chapter I , where $w_{1}, \ldots, w_{s}$ are known nonnegative and measurable biasing functions, and $F$ is an (unknown) absolutely continuous cdf. As in Chapter II, iid observations from $F$ are not available. Instead we can only observe $s$ independent samples:

$$
\begin{equation*}
X_{i 1}, \ldots, X_{i n_{i}} \quad \text { iid from } \quad G_{i}, \quad i=1, \ldots, s \tag{3.1.2}
\end{equation*}
$$

We wish to use all of the $n=n_{1}+\ldots+n_{s}$ observations to estimate efficiently the underlying cdf $F$. This estimator corrects for the biasing involved in the distributions $G_{i}, 1 \leq i \leq s$.

The perfect ranked-set-sampling model (1.2.1) and nomination sampling models (1.2.4) and (1.2.5) are special cases of (3.1.1).

This chapter is organized as follows: We first investigate the identifiability of model (3.1.1). It is followed by the construction of an estimator for $F$. This
is given in Section 3.2. The strong consistency and asymptotic normality of the estimator are established. While the technical treatment is similar to that of Chapter II, however, we are unable to provide a unified presentation for both chapters.

### 3.2 Identifiability and Estimator of $F$

The model (3.1.1) is identifiable if given $G_{i}, \quad i=1, \ldots, s, F$ can be uniquely determined by (3.1.1). Obviously, the answer depends on the biasing functions $w_{1}(z), \ldots, w_{s}(z)$. Example 2.2 .1 shows that we have to impose conditions on the biasing functions $w_{1}(z), \ldots, w_{s}(z)$ to assure the identifiability of the model. Hence, the following assumptions are made throughout this chapter:

Let $\mathcal{Y}^{+}=\bigcup_{i=1}^{s}\left\{y \in[0,1]: w_{i}(y)>0\right\}$. Then
Assumption 1. $\mathcal{Y}^{+}=[0,1]$.
As in Assumption 1 of Section 2.2, we must replace $F(x)$ by $F^{+}(x)=$ $P\left(X \leq x \mid \mathcal{X}_{+}\right)$if the above assumption fails, where $F\left(\mathcal{X}_{+}\right)=\mathcal{Y}^{+}$.

Let $\lambda_{n i}=n_{i} / n, 1 \leq i \leq s$ be the sampling fractions of $G_{1}, \ldots, G_{s}$. If $\lim _{n \rightarrow \infty} \lambda_{n i}=\lambda_{i}>0$ exist for $i=1, \ldots, s$, then we write $\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(u)}{W_{i}}=h(u)$ and set

$$
H(u)-H(0)=\int_{0}^{u} h(z) d z, \quad 0 \leq u \leq 1
$$

Similar to Chapter II, without loss of generality, we can assume that $H(1) \equiv 1$ and $H(0) \equiv 0$.

Assumption 2. For $i=1, \ldots, s$,

$$
\lim _{n \rightarrow \infty} \lambda_{n i}=\lambda_{i}>0
$$

exist.
Theorem 3.2.1. Under Assumptions 1 and 2, model (3.1.1) is identifiable.
Proof. Write (3.1.1) as

$$
\begin{aligned}
G_{i}(x) & =\int_{-\infty}^{x} \frac{w_{i}(F(y))}{W_{i}} d F(y)=\int_{0}^{F(x)} \frac{w_{i}(u)}{W_{i}} d u \\
W_{i} & =\int_{-\infty}^{\infty} w_{i}(F(y)) d F(y)
\end{aligned}
$$

for $i=1, \ldots, s$. Then the average distribution of $G_{1}(x), \ldots, G_{s}(x)$ is given by

$$
\begin{equation*}
\bar{G}(x)=\sum_{i=1}^{s} \lambda_{i} G_{i}(x)=\int_{0}^{F(x)}\left[\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(u)}{W_{i}}\right] d u=H(F(x)) . \tag{3.2.1}
\end{equation*}
$$

Thus, it follows from Assumption 1 that (cf. (2.2.3))

$$
\begin{equation*}
F(x)=H^{-1}(\bar{G}(x)) \tag{3.2.2}
\end{equation*}
$$

Although (3.2.2) shows that the solution for $F$ involves $W_{1}, \ldots, W_{s}$, they are in fact independent of $F$, since

$$
\begin{equation*}
W_{i}=\int_{-\infty}^{\infty} w_{i}(F(y)) d F(y)=\int_{0}^{1} w_{i}(u) d u \tag{3.2.3}
\end{equation*}
$$

for $i=1, \ldots, s$. Furthermore $H$ by definition is also independent of $F$. Thus, the solution (3.2.2) for $F$ is what we are seeking.

Let us further illustrate the solution by examples 1.2.1 and 1.2.2.
Example 3.2.1. (Example 1.2 .1 continued). Take $\lambda_{n i}=1 / s, 1 \leq i \leq s$. Since

$$
h(u)=\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(u)}{W_{i}}=\sum_{i=1}^{s}\binom{s-1}{i-1} u^{i-1}(1-u)^{s-i} \equiv 1,
$$

then

$$
\begin{aligned}
H(u)-H(0) & =\int_{0}^{u} d z=u \\
H^{-1}(u) & =u
\end{aligned}
$$

Then

$$
F(x)=H^{-1}(\bar{G}(x))=\bar{G}_{n}(x)=\frac{1}{s} \sum_{i=1}^{s} G_{i}(x)
$$

This relation between $F$ and $\left\{G_{1}, \ldots, G_{s}\right\}$ can be used to estimate $F$. A heuristic estimator introduced by Stokes and Sager (1988) is in fact the estimator $\hat{F}_{n}(x)=$ $(1 / s) \sum_{i=1}^{s} \mathbf{G}_{n i}(x)$, where $\mathbf{G}_{n i}(x)$ is the empirical distribution of $X_{i 1}, \ldots, X_{i n_{i}}$, $1 \leq i \leq s$.

Example 3.2.2. (Example 1.2.2 continued). We have

$$
H(u)=\int_{0}^{u} k z^{k-1} d z=u^{k}
$$

and

$$
F(x)=H^{-1}(\bar{G}(x))=\left[G_{Y}(x)\right]^{\frac{1}{k}} .
$$

Similarly, when $w(z)=(1-z)^{k-1}$, we have

$$
F(x)=1-\left[1-G_{Z}(x)\right]^{\frac{1}{k}}
$$

Clearly (3.2.2) suggests an estimator $\hat{F}_{n}$ for $F$. Namely, take

$$
\begin{equation*}
\hat{F}_{n}(x)=H^{-1}\left[\mathbf{G}_{n}(x)\right] \tag{3.2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{G}_{n}(x) & =\sum_{i=1}^{s} \lambda_{n i} \mathbf{G}_{n i}(x) \\
\mathbf{G}_{n i} & =\frac{1}{n_{i}} \sum_{j=1}^{n_{i}} I_{(-\infty, x]}\left(X_{i j}\right), \quad 1 \leq i \leq s
\end{aligned}
$$

### 3.3 Asymptotic Properties of the Estimator $\hat{F}_{n}$

Our main task in this section is to establish consistency and asymptotic normality of the estimator $\hat{F}_{n}$ of $F$. But first note

Theorem 3.3.1. $E H\left[\hat{F}_{n}(x)\right]=H[F(x)] \quad$ for any $\quad x \in R^{1}$.
This result follows directly from (3.1.1) and (3.2.4). When $H$ is a linear function, we conclude that $\hat{F}_{n}(x)$ is an unbiased estimator of $F(x)$. This is the case for the perfect ranked-set-sampling model. In general, $\hat{F}_{n}(x)$ is of course biased for $F$. However, we can show that $\hat{F}_{n}$ is an asymptotically unbiased estimator of $F$ by the Lebesgue Dominated Convergence Theorem and the following Theorem 3.3.2.

Theorem 3.3.2. (Strong consistency of $\hat{F}_{n}$ ) For any $x \in R^{1}$,

$$
\hat{F}_{n}(x) \xrightarrow{\text { a.s. }} F(x)
$$

as $n \rightarrow \infty$.
This result also follows directly from (3.1.1) and (3.2.4), and the Glivenko theorem for the empirical distribution $\mathbf{G}_{n}$.

Theorem 3.3.3. (Asymptotic normality of $\hat{F}_{n}$ )

$$
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] \xrightarrow{d} Z(x), \quad x \in R^{1},
$$

as $n \rightarrow \infty$, where $Z(x)$ is a Gaussian process with zero mean and the following
covariance function

$$
\begin{aligned}
K\left(t_{1}, t_{2}\right) & =\operatorname{Cov}\left(Z\left(t_{1}\right), Z\left(t_{2}\right)\right) \\
& =\frac{\left[\underline{\lambda}^{\frac{1}{2}}\right]^{T} \operatorname{Cov}\left(\underline{Z}\left(t_{1}\right), \underline{Z}\left(t_{2}\right)\right)\left[\underline{\lambda}^{\frac{1}{2}}\right]}{h\left(H^{-1}\left(\bar{G}\left(t_{1}\right)\right)\right) h\left(H^{-1}\left(\bar{G}\left(t_{2}\right)\right)\right)} \\
& =\frac{\sum_{i=1}^{s} \lambda_{i} c_{i}\left(t_{1}, t_{2}\right)}{h\left(H^{-1}\left(\bar{G}\left(t_{1}\right)\right)\right) h\left(H^{-1}\left(\bar{G}\left(t_{2}\right)\right)\right)}, \\
c_{i}\left(t_{1}, t_{2}\right) & =\operatorname{Cov}\left(Z_{i}\left(t_{1}\right), Z_{i}\left(t_{2}\right)\right) \\
& =G_{i}\left(\min \left(t_{1}, t_{2}\right)\right)-G_{i}\left(t_{1}\right) G_{i}\left(t_{2}\right),
\end{aligned}
$$

for any $t_{1}, t_{2} \in R^{1}$.
Proof. It is well known that

$$
\sqrt{n_{i}}\left[\mathbf{G}_{n i}(x)-G_{i}(x)\right] \xrightarrow{d} Z_{i}(x)
$$

as $n_{i} \rightarrow \infty$ for $i=1, \ldots, s$, where $Z_{i}$ is a Brownian bridge with zero mean and the covariance function

$$
c_{i}\left(t_{1}, t_{2}\right)=\operatorname{Cov}\left(Z_{i}\left(t_{1}\right), Z_{i}\left(t_{2}\right)\right)=G_{i}\left(\min \left(t_{1}, t_{2}\right)\right)-G_{i}\left(t_{1}\right) G_{i}\left(t_{2}\right)
$$

Let $\underline{Z}^{T}=\left(Z_{1}, \ldots, Z_{s}\right)$, and $\underline{\lambda}^{\frac{1}{2}}=\left(\lambda_{1}^{\frac{1}{2}}, \ldots, \lambda_{s}^{\frac{1}{2}}\right)^{T}$. By the $\delta-$ method, we have

$$
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] \xrightarrow{d} Z(x)=\frac{\underline{Z}^{T}(x) \underline{\lambda}^{\frac{1}{2}}}{h\left[H^{-1}(\bar{G}(x))\right]} .
$$

It remains only to compute the covariance function of $Z(x)$. In fact,

$$
\begin{aligned}
K\left(t_{1}, t_{2}\right) & =\operatorname{Cov}\left[Z\left(t_{1}\right), Z\left(t_{2}\right)\right] \\
& =\operatorname{Cov}\left[\frac{\underline{Z}^{T}\left(t_{1}\right) \underline{\lambda}^{\frac{1}{2}}}{h\left(H^{-1}\left(\bar{G}\left(t_{1}\right)\right)\right)}, \frac{\underline{Z}^{T}\left(t_{2}\right) \underline{\lambda}^{\frac{1}{2}}}{h\left(H^{-1}\left(\bar{G}\left(t_{2}\right)\right)\right)}\right] \\
& =\frac{\left[\underline{\lambda}^{\frac{1}{2}}\right]^{T} \operatorname{Cov}\left(\underline{Z}\left(t_{1}\right), \underline{Z}\left(t_{2}\right)\right)\left[\underline{x}^{\frac{1}{2}}\right]}{h\left(H^{-1}\left(\bar{G}\left(t_{1}\right)\right)\right) h\left(H^{-1}\left(\bar{G}\left(t_{2}\right)\right)\right)} .
\end{aligned}
$$

By noting that the following covariance function is a diagonal matrix,

$$
\operatorname{Cov}\left(\underline{Z}\left(t_{1}\right), \underline{Z}\left(t_{2}\right)\right)=\operatorname{diag}\left(c_{1}\left(t_{1}, t_{2}\right), \ldots, c_{s}\left(t_{1}, t_{2}\right)\right)
$$

the result follows immediately.
Example 3.3.1. (Example 3.2.1 continued) By Theorem 3.3.3, we have

$$
\begin{array}{r}
\hat{F}_{n}(x)=\frac{1}{s} \sum_{i=1}^{s} \mathbf{G}_{n i}(x), \\
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] \xrightarrow{d} Z(x)
\end{array}
$$

for any $x \in R^{1}$, where $Z$ is a Gaussian process with mean zero and the covariance function

$$
K\left(t_{1}, t_{2}\right)=\frac{1}{s^{2}} \sum_{i=1}^{s}\left[G_{i}\left(\min \left(t_{1}, t_{2}\right)\right)-G_{i}\left(t_{1}\right) G_{i}\left(t_{2}\right)\right]
$$

for $t_{1}, t_{2} \in R^{1}$. In the case $t_{1}=t_{2}=x$, we have

$$
\frac{\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right]}{\sqrt{K(x, x)}} \xrightarrow{d} N(0,1)
$$

which is given by Stokes and Sager (1988).
Example 3.3.2. (Example 3.2.2 continued) Similar to Example 3.3.1, we have

$$
\begin{array}{r}
\hat{F}_{n}(x)=\left[\mathbf{G}_{n s}(x)\right]^{1 / s}, \\
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] \stackrel{d}{\longrightarrow} Z(x)
\end{array}
$$

for $x \in R^{1}$, where $Z$ has the Gaussian process with mean zero and the covariance function mean zero Gaussian process with covariance function

$$
K\left(t_{1}, t_{2}\right)=\frac{F^{s}\left(\min \left(t_{1}, t_{2}\right)\right)-F^{s}\left(t_{1}\right) F^{s}\left(t_{2}\right)}{s\left[F\left(t_{1}\right) F\left(t_{2}\right)\right]^{s-1}}
$$

for any $t_{1}, t_{2} \in R^{1}$.
The following theorem strengthens Theorem 3.3.2.
Theorem 3.3.4. (Strong consistency uniformly over $\mathcal{Q}(F)$ ). Suppose that there exist two positive real numbers $M$ and $m$ such that

$$
0<m \leq h(z) \leq M \quad \text { for all } \quad z \in[0,1]
$$

Then

$$
\sup _{q \in \mathcal{Q}(F)}\left\|\left[\hat{F}_{n}\right](q)-[F](q)\right\| \xrightarrow{\text { a.s. }} 0
$$

as $n \rightarrow \infty$, where $\mathcal{Q}(F)$ is defined by (2.3.3).
Proof. This proof is similar to that of Theorem 2.3.3. For a fixed function $q(x)$ we write
as $n \rightarrow \infty$ with $[\bar{G}](q / h \circ F)=[F](q)<\infty$. The second inequality holds because $h(u) / h$ is bounded together with $\hat{F}_{n}(x) \xrightarrow{\text { a.s. }} F(x)$ by Theorem 3.3.2. Thus,

$$
\begin{aligned}
\sup _{q \in \mathcal{Q}(F)}\left|\left[\hat{F}_{n}\right](q)-[F](q)\right| & \leq\left\|\frac{h \circ F}{h \circ \hat{F}_{n}}-1\right\|_{\infty}\left[\mathbf{G}_{n}\right]\left(\frac{q_{e}}{h \circ F}\right) \\
& +\sup _{\substack{q \in \mathcal{Q}(F)}}\left|\left[\mathbf{G}_{n}\right]\left(\frac{q}{h \circ F}\right)-[\bar{G}]\left(\frac{q}{h \circ F}\right)\right| \\
& \xrightarrow[\rightarrow c . s]{\rightarrow} 0 .
\end{aligned}
$$

The result is proved.
Remark 3.3.1. The condition that $h$ is bounded above and below is equivalent to the condition that the function $H$ satisfies a Lipschitz condition.

## CHAPTER IV

## ESTIMATING THE DISTRIBUTION FUNCTION IN BIASED SAMPLING MODEL III

### 4.1 Introduction

In this chapter, we study the statistical inference of the general biased sampling model III defined by (1.3.3)

$$
\begin{align*}
G(x, k) & =P[X \leq x, K=k]=p(k) \int_{-\infty}^{x} \frac{w_{k}(y) d F(y)}{W_{k}} \\
0<W_{k} & =\int_{-\infty}^{\infty} w_{k}(x) d F(y)<\infty  \tag{4.1.1}\\
p(k) & =P(K=k), \quad k \in \mathcal{K}
\end{align*}
$$

in Chapter I, where $\left\{w_{k}: k \in \mathcal{K}\right\}$ are known and nonnegative measurable functions, $\{p(k): k \in \mathcal{K}\}$ and $F$ are unknown. The observed data for estimating $F$ are $n$ independent observations $\left(X_{1}, K_{1}\right), \ldots,\left(X_{n}, K_{n}\right)$, where $(X, K) \sim G(x, k)$.

The random variable $K$ in model (4.1.1) can be considered as the "label" of individuals who contribute the data set. Model (4.1.1) is different from the ordinary biased sampling model when $\mathcal{K}=\{1, \ldots, s\}$ and $s \geq 1$. For model (4.1.1) we take the sample of $n$ independent random vectors $\left(X_{1}, K_{1}\right), \ldots,\left(X_{n}, K_{n}\right)$ from a mixture of $s$ populations while we sample independently from each of $s$ populations in s-biased sampling model. We may have some choices of the design elements of the biasing sampling (choice of $s$, sample fractions and the biasing functions $w_{i}(x)$ ). We, however, do not have any choice since the design is fixed and given in the s-biased sampling model. On the other hand, the number
of observationss from each biased distribution $G_{i}$ is predetermined for s-biased sampling while we do not know this information in advance for model (4.1.1). Hence we may often be interested in model (4.1.1)

This chapter is organized as follows: We first consider identifiability for model (4.1.1). Based on the solution of (4.1.1), we propose a natural estimator of $F$ in Section 4.2 and prove the strong consistency and asymptotic normality of the estimator in Section 4.3. Finally, we show that the estimator proposed in Section 4.2 is in fact the NPMLE of $F$.

### 4.2 Identifiability of the Model and an Estimator of $F$

The following three assumptions are needed for establishing identifiability. The first two are similar to Assumptions 1 and 2 Section 2.2.

Assumption 1. $\mathcal{X}^{+}=\bigcup_{i \in \mathcal{K}}\left\{x: w_{i}(x)>0\right\}=\mathcal{X}$, where $\mathcal{X}$ is the sample space of the random variable $X$.

As before, if this assumption fails, we must replace the cdf $F$ by the conditional distribution $F^{+}(x)=P\left(X \leq x \mid \mathcal{X}^{+}\right)$. The following example shows that the assumptions used in G-V-W (1988) are not enough to produce an identifiable model even in their stratified sampling model.

Example 4.2.1. Stratified sampling. Suppose that $\mathcal{K}$ contains at least three elements, say $\{1,2,3\} \subset \mathcal{K}$. Let $\left\{D_{k}: k \in \mathcal{K}\right\}$ be a measurable partition of the sample space $\mathcal{X}=R^{1}$. If the weight functions are the indicators of the sets $D_{k}, w_{k}(x)=I_{D_{k}}(x)$ for $k \in \mathcal{K}$, then

$$
G(x, k)=\frac{F\left((-\infty, x] \cup D_{k}\right)}{F\left(D_{k}\right)} p(k)
$$

is just the product of $P(K=k)$ and the conditional distribution given the event $D_{k}$. Note here, without introducing further notation, we have for simplicity used $F$ for both the probability distribution and the cdf. It is clear that estimation of $F$ itself not possible without the knowledge of the probabilities $F\left(D_{k}\right)$ and $p(k)$. Even if $\{p(k)>0: k \in \mathcal{K}\}$ is known, $F$ is still not estimable.

Assumption 2. The graph $\mathcal{F}$ with points $\left\{w_{k}():. k \in \mathcal{K}\right\}$ is connected by a path. That is, for any pair of $(i, j)$ there exist $l_{1}, \ldots, l_{k} \in \mathcal{K}$ such that

$$
i \equiv l_{1} \leftrightarrow l_{2} \leftrightarrow \cdots \leftrightarrow l_{k} \equiv j
$$

where $l_{1} \leftrightarrow l_{2}$ if and only if

$$
\int_{-\infty}^{\infty} I_{\left[w_{l_{1}}(x)>0\right]} I_{\left[w_{l_{2}}(x)>0\right]} d F(x)>0, \quad\left(l_{1}, l_{2} \in \mathcal{K}\right)
$$

Additionally, we assume that the set $\mathcal{K}$ contains only a finite number of elements for conveience.

Assumption 3. $\mathcal{K}=\{1, \ldots, s\}$, where $1 \leq s<\infty$.
Theorem 4.2.1. Under the Assumptions 1, 2 and 3, the model (4.1.1) is identifiable.

Proof. By Assumption 3

$$
\begin{equation*}
G(x)=\sum_{k \in \mathcal{K}} G(x, k)=\int_{-\infty}^{x} \sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{W_{k}} d F(y) \tag{4.2.1}
\end{equation*}
$$

Applying Assumptions 1 and 3 , we compute

$$
\begin{align*}
F(x) & =\int_{-\infty}^{x}\left[\sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{W_{k}}\right]^{-1} d G(y) \\
& =\frac{\int_{-\infty}^{x}\left[\sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{W_{k}}\right]^{-1} d G(y)}{\int_{-\infty}^{\infty}\left[\sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{W_{k}}\right]^{-1} d G(y)}  \tag{4.2.2}\\
& =\frac{\int_{-\infty}^{x}\left[\sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{V_{k}}\right]^{-1} d G(y)}{\int_{-\infty}^{\infty}\left[\sum_{k=1}^{s} \frac{w_{k}(y) p(k)}{V_{k}}\right]^{-1} d G(y)}
\end{align*}
$$

where $V_{i}=W_{i} / W_{s}, \quad i=1, \ldots, s$. The rest is to show that $\left(W_{1}, \ldots, W_{s}\right)$ or $\left(V_{1}, \ldots, V_{s}\right)$ can be uniquely determined as functions of $G(x, k), 1 \leq k \leq s$. The procedures are the same as in the proof of Theorem 2.2 .1 with a slight change of notation, namely $\lambda_{n i}, H_{F}, B_{i}$ and $\bar{G}_{n}$ are changed to $p(i), F, W_{i}$ and $G$, respectively. So we omit the rest of the proof.

As in Chapter II, $V_{1}, \ldots, V_{s-1}, V_{s}=1$ are solutions of the system of $s-1$ equations

$$
\begin{equation*}
L_{i}\left(V_{1}, \ldots, V_{s-1}, 1\right)=1, \quad i=1, \ldots, s-1 \tag{4.2.3}
\end{equation*}
$$

where

$$
\begin{align*}
L_{i}\left(V_{1}, \ldots, V_{s}\right) & =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y) d F(y) \\
& =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y)\left[\sum_{j=1}^{s} \frac{w_{j}(y) p(j)}{V_{j}}\right]^{-1} d G(y) \tag{4.2.4}
\end{align*}
$$

Now we use the equation (4.2.2) to construct an estimator for $F$. We write

$$
\begin{align*}
\mathbf{G}_{n}(x) & =\frac{1}{n} \sum_{i=1}^{s} \sum_{j=1}^{n} I_{\left(X_{j} \leq x, K_{j}=i\right)}=\frac{1}{n} \sum_{i=1}^{n} I_{\left(X_{i} \leq x\right)} \\
\hat{p}_{n}(k) & =\frac{1}{n} \sum_{i=1}^{n} I_{\left[K_{i}=k\right]} \tag{4.2.5}
\end{align*}
$$

Replacing $G$ and $p(k)$ on the right side of (4.2.2) by the empirical $\operatorname{cdf} \mathbf{G}_{n}$ and $\hat{p}_{n}(k)$ yields a nondecreasing function $\hat{F}_{n}^{0}$,

$$
\begin{align*}
\hat{F}_{n}^{0}(x) & =\int_{-\infty}^{x}\left[\sum_{k=1}^{s} \frac{w_{k}(y) \hat{p}_{n}(k)}{W_{k}}\right]^{-1} d \mathbf{G}_{n}(y) \\
& =\frac{\int_{-\infty}^{x}\left[\sum_{k=1}^{s} \frac{w_{k}(y) \hat{p}_{n}(k)}{W_{k}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{k=1}^{s} \frac{w_{k}(y) \hat{p}_{n}(k)}{W_{k}}\right]^{-1} d \mathbf{G}_{n}(y)} \tag{4.2.6}
\end{align*}
$$

The next step of construction is to replace the unknown $W_{i}$ by appropriate estimates. Thus we need to estimate $W_{i}=\int w_{i}(y) d F(y)$ first. For this purpose, we replace $G$ and $p(k)$ on the right side of (4.2.4) by the empirical $\operatorname{cdf} \mathbf{G}_{n}$ and $\hat{p}_{n}(j)$, to obtain the following equations $(1 \leq j \leq s)$

$$
\begin{align*}
\mathbf{L}_{n i}\left(V_{1}, \ldots, V_{s}\right) & =\frac{1}{V_{i}} \int_{-\infty}^{\infty} w_{i}(y)\left[\sum_{j=1}^{s} \frac{w_{j}(y) \hat{p}_{n}(j)}{V_{j}}\right]^{-1} d \mathbf{G}_{n}(y)  \tag{4.2.7}\\
& =1
\end{align*}
$$

Solving the system (4.2.7) gives a solution $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s}(=1)$. Finally, substituting $G, p(k)$, and $V_{1}, \ldots, V_{s}$ on the right side of (4.2.2) by the empirical $\operatorname{cdf} \mathbf{G}_{n}, \hat{p}_{n}(k)$, and $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}$ yields an estimator $\hat{F}_{n}$,

$$
\begin{align*}
\hat{F}_{n}(x) & =\hat{F}_{n}^{0}\left(x ; \mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}\right) \\
& =\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{w_{i}(y) \hat{p}_{n}(i)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\hat{p}_{n}(i) w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)} \tag{4.2.8}
\end{align*}
$$

The estimator $\hat{F}_{n}$ fulfills the requirements of a cdf. We can estimate $W_{i}$ by

$$
\begin{align*}
\mathbf{W}_{n i} & =\mathbf{V}_{n i} \mathbf{W}_{n s}, \quad i=1, \ldots, s-1  \tag{4.2.9}\\
\mathbf{W}_{n s} & =\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\hat{p}_{n}(i) w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)} \tag{4.2.10}
\end{align*}
$$

Remark 4.2.2. In general, the solution $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s}(=1)$ of (4.2.8) is not unique. For uniqueness of the solution, we impose the following two assumptions. The first is similar to Assumption 4 in Section 2.2.

Assumption 4. The graph $\mathcal{F}$ with points $\left\{w_{1}(),. \ldots, w_{s}().\right\}$ is strongly connected by a path. That is, for any pair of $(i, j)$ there exist $l_{1}, \ldots, l_{k} \in$ $\{1, \ldots, s\}$ such that

$$
i \equiv l_{1} \rightleftharpoons l_{2} \rightleftharpoons \cdots \rightleftharpoons l_{k} \equiv j
$$

where $l_{1} \rightleftharpoons l_{2}$ if and only if

$$
\int_{-\infty}^{\infty} I_{\left[w_{l_{1}}(x)>0\right]} I_{\left[w_{l_{2}}(x)>0\right]} d \mathbf{G}_{n}(x)=\frac{1}{n} \sum_{t=1}^{n} I_{\left[w_{l_{1}}\left(X_{t}\right) w_{l_{2}}\left(X_{t}\right)>0\right]}>0
$$

for $1 \leq l_{1}, l_{2} \leq s$.
Assumption 5. The estimates $\hat{p}_{n}(k)$ defined by (4.2.5) are strictly positive for all $k=1, \ldots, s$.

Assumption 5 requires that the data set must contain at least one observation from each data contributor.

Under Assumptions 4 and 5, the solution $\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, \mathbf{V}_{n s}(=1)$ of (4.2.7) is unique. The proof, which is similar to that of Theorem 4.2.1, will be omitted.

### 4.3 Asymptotic Properties of the Estimator $\hat{F}_{n}$

The first theorem gives consistency of the $\underline{\mathbf{V}}_{n}^{T}=\left(\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n, s-1}, 1\right)$ and $\underline{\mathbf{W}}_{n}^{T}=\left(\mathbf{W}_{n 1}, \ldots, \mathbf{W}_{n s}\right)$ given by (4.2.7), (4.2.9), (4.2.10) and (4.2.8), respectively.

Theorem 4.3.1. (Strong consistency of $\underline{\mathbf{V}}_{n}$ and $\underline{\mathbf{W}}_{n}$ ). Suppose that Assumptions 1-5 hold, and

$$
0<W_{i}=\int_{-\infty}^{\infty} w_{i}(y) d F(y)<\infty
$$

for $i=1, \ldots, s$. Then equations (4.2.7) have (with probability 1 as $n \rightarrow \infty$ ) the unique solution $\underline{\mathbf{V}}_{\boldsymbol{n}}$ which satisfies

$$
\begin{equation*}
\underline{\mathbf{V}}_{n} \xrightarrow{\text { a.s. }} \underline{V}=\underline{W} / W_{s} \quad \text { as } \quad n \rightarrow \infty \tag{4.3.1}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\underline{\mathbf{W}}_{n} \xrightarrow{\text { a.s. }} \underline{W} \quad \text { as } \quad n \rightarrow \infty \tag{4.3.2}
\end{equation*}
$$

The proof of $\underline{V}_{n} \xrightarrow{\text { a.s. }} \underline{V}$ is similar to the first part of the proof of Proposition 2.1 of G-V-W (1988) if we note the only difference is we have $\left\{\hat{p}_{n}(i)\right\}$ instead of $\left\{\lambda_{n i}\right\}$. Hence we omit this part of the proof.

Now applying (4.3.1), (4.2.2) and Assumption 1, $\mathbf{W}_{n s}$ given by (4.2.10) converges a.s. to

$$
\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{p(i) w_{i}(y)}{V_{i}}\right]^{-1} d G(y)}=\frac{W_{s}}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{p(i) w_{i}(y)}{W_{i}}\right]^{-1} d G(y)}=W_{s}
$$

Hence

$$
\mathbf{W}_{n i}=\mathbf{V}_{n i} \mathbf{W}_{n s} \xrightarrow{\text { a.s. }} V_{i} W_{s}=W_{i} \text { as } n \rightarrow \infty
$$

for $i=1, \ldots, s$, so (4.3.2) holds.
The second theorem asserts the uniform strong consistency of $\hat{F}_{n}$ and $\hat{F}_{n}^{0}$.

Theorem 4.3.2. (Strong consistency of $\hat{F}_{n}$ and $\hat{F}_{n}^{0}$ ). Suppose that Assumptions 1-5 hold, and

$$
0<W_{i}=\int_{-\infty}^{\infty} w_{i}(y) d F(y)<\infty
$$

for $i=1, \ldots, s$. Then

$$
\begin{equation*}
\left\|\hat{F}_{n}-F\right\|_{\mathcal{Q}\left(H_{F}\right)} \equiv \sup \left\{\left|\left[\hat{F}_{n}\right](q)-[F](q)\right|: q \in \mathcal{Q}(F)\right\} \xrightarrow{\text { a.s. }} 0 \tag{4.3.3}
\end{equation*}
$$

as $n \rightarrow \infty$. Furthermore, under Assumptions 1,3, 4 and 5,

$$
\begin{equation*}
\left\|\hat{F}_{n}^{0}-F\right\|_{\mathcal{Q}(F)} \equiv \sup \left\{\left|\left[\hat{F}_{n}^{0}\right](q)-[F](q)\right|: q \in \mathcal{Q}(F)\right\} \xrightarrow{\text { a.s. }} 0 \tag{4.3.4}
\end{equation*}
$$

as $n \rightarrow \infty$.
Proof. Let

$$
\begin{aligned}
\underline{\mathbf{p}}_{n}^{T} & =\left(\hat{p}_{n}(1), \ldots, \hat{p}_{n}(s)\right), \quad \underline{p}^{T}=(p(1), \ldots, p(s)) ; \\
r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right) & =\left[\sum_{i=1}^{s} \frac{w_{i}(x) \hat{p}_{n}(i)}{\mathbf{V}_{n i}}\right]^{-1}, \quad r(\underline{V}, \underline{p})=\left[\sum_{i=1}^{s} \frac{w_{i}(x) p(i)}{V_{i}}\right]^{-1} .
\end{aligned}
$$

both $r_{n}$ and $r$ are functions of $x$. Then for a fixed function $q(x)$ with $[F](q)<\infty$ we have

$$
\begin{aligned}
&\left|\left[\mathbf{G}_{n}\right]\left(q r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)-[G](q r(\underline{V}, \underline{p}))\right| \\
& \leq\left|\left[\mathbf{G}_{n}\right]\left(q\left(r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)-r(\underline{V}, \underline{p})\right)\right)\right| \\
&+\left|\left[\mathbf{G}_{n}\right](q r(\underline{V}, \underline{p}))-[G](q r(\underline{V}, \underline{p}))\right| \\
& \leq\left|\left\lvert\, \frac{r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}\right.}{n}\right.\right) \\
& r(\underline{V}, \underline{p}) \\
&+ 1\left|\left.\right|_{\infty}\right|\left[\mathbf{G}_{n}\right](q r(\underline{V}, \underline{p})) \mid \\
&+\left.\mid \mathbf{G}_{n}\right](q r(\underline{V}, \underline{p}))-[G](q r(\underline{V}, \underline{p})) \mid \\
& \xrightarrow{\text { a.s. }} 0 \quad \text { as } \quad n \rightarrow \infty .
\end{aligned}
$$

The second inequality holds because $r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right) / r(\underline{V}, \underline{p})$ is bounded as a function of $x$ together with $\underline{\mathbf{V}}_{n} \xrightarrow{\text { a.s. }} \underline{V}$ and $\underline{\mathbf{p}}_{n} \xrightarrow{\text { a.s. }} \underline{p}$. Thus,

$$
\begin{aligned}
& \sup _{q \in \mathcal{Q}(F)}\left|\left[\mathbf{G}_{n}\right]\left(q r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)-[G](q r(\underline{V}, \underline{p}))\right| \\
& \leq\left\|\frac{r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)}{r(\underline{V}, \underline{p})}-1\right\|_{\infty} \sup _{q \in \mathcal{Q}(F)}\left|\left[\mathbf{G}_{n}\right](q r(\underline{V}, \underline{p}))\right| \\
&+ \sup _{q \in \mathcal{Q}(F)}\left|\left[\mathbf{G}_{n}\right](q r(\underline{V}, \underline{p}))-[G](q r(\underline{V}, \underline{p}))\right| \\
& \leq \left.\left.\left\|\frac{r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)}{r(\underline{V}, \underline{p})}-1\right\|\right|_{\infty}\left[\mathbf{G}_{n}\right]\left(q_{e} r(\underline{V}, \underline{p})\right) \right\rvert\, \\
&+ \sup _{q \in \mathcal{Q}(F)}\left|\left[\mathbf{G}_{n}\right](q r(\underline{V}, \underline{p}))-[G](q r(\underline{V}, \underline{p}))\right| \\
& \xrightarrow{\text { a.s. }} 0
\end{aligned}
$$

But

$$
\begin{aligned}
\left|\left[\hat{F}_{n}\right](q)-[F](q)\right| & =\left|\frac{\left[\mathbf{G}_{n}\right]\left(q r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)}{\left[\mathbf{G}_{n}\right]\left(r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}\right)\right)}-\frac{[G](q r(\underline{V}, \underline{p}))}{[G](r(\underline{V}, \underline{p}))}\right| \\
& \leq \frac{\left|\left[\mathbf{G}_{n}\right]\left(q r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)-[G](q r(\underline{V}, \underline{p}))\right|}{\left[\mathbf{G}_{n}\right]\left(r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)} \\
& +\frac{|[G](q r(\underline{V}, \underline{p}))|\left|\left[\mathbf{G}_{n}\right]\left(r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)-[G](r(\underline{V}, \underline{p}))\right|}{[G](r(\underline{V}, \underline{p}))\left[\mathbf{G}_{n}\right]\left(r_{n}\left(\underline{\mathbf{V}}_{n}, \underline{\mathbf{p}}_{n}\right)\right)}
\end{aligned}
$$

So (4.3.3) follows immediately. The proof of (4.3.4) (i.e., consistency of $\hat{F}_{n}^{0}$ ) is similar, but does not use (4.3.1), since $\hat{F}_{n}^{0}$ depends only on the $W_{i}$ and not on the $\mathbf{W}_{n i}$. We therefore omit it.

The following theorem establishes the asymptotic normality of $\hat{F}_{n}^{0}$ under the further assumption that $\underline{W}^{T}=\left(W_{1}, \ldots, W_{s}\right)$ and $\underline{p}^{T}=(p(1), \ldots, p(s))$ are known values. The asymptotic normality of general $\hat{F}_{n}$ is still under investigation.

Theorem 4.3.3. Suppose that Assumptions $1-4$ hold. $0<W_{i}=$
$[F]\left(w_{i}\right)<\infty$, and $p(i), \quad 1 \leq i \leq s$ are known. Then

$$
\sqrt{n}\left[\hat{F}_{n}^{0}(x)-F(x)\right] \xrightarrow{d} N\left(0, \sigma_{x}^{2}\right),
$$

where

$$
\begin{aligned}
& \sigma_{x}^{2}=\operatorname{Var}\left[I_{(-\infty, x]}(X)\left(\sum_{i=1}^{s} \frac{p(i) w_{i}(X)}{W_{i}}\right)^{-1}\right] \\
& X \sim G(x)=\int_{-\infty}^{x}\left(\sum_{i=1}^{s} \frac{p(i) w_{i}(y)}{W_{i}}\right) d F(y)
\end{aligned}
$$

Proof. According to (4.2.8) and assumptions, we have

$$
\begin{aligned}
\sqrt{n}\left[\hat{F}_{n}(x)-F(x)\right] & =\sqrt{n}\left[\left[\mathbf{G}_{n}\right]\left(I_{x} r(\underline{W}, \underline{p})\right)-[G](q r(\underline{W}, \underline{p}))\right] \\
& \xrightarrow{d} N\left(0, \sigma_{x}^{2}\right)
\end{aligned}
$$

by the classical CLT. The proof is complete.

### 4.4 Maximum Likelihood Property of the Estimator $\hat{F}_{n}$

A natural question can be raised:
Is $\hat{F}_{n}$ in (4.2.8) a NPMLE of $F$ under model (4.1.1)?
In this section we are going to give a positive answer to this question. We can prove the following lemma by using the method used in Theorem 2.2.1.

Lemma 4.4.1. Suppose that Assumption 4 holds, $X_{(1)} \leq \cdots \leq X_{(n)}$, and $K_{(i)}$ are the accompanying $K^{\prime}$ s. Let

$$
\begin{equation*}
R=\sum_{i=1}^{n}\left\{-z_{i}-\log \left[\sum_{j=1}^{n} w_{K_{(i)}}\left(X_{(j)}\right) e^{-z_{j}}\right]\right\} \tag{4.4.1}
\end{equation*}
$$

where $z_{i}>0$ such that $\sum_{i=1}^{n} e^{-z_{i}}=1$. Then $R$ is a strictly concave function of $z_{1}, \ldots, z_{n}$.

Put

$$
\begin{align*}
A_{i j} & =w_{K_{(i)}}\left(X_{(j)}\right) e^{-z_{j}}, \quad i, j=1, \ldots, n \\
R_{l}^{(1)} & \equiv \frac{\partial R}{\partial z_{l}}, \quad l=1, \ldots, n \tag{4.4.2}
\end{align*}
$$

Then

$$
R_{l}^{(1)}=-1+\sum_{i=1}^{n} \frac{A_{i l}}{\sum_{j=1}^{n} A_{i j}} . \quad l=1, \ldots, n
$$

Same argument implies that the solution of $R_{l}^{(1)}=0, l=1, \ldots, n$ exists uniquely.
Theorem 4.4.1. The estimator $\hat{F}_{n}$ defined by (4.2.8) is the NPMLE of $F$ under model (4.1.1).

Proof. Let $\left(X_{1}, K_{1}\right), \ldots,\left(X_{n}, K_{n}\right)$ be a random sample from the distribution $G$ as in (1.3.3). Relabel the sample in terms of ordered values of $X$ - that is, as $\left(X_{(1)}, K_{(1)}\right), \ldots,\left(X_{(n)}, K_{(n)}\right)$, where $X_{(1)} \leq \cdots \leq X_{(n)}$ and $K_{(i)}$ are the accompanying $K^{\prime} s$. It is easy to show that the NPMLE in this problem places of its mass on $\left\{\left(X_{(i)}, \Pi_{(i)}\right)\right\}$ and maximizes the probability element

$$
\begin{equation*}
\prod_{i=1}^{n} \frac{w_{K_{(i)}}\left(X_{(i)}\right) d F\left(X_{(i)}\right)}{W_{K_{(i)}}} \tag{4.4.3}
\end{equation*}
$$

Let $d F\left(X_{(i)}\right)=p_{i}$ and $\underline{p}^{T}=\left(p_{1}, \ldots, p_{n}\right)$. Then it follows that

$$
W_{K_{(i)}}=\sum_{j=1}^{n} w_{K_{(i)}}\left(X_{(j)}\right) p_{j}
$$

Maximizing (4.4.3) with respect to $F$ is equivalent to maximizing $L(\underline{p})$ with respect to $\underline{p}$ :

$$
\begin{equation*}
L(\underline{p})=\prod_{i=1}^{n} \frac{p_{i}}{\sum_{j=1}^{n} w_{K_{(i)}}\left(X_{(j)}\right) p_{j}} \tag{4.4.4}
\end{equation*}
$$

subject to

$$
\sum_{i=1}^{n} p_{i}=1, \quad p_{i}>0, \quad i=1, \ldots, n
$$

We reparametrize: Let $e^{-z_{j}}=p_{j}$, and set

$$
R(\underline{z})=\log L(\underline{p})
$$

We know from Lemma 4.5.1 that the maximizer of the likelihood function (4.4.4) exists uniquely. Now we compute this maximizer.

In fact, simple calculation gives

$$
\begin{equation*}
p_{j}^{-1}=e^{z_{j}}=\sum_{i=1}^{n} \frac{w_{K_{(i)}}\left(X_{(j)}\right)}{\sum_{l=1}^{n} A_{i l}} \tag{4.4.5}
\end{equation*}
$$

Heace the NPMLE of $F$ is obtained by

$$
\begin{equation*}
F^{*}(x)=\sum_{X_{(j)} \leq x} p_{j} \tag{4.4.6}
\end{equation*}
$$

In fact, (4.4.6) and (4.2.8) are equivalent. To see this point, we rewrite (4.2.9) as follows

$$
\begin{aligned}
\hat{F}_{n}(x) & =\frac{\int_{-\infty}^{x}\left[\sum_{i=1}^{s} \frac{w_{i}(y) \hat{p}_{n}(i)}{W_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{w_{i}(y) \hat{p}_{n}(i)}{W_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)} \\
& =\frac{\sum_{X_{(j)} \leq x}\left[\sum_{i=1}^{n} \frac{w_{K_{(i)}}\left(X_{(j)}\right.}{W_{n K_{(i)}}}\right]^{-1}}{\sum_{j=1}^{n}\left[\sum_{i=1}^{n} \frac{w_{K_{(i)}}\left(X_{(j)}\right)}{W_{n K_{(i)}}}\right]^{-1} .}
\end{aligned}
$$

We claim that

$$
\begin{equation*}
\mathbf{W}_{n K_{(i)}}=\sum_{l=1}^{n} w_{K_{(i)}}\left(X_{(l)}\right) p_{l} \tag{4.4.7}
\end{equation*}
$$

In fact, we obtain from definition of $W_{n K_{(i)}}$ that

$$
\begin{align*}
\mathbf{W}_{n K_{(i)}} & =\int_{-\infty}^{\infty} w_{K_{(i)}}(y)\left[\sum_{j=1}^{s} \frac{w_{j}(y) \hat{p}_{n}(j)}{\mathbf{W}_{n j}}\right]^{-1} d \mathbf{G}_{n}(y) \\
& =\sum_{t=1}^{n} w_{K_{(i)}}\left(X_{(t)}\right)\left[\sum_{j=1}^{n} \frac{w_{K_{(j)}}\left(X_{(t)}\right)}{\mathbf{W}_{n K_{(j)}}}\right]^{-1} \tag{4.4.8}
\end{align*}
$$

It is easy to see from (4.4.5) that (4.4.7) satisfies (4.4.8). This concludes the proof.

## CHAPTER V

## DENSITY ESTIMATION UNDER CONSTRAINT I

### 5.1 Introduction

Suppose that $X$ is a lifetime random variable with an unknown pdf $f$. In this chapter we study the nonparametric estimation of $f$ with a sample of $n$ iid observations $X_{1}, \ldots, X_{n}$ drawn from population $f$ subject to constraint (1.3.4)

$$
\left[\frac{f(x)}{w(x)}\right]^{\prime} \leq 0, \quad x \in(0, M)
$$

where $M$ may be infinite. The following applications motivate our study.
Example 5.1.1. We see from Example 1.2.4 that the backward sampling plan is a special case of model (1.3.4) by setting $w(x)=b(T-x)$, and $M=T$.

Example 5.1.2. (Estimating a monotone decreasing pdf). As we mentioned in Section 1.3, estimating a monotone decreasing pdf $f$ is a special case of model (1.3.4) which is obtained by setting $w(x)=C>0$ and $M=\infty$. This is a well-known problem. See e.g., Grenander (1956), who introduced the MLE of $f$; Prakasa-Rao (1969), who provided a thorough analysis of the pointwise properties of the MLE; Groeneboom (1985), who obtained the exact convergence of the $L_{1}$ risk of the MLE; Devroye (1987), who devotes an entire chapter to the various methods used so far to estimate the density $f$; Birge (1987a, b, 1989), who established the lower bound for the $L_{1}$ minimax risk and obtained a minimax optimal estimator, and Datta (1992), who discussed nonasymptotic bounds for $L_{1}$ density estimation using kernels.

Example 5.1.3. (Mixture model). Suppose that $X \stackrel{d}{=} Y Z$, where positive random variables $X$ and $Y$ have the pdfs $g$ and $f$, respectively, and $Z \sim B(\alpha, 1)$ (Beta distribution) independent of $Y$. Let $X_{1}, \ldots, X_{n}$ be an iid sample from the population $g$. The purpose is to estimate the $\operatorname{pdf} f$. Then it is easy to check that

$$
g(x)=\int_{y \geq x} \frac{\alpha x^{\alpha-1}}{y^{\alpha}} f(y) d y=\alpha x^{\alpha-1} \int_{y \geq x} \frac{1}{y^{\alpha}} f(y) d y
$$

In order to estimate $f$, we first need to estimate $g$ under the constraint

$$
\left[\frac{g(x)}{\alpha x^{\alpha-1}}\right]^{\prime} \leq 0
$$

This is a special case of model (1.3.4) with $w(x)=\alpha x^{\alpha-1}$ and $M=\infty$. When $\alpha=1$, it reduces to Example 5.1.2 with $w(y) \equiv 1$.

Example 5.1.4. (Deconvolution model). Suppose that

$$
X \stackrel{d}{=} Y+Z
$$

that $f$ and $g$ are the pdfs of $Y$ and $X$, respectively, and that $-Z$ has an exponential distribution with parameter 1 and is independent of $Y$. The problem is to derive the NPMLE of the pdf $f$ (or cdf $F$ ) of $Y$ by using iid observations $X_{1}, \ldots, X_{n}$ from $g$. It is easy to see that

$$
g(x)=e^{x} \int_{x}^{\infty} e^{-y} d F(y)
$$

This implies that

$$
\begin{gathered}
{\left[\frac{g(x)}{e^{x}}\right]^{\prime}=-e^{-x} f(x) \leq 0} \\
f(x)=g(x)-g^{\prime}(x)
\end{gathered}
$$

for $x \in R^{1}$. We first need to estimate $g(x)$ under the constraint $\left[g(x) e^{-x}\right]^{\prime} \leq 0$ in order to estimate $f(x)$ nonparametrically.

Note that this example is not an exact special case of model (1.3.4) because of the range of $x$. If we, however, make a simple change for (5.1.3) by $X \stackrel{d}{=}$ $\max (0, Y+Z)$, then this example is a special case of (1.3.4) with $w(x)=e^{x}$, and $M=\infty$.

Example 5.1 .4 is a prototype example of the deconvolution model since $Z$ can have any distribution in a deconvolution model.

The following biological example is from the corpuscle problem which has applications in tumor growth. This example shows that the constraint (1.3.4) sometimes may fail for population distribution, but a reasonable estimator must satisfy this constraint.

Example 5.1.5. (Keiding, Jensen, and Ranek (1972)). From sections of liver biopsies, the distribution of the radii of sections of liver cell nuclei is recorded. Under the assumption that the nuclei are spherical, the problem of inferring the distribution of the radii of the nuclei in the liver from the observed distribution of the radii of sections is an example of the corpuscle problem studied long ago by Wicksell $(1925,1926)$. In its general setting the corpuscle problem concerns a conglomerate consisting of a material A and bodies of another material B distributed therein. We shall assume throughout that the bodies are spheres with a random size distribution. The density of the distribution of the sphere radii is denoted by $f(y)$.

The Wicksell theory considers the case where the surface of a plane section is observed. The density $g(x)$ of the radius of the spherical section is then related
to $f(y)$ by the Volterra integral equation of the first kind:

$$
\begin{equation*}
g(x)=\frac{1}{\mu} \int_{x}^{\infty} \frac{x f(y)}{\sqrt{y^{2}-x^{2}}} d y \tag{5.1.1}
\end{equation*}
$$

where $\mu=\int_{0}^{\infty} x f(x) d x$ is the expected spherical radius. It can be shown that $g(x) / x$ is monotone decreasing if we assume that $f$ is monotone decreasing. Thus (5.1.1) is a special case of model (1.3.4) with $w(x)=x$ and $M=\infty$. In general, $g(x) / x$ need not have the monotone decreasing property. The inversion formula for the model (5.1.1) was not available until Anderssen and Jakeman (1975) provided the solution:

$$
\begin{equation*}
f(x)=-\frac{2 x \mu}{\pi} \int_{x}^{\infty} \frac{1}{\sqrt{y^{2}-x^{2}}} \frac{d}{d y}\left[\frac{g(y)}{y}\right] d y \tag{5.1.2}
\end{equation*}
$$

Applying (5.1.2), we may choose an estimator $\hat{g}_{n}$ for $g$ such that $\hat{g}_{n}(x) / x$ is monotone decreasing to ensure $\hat{f}_{n}(x) \geq 0$, a necessary requirement for a density estimator.

This chapter is organized as follows: We first consider in Section 5.2 the NPMLE estimator $\hat{f}_{n}^{*}$ of $f$ and its large sample properties for model (1.3.4). The construction of $\hat{f}_{n}^{*}$ makes use of a a simple transformation of the data set. In Section 5.3 we investigate the kernel estimator of $f$ and its properties. Similar discussion for modified histogram type estimator will be given in Section 5.4.

### 5.2 The NPMLE and Asymptotic Properties

The NPMLE $\hat{f}_{n}^{*}(x)$ of $f(x)$ for model (1.3.4) is defined as a density function such that $\hat{f}_{n}^{*}(x) / w(x)$ is a monotone decreasing function and

$$
\prod_{i=1}^{n} \hat{f}_{n}^{*}\left(X_{i}\right)
$$

is maximal.
We first note that since we consider only one sample from $f$, the weight function $w(x)$ needs no subscripts.

The construction of $\hat{f}_{n}^{*}$ is based on a transformation of the data

$$
\begin{equation*}
Y=\int_{0}^{X} w(z) d z \equiv W(X) \tag{5.2.1}
\end{equation*}
$$

for any $X \in(0, M)$. Here $M$ may be equal to $\infty$. If the pdf of $X$ is $f$, then the pdf of $Y$ is given by

$$
\begin{equation*}
r(y)=\frac{f\left(W^{-1}(y)\right)}{w\left(W^{-1}(y)\right)}, \quad y \in(0, W(M)) \tag{5.2.2}
\end{equation*}
$$

where $W(M)=\int_{0}^{\infty} w(z) d z \leq \infty$.
It is easy to check that $r$ is monotone decreasing if and only if $f / w$ is monotone decreasing. Thus the problem can be solved by using the transformed sample

$$
\begin{equation*}
Y_{1}, \ldots, Y_{n} \text { iid } r(y) \quad \text { (monotone decreasing) } \tag{5.2.3}
\end{equation*}
$$

$$
Y_{i}=\int_{0}^{X_{i}} w(z) d z, \quad i=1, \ldots, n
$$

We claim that

$$
\begin{equation*}
\hat{f}_{n}^{*}(x)=w(x) \hat{r}_{n}(W(x)), \quad x \in(0, M) \tag{5.2.5}
\end{equation*}
$$

where $\hat{r}_{n}($.$) is Grenander's NPMLE of r($.$) based on data Y_{1}, \ldots, Y_{n}$. The following Lemmas 5.2.1 and 5.2.2 and Theorem 5.2.1 give rigorous proof to our claim (5.2.5).

Lemma 5.2.1. The NPMLE $\hat{f}_{n}^{*}(x)$ of $f(x)$ is the product of $w(x)$ and a step function with breakpoints (jumps) at the order statistics $X_{(i)}(1 \leq i \leq n)$.

Proof. Write the log-likelihood of the sample in terms of the order statistics $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$ as

$$
L(f)=\sum_{i=1}^{n} \log \left[f\left(X_{i}\right)\right]=\sum_{i=1}^{n} \log \left[f\left(X_{(i)}\right)\right]
$$

Define

$$
\begin{aligned}
f^{*}(x) & = \begin{cases}0 & \text { if } x \leq 0 ; \\
c w(x) \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} & \text { if } X_{(i-1)}<x \leq X_{(i)} ; \\
0 & \text { if } x>X_{(n)}\end{cases} \\
& =c w(x) \sum_{i=1}^{n} \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} I_{\left[X_{(i-1)}<x \leq X_{(i)}\right]}
\end{aligned}
$$

where $c$ is a normalizing constant such that $f^{*}(x)$ is a pdf on $[0, \infty)$. Observe that

$$
L\left(f^{*}\right)=n \log (c)+L(f) \geq L(f)
$$

This is because

$$
\begin{aligned}
& \frac{1}{c}= \sum_{i=1}^{n} \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} \int_{X_{(i-1)}}^{X_{(i)}} w(y) d y \\
& \leq \sum_{i=1}^{n} \int_{X_{(i-1)}}^{X_{(i)}} \frac{f(y)}{w(y)} w(y) d y \\
&\quad \quad \quad \text { by the decreasing property of } f(y) / w(y)) \\
&= \int_{0}^{X_{(n)}} f(y) d y \\
& \leq 1
\end{aligned}
$$

Thus for every density $f_{n}(x)$ there exists a density function $f_{n}^{*}(x)$ such that $f_{n}^{*}(x)$ is the product of $w(x)$ and a step function with breakpoints at the order statistics and $L\left(f_{n}^{*}\right) \geq L\left(f_{n}\right)$.

Lemma 5.2.1 asserts that the form of the NPMLE of $f(x)$ is the product of $w(x)$ and a data dependent histogram. The next Lemma states that once we have settled on the breakpoints, the NPMLE is completely specified. Its proof is patterned after the proof of Lemma 8.3 of Devroye (1987).

Lemma 5.2.2. Consider a partition $A_{1}, \ldots, A_{k}$ of a compact subset $A$ of $R^{1}$, and a histogram type density estimate $f_{n}(x)$ taking the value $w(x) g_{i}$ on $A_{i}$, subject to the normalization $\sum g_{i} \int_{A_{i}} w(x) d x=1$. That is, $f_{n}(x)=$ $w(x) \sum_{i=1}^{k} g_{i} I_{A_{i}}(x)$. Then the maximum over all these histogram type estimates of the likelihood product

$$
\begin{equation*}
\prod_{i=1}^{n} f_{n}\left(X_{i}\right) \tag{5.2.6}
\end{equation*}
$$

is attained for the histogram type estimate with

$$
\begin{equation*}
g_{i}=\frac{\mu_{n}\left(A_{i}\right)}{\int_{A_{i}} w(y) d y}, \tag{5.2.7}
\end{equation*}
$$

where $\mu_{n}$ is the empirical measure for the data.
Proof. Put $\Delta_{i}=\int_{A_{i}} w(y) d y$ and $C_{i}=n \mu_{n}\left(A_{i}\right)$. Observe that for any $g_{1}, \ldots, g_{k}$

$$
\begin{aligned}
\prod_{i=1}^{n} f_{n}\left(X_{i}\right) & =\prod_{i=1}^{k}\left[g_{i} w\left(X_{(i)}\right)\right]^{C_{i}} \\
& =\prod_{i=1}^{k}\left[\frac{g_{i} n \Delta_{i}}{C_{i}}\right]^{C_{i}} \prod_{i=1}^{k}\left[\frac{C_{i} w\left(X_{(i)}\right)}{n \Delta_{i}}\right]^{C_{i}} \\
& \leq\left[\frac{\sum_{i=1}^{k} g_{i} n \Delta_{i}}{\sum_{i=1}^{k} C_{i}}\right]^{n} \prod_{i=1}^{k}\left[\frac{C_{i} w\left(X_{(i)}\right)}{n \Delta_{i}}\right]^{C_{i}} \\
& =\prod_{i=1}^{k}\left[\frac{C_{i} w\left(X_{(i)}\right)}{n \Delta_{i}}\right]^{C_{i}}
\end{aligned}
$$

Here we have used the arithmetic-geometric mean inequality. This proves the lemma.

When Lemma 5.2 .2 is applied with $A_{i}=\left(X_{(i-1)}, X_{(i)}\right],(1 \leq i \leq n)$, then it is easily seen that among all densities which are the products of $w(x)$ and all step functions with breakpoints at the order statistics, the likelihood product (5.2.6) is maximized if we take a density which on $\left(X_{(i-1)}, X_{(i)}\right.$ ], takes the value

$$
\frac{w(x)}{n \int_{X_{(i-1)}}^{X_{(i)}} w(y) d y}
$$

since the empirical measure of each interval is precisely one.
Now let us use $I_{1}, \ldots, I_{k}$ to denote a partition of indices $\{1, \ldots, n\}$ determined by the breakpoints of the smallest concave majorant of the empirical distribution function of $\left\{Y_{i}\right\}_{i=1}^{n}$ defined by (5.2.4).

Theorem 5.2.1. The NPMLE $\hat{f}_{n}^{*}$ is a density whose distribution function is given by

$$
\begin{equation*}
\hat{F}_{n}^{*}(x)=\int_{0}^{x} w(y) B_{n}(y) d \hat{F}_{n}(y)=\hat{R}_{n}(W(x)) \tag{5.2.8}
\end{equation*}
$$

where $\hat{R}_{n}$ and $\hat{F}_{n}$ are the smallest concave majorants of the empirical distribution functions $R_{n}$ and $F_{n}$ based on data $Y_{1}, \ldots, Y_{n}$ and $X_{1}, \ldots, X_{n}$, respectively, and

$$
\begin{aligned}
R_{n}(y) & =\frac{1}{n} \sum_{i=1}^{n} I_{(-\infty, y]}\left(Y_{i}\right) ; \\
B_{n}(y) & =\sum_{i=1}^{k} \frac{1}{a_{i}} I_{D_{i}}(y) ; \\
D_{i} & =\cup_{j \in I_{i}} A_{j}=\cup_{j \in I_{i}}\left(X_{(j-1)}, X_{(j)}\right] ; \\
a_{i} & =\frac{\sum_{j \in I_{i}} \int_{X_{(j-1)}}^{X_{(j)}} w(y) d y}{\sum_{j \in I_{i}} \int_{X_{(j-1)}}^{X_{(j)}} d y},
\end{aligned}
$$

i.e., $a_{i}$ is the average of function $w(y)$ over set $D_{i},(1 \leq i \leq k)$.

Proof. According to Lemma 5.2.1, it suffices to consider only histogram type estimators with monotone histogram and breakpoints at the order statistics. Consider such a density $g^{*}(x)$, and let its value be $w(x) g_{i}$ on the interval $A_{i}=$ $\left(X_{(i-1)}, X_{(i)}\right]$. Let $\Delta_{i}=\int_{X_{(i-1)}}^{X_{(i)}} w(y) d y$. Consider a partition of $1, \ldots, n$ into intervals of indices, $I_{1}, \ldots, I_{k}$, and define

$$
\begin{aligned}
p_{i} & =\sum_{j \in I_{i}} g_{j} \Delta_{j} \\
q_{i} & =\frac{1}{n} \text { Cardinality of } \quad \cup_{j \in I_{i}} A_{j} \\
h_{j} & =\left(\frac{q_{i}}{p_{i}}\right) g_{j}, \quad j \in I_{i}
\end{aligned}
$$

where $i=1, \ldots, k$. Note that the $h_{j}$ 's define another histogram estimator $h^{*}(x)$ with the following properties:
(I) The integral of $h^{*}(x)$ is one, since

$$
\int_{0}^{M} h^{*}(x) d x=\sum_{j} \int_{0}^{M} h_{j} w(x) d x=\sum_{i=1}^{k}\left(\frac{q_{i}}{p_{i}}\right) \sum_{j \in I_{i}} g_{j} \int_{A_{j}} w(x) d x=1
$$

(II) The likelihood evaluated at $h^{*}$ is larger than at $g^{*}$, since

$$
\begin{aligned}
\prod_{i=1}^{n} h^{*}\left(X_{i}\right) & =\prod_{i=1}^{n} w\left(X_{i}\right) \prod_{i=1}^{k} \prod_{j \in I_{i}} h_{j} \\
& =\prod_{i=1}^{n} w\left(X_{i}\right) \prod_{i=1}^{k}\left(\frac{q_{i}}{p_{i}}\right)^{n q_{i}} \prod_{j \in I_{i}} g_{j} \\
& \geq \prod_{i=1}^{n} w\left(X_{i}\right) \prod_{i=1}^{k} \prod_{j \in I_{i}} g_{j} \\
& =\prod_{i=1}^{n} w\left(X_{i}\right) \prod_{i=1}^{n} g_{i}
\end{aligned}
$$

because $\int_{-\infty}^{\infty} q(x) \log \left[\frac{q(x)}{p(x)}\right] d x \geq 0$ for all densities $q(x)$ and $p(x)$. This improvement is applicable to any histogram type estimator with an arbitrarily selected
partition. In particular, we can partition the indices $\{1, \ldots, n\}$ by the breakpoints of the smallest concave majorant of the $R_{n}$ with $\left\{Y_{i}\right\}_{i=1}^{n}$ defined by (5.2.4). For such a partition, we have

$$
\sum_{j \in I_{i}} \int_{0}^{M} h_{j}(x) d x=\frac{q_{i}}{p_{i}} \sum_{j \in I_{i}} g_{j} \int_{A_{j}} w(x) d x=q_{i} .
$$

Furthermore, since the $g_{j}$ are nonincreasing, the $h_{j}$ are nonincreasing in each $I_{i}$, $i=1, \ldots, k$. As in the proof of Theorem 8.2 of Devroye (1987), we can make a further improvement from $h_{1}, \ldots, h_{n}$ to $l_{1}, \ldots, l_{n}$, which has the property that they are independent of the original choice of $g_{i}$ 's. This is the desired improvement, and the product of the histogram type density defined by $\left\{l_{1}, \ldots, l_{n}\right\}$ and $w(x)$ is the NPMLE. Define $l_{j}$ for $j \in I_{i}$ by

$$
l_{j}=\frac{\sum_{j \in I_{i}} \int_{0}^{M} h_{j}(x) d x}{\sum_{j \in I_{i}} \int_{A_{j}} w(x) d x}=\frac{q_{i}}{\sum_{j \in I_{i}} \Delta_{j}} .
$$

They agree with the NPMLE. It suffices to show that we have a likelihood product improvement for every $I_{i}$. To see this, we need to show that

$$
\prod_{j \in I_{i}} h_{j} \leq \prod_{j \in I_{i}} u_{j}
$$

for all $i=1, \ldots, k$. In fact,

$$
\left[\prod_{j \in I_{i}} h_{j}\right]^{\frac{1}{n q_{i}}} \leq \frac{1}{n q_{i}} \sum_{j \in I_{i}} h_{j}
$$

by the arithmetic-geometric mean inequality, and

$$
\begin{aligned}
q_{i} & =\int_{0}^{M} w(x)\left[\sum_{j \in I_{i}} h_{j} I_{A_{j}}(x)\right] d x \\
& =\sum_{j \in I_{i}} h_{j} \int_{0}^{M} w(x) I_{A_{j}}(x) d x \\
& =\sum_{j \in I_{i}} h_{j} \Delta_{j} \\
& \geq\left[\frac{1}{n q_{i}} \sum_{j \in I_{i}} h_{j}\right]\left[\sum_{j \in I_{i}} \Delta_{j}\right]
\end{aligned}
$$

by association inequality. This concludes the proof of the first equality of (5.2.8). The second equality of (5.2.8) follows by a simple transformation $z=W(y)$ in the integral.

The NPMLE $\hat{f}_{n}^{*}$ in (5.2.5) has the following convergence properties:
Theorem 5.2.2. $\int_{0}^{M}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x \rightarrow 0$ almost surely if and only if $f(x) / w(x)$ is monotone decreasing.

Proof. We apply Theorem 8.3 of Devroye (1987) which asserts

$$
\int_{0}^{W(M)}\left|\hat{r}_{n}(y)-r(y)\right| d y \rightarrow 0
$$

almost surely if and only if $r$, defined by (5.2.3) is monotone decreasing. Direct computation gives

$$
\begin{aligned}
& \int_{0}^{W(M)}\left|\hat{r}_{n}(y)-r(y)\right| d y \\
= & \int_{0}^{W(M)}\left|\hat{r}_{n}(y)-\frac{f\left(W^{-1}(y)\right)}{w\left(W^{-1}(y)\right)}\right| d y \\
= & \int_{0}^{W(M)}\left|w\left(W^{-1}(y)\right) \hat{r}_{n}(y)-f\left(W^{-1}(y)\right)\right| \frac{d y}{w\left(W^{-1}(y)\right)} \\
= & \int_{0}^{M}\left|w(x) \hat{r}_{n}(W(x))-f(x)\right| d x \\
= & \int_{0}^{M}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x .
\end{aligned}
$$

The result follows immediately from the fact $r$ is monotone decreasing if and only if $f / w$ is monotone decreasing.

Theorem 5.2.3. Let $X_{1}, \ldots, X_{n}$ be independent observations generated by $f$ such that $f(x) / w(x)$ is a monotone decreasing function on $(0, M)$ which has a nonzero derivative $[f / w]^{\prime}$ at a point $t \in(0, M)$. If $\hat{f}_{n}^{*}$ is the NPMLE of
$f$, then

$$
n^{1 / 3}[w(t)]^{-2 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{\prime}\right|^{-1 / 3}\left[\hat{f}_{n}^{*}(t)-f(t)\right] \rightarrow 2 Z
$$

in distribution, where $Z$ is distributed as the location of the maximum of the process $\left[L(u)-u^{2}, u \in R^{1}\right]$, and $L$ is standard Brownian motion on $R^{1}$ originating from zero (i.e., $L(0)=0$ ).

Proof. Using the notation of Groeneboom (1985) we have

$$
\begin{aligned}
& P\left[\hat{f}_{n}^{*}(t)-f(t) \leq x n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{\prime}\right|^{1 / 3}\right] \\
&=P\left[w(t) \hat{r}_{n}(W(t))-r(W(t)) w(t) \leq x n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{\prime}\right|^{1 / 3}\right] \\
&=P\left[\hat{r}_{n}(W(t))-r(W(t)) \leq \frac{x}{w(t)} n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{\prime}\right|^{1 / 3}\right] \\
&=P\left[n^{1 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{\prime} \frac{1}{w(t)}\right|^{-1 / 3}\left(\hat{r}_{n}(W(t))-r(W(t))\right) \leq x\right] \\
& \rightarrow P(2 Z \leq x) .
\end{aligned}
$$

The weak convergence follows by Theorem 2.1 of Groeneboom (1985).
Theorem 5.2.4. Assume that $f / w$ has two bounded continuous derivatives on $(0, M)$ and that $[f / w]^{\prime}<0$ on $(0, M)$. Then

$$
n^{\frac{1}{3}} E\left[\int_{0}^{M}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x\right] \rightarrow c \int_{0}^{M}\left[\frac{1}{2} w(x) f(x)\left|[f(x) / w(x)]^{\prime}\right|\right]^{\frac{1}{3}} d x
$$

where $c \approx 0.82$ is a universal constant.
Proof. Applying Theorem 8.4 of Devroye (1987) we have

$$
n^{\frac{1}{3}} E\left[\int_{0}^{W(M)}\left|\hat{r}_{n}(y)-r(y)\right| d y\right] \rightarrow c \int_{0}^{W(M)}\left[\frac{1}{2} r(y)\left|r^{\prime}(y)\right|\right]^{\frac{1}{3}} d y
$$

where $c \approx 0.82$ is a universal constant (see Theorem 5.2.5.). The result follows by the transformation $y=W(x)=\int_{0}^{x} w(z) d z$ and the following facts:

$$
\begin{aligned}
n^{\frac{1}{3}} E\left[\int_{0}^{W(M)}\left|\hat{r}_{n}(y)-r(y)\right| d y\right] & =n^{\frac{1}{3}} E\left[\int_{0}^{M}\left|\hat{r}_{n}(W(x))-r(W(x))\right| w(x) d x\right] \\
& =n^{\frac{1}{3}} E\left[\int_{0}^{M}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x\right] \\
c \int_{0}^{W(M)}\left[\frac{1}{2} r(y)\left|r^{\prime}(y)\right|\right]^{\frac{1}{3}} d y & =c \int_{0}^{M}\left[\frac{1}{2} r(W(x))\left|r^{\prime}(W(x))\right|\right]^{\frac{1}{3}} w(x) d x \\
& =c \int_{0}^{M}\left[\frac{1}{2} w(x) f(x)\left|(f(x) / w(x))^{\prime}\right|\right]^{\frac{1}{3}} d x
\end{aligned}
$$

This concludes the proof.
Next we investigate the asymptotic normality of the $L_{1}$-norm $\left\|\hat{f}_{n}^{*}-f\right\|_{1}$. In order to do that, let $f$ be a density, concentrated on a bounded interval $[0, B]$ such that $[f(x) / w(x)]^{\prime}<0$ for $x \in(0, B)$ and $[f(x) / w(x)]^{(2)}$ is bounded and continuous. Furthermore, let $\left(L(t), t \in R^{1}\right)$ be Brownian motion on $R^{1}$, originating from zero, and let the process $\left(V(a), a \in R^{1}\right)$ be defined by

$$
V(a)=\sup \left\{t \in R^{1}: L(t)-(t-a)^{2} \quad \text { is maximal }\right\} .
$$

Then $V$ is an increasing pure-jump process, generated by the Brownian motion sample paths. Let

$$
\left\|\hat{f}_{n}^{*}-f\right\|_{1, B}=\int_{0}^{B}\left|\hat{f}_{n}^{*}(t)-f(t)\right| d t
$$

Then we have the following result:
Theorem 5.2.5. (Asymptotic normality) Let $B$ be a positive number. Assume that $w$ is differentiable. Then

$$
n^{\frac{1}{6}}\left\{n^{\frac{1}{3}}\left\|\hat{f}_{n}^{*}-f\right\|_{1, B}-C\right\} \rightarrow N\left(0, \sigma^{2}\right) \quad \text { as } \quad n \longrightarrow \infty
$$

where

$$
\begin{aligned}
C & =2 E|V(0)| \int_{0}^{B}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left(f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right)\right|^{\frac{1}{3}} d x \\
& \approx 0.82 \int_{0}^{B}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left(f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right)\right|^{\frac{1}{3}} d x \\
\sigma^{2} & =8 \int_{0}^{\infty} \operatorname{Cov}(|V(0)|,|V(a)-V(0)|) d a \\
& \approx 0.17
\end{aligned}
$$

Proof. Let

$$
\left\|\hat{r}_{n}-r\right\|_{1, W(B)}=\int_{0}^{W(B)}\left|\hat{r}_{n}(y)-r(y)\right| d y
$$

From the proof of preceding theorem we have $\left\|\hat{r}_{n}-r\right\|_{1, W(B)}=\left\|\hat{f}_{n}^{*}-f\right\|_{1, B}$. Further, compute

$$
\begin{aligned}
\int_{0}^{W(B)}\left|\frac{1}{2} r(y) r^{\prime}(y)\right|^{\frac{1}{3}} d y & =\int_{0}^{B}\left|\frac{1}{2} w(x) f(x)\left(\frac{f(x)}{w(x)}\right)^{\prime}\right|^{\frac{1}{3}} d x \\
& =\int_{0}^{B}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left[f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right]\right|^{\frac{1}{3}} d x
\end{aligned}
$$

Theorem is proved by application of Groeneboom (1985) to $\hat{r}-r$.

### 5.3 Kernel Estimators and Their Properties

In this section we are going to discuss kernel estimators of $f$ and their properties for model (1.3.4). We first study asymmetric kernels and then symmetric kernels. The kernel estimator of $f$ is defined by

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n h} \sum_{i=1}^{n} k\left(\frac{x-X_{i}}{h}\right)=\frac{1}{n h} \sum_{i=1}^{n} k_{h}\left(x-X_{i}\right) \tag{5.3.1}
\end{equation*}
$$

where the kernel $k$ is a function on $R^{1}$ satisfying $k \geq 0$ and $\int_{-\infty}^{\infty} k(x) d x=1$, and $h=h_{n}$ depending on $n$ is a sequence of positive reals decreasing to 0 .

Let $E$ denote the expectation with respect to the joint distribution of $X_{1}, \ldots, X_{n}$, and let $C>0$ be a fixed constant, and let

$$
D_{C}=\left\{\begin{array}{c}
f(x): \\
f(x) \text { is a density on }[0, \infty) \text { such that } \\
{[f(x) / w(x)]^{\prime} \leq 0, f(0) / w(0) \leq C}
\end{array}\right\}
$$

Theorem 5.3.1. Let $\hat{f}_{n}$ be defined by (5.3.1). Assume that the kernel $k$ is left sided, that is, $k(x) I_{(0, \infty)}(x)=0$. Then for all $f \in D_{C}$,

$$
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{1}{n h}\right)^{\frac{1}{2}} M_{1 h}(f)+C h k_{1} M(f)
$$

where

$$
\begin{aligned}
k_{1} & =\int_{-\infty}^{\infty}|x| k(x) d x \\
w_{h, j}(x) & \equiv \int_{-\infty}^{0}[k(u)]^{j} w(x-u h) d u, \quad j=1,2 \\
M_{1 h}(f) & =\int_{0}^{\infty}\left[f(x) \frac{w_{h, 2}(x)}{w(x)}\right]^{\frac{1}{2}} d x \\
M(f) & =\liminf _{h \rightarrow 0+}^{\infty} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}(x) d x .
\end{aligned}
$$

Proof. As usual, we split $E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x$ into two parts

$$
\begin{aligned}
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x & \leq E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-E \hat{f}_{n}(x)\right| d x \\
& +\int_{0}^{\infty}\left|E \hat{f}_{n}(x)-f(x)\right| d x \\
& \equiv \text { VARIATION }+ \text { BIAS }
\end{aligned}
$$

Now for fixed $x$, we define $w_{h, j}(x) \equiv \int_{-\infty}^{0}[k(u)]^{j} w(x-u h) d u$, with $f_{h, j}(x)$ defined similarly. Then for $x>0$,

$$
\begin{aligned}
\operatorname{Var}\left[\hat{f}_{n}(x)\right] & \leq \frac{1}{n h^{2}} \int_{0}^{\infty} k^{2}\left(\frac{x-y}{h}\right) f(y) d y \\
& =\frac{1}{n h} \int_{-\infty}^{0} k^{2}(u) f(x-u h) d u \\
& \leq \frac{1}{n h} \frac{f(x)}{w(x)} \int_{-\infty}^{0} k^{2}(u) w(x-u h) d u \\
& \equiv \frac{1}{n h} \frac{f(x)}{w(x)} w_{h, 2}(x)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\text { VARIATION } & \leq \int_{0}^{\infty}\left[\operatorname{Var}\left(\hat{f}_{n}(x)\right)\right]^{\frac{1}{2}} d x \\
& \leq\left(\frac{1}{n h}\right)^{\frac{1}{2}} \int_{0}^{\infty}\left[f(x) \frac{w_{h, 2}(x)}{w(x)}\right]^{\frac{1}{2}} d x \\
& \equiv\left(\frac{1}{n h}\right)^{\frac{1}{2}} M_{1 h}(f)
\end{aligned}
$$

where

$$
M_{1 h}(f)=\int_{0}^{\infty}\left[f(x) \frac{w_{h, 2}(x)}{w(x)}\right]^{\frac{1}{2}} d x
$$

On the other hand, note that $E \hat{f}_{n}(x)=f_{h, 1}(x)$. Therefore, applying Theorem 7.1 of Devroye (1987), we obtain an upper bound for the integrated absolute bias:

$$
\mathrm{BIAS}=\int_{0}^{\infty}\left|E \hat{f}_{n}(x)-f(x)\right| d x \leq h k_{1} D^{*}(f)
$$

where

$$
\begin{aligned}
D^{*}(f) & =\liminf _{h \rightarrow 0+} \int_{0}^{\infty}\left|f_{h, 1}(x)\right| d x \\
& \leq \liminf _{h \rightarrow 0+} \int_{0}^{\infty} \frac{f(x)}{w(x)} w_{h, 1}(x) d x \\
& \leq C \liminf _{h \rightarrow 0+} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}(x) d x \\
& \equiv C M(f)
\end{aligned}
$$

and

$$
M(f)=\liminf _{h \rightarrow 0+} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}(x) d x
$$

The result is proved.
Corollary 1. Under the condition of Theorem 5.3.1 and assume that $\sup _{h>0} M_{1 h}(f)=M_{1}(f)$ exists, then

$$
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{1}{n h}\right)^{\frac{1}{2}} M_{1}(f)+C h k_{1} M(f)
$$

Corollary 2. Under the condition of Corollary 1, the bound in Corollary 1 is minimized for

$$
h_{n}=\left(\frac{M_{1}(f)}{2 \sqrt{n} k_{1} C M(f)}\right)^{2 / 3}
$$

and for this choice of $h_{n}$

$$
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{k_{1} C M(f)}{n}\right)^{\frac{1}{3}} M_{1}^{\frac{2}{3}}(f)\left[2^{1 / 3}+2^{-2 / 3}\right]
$$

Corollary 3. For all $n$ and the band width $h>0$,

$$
\sup _{f \in D_{C}} E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{1}{n h}\right)^{1 / 2} M_{1 h}+h k_{1} C M
$$

provided $M_{1 h}=\sup _{f \in D_{C}} M_{1 h}(f)$ and $M=\sup _{f \in D_{C}} M(f)$ are finite. Hence

$$
\inf _{h} \sup _{f \in D_{C}} E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{k_{1} C M}{n}\right)^{\frac{1}{3}} M_{1}^{\frac{2}{3}}\left[2^{1 / 3}+2^{-2 / 3}\right]
$$

if $M_{1}=\sup _{h>0} M_{1 h}$ exists.
The next theorem considers a symmetric kernel.
Theorem 5.3.2. Suppose that the kernel in (5.3.1) is symmetric about zero. Then for all $n$ and $h$,

$$
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{C}{n h}\right)^{\frac{1}{2}} M_{1 h}^{*}(f)+C h k_{1} M^{*}(f)
$$

where

$$
\begin{aligned}
M_{1 h}^{*}(f) & =\int_{0}^{\infty}\left[w_{h, 2}^{*}(x)\right]^{\frac{1}{2}} d x \\
w_{h, j}^{*}(x) & =\int_{-\infty}^{\frac{\pi}{h}} k^{j}(u) w(x-u h) d u, \quad j=1,2 \\
M^{*}(f) & =\liminf _{h \rightarrow 0+}^{\infty} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}^{*}(x) d x
\end{aligned}
$$

Proof. The proof is similar to that of Theorem 5.3.1. It is produced here for completeness.

$$
\begin{aligned}
E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-f(x)\right| d x & \leq E \int_{0}^{\infty}\left|\hat{f}_{n}(x)-E \hat{f}_{n}(x)\right| d x+\int_{0}^{\infty}\left|E \hat{f}_{n}(x)-f(x)\right| d x \\
& \equiv \text { VARIATION + BIAS. }
\end{aligned}
$$

For fixed $x$,

$$
\begin{aligned}
\operatorname{Var}\left[\hat{f}_{n}(x)\right] & \leq \frac{1}{n h^{2}} \int_{0}^{\infty} k^{2}\left(\frac{x-y}{h}\right) f(y) d y \\
& =\frac{1}{n h} \int_{-\infty}^{\frac{x}{h}} k^{2}(u) f(x-u h) d u \\
& \leq \frac{1}{n h} \frac{f(0)}{w(0)} \int_{-\infty}^{\frac{x}{h}} k^{2}(u) w(x-u h) d u \\
& \equiv \frac{1}{n h} \frac{f(0)}{w(0)} w_{h, 2}^{*}(x) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\text { VARIATION } & \leq \int_{0}^{\infty}\left[\operatorname{Var}\left(\hat{f}_{n}(x)\right)\right]^{\frac{1}{2}} d x \\
& \leq\left(\frac{1}{n h}\right)^{\frac{1}{2}} \int_{0}^{\infty}\left[f(0) \frac{w_{h, 2}^{*}(x)}{w(0)}\right]^{\frac{1}{2}} d x \\
& \equiv\left(\frac{C}{n h}\right)^{\frac{1}{2}} M_{1 h}^{*}(f)
\end{aligned}
$$

where

$$
M_{1 h}^{*}(f)=\int_{0}^{\infty}\left[w_{h, 2}^{*}(x)\right]^{\frac{1}{2}} d x
$$

On the other hand, note that $E \hat{f}_{n}(x)=f_{h, 1}^{*}(x)$. Applying Theorem 7.1 of Devroye (1987) we have

$$
\operatorname{BIAS}=\int_{0}^{\infty}\left|E \hat{f}_{n}(x)-f(x)\right| d x \leq h k_{1} D^{*}(f)
$$

where

$$
\begin{aligned}
D^{*}(f) & =\liminf _{h \rightarrow 0+} \int_{0}^{\infty}\left|f_{h, 1}^{*}(x)\right| d x \\
& \leq \liminf _{h \rightarrow 0+} \int_{0}^{\infty} \frac{f(x)}{w(x)} w_{h, 1}^{*}(x) d x \\
& \leq C \liminf _{h \rightarrow 0+}^{\infty} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}^{*}(x) d x \\
& \equiv C M^{*}(f)
\end{aligned}
$$

and

$$
M^{*}(f)=\liminf _{h \rightarrow 0+} \int_{0}^{\infty}\left[\frac{f(0)}{w(0)}\right]^{-1}\left[\frac{f(x)}{w(x)}\right] w_{h, 1}^{*}(x) d x
$$

The proof is complete.

### 5.4 Modified Histogram Type Estimates

Let $f$ be a density defined on a bounded interval $[a, a+L]$ such that $f / w$ is monotone decreasing and $f(a) / w(a) \leq C$. Let $f_{n}$ be an estimator of $f$ constructed from $n$ iid observations from $f$. We define the risk of $f_{n}$ at $f$ by

$$
\begin{equation*}
R\left(f_{n}, f\right)=E\left[\int_{a}^{a+L}\left|f_{n}(x)-f(x)\right| d x\right] \tag{5.4.1}
\end{equation*}
$$

In (5.4.1), we make the change of variable $y=\int_{0}^{x} w(z) d z=W(x)$. Then

$$
\begin{aligned}
R\left(f_{n}, f\right) & =E\left[\int_{W(a)}^{W(a+L)}\left|f_{n}\left(W^{-1}(y)\right)-f\left(W^{-1}(y)\right)\right| \frac{d y}{w\left(W^{-1}(y)\right)}\right] \\
& =E\left[\int_{W(a)}^{W(a+L)}\left|\frac{f_{n}\left(W^{-1}(y)\right)}{w\left(W^{-1}(y)\right)}-\frac{f\left(W^{-1}(y)\right)}{w\left(W^{-1}(y)\right)}\right| d y\right] \\
& =E\left[\int_{W(a)}^{W(a+L)}\left|r_{n}(y)-r(y)\right| d y\right] .
\end{aligned}
$$

Hence, as long as we define $f_{n}(x)=w(x) r_{n}(W(x))$, where $r_{n}$ is Birgé's histogram estimator, then the results of Birgé (1987) also hold for our estimator. One of such results is the following.

Theorem 5.4.1. Let

$$
f_{n}(x)=w(x) \sum_{i=0}^{p-1}\left(n l_{i}\right)^{-1} N_{i} I_{A_{i}}(W(x))
$$

where $N_{i}$ denotes the number of observations $\left\{Y_{i}\right\}_{i=1}^{n}$ which belong to $A_{i}$, where $\left\{A_{i}=\left[y_{i}, y_{i+1}\right)\right\}_{i=0}^{p-1}$ is a partition of $[W(a), W(a+L)]$, and $l_{i}=y_{i+1}-y_{i}$ is the length of $A_{i}$ such that $\left\{l_{i}\right\}_{i=0}^{p-1}$ is an increasing sequence. Then

$$
R\left(f_{n}, f\right) \leq 1.89\left[\frac{S}{n}\right]^{\frac{1}{3}}+0.2\left[\frac{S}{n}\right]^{\frac{2}{3}}
$$

where $S=\log [1+C(W(a+L)-W(a))]$.

## CHAPTER VI

## DENSITY ESTIMATION UNDER CONSTRAINT II

### 6.1 Introduction

Suppose that $X$ is a lifetime random variable with an unknown pdf $f$. The problem we discuss in this chapter is similar to that of Chapter V, but the estimation problem is subject to the constraint (1.3.5):

$$
\left[\frac{f(x)}{w(x)}\right] \prime \geq 0, \quad x \in[0, M] .
$$

Suppose we are given a sample of $n$ iid observations $X_{1}, \ldots, X_{n}$ taken from the population density $f$. Our goal is to construct nonparametric estimators for $f$ under the constraint (1.3.5). There are numerous practical examples to motivate our study:

Example 6.1.1. (Relevation transform in reliability theory). The Stieltjes convolution of two distribution functions $F$ and $G$ with support on the nonnegative axis is denoted by

$$
F * G(t)=\int_{0}^{t} F(t-u) d G(u)
$$

It represents the distribution function of the time to failure of the second of two components when the second component (with lifetime distribution $G$ ) is put into service on the failure of the first (with lifetime distribution $F$ ). The replacement component is usually assumed to be new on installation. Suppose, however, that we replace the failed component by one of equal age. The survival
function $\bar{H}$ of $S$, the time to system failure (i.e., both components are failed) is the relevation of $\bar{F}$ and $\bar{G}$, the survival functions of the first and second components, respectively, and is denoted by

$$
\bar{H}(t)=\bar{F}(t)+\int_{0}^{t} \frac{\bar{G}(t)}{\bar{G}(u)} d F(u) .
$$

If we assume that $F$ and $G$ have pdfs $f$ and $g$, respectively, and $F(0)=0$, we can check that

$$
\left[\frac{h}{g}\right]^{\prime}=\frac{f}{\bar{G}} \geq 0
$$

provided $g \neq 0$ and $\bar{G} \geq 0$. This is a special case of (1.3.5) with $w(x)=g(x)$.
The relevation transform was introduced by Krakowski (1973). Its applications in reliability analysis can be found in Baxter (1982) and the references therein.

The following two examples are similar to Examples 5.1.4 and 5.1.3, but the distributions of $Z$ are different.

Example 6.1.2. (Deconvolution model). Suppose that

$$
X \stackrel{d}{=} Y+Z,
$$

that $f$ and $g$ are the pdfs of nonnegative random variables $Y$ and $X$, respectively, and that $Z$ has an exponential distribution and is independent of $Y$. The problem is to estimate the pdf (or cdf) of $Y$ by using iid data $X_{1}, \ldots, X_{n}$ from $g$. It is easy to see that

$$
g(x)=e^{-x} \int_{-\infty}^{x} e^{y} f(y) d y
$$

This implies that

$$
\left[\frac{g(x)}{e^{-x}}\right]^{\prime}=e^{x} f(x) \geq 0
$$

This is a special case of (1.3.5) with $w(x)=e^{-x}$. Of course, this can also be considered as a special case of Example 6.1.1 in which $g$ has the exponential distribution.

Example 6.1.3. (Mixture model). Suppose that $X \stackrel{d}{=} Y Z$, where the nonnegative rvs $X$ and $Y$ have pdfs $g$ and $f$, respectively, and $Z \sim B^{-1}(\alpha, 1)$ (inverse Beta distribution with $\alpha>1$ ) is independent of $Y$. Let $X_{1}, \ldots, X_{n}$ be an iid sample from $X$. The purpose is to estimate $g$. Then it is easy to check that

$$
g(x)=\int_{y \leq x} \frac{(\alpha-1) y^{\alpha-1}}{x^{\alpha}} f(y) d y=\frac{\alpha-1}{x^{\alpha}} \int_{y \leq x} y^{\alpha-1} f(y) d y
$$

This implies that $\left[g(x) x^{\alpha}\right]^{\prime} \geq 0$. This is also a special case of model (1.3.5) with $w(x)=x^{-\alpha}$.

Since model (1.3.5) is similar to model (1.3.4), all discussions in this Chapter are parallel to Chapter V. Specifically, we first consider $\hat{f}_{n}^{*}$, the NPMLE estimator of $f$, and its large sample properties for model (1.3.5) in Section 6.2. The construction of the estimator $\hat{f}_{n}^{*}$ is based on a transformation of the data. In Section 6.3 we investigate kernel estimators of $f$ and their properties, and a similar discussion for modified histogram type estimators will be given in Section 6.4.

### 6.2 The NPMLE and Its Asymptotic Properties

The NPMLE $\hat{f}_{n}^{*}$ of $f$ for model (1.3.5) is a density function such that
$\hat{f}_{n}^{*}(x) / w(x)$ is a monotone increasing function of $x$ and

$$
\prod_{i=1}^{n} \hat{f}_{n}^{*}\left(X_{i}\right)
$$

is maximal. From the results of Chapter $V$, one would expect that $\hat{f}_{n}^{*}$ is the product of $w(x)$ and a histogram estimator which is nondecreasing. If so, we need a finite right end point for the histogram. Thus the following assumption is made.

ASSUMPTION: $\beta_{F}=\inf \{x: F(x)=1\}<\infty$.
Now we make the following transformation

$$
\begin{equation*}
Y=\int_{X}^{\beta_{F}} w(z) d z \equiv W_{*}(X) \tag{6.2.1}
\end{equation*}
$$

for any $X \in\left(0, \beta_{F}\right)$. If the pdf of $X$ is $f$, then the pdf of $Y$ is given by

$$
\begin{equation*}
l(y)=\frac{f\left(W_{*}^{-1}(y)\right)}{w\left(W_{*}^{-1}(y)\right)}, \quad y \in\left(0, M^{*}\right) \tag{6.2.2}
\end{equation*}
$$

Where $M^{*}=W_{*}(0)=\int_{0}^{\beta_{F}} w(z) d z \leq \infty$. It is easy to check that $l$ is monotone decreasing if and only if $f / w$ is monotone increasing. As in Chapter V, we introduce the following histogram type estimator

$$
\begin{align*}
f_{n}(x) & =w(x) \sum_{i=1}^{n} g_{i} I_{\left[X_{(i)} \leq x<X_{(i+1)}\right]}  \tag{6.2.3}\\
& =[w(x)] \times[\text { histogram estimator }]
\end{align*}
$$

where $0=X_{(0)} \leq X_{(1)} \leq \ldots \leq X_{(n)} \leq X_{(n+1)}=\beta_{F}\left[=W_{*}^{-1}(0)\right]$ are the order statistics of $X_{1}, \ldots, X_{n}$. Now we claim that the NPMLE is

$$
\begin{equation*}
\hat{f}_{n}^{*}(x)=w(x) \hat{l}_{n}\left(W_{*}(x)\right), \quad x \in\left[0, \beta_{F}\right) \tag{6.2.4}
\end{equation*}
$$

where $\hat{l}_{n}$ is Grenander's NPMLE of $l$ based on data $Y_{1}, \ldots, Y_{n}$. We are going to prove this claim in Lemma 6.2.1 and Theorem 6.2.1. Their proofs are parallel to those of Lemma 5.2.1 and Theorem 5.2.1.

Lemma 6.2.1. The NPMLE $\hat{f}_{n}^{*}$ of $f$ is the product of $w(x)$ and a step function with breakpoints (jumps) at the order statistics $X_{(i)}(1 \leq i \leq n)$.

Proof. The log-likelihood of the sample with order statistics $X_{(1)} \leq$ $X_{(2)} \leq \ldots \leq X_{(n)}$ is

Define

$$
\begin{aligned}
f^{*}(x) & = \begin{cases}0 & \text { if } x<X_{(1)} \\
c w(x) \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} & \text { if } X_{(i)} \leq x<X_{(i+1)} \\
0 & \text { if } x \geq X_{(n+1)}\end{cases} \\
& =c w(x) \sum_{i=1}^{n} \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} I_{\left[X_{(i)} \leq x<X_{(i+1)}\right]}
\end{aligned}
$$

where $c$ is a normalizing constant. Observe that

$$
L\left(f^{*}\right)=n \log (c)+L(f) \geq L(f)
$$

since

$$
\begin{aligned}
\frac{1}{c} & =\sum_{i=1}^{n} \frac{f\left(X_{(i)}\right)}{w\left(X_{(i)}\right)} \int_{X_{(i)}}^{X_{(i+1)}} w(y) d y \\
& \leq \sum_{i=1}^{n} \int_{X_{(i)}}^{X_{(i+1)}} \frac{f(y)}{w(y)} w(y) d y \\
& \quad \text { (by the increasing property of } f(y) / w(y)) \\
& \int_{X_{(1)}}^{X_{(n+1)}} f(y) d y=\int_{X_{(1)}}^{\beta_{F}} f(y) d y \\
\leq & \int_{0}^{\beta_{F}} f(y) d y=1
\end{aligned}
$$

Thus for every density $f_{n}(x)$ there exists a density function $f_{n}^{*}(x)$ such that $f_{n}^{*}(x)$ is the product of $w(x)$ and a step function with breakpoints at the order statistics for which $L\left(f_{n}^{*}\right) \geq L\left(f_{n}\right)$.

Lemma 6.2.1 asserts that the form of the NPMLE of $f$ is the product of $w(x)$ and a data dependent histogram. Next we have to use Lemma 5.2.2.

When Lemma 5.2 .2 is applied with $A_{i}=\left[X_{(i)}, X_{(i+1)}\right),(1 \leq i \leq n)$, then it is easily seen that among all densities which are the products of $w(x)$ and all step functions with breakpoints at the order statistics, the likelihood product

$$
\prod_{i=1}^{n} f_{n}\left(X_{i}\right)
$$

is maximized if we take a density which on $\left(X_{(i)}, X_{(i+1)}\right)$, takes the value

$$
\frac{w(x)}{n \int_{X_{(i)}}^{X_{(i+1)}} w(y) d y}
$$

since the empirical measure of each interval is precisely one.
As in Chapter $V$, we use $I_{1}, \ldots, I_{k}$ to denote a partition of indices $\{1, \ldots, n\}$ determined by the breakpoints of the smallest concave majorant of the empirical distribution function of $\left\{Y_{i}\right\}_{i=1}^{n}$ defined by (6.2.1).

Theorem 6.2.1. The NPMLE $\hat{f}_{n}^{*}$ is the density whose distribution function is the following

$$
\hat{F}_{n}^{*}(x)= \begin{cases}1-\hat{L}_{n}\left(W_{*}(x)\right), & \text { if } x \in\left[0, \beta_{F}\right) \\ 1, & \text { if } x \geq \beta_{F}\end{cases}
$$

Where $\hat{L}_{n}$, is the smallest concave majorant of the empirical distribution functions $L_{n}$, based on data $Y_{1}, \ldots, Y_{n}$. Here we have used the fact $\hat{L}_{n}\left(M^{*}\right)=1$.

The proof is the same as that of Theorem 5.2.1 except $A_{i}=\left(X_{(i-1)}, X_{(i)}\right]$ is replaced by $A_{i}=\left[X_{(i)}, X_{(i+1)}\right), \Delta_{i}=\int_{X_{(i-1)}}^{X_{(i)}} w(x) d x$ by $\Delta_{i}=\int_{X_{(i)}}^{X_{(i+1)}} w(x) d x$, and $\int_{0}^{\infty}$ by $\int_{0}^{\beta_{F}}$. So we omit it here.

The NPMLE $\hat{f}_{n}^{*}$ in (6.2.4) has the following convergence properties:
Theorem 6.2.2. $\int_{0}^{\beta_{F}}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x \rightarrow 0$ almost surely if and only if $f / w$ is monotone increasing.

Proof. We apply Theorem 8.3 of Devroye (1987) which asserts

$$
\int_{0}^{M^{*}}\left|\hat{r}_{n}(y)-r(y)\right| d y \rightarrow 0
$$

almost surely if and only if $r$ is monotone decreasing. However,

$$
\begin{aligned}
\int_{0}^{M^{*}}\left|\hat{r}_{n}(y)-r(y)\right| d y & =\int_{0}^{M^{*}}\left|\hat{r}_{n}(y)-\frac{f\left(W_{*}^{-1}(y)\right)}{w\left(W_{*}^{-1}(y)\right)}\right| d y \\
& =\int_{0}^{M^{*}} \left\lvert\, w\left(W_{*}^{-1}(y) \hat{r}_{n}(y)-f\left(W_{*}^{-1}(y)\right) \left\lvert\, \frac{d y}{w\left(W_{*}^{-1}(y)\right)}\right.\right.\right. \\
& =\int_{0}^{\beta_{F}}\left|w(x) \hat{r}_{n}\left(W_{*}(x)\right)-f(x)\right| d x \\
& =\int_{0}^{\beta_{F}}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x,
\end{aligned}
$$

and $r$ is monotone decreasing if and only if $f / w$ is monotone increasing. So the

## result follows immediately.

by $f$ such that $f(x) / w(x)$ is a monotone increasing function on $\left[0, \beta_{F}\right)$ which has a nonzero derivative $[f / w]^{\prime}$ at a point $t \in\left(0, \beta_{F}\right)$. If $\hat{f}_{n}^{*}$ is the NPMLE of $f$, then

$$
n^{1 / 3}[w(t)]^{-2 / 3}\left|\frac{1}{2}\left[\frac{f(t)}{w(t)}\right]\left[\frac{f(t)}{w(t)}\right]^{1}\right|^{-1 / 3}\left[\hat{f}_{n}^{*}(t)-f(t)\right] \rightarrow 2 Z
$$

in distribution, where $Z$ is distributed as the location of the maximum of the process $\left[L(u)-u^{2}, u \in R^{1}\right]$, and $L$ is standard Brownian motion on $R^{1}$ originating from zero (i.e., $L(0)=0$ ).

Proof. Let $a(t)=f(t) / w(t)$. By using the notation of Groeneboom (1985) we have

$$
\begin{aligned}
& P\left(\hat{f}_{n}^{*}(t)-f(t) \leq x n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2} a(t) a^{\prime}(t)\right|^{1 / 3}\right) \\
= & P\left[w(t) \hat{r}_{n}\left(W_{*}(t)\right)-r\left(W_{*}(t)\right) w(t) \leq x n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2} a(t) a^{\prime}(t)\right|^{1 / 3}\right] \\
= & P\left[\hat{r}_{n}\left(W_{*}(t)\right)-r\left(W_{*}(t)\right) \leq \frac{x}{w(x)} n^{-1 / 3}[w(t)]^{2 / 3}\left|\frac{1}{2} a(t) a^{\prime}(t)\right|^{1 / 3}\right] \\
= & P\left(n^{1 / 3}\left|\frac{1}{2} a(t) a^{\prime}(t) \frac{1}{w(t)}\right|^{-1 / 3}\left[\hat{r}_{n}\left(W_{*}(t)\right)-r\left(W_{*}(t)\right)\right] \leq x\right) \\
\rightarrow & P(2 Z \leq x) .
\end{aligned}
$$

The weak convergence follows by Theorem 2.1 of Groeneboom (1985).
Theorem 6.2.4. Assume that $f / w$ has two bounded continuous derivatives on $\left(0, \beta_{F}\right)$, and that $[f / w]^{\prime}>0$ on $\left(0, \beta_{F}\right)$. Then

$$
n^{\frac{1}{3}} E\left[\int_{0}^{\beta_{F^{\prime}}}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x\right] \rightarrow c \int_{0}^{\beta_{F}}\left[\frac{1}{2} w(x) f(x)\left|[f(x) / w(x)]^{\prime}\right|\right]^{\frac{1}{3}} d x
$$

where $c \approx 0.82$ is a universal constant.
Proof. Applying Theorem 8.4 of Devroye (1987) we have

$$
n^{\frac{1}{3}} E\left[\int_{0}^{M^{*}}\left|\hat{r}_{n}(y)-r(y)\right| d y\right] \rightarrow c \int_{0}^{M^{*}}\left[\frac{1}{2} r(y)\left|r^{\prime}(y)\right|\right]^{\frac{1}{3}} d y
$$

where $c \approx 0.82$ is a universal constant. The result follows from simple transfor-
mation $y=\int_{x}^{\beta_{F}} w(z) d z=W_{*}(x)$ and the facts:

$$
\begin{aligned}
n^{\frac{2}{3}} E\left[\int_{0}^{M^{*}}\left|\hat{r}_{n}(y)-r(y)\right| d y\right] & =n^{\frac{1}{3}} E\left[\int_{0}^{\beta_{F}}\left|\hat{r}_{n}\left(W_{*}(x)\right)-r\left(W_{*}(x)\right)\right| w(x) d x\right] \\
& =n^{\frac{1}{3}} E\left(\int_{0}^{\beta_{F}}\left|\hat{f}_{n}^{*}(x)-f(x)\right| d x\right) ; \\
c \int_{0}^{M^{*}}\left[\frac{1}{2} r(y)\left|r^{\prime}(y)\right|\right]^{\frac{1}{3}} d y & =c \int_{0}^{\beta_{F}}\left[\frac{1}{2} r\left(W_{*}(x)\right)\left|r^{\prime}\left(W_{*}(x)\right)\right|\right]^{\frac{1}{3}} w(x) d x \\
& =c \int_{0}^{\beta_{F}}\left[\frac{1}{2} w(x) f(x)\left|[f(x) / w(x)]^{\prime}\right|\right]^{\frac{1}{3}} d x .
\end{aligned}
$$

So the proof is complete.
In the following we discuss the asymptotic normality of the $L_{1}$-norm

$$
\left\|\hat{f}_{n}^{*}-f\right\|_{I, \beta_{F}}=\int_{0}^{\beta_{F}}\left|\hat{f}_{n}^{*}(t)-f(t)\right| d t
$$

We assume that $[f(x) / w(x)]^{\prime}>0$ for $x \in\left(0, \beta_{F}\right)$ and $[f(x) / w(x)]^{(2)}$ is bounded and continuous. Then we have the following result:

Theorem 6.2.5. (Asymptotic normality of the $L_{1}$-norm $\left\|\hat{f}_{n}^{*}-f\right\|_{1, \beta_{F}}$ ) Assume that $w$ is differentiable. Then

$$
n^{\frac{1}{6}}\left\{n^{\frac{1}{3}}\left\|\hat{f}_{n}^{*}-f\right\|_{1, \beta_{F}}-C\right\} \rightarrow N\left(0, \sigma^{2}\right),
$$

where

$$
\begin{aligned}
C & =2 E|V(0)| \int_{0}^{\beta_{F}}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left(f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right)\right|^{\frac{1}{3}} d x \\
& \approx 0.82 \int_{0}^{\beta_{F}}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left(f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right)\right|^{\frac{1}{3}} d x \\
\sigma^{2} & =8 \int_{0}^{\infty} \operatorname{Cov}(|V(0)|,|V(a)-V(0)|) d a \\
& \approx 0.17 .
\end{aligned}
$$

Proof. Applying Theorem 3.1 of Groeneboom (1985) and noting the following facts:

$$
\begin{aligned}
\left\|\hat{r}_{n}-r\right\|_{1, M^{*}} & =\left\|\hat{f}_{n}^{*}-f\right\|_{1, \beta_{F}} \\
\int_{0}^{M^{*}}\left|\frac{1}{2} r(y) r^{\prime}(y)\right|^{\frac{1}{3}} d y & =\int_{0}^{\beta_{F}}\left|\frac{1}{2} w(x) f(x)\left(\frac{f(x)}{w(x)}\right)^{\prime}\right|^{\frac{1}{3}} d x \\
& =\int_{0}^{\beta_{F}}\left|\frac{1}{2} \frac{f(x)}{w(x)}\left[f^{\prime}(x) w(x)-w^{\prime}(x) f(x)\right]\right|^{\frac{1}{3}} d x
\end{aligned}
$$

the result follows immediately.

### 6.3 Kernel Estimators and Their Properties

In this section we are going to discuss kernel estimators of $f$ and their properties under condition (6.1.1). As in Chapter $V$, we first study asymmetric kernels and then symmetric kernels. The kernel estimator of $f$ is defined by

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n h} \sum_{i=1}^{n} k\left(\frac{x-X_{i}}{h}\right)=\frac{1}{n h} \sum_{i=1}^{n} k_{h}\left(x-X_{i}\right) \tag{6.3.1}
\end{equation*}
$$

where the kernel $k$ and the sequence $\left\{h=h_{n}\right\}$ are defined in Chapter $V$.
Let $E$ denote the expectation with respect to the joint distribution of $X_{1}, \ldots, X_{n}$, and let $C>0$ be a fixed constant, and let

$$
U_{C}=\left\{\begin{array}{c}
f(x): f(x) \text { is a density on }\left[0, \beta_{F}\right) \quad \text { such that } \\
{[f(x) / w(x)]^{\prime} \geq 0, \quad f\left(\beta_{F}\right) / w\left(\beta_{F}\right) \leq C}
\end{array}\right\} .
$$

Theorem 6.3.1. Let $\hat{f}_{n}$ be defined by (6.3.1). Assume that the kernel $k$ is left sided, that is, $k(x) I_{(0, \infty)}(x)=0$. Then for all $f \in U_{C}$,

$$
E \int_{0}^{\beta_{F^{\prime}}}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{C}{n h}\right)^{\frac{1}{2}} N_{1}(h)+C h k_{1} N
$$

where

$$
\begin{aligned}
k_{1} & =\int|x| k(x) d x \\
N_{1}(h) & =\int_{0}^{\beta_{F}}\left[w_{h, 2}^{+}(x)\right]^{\frac{1}{2}} d x \\
N & =\liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}} w_{h, 1}^{+}(x) d x
\end{aligned}
$$

The proof is similar to that of Theorem 5.3.1. In order to make the thesis self-contained, we give the proof as follows:

Proof. As usual, we split $E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x$ into two parts

$$
\begin{aligned}
E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x & \leq E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-E \hat{f}_{n}(x)\right| d x \\
& +\int_{0}^{\beta_{F}}\left|E \hat{f}_{n}(x)-f(x)\right| d x \\
& \equiv \text { VARIATION }+ \text { BIAS }
\end{aligned}
$$

Now for fixed $x$, we define $w_{h, j}^{+}(x)=\int_{\frac{x-\beta \varepsilon}{h}}^{0}[k(u)]^{j} f(x-u h) d u, f_{h, j}^{+}(x)$ with defined similarly for $j=1,2$. Then

$$
\begin{aligned}
\operatorname{Var}\left[\hat{f}_{n}(x)\right] & \leq \frac{1}{n h^{2}} \int_{0}^{\beta_{F}} k^{2}\left(\frac{x-y}{h}\right) f(y) d y \\
& =\frac{1}{n h} \int_{\frac{x-\beta_{F}}{h}}^{0} k^{2}(u) f(x-u h) d u \\
& \leq \frac{C}{n h} \int_{\frac{x-\beta_{E}}{h}}^{0} k^{2}(u) w(x-u h) d u \\
& \equiv \frac{C}{n h} w_{h, 2}^{+}(x)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\text { VARIATION } & \leq \int_{0}^{\beta_{F}}\left[\operatorname{Var}\left(\hat{f}_{n}(x)\right)\right]^{\frac{1}{2}} d x \\
& \leq\left(\frac{C}{n h}\right)^{\frac{1}{2}} \int_{0}^{\beta_{F}}\left[w_{h, 2}^{+}(x)\right]^{\frac{1}{2}} d x \\
& \equiv\left(\frac{C}{n h}\right)^{\frac{1}{2}} N_{1}(h)
\end{aligned}
$$

where

$$
N_{1}(h)=\int_{0}^{\beta_{F}}\left[w_{h, 2}^{+}(x)\right]^{\frac{1}{2}} d x .
$$

On the other hand, note that $E \hat{f}_{n}(x)=f_{h, 1}^{+}(x)$. As in the proof of Theorem 5.3.1, we have

$$
\mathrm{BIAS}=\int_{0}^{\beta_{F}}\left|E \hat{f}_{n}(x)-f(x)\right| d x \leq h k_{1} D^{*}(f),
$$

where

$$
\begin{aligned}
D^{*}(f) & =\liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}}\left|f_{h, 1}^{+}(x)\right| d x \\
& \leq C \liminf _{h \rightarrow 0+}^{\beta_{F}} \int_{0}^{+}(x) d x \\
& \equiv C N,
\end{aligned}
$$

and

$$
N=\liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}} w_{h, 1}^{+}(x) d x
$$

The result is proved.
Corollary 1. Under the condition of Theorem 6.3.1 and assume that $N_{1}=\sup _{h>0} N_{1}(h)$ exists, then

$$
E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{C}{n h}\right)^{\frac{2}{2}} N_{i}+C k_{2} N_{v}
$$

Corollary 2. Under the condition of Corollary 1 , the bound in Corollary
1 is minimized for

$$
h_{n}=\left(\frac{N_{1}}{2 \sqrt{n} k_{1} \sqrt{C N}}\right)^{2 / 3}
$$

and for this choice of $h_{n}$

$$
E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{k_{1} N}{n}\right)^{\frac{1}{3}}\left(C N_{1}\right)^{\frac{2}{3}}\left[2^{1 / 3}+2^{-2 / 3}\right] .
$$

## Corollary 3. For all $n$,

$$
\inf _{h} \sup _{f \in D_{C}} E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{k_{1} N}{n}\right)^{\frac{1}{3}}\left(C N_{1}\right)^{\frac{2}{3}}\left[2^{1 / 3}+2^{-2 / 3}\right]
$$

The next theorem considers a symmetric kernel.
Theorem 6.3.2. Suppose that the kernel in (6.3.1) is symmetric about zero. Then for all $n$ and $h$,

$$
E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x \leq\left(\frac{1}{n h}\right)^{\frac{1}{2}} N_{1}^{*}(h)+C h k_{1} N^{*}
$$

where

$$
\begin{aligned}
k_{1} & =\int|x| k(x) d x \\
N_{1}^{*}(h) & =\int_{0}^{\beta_{F}}\left[w_{h, 2}^{*}(x)\right]^{\frac{1}{2}} d x \\
N^{*} & =\liminf _{h \rightarrow 0+}^{\beta_{F}} \int_{0}^{\beta_{F}} w_{h, 1}^{*}(x) d x \\
w_{h, j}^{*}(x) & =\int_{\frac{x-\beta x}{h}}^{\frac{x}{h}} k^{2}(u) w(x-u h) d u, \quad j=1,2
\end{aligned}
$$

Proof. Similar to the proof of Theorem 6.3.1,

$$
\begin{aligned}
E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-f(x)\right| d x & \leq E \int_{0}^{\beta_{F}}\left|\hat{f}_{n}(x)-E \hat{f}_{n}(x)\right| d x \\
& +\int_{0}^{\beta_{F}}\left|E \hat{f}_{n}(x)-f(x)\right| d x \\
& \equiv \text { VARIATION }+ \text { BIAS }
\end{aligned}
$$

Now for fixed $x$, we define

$$
w_{h, j}^{*}(x)=\int_{\frac{x-\beta_{E}}{h}}^{\frac{x}{h}} k^{j}(u) w(x-u h) d u, \quad j=1,2
$$

$f_{h, j}^{*}(x)$ with defined similarly. Then

$$
\begin{aligned}
\operatorname{Var}\left[\hat{f}_{n}(x)\right] & \leq \frac{1}{n h^{2}} \int_{0}^{\beta_{F}} k^{2}\left(\frac{x-y}{h}\right) f(y) d y \\
& =\frac{1}{n h} \int_{\frac{x-\beta_{E}}{h}}^{\frac{x}{h}} k^{2}(u) f(x-u h) d u \\
& \leq \frac{C}{n h} \int_{\frac{x-\beta_{E}}{h}}^{\frac{\pi}{h}} k^{2}(u) w(x-u h) d u \\
& \equiv \frac{C}{n h} w_{h, 2}^{*}(x)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\text { VARIATION } & \leq \int_{0}^{\beta_{F}}\left[\operatorname{Var}\left(\hat{f}_{n}(x)\right)\right]^{\frac{1}{2}} d x \\
& \leq\left(\frac{C}{n h}\right)^{\frac{1}{2}} \int_{0}^{\beta_{F}}\left[w_{h, 2}^{*}(x)\right]^{\frac{1}{2}} d x \\
& \equiv\left(\frac{C}{n h}\right)^{\frac{1}{2}} N_{1}^{*}(h)
\end{aligned}
$$

where

$$
N_{1}^{*}(h)=\int_{0}^{\beta_{F}}\left[w_{h, 2}^{*}(x)\right]^{\frac{1}{2}} d x
$$

On the other hand, note that $E \hat{f}_{n}(x)=f_{h, 1}^{*}(x)$. Applying Theorem 7.1 of Devroye (1987) we have

$$
\mathrm{BIAS}=\int_{0}^{\beta_{F}}\left|E \hat{f}_{n}(x)-f(x)\right| d x \leq h k_{1} D^{*}(f)
$$

where

$$
\begin{aligned}
D^{*}(f) & =\liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}}\left|f_{h, 1}^{*}(x)\right| d x \\
& \leq C \liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}} w_{h, 1}^{*}(x) d x \\
& \equiv C N^{*}
\end{aligned}
$$

and

$$
N^{*}=\liminf _{h \rightarrow 0+} \int_{0}^{\beta_{F}} w_{h, 1}^{*}(x) d x
$$

The proof is complete.

### 6.4 Modified Histogram Type Estimators

As in Chapter V, let $f$ be a density defined on a bounded interval $[a, a+L]$ such that $f / w$ is monotone increasing and $f(a+L) / w(a+L) \leq C$. Let $f_{n}$ be an estimator of $f$ constructed from $n$ iid observations from $f$. The risk of $f_{n}$ at $f$ is defined by (5.4.1).

In (5.4.1), we make the change of variable $y=\int_{x}^{\beta_{F}} w(z) d z=W_{*}(x)$, where $\beta_{F} \geq a+L$. Then

$$
\begin{aligned}
& \beta_{F} \geq a+L \text {. Then } \\
& \qquad \begin{aligned}
R\left(f_{n}, f\right) & =E\left[\int_{W_{*}(a+L)}^{W_{*}(a)}\left|f_{n}\left(W_{*}^{-1}(y)\right)-f\left(W_{*}^{-1}(y)\right)\right| \frac{d y}{w\left(W_{*}^{-1}(y)\right)}\right] \\
& =E\left[\int_{W_{*}(a+L)}^{W_{*}(a)}\left|\frac{f_{n}\left(W_{*}^{-1}(y)\right)}{w\left(W_{*}^{-1}(y)\right)}-\frac{f\left(W_{*}^{-1}(y)\right)}{w\left(W_{*}^{-1}(y)\right)}\right| d y\right] \\
& =E\left[\int_{W_{*}(a+L)}^{W_{*}(a)}\left|r_{n}(y)-r(y)\right| d y\right]
\end{aligned} \\
& \text { Hence, as long as we define } f_{n}(x)=w(x) r_{n}\left(W_{*}(x)\right), \text { where } r_{n} \text { is Birgé's his- }
\end{aligned}
$$ togram estimator, then the results of Birgé (1987) also hold for our estimator. One of such results is the following.

## Theorem 6.4.1. Let

$$
f_{n}(x)=w(x) \sum_{i=0}^{p-1}\left(n I_{i}\right)^{-1} N_{i} I_{A_{i}}\left(W_{*}(x)\right)
$$

where $N_{i}$ denotes the number of observations $\left\{Y_{i}\right\}_{i=1}^{n}$ which belong to $A_{i}$, where $\left\{A_{i}=\left[y_{i}, y_{i+1}\right)\right\}_{i=1}^{p-1}$ is a partition of $\left[W_{*}(a+L), W_{*}(a)\right]$, and $l_{i}=y_{i+1}-y_{i}$ is the length of $A_{i}$ such that $\left\{l_{i}\right\}_{i=0}^{p-1}$ is an increasing sequence. Then

$$
R\left(f_{n}, f\right) \leq 1.89\left[\frac{S}{n}\right]^{\frac{1}{3}}+0.2\left[\frac{S}{n}\right]^{\frac{2}{3}}
$$

where $S=\log \left[1+C\left(W_{*}(a)-W_{*}(a+L)\right)\right]$.

## APPENDIX <br> DEFINITIONS AND NOTATION

## A. 1 Definitions

The following definitions can be found in Shorack and Wellner (1986, p.828p.839).

Definition A.1.1. Let $\mathcal{A}$ denote a class of subsets of the sample space $\mathcal{X}$. For any finite subset $D$ of $\mathcal{X}$, let $\#_{A}(D)$ denote the number of different subsets of $D$ that can be obtained by intersecting $D$ with members of $A$. For any $r=0,1, \ldots$, define

$$
m_{\mathcal{A}}(r)=\max \left\{\#_{\mathcal{A}}(D): D \subset \mathcal{X}, \#(D)=r\right\}
$$

Clearly, $m_{\mathcal{A}}(r)$ cannot be larger than $2^{r}$. We call $m_{\mathcal{A}}(r)$ the growth function for A. Let

$$
v=v_{\mathcal{A}}=\left\{\begin{array}{l}
\inf \left\{r: m_{\mathcal{A}}(r)<2^{r}\right\} ; \\
\infty,
\end{array} \quad \text { if } m_{\mathcal{A}}=2^{r} \text { for all } r<\infty\right.
$$

Then $v_{\mathcal{A}}$ is called the Vapnik-C̆hervonenkis index number of $\mathcal{A}$. If $v_{\mathcal{A}}<\infty$, then $\mathcal{A}$ is called a Vapnik-C̆hervonenkis class or VC class. We always use $\mathcal{C}$ to denote a Vapnik-C̆hervonenkis class.

The next definition requires the following notation.
Let $\mathcal{L}_{2}=\mathcal{L}_{2}(\mathcal{X}, \mathcal{F}, P)$ be the Hilbert space of (equivalent classes of ) $\mathcal{F}$-measurable functions $f: \mathcal{X} \longrightarrow R^{1}$ such that $\int f^{2} d P<\infty$. Let $W_{P}$ be a Gaussian process indexed by $\mathcal{L}_{2}$. That is, the rvs $\left\{W_{P}(f): f \in \mathcal{L}_{2}\right\}$ are
jointly Gaussian with mean 0 and covariance

$$
P(f g)=\int_{\mathcal{X}} f g d P
$$

for $f, g \in \mathcal{L}_{2}$. Let

$$
\mathbf{Z}_{P}(f) \stackrel{d}{=} \mathbf{W}_{P}(f)-P(f) \mathbf{W}_{P}(1)
$$

Definition A.1.2. A class $\mathcal{B} \subset \mathcal{L}_{2}$ will be called a $Z_{P}-B U C$ class if and only if the process $\mathbf{Z}_{P}(f)(\omega)$ can be chosen so that for all $\omega$ the sample functions $f \longrightarrow \mathbf{Z}_{P}(f)(\omega)$ restricted to $f \in \mathcal{B}$ are bounded and

$$
\rho_{P}(f, g)=\left\{P\left[(f-g)^{2}\right]-[P(f-g)]^{2}\right\}^{\frac{1}{2}}
$$

is uniformly continuous with respect to the $\mathcal{L}_{2}$-norm.
Definition A.1.3. A $Z_{P}-$ BUC class $\mathcal{B}$ will be called a functional Donsker class for $P$ if and only if there exist processes $Y_{j}(f), Y \in \mathcal{B}$ where $Y_{j} \stackrel{d}{=} Z_{P}$ are independent copies of $Z_{P}$ for which $\mathcal{B}$ is $\mathbf{Z}_{P}-B U C$ for each $j$ such that

$$
n^{-\frac{1}{2}} \max _{m \leq n}\left\|\sqrt{m} Z_{m}-\sum_{j=1}^{m} Y_{j}\right\|_{B} \leq M_{n}
$$

where

$$
\begin{aligned}
& M_{n} \xrightarrow{P} 0 \quad \text { as } \quad n \rightarrow \infty \\
& \mathbf{Z}_{m}=\sqrt{m}\left[\mathbf{P}_{m}-P\right] \\
& \mathbf{P}_{m}=\frac{1}{m} \sum_{i=1}^{m} \delta_{X_{i}}, \quad \text { (empirical measure) }
\end{aligned}
$$

and $\|$.$\| is the supremum norm.$

## A. 2 Special Notation for Chapters II and III

$$
\mathcal{Q}(F) \equiv\left\{q_{e}(x) I_{C}: C \in \mathcal{C}, \quad q_{e}(x) \geq 0 \quad \text { is fixed with } \quad[F]\left(q_{e}\right)<\infty\right\}
$$

where $\quad x \in R^{1}, \quad$ and $\quad[F]\left(q_{e}\right) \equiv \int_{-\infty}^{\infty} q_{e}(x) d F(x)$
$\mathcal{C} \equiv$ Vapnik-Chervonenkis class of subsets of sample space $\mathcal{X}$

$$
Q\left(H_{F}\right) \equiv\left\{\frac{q}{h \circ F}: q \in \mathcal{Q}(F)\right\}
$$

$$
\mathcal{X}^{+} \equiv \bigcup_{i=1}^{s}\left\{x: w_{i}(x)>0\right\}
$$

$$
n \equiv n_{1}+\cdots+n_{s} \quad(\text { total sample size })
$$

$\lambda_{n i} \equiv n_{i} / n \quad$ (sample fractions) $\quad i=1, \ldots, s$
$\lambda_{i} \equiv \lim _{n \rightarrow \infty} \lambda_{n i}>0 \quad$ (if the limit exists) $, \quad i=1, \ldots, s$
$\Delta \equiv$ diagonal matrix with diagonal $\left(\lambda_{1}, \ldots, \lambda_{s}\right)$

$$
\begin{aligned}
\bar{G}_{n}(x)= & \sum_{i=1}^{s} \lambda_{n i} G_{i}(x) \quad \text { average distribution of cdfs } \\
& G_{1}(x), \ldots, G_{s}(x) \quad \text { for } \quad x \in R^{1} \\
\bar{G}(x)= & \sum_{i=1}^{s} \lambda_{i} G_{i}(x) \quad \text { for } \quad x \in R^{1} \\
\mathbf{G}_{n}(x)= & \frac{1}{n} \sum_{i=1}^{s} \sum_{j=1}^{n_{i}} I_{(-\infty, x]}\left(X_{i j}\right), \quad x \in R^{1} \\
\underline{V}^{T}= & \left.\left(V_{1}, \ldots, V_{s}\right), \quad \text { (solution of equation }(2.2 .5)\right) \\
\underline{\mathbf{V}}_{n}^{T}= & \left.\left(\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}\right), \quad \text { (solution of equation }(2.2 .15)\right) \\
\underline{W}^{T}= & \left(W_{1}, \ldots, W_{s}\right), \quad \text { where } \\
W & W_{i}=\int_{-\infty}^{\infty} w(F(y)) d F(y)=\int_{0}^{1} w_{i}(u) d u, \quad 1 \leq i \leq s \\
\underline{B}^{T}= & \left(B_{1}, \ldots, B_{s}\right), \quad \text { where } \quad B_{i}=V_{i} B_{s}, \quad 1 \leq i \leq s \\
\underline{\mathbf{B}}_{n}^{T}= & \left(\mathbf{B}_{n 1}, \ldots, \mathbf{B}_{n s}\right), \quad \text { where }
\end{aligned}
$$

$$
\begin{aligned}
\boldsymbol{B}_{n i} & =\mathbf{V}_{n i} \mathbf{B}_{n s}, \quad i=1, \ldots, s-1, \quad(\text { see }(2.2 .17)) \\
\mathbf{B}_{n s} & =\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}, \quad(\text { see }(2.2 .18)) \\
r_{n}\left(\underline{\mathbf{B}}_{n}\right) & =\left[\sum_{i=1}^{s} \frac{\lambda_{n i} w_{i}(x)}{\mathbf{B}_{n i}}\right]^{-1}, \quad x \in R^{1} \\
r(\underline{B}) & =\left[\sum_{i=1}^{s} \frac{\lambda_{i} w_{i}(x)}{B_{i}}\right]^{-1}, \quad x \in R^{1}
\end{aligned}
$$

## A. 3 Special Notation for Chapter IV

$$
\begin{aligned}
& \underline{\mathbf{p}}_{n}^{T}=\left(\hat{p}_{n}(1), \ldots, \hat{p}_{n}(s)\right), \quad \text { where } \hat{p}_{n}(i)=\frac{1}{n} \sum_{j=1}^{n} I_{\left[K_{j}=i\right]}, \quad 1 \leq i \leq s \\
& \underline{p}^{T}=(p(1), \ldots, p(s)), \quad \text { where } p(i)=P(\mathbb{K}=i), \quad 1 \leq i \leq s \\
& \underline{V}^{T}\left.=\left(V_{1}, \ldots, V_{s}\right), \quad \text { (solution of equation }(4.2 .3)\right) \\
& \underline{\mathbf{V}}_{n}^{T}=\left(\mathbf{V}_{n 1}, \ldots, \mathbf{V}_{n s}\right), \quad \text { (solution of equation (4.2.7)) } \\
& \underline{W}^{T}=\left(W_{1}, \ldots, W_{s}\right), \quad \text { where } \quad W_{i}=V_{i} W_{s}, \quad 1 \leq i \leq s \\
& \underline{\mathbf{W}}_{n}^{T}=\left(\mathbf{W}_{n 1}, \ldots, \mathbf{W}_{n s}\right), \quad \text { where } \\
& \mathbf{W}_{n i}=\mathbf{V}_{n i} \mathbf{W}_{n s}, \quad i=1, \ldots, s-1, \quad(\text { see }(4.2 .9)) \\
& \mathbf{W}_{n s}=\frac{1}{\int_{-\infty}^{\infty}\left[\sum_{i=1}^{s} \frac{\hat{p}_{n}(i) w_{i}(y)}{\mathbf{V}_{n i}}\right]^{-1} d \mathbf{G}_{n}(y)}, \quad \text { (see (4.2.10))} \\
& \mathbf{G}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} I_{(-\infty, x]}\left(X_{i}\right), \quad x \in R^{1} \\
& r\left(\underline{\mathbf{W}}_{n}, \underline{\mathbf{p}}\right)=\left[\sum_{i=1}^{s} \frac{\hat{p}_{n}(i) w_{i}(x)}{\mathbf{W}_{n i}}\right]^{-1}, \quad x \in R^{1} \\
& r(\underline{\mathbf{W}}, \underline{p})=\left[\sum_{i=1}^{s} \frac{p(i) w_{i}(x)}{W_{i}}\right]^{-1}, \quad x \in R^{1}
\end{aligned}
$$
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