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## Chapter 1

## Introduction

This study investigates energy transport in disordered one-dimensional nonlinear chains. More specifically, the system of interest is a chain having binary, isotopic disorder; the impurities are single-valued. Starting from a homogeneous chain, disorder increases with increasing impurity concentration. Because these are discrete chains, as the impurity concentration increases beyond $1 / 2$, the system becomes less disordered, becoming homogeneous at an impurity concentration of 1. This pure-disorder-pure transition is an important component to the response of these systems.

The harmonic behavior of the binary isotopic disordered (BID) chains is an important element in understanding the behavior of the anharmonic chains. The eigenstates of a disordered harmonic one-dimensional chain are localized, a phenomena referred to as Anderson localization. The length scale over which the eigenstates are localized is the localization length. The localization length of a harmonic BID chain decreases with increasing impurity concentration, up to a point. Above a certain impurity concentration, the localization length diverges toward infinity as the concentration approaches 1 .

The objective here is to study energy localization and transport in nonlinear
disordered systems. Part of the far reaching appeal of the subject is its relevance to acoustic, electromagnetic, and quantum transport [1, 2]. Although considerable study has focused on the effects of solitary waves [3], here we are interested primarily in phonon behavior. Moreover, we want to study the behavior of systems that are otherwise at zero temperature, which presents its own problems. The system of interest is a one-dimensional discrete chain composed of masses that interact with nearest neighbors via both linear and cubic force terms. Starting from an eigenstate of the corresponding harmonic chain, we study energy dissipation and transport along the chain.

### 1.1 Outline

To study energy transport in disordered nonlinear systems, some preliminary discussion is needed to better understand the behavior of linear BID chains and the role of impurities in mode transitions. Information from both studies will be useful in comprehending the results from the study of energy transport.

Anderson Localization: In one-dimensional disordered systems, an electron wave function $\psi$ is localized, meaning that $|\psi|^{2}$ decays exponentially to zero at either end of the system. The decay occurs over a length scale $\xi$, referred to as the Anderson localization length. In these systems, the zero amplitude of the electron wave function at each end means that these systems cannot conduct energy.

Fermi-Pasta-Ulam Chains: The Fermi-Pasta-Ulam (FPU) chain of masses connected to nearest neighbors via springs is a natural analog to the quantum system first studied by Anderson. Displacements along the chain ex-
hibit the same wave interferences that lead to localization and the entire system be described by a tight binding model analogous to the Anderson model. Moreover, nonlinear springs lead to a Hamiltonian that resembles the nonlinear Schrödinger equation.

Energy Transport: Energy transport through the FPU chain is analogous to electron transport through quantum systems. Quantitative studies of thermal conductivity in nonlinear disordered systems are performed at finite temperature. As such, these studies have a wealth of methods and techniques that can be borrowed from non-equilibrium thermodynamics. By contrast, here the system of interest is at zero temperature and the initial condition is a localized disturbance at one end of a system.

Each of these topics, in turn, requires an introduction. The following Sections introduce the relevant concepts in a logical order. Moreover, this Introduction is meant to be comprehensive so that the reader will be familiar with all the relevant issues, and their interdependencies, before reading the chapters that discuss the numerical experiments.

### 1.2 Anderson Localization

In the absence of disorder (and nonlinearity) in a quantum lattice, a quasi-particle wave function is a product of a periodic function and a plane wave [4]. Disorder destroys the spatial invariance, and the quasi-particles are no longer Bloch functions [4].

The first model to characterize localization in disordered materials was introduced by Anderson [5]. If the disorder is sufficiently strong, Anderson discovered
that the quasi-particle states are localized in their physical extent. Moreover, localized modes are incapable of contributing to overall transport if there is insufficient thermal energy to allow 'hopping' among eigenstates. Therefore, the metal-insulator transition [6] in a disordered system that occurs upon cooling a metal is referred to as an Anderson transition.

### 1.2.1 Anderson Tight Binding Model

The theory of localization was developed within the context of electrical conduction. Therefore, we need to characterize the spatial extent of the electron wave function at each site in the lattice. The governing equation for the system is the Schrödinger equation $\left(\hbar^{2}=1\right)$ on a lattice with atoms located at $\mathbf{r}_{n}$ :

$$
\begin{equation*}
\left[-\frac{1}{2 m} \nabla^{2}+\sum_{n} u_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right)\right] \boldsymbol{\Psi}(\mathbf{r})=E \boldsymbol{\Psi}(\mathbf{r}) \tag{1.1}
\end{equation*}
$$

The atomic potential $u_{n}$ is a random function, introducing disorder into the system.

Assuming that the electron wave functions at each atom are relatively independent, the wave function $\boldsymbol{\Psi}(\mathbf{r})$ can be approximated by a superposition of individual electron wave functions [7]:

$$
\begin{equation*}
\Psi(\mathbf{r})=\sum_{n} \psi_{n} \chi_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right) \tag{1.2}
\end{equation*}
$$

The function $\chi_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right)$ is the atomic orbital at site $\mathbf{r}_{n}$, and $\psi_{n}$ is its amplitude. The orbitals $\chi_{n}$ are the single-atom solutions:

$$
\begin{equation*}
\left[-\frac{1}{2 m} \nabla^{2}+u_{n}\right] \chi_{n}=\epsilon_{n} \chi_{n} \tag{1.3}
\end{equation*}
$$

The quantity $\epsilon_{n}$ is the electron energy at the $n$-th atom.

For conduction, the individual electron wave functions must overlap. This information is contained in the orbital $\chi_{n}$. Substituting Eq. (1.2) into Eq. (1.1), and using Eq. (1.3), gives

$$
\begin{equation*}
\sum_{n}\left[\epsilon_{n}-E+\sum_{p \neq n} u_{p}\left(\mathbf{r}-\mathbf{r}_{p}\right)\right] \psi_{n} \chi_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right)=0 \tag{1.4}
\end{equation*}
$$

Multiplying the left hand side of Eq. (1.4) by $\chi_{m}^{*}$ and integrating over all space gives an equation for the amplitudes $\psi_{n}$ [7]:

$$
\begin{equation*}
\sum_{n}\left[\left(\epsilon_{n}-E\right) \mathrm{A}_{m, n}+\sum_{p \neq n} \mathrm{~B}_{m, p, n}\right] \psi_{n}=0 \tag{1.5}
\end{equation*}
$$

where the coefficients $A_{m, n}$ and $B_{m, p, n}$ are

$$
\begin{align*}
\mathrm{A}_{m, n} & =\int \mathrm{d} \mathbf{r} \chi_{m}^{*}\left(\mathbf{r}-\mathbf{r}_{m}\right) \chi_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right)  \tag{1.6a}\\
\mathrm{B}_{m, p, n} & =\int \mathrm{d} \mathbf{r} \chi_{m}^{*}\left(\mathbf{r}-\mathbf{r}_{m}\right) u_{p}\left(\mathbf{r}-\mathbf{r}_{p}\right) \chi_{n}\left(\mathbf{r}-\mathbf{r}_{n}\right) \quad(p \neq n) \tag{1.6~b}
\end{align*}
$$

Eqs. (1.5) and (1.6) are valid for any arbitrary potential $u_{n}$. The coefficients A and B depend on the particular choice of $u_{n}$.

A solution to Eq. (1.5) can be found by making a few approximations. If the electrons are tightly bound to each atom, there will be negligible overlap among neighboring orbital functions $\chi$, and $\mathrm{A}_{m, n}$ can be approximated by a Kronecker delta function $\delta_{m, n}[8]$. For $\mathrm{B}_{m, p, n}$, given that $p \neq n$ and that $\chi_{m}$ is spatially localized, significant contributions can only come from $m=p$. Also, only lattice sites $n$ that are nearest neighbors to $m$ will contribute, so the only contributions to Eq. (1.6b) are $\mathrm{B}_{m, m, m+\mathbf{e}}$, where $\mathbf{e}$ represents the vector of nearest neighbors. Finally, the values $\mathrm{B}_{m, m, m+\mathrm{e}}$ are assumed to be a constant equal to $V$. Substituting for A and B in Eq. (1.5) gives

$$
\begin{equation*}
\epsilon_{n} \psi_{n}+V \sum_{\mathrm{e}} \psi_{n+\mathrm{e}}=E \psi_{n} \tag{1.7}
\end{equation*}
$$

This is the Anderson tight binding model (TBM) that appeared in his seminal work [5].

Typically, the hopping potential $V$ is absorbed into the other terms:

$$
\begin{equation*}
\epsilon_{n} \psi_{n}+\sum_{\mathbf{e}} \psi_{n+\mathbf{e}}=E \psi_{n} \tag{1.8}
\end{equation*}
$$

For the case of a one-dimensional lattice, the summation contains two terms:

$$
\begin{equation*}
\epsilon_{n} \psi_{n}+\psi_{n-1}+\psi_{n+1}=E \psi_{n} \tag{1.9}
\end{equation*}
$$

This is the TBM for which we will seek an analogy from the discrete chain.

### 1.2.2 Localized Eigenstates

For a one-dimensional chain composed of $N$ sites, Eq. (1.9) is an eigenvalue problem with $N$ degrees of freedom, yielding $N$ eigenvalues and $N$ eigenvectors. A homogeneous system having $\epsilon_{n}=-2$ will have eigenvalues in the range $-4 \leq$ $E \leq 0$, and all the eigenvectors will span the system.

The addition of impurities gives rise to eigenvectors that have (virtually) zero amplitude at the ends of the system. These eigenvectors, therefore, cannot contribute to transport. An example eigenvector from a disordered system is shown in Fig. 1.1 for a system having 100 sites. Disorder site energies $\epsilon_{n}=-2.2$ were chosen at random with probability 0.10 . The eigenvalue for the eigenvector shown in Fig. 1.1 is $E=-4.06$. Although this system is too short to represent a disordered system, the behavior of the eigenvector shown is characteristic of disordered systems.


Figure 1.1: An eigenstate for disordered system of length 100 and homogeneous site energy $\epsilon_{n}=-2$. The system obeys the Anderson TBM in Eq. (1.9). Disorder site energy $\epsilon_{n}=-2.2$ at sites chosen at random with probability 0.10 .

### 1.3 Localization Length

Localization length refers to the spatial extent of eigenstates in the disordered system. In Fig. 1.1, it is the distance over which $\left|\psi_{n}\right|^{2}$ decays to zero. Halperin [9] showed that if the electron eigenfunction is localized, there can be no static conductivity. Simply put, there cannot be transport if the eigenvector amplitude is zero at both ends of the system. Mott and Twose [10] first conjectured that all the eigenstates of a disordered one-dimensional system are localized, having exponentially decreasing amplitudes. Therefore, none of the eigenstates can have finite amplitude at both ends of a disordered system.

Having established that the eigenstates have zero amplitude at both ends, the next objective was to characterize the spatial behavior analytically. Borland
[11] used quantum liquids (delta function array) to show that the wave function envelop grows exponentially with distance from the boundary. In Fig. 1.1, it is analogous to starting from the end of the system and working towards the middle.

The subsequent development for the wave function amplitude exploited properties of random matrices. Although Schmidt [12] was probably the first to formalize the transfer matrix approach to a tight binding model, Matsuda and Ishii [13] initiated the formal proof of exponentially decaying eigenfunctions by applying Furstenberg's [14] theorem on noncommuting random matrices to the onedimensional disordered harmonic chain. Ishii [15] then generalized the result for a number of classical and quantum one-dimensional lattices. It is this work that is usually cited as the proof of exponentially decaying eigenfunctions in disordered harmonic lattices.

### 1.3.1 Lyapunov Exponents

The Lyapunov exponent $\gamma$ is the (inverse) length scale over which the eigenfunctions decay. The value of $\gamma$ is found directly from Furstenberg's [14] theorem. Consider a one-dimensional system that obeys the Anderson TBM:

$$
\begin{equation*}
\psi_{n+1}=\left(E-\epsilon_{n}\right) \psi_{n}-\psi_{n-1} \tag{1.10}
\end{equation*}
$$

Given that $\left|\psi_{0}\right|^{2}+\left|\psi_{1}\right|^{2} \neq 0$, the solution can be expressed in terms of a transfer matrix $\mathrm{T}_{n}$ :

$$
\begin{equation*}
\binom{\psi_{N+1}}{\psi_{N}}=\mathrm{T}_{N} \mathrm{~T}_{N-1} \cdots \mathrm{~T}_{1}\binom{\psi_{1}}{\psi_{0}} \tag{1.11}
\end{equation*}
$$

where

$$
\mathrm{T}_{n}=\left(\begin{array}{cc}
\left(E-\epsilon_{n}\right) & -1  \tag{1.12}\\
1 & 0
\end{array}\right)
$$

For a random distribution of $\epsilon_{n}$, Furstenberg's theorem states that [13-15]

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \ln \left[\left|\psi_{N}\right|^{2}+\left|\psi_{N-1}\right|^{2}\right]=2 \gamma>0 \tag{1.13}
\end{equation*}
$$

with probability 1 . The Lyapunov exponent $\gamma$ is positive because the calculation begins at the edge of the system, so the amplitudes $\psi_{n}$ grow exponentially.

The localization length $\xi$ is defined in relation to the Lyapunov exponent. As the Lyapunov exponent $\gamma$ characterizes the exponentially increasing eigenfunction amplitude, the localization length $\xi$ characterizes the exponentially decaying amplitude envelop. They are reciprocal length scales, and one's choice for the precise relationship between the two is somewhat arbitrary. Generally, they are defined as follows:

$$
\begin{equation*}
\xi=\frac{1}{2 \gamma} \tag{1.14}
\end{equation*}
$$

### 1.3.2 Scaling Theory

The scaling theory used to describe conduction through disordered materials is based on theories developed for critical phenomena. Close to the transition between localized and extended states (metal-insulator transition) there exists a single relevant scaling variable that is sufficient to describe the critical behavior [16]. For metallic systems, the scaling parameter is the dimensionless conductivity and for dielectrics it is the ratio of the variation of the distance between energy levels to the variation in the boundary conditions of a long but finite system [1]. To characterize the dimensionless conductance $g$ of a system having length $L$, the logarithmic derivative $\beta^{\prime}$ was introduced [17]:

$$
\begin{equation*}
\beta^{\prime}=\frac{\mathrm{d} \ln g}{\mathrm{~d} \ln L} \tag{1.15}
\end{equation*}
$$

In the metallic regime $\beta^{\prime}$ is positive, and in the insulating regime it is negative.

To make this result meaningful, one must be able to calculate the conductivity of a disordered system from some macroscopic property. A calculation of the conductivity using the Kubo-Greenwood formula applied to a disordered system led to a conductivity that is directly proportional to the transmission probability $T$ [18, 19]. Thouless [20] pointed out that one must also consider the leads of the system when performing the calculation; there must exist an electric field in the leads to maintain charge neutrality. Doing so adds an additional term to the Kubo-Greenwood calculation, and the corrected result is identical to that of Landauer [21]:

$$
\begin{equation*}
g=\frac{T}{R} \tag{1.16}
\end{equation*}
$$

This result was corroborated by Anderson, Thouless, Abrahams, and Fisher (ATAF) [22] and developed further by Anderson and Lee [23].

## System Conductance

The formulation of the system conductance by Landauer and ATAF is instructive, so it is summarized briefly here. Consider a disordered material, as depicted in Fig. 1.2 by the grey region. On each end are leads having no impurities. The labels $i$ and $r$ represent incident and reflected waves to the left of a disordered region; likewise for $i^{\prime}$ and $r^{\prime}$ on the right side. For an incident wave having amplitude $A$, there will be a reflection amplitude $r$, and a transmission amplitude $t$. The reflection probability $R$ is $|r|^{2} /|A|^{2}$ and the transmission probability $T$ is $|t|^{2} /|A|^{2}$, such that $R+T=1$.

An oscillatory electrical potential $\Phi$ is applied, from left to right, across the system. The Fermi energy (chemical potential) $E_{F}$ of the reservoir on the left is greater than that on the right by an amount $e \Phi$, where $e$ is the charge of an
electron. The excess electron density $\widetilde{n}$ is proportional to $E_{F}$ :

$$
\begin{equation*}
\widetilde{n}=\frac{\mathrm{d} n}{\mathrm{~d} E_{F}} e \Phi \tag{1.17}
\end{equation*}
$$

The excess density $\widetilde{n}$ is also proportional to the difference in the electron currents $j$, divided by the respective velocities:

$$
\begin{align*}
\widetilde{n} & =\frac{j_{i}+j_{r}}{v}-\frac{j_{r^{\prime}}+j_{i^{\prime}}}{v^{\prime}}  \tag{1.18}\\
& =\frac{2 R\left(j_{i}-j_{i^{\prime}}\right)}{\partial E_{F} / \partial P_{x}} \tag{1.19}
\end{align*}
$$

The total current is $I / e=\left(j_{i}+j_{i^{\prime}}\right) T$, and the conductance $G$ is

$$
\begin{equation*}
G=\frac{I}{\Phi}=\frac{T}{2 R} e^{2} \frac{\mathrm{~d} n}{\mathrm{~d} E_{F}} \frac{\partial E_{F}}{\partial P_{x}} \tag{1.20}
\end{equation*}
$$

Given that $\mathrm{d} n / \mathrm{d} E_{F}=(1 / \pi \hbar)\left(\partial P_{x} / \partial E_{F}\right)$, the velocity and the density of states factors cancel, giving

$$
\begin{equation*}
G=\frac{e^{2}}{2 \pi \hbar} \frac{T}{R} \tag{1.21}
\end{equation*}
$$

This is the Landauer [21] result. To generalize this result for any of the models enumerated by Ishii [15], a dimensionless conductivity $g$ and a dimensionless resistivity $\rho$ are defined.

$$
\begin{equation*}
g=\frac{1}{\rho}=\frac{T}{R} \tag{1.22}
\end{equation*}
$$

## Exponential Scaling

Having established a proper expression for the system conductance, the next step is to determine what particular function of the conductance scales exponentially with system length. Landauer [21] averaged the total system resistivity $\rho_{T}$. For a system composed of two regions, one having resistivity $\rho_{1}$ and the other having


Figure 1.2: Schematic of a section of disordered material with incident (i) and reflected $(r)$ waves at both ends.
resistivity $\rho_{2}$, the total resistivity does not exhibit classical linear scaling:

$$
\begin{align*}
\rho_{T} & =\left\langle\frac{|r|^{2}}{|t|^{2}}\right\rangle \\
& =\left\langle\rho_{1}\right\rangle+\left\langle\rho_{2}\right\rangle+2\left\langle\rho_{1}\right\rangle\left\langle\rho_{2}\right\rangle \tag{1.23}
\end{align*}
$$

This scaling gives rise to the desired exponentially increasing resistivity.
The exponential growth of $\rho_{T}$ can be demonstrated by assuming that system $\rho_{1}$ has added to it a much smaller system $\rho_{2}$. Let $\rho_{2}$ be an infinitesimal quantity such that

$$
\begin{equation*}
\rho_{2}=\alpha \mathrm{d} L \tag{1.24}
\end{equation*}
$$

Starting at a length scale $L_{o}$ for which the resistance is classical, which is to say that $\rho_{o} \ll 1, \alpha$ represents the classical resistivity $\rho_{o} / L_{o}$. Substituting Eq. (1.24) into Eq. (1.24) gives

$$
\begin{equation*}
\rho_{T}-\rho_{1}=\alpha \mathrm{d} L+2 \rho_{1} \alpha \mathrm{~d} L \tag{1.25}
\end{equation*}
$$

To leading order, it can be assume that $\rho_{T} \approx \rho_{1}$ :

$$
\begin{equation*}
\mathrm{d} \rho_{T} \approx\left(1+2 \rho_{T}\right) \alpha \mathrm{d} L \tag{1.26}
\end{equation*}
$$

The final expression for the length dependence of $\rho_{T}$ was originally given by

Landauer [21]:

$$
\begin{equation*}
\rho_{T} \approx \frac{\mathrm{e}^{2 \alpha L}-1}{2} \tag{1.27}
\end{equation*}
$$

This result was confirmed by ATAF [22], who then demonstrated that other scaling schemes are possible:

$$
\begin{align*}
\rho_{T} & =\frac{1}{\left\langle g_{T}\right\rangle}=\left|\rho_{1}-\rho_{2}\right|  \tag{1.28}\\
\rho_{T} & =\frac{1}{\left.\left.\langle | t\right|^{2}\right\rangle}-1=\rho_{1}+\rho_{2} \tag{1.29}
\end{align*}
$$

The first relation is not a rational scaling law, and the second, although consistent with classical scaling, would not lead to exponential behavior, as would be expected. Therefore, a clear answer cannot be found by seeking desirable scaling relations from averaged quantities.

ATAF [22] postulated that the distribution must be considered along with the average. The variance of the scaling variable should increase slower than $L^{2}$ with increasing length. This is required to ensure that the distribution converges.

ATAF showed that the quantity $\langle\ln (1+\rho)\rangle$ could satisfy these criteria. There is additive scaling,

$$
\begin{equation*}
\left\langle\ln \left(1+\rho_{T}\right)\right\rangle=\left\langle\ln \left(1+\rho_{1}\right)\right\rangle+\left\langle\ln \left(1+\rho_{2}\right)\right\rangle \tag{1.30}
\end{equation*}
$$

that implies

$$
\begin{equation*}
\ln \left(1+\rho_{T}\right)=\alpha L \tag{1.31}
\end{equation*}
$$

The quantity $\alpha$ is the inverse localization length [22]

$$
\begin{equation*}
\alpha=1 / \xi \tag{1.32}
\end{equation*}
$$

and is the meaningful scaling quantity. This leads to exponentially increasing resistivity with system length [22]:

$$
\begin{equation*}
\rho=\mathrm{e}^{\alpha L}-1 \tag{1.33}
\end{equation*}
$$

This differs from the Landauer [21] result by an important factor of 2 .
The relationship between the ATAF classical resistivity $\alpha$ and the Lyapunov exponent $\gamma$ can be made using an alternate form of Eq. (1.13) that uses the system transmission probability $T$ [16]:

$$
\begin{equation*}
2 \gamma=-\lim _{L \rightarrow \infty} \frac{1}{L} \ln T \tag{1.34}
\end{equation*}
$$

Using $T=1+\rho$ and Eq. (1.31) gives an expression for $\alpha$ :

$$
\begin{equation*}
2 \gamma=\alpha \tag{1.35}
\end{equation*}
$$

This leads to the scaling equation expressed as a function of the Lyapunov exponent:

$$
\begin{equation*}
\ln \left(1+\rho_{T}\right)=2 \gamma L \quad \rho=\mathrm{e}^{2 \gamma L}-1 \tag{1.36}
\end{equation*}
$$

Alternatively, using Eq. (1.14),

$$
\begin{equation*}
\ln \left(1+\rho_{T}\right)=L / \xi \quad \rho=\mathrm{e}^{L / \xi}-1 \tag{1.37}
\end{equation*}
$$

More precisely, these quantities are meaningful only in an averaged sense:

$$
\begin{equation*}
2\langle\gamma\rangle=\left\langle\ln \left(1+\rho_{T}\right)\right\rangle \tag{1.38}
\end{equation*}
$$

The brackets $\langle\cdots\rangle$ denote ensemble averages.

## Logarithmic Derivative

The logarithmic derivative $\beta^{\prime}$ in Eq. (1.15) can be evaluated for one-dimensional systems. Using the fact that the transmission probability $T=1-\rho_{T}$ and Eq. (1.37), the dimensionless conductance $g$ is

$$
\begin{equation*}
g=\frac{\mathrm{e}^{-L / \xi}}{1-\mathrm{e}^{-L / \xi}} \tag{1.39}
\end{equation*}
$$

The logarithmic derivative $\beta^{\prime}$ can be expressed as a function of the conductance $g$ [22]:

$$
\begin{align*}
\beta^{\prime}=\frac{L}{g} \frac{\partial g}{\partial L} & =-(1+g) \frac{L}{\xi} \\
& =-(1+g) \ln \left(\frac{1+g}{g}\right) \tag{1.40}
\end{align*}
$$

Because $g$ is a positive definite quantity, the logarithmic derivative $\beta^{\prime}$ is strictly less than zero. Therefore, harmonic one-dimensional systems having finite disorder are insulators, and can never transition to a metallic (conducting) state.

### 1.3.3 BID Scaling

The ATAF additive scaling relation in Eq. (1.30) can be used to estimate the total resistivity of a BID system. Because the impurities in a BID system are identical, so are the individual impurity resistivities $\rho_{i}$. The total resistivity $\rho_{T}$ is a sum over all the impurities:

$$
\begin{equation*}
\left\langle\ln \left(1+\rho_{T}\right)\right\rangle=\sum_{i=1}^{N}\left\langle\ln \left(1+\rho_{i}\right)\right\rangle=N\langle\ln (1+\rho)\rangle \tag{1.41}
\end{equation*}
$$

This leads to an exact expression for the localization length $\xi$ for the system:

$$
\begin{equation*}
\langle\xi\rangle=\frac{L}{N} \frac{1}{\ln (1+\rho)}=\frac{1}{c \ln (1+\rho)} \tag{1.42}
\end{equation*}
$$

In the limit of weak scattering $(\rho \rightarrow 0)$, the localization length approaches the mean free path $\Lambda$ :

$$
\begin{equation*}
\xi(\rho \rightarrow 0)=\frac{1}{c \rho} \approx \frac{1}{c \sigma}=\Lambda \tag{1.43}
\end{equation*}
$$

### 1.3.4 Numerical Methods

One of the first things to be done is to establish the properties of disordered harmonic systems. This requires calculating localization lengths as a function
of system parameters such as impurity cross section and impurity concentration. These calculations will both confirm expected results for a system of weak scatterers and be used to establish relationships for the systems having strong disorder: high impurity scattering cross section and high impurity concentration.

## Kronig-Penney Liquid

The first method is a direct calculation on a continuum analog. The KronigPenney [24] liquid model approximates the impurities as point scatterers. Between the scatterers are freely propagating waves. The localization length is calculated from the system transmission coefficient $T$.

A solution $\Psi(x)$ is sought for a system obeying Eq. (1.1) and having a potential that is a sum over $N$ delta function impurities, each having strength $\epsilon_{n}$ :

$$
\begin{equation*}
\left[-\frac{\partial^{2}}{\partial x^{2}}+\sum_{n=1}^{N} \epsilon_{n} \delta\left(x-x_{n}\right)\right] \Psi(x)=k^{2} \Psi(x) \tag{1.44}
\end{equation*}
$$

where $k^{2}=E$. The total function $\Psi(x)$ is a sum of partial solutions between the scatterers:

$$
\begin{equation*}
\Psi(x)=\sum_{n=0}^{N} \psi_{n}(x) \quad x_{n} \leq x \leq x_{n+1} \tag{1.45}
\end{equation*}
$$

where $x_{0}=-\infty$ and $x_{N+1}=+\infty$. Each $\psi_{n}(x)$ is the solution to the homogeneous equation, and is a sum of counter-propagating waves:

$$
\begin{equation*}
\psi_{n}=A_{n} \mathrm{e}^{+\mathrm{i} k x}+B_{n} \mathrm{e}^{-\mathrm{i} k x} \tag{1.46}
\end{equation*}
$$

At each impurity, the adjacent functions are continuous,

$$
\begin{equation*}
\psi_{n-1}\left(x_{n}\right)=\psi_{n}\left(x_{n}\right) \tag{1.47}
\end{equation*}
$$

but the slopes are discontinuous:

$$
\begin{equation*}
\left.\frac{\partial \psi_{n}}{\partial x}\right|_{x_{n}}-\left.\frac{\partial \psi_{n-1}}{\partial x}\right|_{x_{n}}=\epsilon_{n} \quad 1 \leq n \leq N \tag{1.48}
\end{equation*}
$$

Equations (1.47) and (1.48), along with the boundary conditions $A_{0}$ (specified) and $B_{N}=0$ result in $2 N$ equations with $2 N$ unknowns. The equations can be solved numerically using a linear algebra routine such a LAPACK.

The system resistivity can be calculated from the system reflection amplitude $r$ and transmission amplitude $t$ :

$$
\begin{equation*}
r=B_{0} \quad t=A_{N} \quad \rho=\frac{|r|^{2}}{|t|^{2}} \tag{1.49}
\end{equation*}
$$

This entire process can be repeated for a new collection of impurities, and the ensemble-averaged localization length is calculated from $\langle\ln (1+\rho)\rangle$.

## MacKinnon and Kramer

The method of MacKinnon and Kramer [25-27] is used to calculate the localization length (Lyapunov exponent) of a discrete system have localized impurities. The method is based on the Anderson tight binding Hamiltonian [5]:

$$
\begin{equation*}
\widehat{H}=\sum_{n}|n\rangle \epsilon_{n}\langle n|+\sum_{n, m}|n\rangle V_{n, m}\langle m| \tag{1.50}
\end{equation*}
$$

where the second summation is over nearest neighbors. Each state $|n\rangle$ is an orbital centered at site $n$. Formally, the Green's function (GF) is

$$
\begin{equation*}
G(E)=\frac{1}{E-\widehat{H}} \tag{1.51}
\end{equation*}
$$

The matrix elements of $G(E)$ are

$$
\begin{equation*}
G_{m, n}(E)=\langle m| G(E)|n\rangle=\sum_{k} \frac{\langle m \mid k\rangle\langle k \mid n\rangle}{E-\epsilon_{k}} \tag{1.52}
\end{equation*}
$$

Therefore, $G_{1, n}$ is the coupling between atoms at opposite ends of lattice and can be used to calculate the localization length $\xi[25,26]$ :

$$
\begin{equation*}
\frac{2}{\xi}=-\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left|G_{1, n}\right|^{2} \tag{1.53}
\end{equation*}
$$

This result is based on the Herbert and Jones [28] relationship between spectral density and the range of localization, later generalized by Thouless [29] for the method of energy level shifting in dielectrics.

By exploiting the fact that on a one-dimensional lattice there is only one selfavoiding path between site 1 and site $n$ [30], $G_{1, n}$ can be calculated by iteration:

$$
\begin{align*}
G_{1, n+1} & =G_{1, n} G_{n+1, n+1}  \tag{1.54a}\\
G_{n+1, n+1} & =\left[E-\epsilon_{n+1}-G_{n, n}\right]^{-1} \tag{1.54b}
\end{align*}
$$

Now all that remains is determining $G_{1,1}$
Returning to the Anderson TBM in Eq. (1.9), the nearest neighbor wave amplitudes are interdependent:

$$
\begin{equation*}
A_{n+1}=\left(E-\epsilon_{n}\right) A_{n}-A_{n-1} \tag{1.55}
\end{equation*}
$$

One could, in principal, assign $A_{0}=0$ and $A_{1}=1$, and then iterate along the chain for each subsequent amplitude. This iteration scheme is identical to the GF iterations in Eqs. (1.54) if $G_{1, n}=A_{n+1}^{-1}$.

This development, however, was not new. The contribution of MacKinnon and Kramer was to develop an algorithm that improved measurement statistics by periodically rescaling the amplitudes. If the scaling is done at the $n$-th iteration, the subsequent scaled values, denoted $\bar{A}$, are:

$$
\begin{align*}
\bar{A}_{n-1} & =A_{n-1} A_{n}^{-1}  \tag{1.56}\\
\bar{A}_{n} & =1  \tag{1.57}\\
\bar{A}_{n+1} & =A_{n+1} A_{n}^{-1} \tag{1.58}
\end{align*}
$$

The third relation comes from Eq. (1.55). By rescaling the amplitudes, information is not lost due to roundoff error, as would occur otherwise.

### 1.3.5 Nonlinearity

Given that linear one-dimensional disordered system are exponentially localized, one expects that nonlinearity will lead to mode transitions into channels that are not immediately localized, thereby leading to transport. As a result, the expectation is that nonlinearity will, in some way, either reduce or destroy any form of localization in disordered chains.

The effect of nonlinearity on disordered systems was studied in detail by Devillard and Souillard [31] using the nonlinear Schrödinger equation:

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial x^{2}}+V(x)-\alpha(x)|\Phi|^{2}\right] \Phi=E \Phi \tag{1.60}
\end{equation*}
$$

They used the theory of random matrices $[14,32]$ to calculate the transmission coefficient as a function of system length $L$. For a conserved probability flux, there is one and only one solution for a given transmission probability. They concluded that for short systems having weak nonlinearity, the transmission decays exponentially. For long enough systems, the transmission fell off as $L^{-1}$.

Doucot and Rammal [33] used a dynamical systems point of view to study localization in disordered anharmonic systems. They found that for short lengths, transmission decays exponentially. For large systems, transmission decays as a power law, in agreement with Devillard and Souillard [31]. For their system, the crossover occurred for system lengths on the order of a few times that of the localization length.

These results corroborate the conclusion that nonlinearity destroys localization in disordered systems [34]. Given that the average resistivity is related
directly to the transmission coefficient,

$$
\begin{equation*}
\langle\rho\rangle=\left\langle\frac{1}{T}\right\rangle-1 \tag{1.61}
\end{equation*}
$$

a power law decay in transmission $T$ corresponds to a power law increase in resistivity $\rho$. The persistent length dependence results from the fact that although mode transitions lead to new modes that are capable of immediate transmission, these new modes will also undergo competition between transmission and localization. It is not obvious from these results, however, whether localization is suppressed sufficiently in nonlinear disordered systems that the systems will exhibit diffusive energy transport.

### 1.4 Disorder Model

There are two kinds of disorder relevant to this study. One is structural disorder:

$$
\begin{equation*}
U(x)=\sum_{i} u_{i} \delta\left(x-x_{i}\right) \tag{1.62}
\end{equation*}
$$

The sum is taken over the number of impurities. The other type of disorder is substitutional disorder:

$$
\begin{equation*}
U(x)=\sum_{n} u_{n} \delta(x-a n) \tag{1.63}
\end{equation*}
$$

The sum is taken over all sites, and $a$ is the distance between nearest neighbors.
The substitutional disorder model can be used to develop a discrete Schrödinger equation. The solution to the continuous Schrödinger equation ( $\hbar^{2}=2 m=1$ )

$$
\begin{equation*}
-\nabla^{2} \psi+U(\mathbf{r}) \psi=E \psi \tag{1.64}
\end{equation*}
$$

Using the Green's function for the one-dimensional Helmholtz equation [8], the solution is [1]

$$
\begin{equation*}
\psi(x)=-\frac{\mathrm{i}}{2 \kappa} \sum_{n} u_{n} \mathrm{e}^{\mathrm{i} \kappa|x-n a|} \psi(n a) \quad \kappa^{2}=E \tag{1.65}
\end{equation*}
$$



Figure 1.3: Schematic of FPU chain. Masses have displacement $u$ from the equilibrium position, and interact with nearest neighbors through springs. The ends have zero displacement.

Solving for $\psi$ at $x=n a$, and using the notation $\psi_{n}=\psi(n a)$ gives

$$
\begin{equation*}
\left(1+\frac{\mathrm{i} u_{n}}{2 \kappa}\right) \psi_{n}=-\frac{\mathrm{i}}{2 \kappa} \sum_{m \neq n} u_{m} \psi_{m} \mathrm{e}^{\mathrm{i} \kappa a|n-m|} \tag{1.66}
\end{equation*}
$$

After multiplying both sides by $\cos \kappa a$ and subtracting out similar expressions for $\psi_{n+1}$ and $\psi_{n-1}$ leads to a discrete analog to the Schrödinger equation: [1]

$$
\begin{equation*}
\psi_{n+1}+\psi_{n-1}-2\left(\cos \kappa a+\frac{u_{n}}{2 \kappa} \sin \kappa a\right) \psi_{n}=0 \tag{1.67}
\end{equation*}
$$

### 1.5 Fermi-Pasta-Ulam Chains

For this study, the physical model is the discrete chain composed of masses interacting with nearest neighbors via linear and cubic force terms. The first numerical experiment to use this type of model was performed by Fermi, Pasta, and Ulam [35] at Los Alamos Laboratory in 1955. This was such a seminal work that these systems bear the authors' names: Fermi-Pasta-Ulam (FPU) chains. A schematic of an FPU chain is shown in Fig. 1.3. For a system composed of $N$ masses, the

Hamiltonian $H$ is a function of the momentum $p_{n}$ and the displacement (about its equilibrium position) $u_{n}$ of the $n$-th mass:

$$
\begin{equation*}
H=\sum_{n=1}^{N} \frac{p_{n}^{2}}{2 m_{n}}+\frac{K}{2}\left(u_{n+1}-u_{n}\right)^{2}+\frac{\alpha}{3}\left(u_{n+1}-u_{n}\right)^{3}+\frac{\beta}{4}\left(u_{n+1}-u_{n}\right)^{4} \tag{1.68}
\end{equation*}
$$

The quantity $K$ is the familiar Hooke's constant. Researchers typically express lengths in units of the equilibrium mass spacing $a$. Although one could, in principle, vary the interaction parameters $K, \alpha$, and $\beta$, in this study, disorder is effected through changes in mass. This way, one can at least express results as a ratio of the nonlinear parameters $\alpha$ and $\beta$ to the harmonic coefficient $K$.

Often, FPU experiments use either the cubic ( $\alpha$ ) term as a lowest order nonlinear approximation or the quartic $(\beta)$ term for its symmetry. To distinguish between these two, a shorthand has developed that refers the particular choice by using a suffix: FPU- $\alpha$ or FPU- $\beta$. Here, we choose the FPU- $\beta$ system for its symmetry.

From the Hamiltonian in Eq. (1.68), the equation of motion for the FPU- $\beta$ chain is

$$
\begin{equation*}
m_{n} \ddot{u}_{n}=K\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+\beta\left[\left(u_{n+1}-u_{n}\right)^{3}-\left(u_{n}-u_{n-1}\right)^{3}\right] \tag{1.69}
\end{equation*}
$$

This expression shows that we can assign $K=1$ with no loss of generality. In addition, in the absence of impurities, the masses all have the same value: $m_{\circ}=1$.

The time dependence of the displacements $u_{n}$ is calculated using numerical integration. Two different integration schemes were used. A 4-th order Adams-Bashford-Moulton [36-38] predictor-corrector algorithm was used for the earlier work. Both 4 -th order [39] and 6 -th order [40] symplectic integration were used for the later work. The energy fluctuation for predictor-corrector and the symplectic algorithms depends upon the step size, and both avoid energy drift. A discussion
of numerical integrators is given in Appendix B.

### 1.5.1 Harmonic Chain TBM

There is a corresponding tight binding model for the disordered harmonic chain. The equation of motion for the harmonic $(\beta=0)$ chain is

$$
\begin{equation*}
m_{n} \ddot{u}_{n}=K\left(u_{n+1}-2 u_{n}+u_{n-1}\right) \tag{1.70}
\end{equation*}
$$

As this is a harmonic equation, the solution is separable and the displacements are sinusoidal: $u_{n}(t)=\phi_{n} \mathrm{e}^{-\mathrm{i} \omega t}$. Substituting this solution for $u_{n}$ into Eq. (1.70) gives the harmonic chain TBM:

$$
\begin{equation*}
\frac{m_{n} \omega^{2}}{K} \phi_{n}+\sum_{e= \pm 1} \phi_{n+e}=2 \phi_{n} \tag{1.71}
\end{equation*}
$$

By analogy to the Anderson TBM in Eq. (1.9), $m_{n} \omega^{2} / K$ corresponds to the electron energy, the hopping potential $V$ is 1 , and the energy $E$ is 2 . Through this correspondence, we can avail ourselves to the tools and results developed for the Anderson TBM.

### 1.5.2 Dispersion Relation

The vibrations of discrete objects such as chains and crystals are constrained. As a result, they have a nonlinear dispersion relation. The dispersion relation for the harmonic chain is an important quantity, so it will be given first. The dispersion relation for the anharmonic chain is calculated by analogy.

## Harmonic Chains

Using the equation of motion for the harmonic chain in Eq. (1.69), the equation of motion for the homogeneous harmonic portion of the chain is

$$
\begin{equation*}
m_{\circ} \ddot{u_{n}}=K\left(u_{n+1}-2 u_{n}+u_{n-1}\right) \tag{1.72}
\end{equation*}
$$

The lack of disorder means that both the spatial and temporal solutions can be expressed succinctly:

$$
\begin{equation*}
u_{n}=A \mathrm{e}^{+\mathrm{i} \theta_{n}} \tag{1.73}
\end{equation*}
$$

where

$$
\theta_{n}=k a n-\omega t \quad k=\frac{2 \pi q}{N a}
$$

for some integer $q$. Substituting this solution into the equation of motion gives

$$
\begin{equation*}
-m_{\circ} \omega^{2} u_{n}=2 K u_{n}(\cos k a-1) \tag{1.74}
\end{equation*}
$$

Solving for $\omega$ gives the dispersion relation for a discrete chain[41]:

$$
\begin{equation*}
\omega=2 \sqrt{\frac{K}{m_{\circ}}}|\sin (k a / 2)| \tag{1.75}
\end{equation*}
$$

The maximum frequency $\left(2 \sqrt{K / m_{\circ}}\right)$ occurs for the shortest possible wavelength: $2 a$. The dispersion relation in Eq. (1.75) is plotted in Fig. 1.4 over the first Brillouin zone [42].

The phase velocity $v_{p}$ of a propagating wave along a homogeneous chain was first calculated by Newton [Principia, Book II (1686)] [42]:

$$
\begin{equation*}
v_{p}=a \sqrt{\frac{K}{m_{\circ}}} \tag{1.76}
\end{equation*}
$$

This is the velocity that a phase angle propagates along the chain. The group velocity $v_{g}$ is a differential quantity that characterizes the "center of gravity"


Figure 1.4: Dispersion relation for homogeneous harmonic chain having spring constant $K$ and mass $m$.
velocity of a group of waves:

$$
\begin{equation*}
v_{g}=\frac{\partial \omega}{\partial k}=\sqrt{\frac{K a^{2}}{m_{\circ}}} \cos \frac{k a}{2}=v_{p} \cos \frac{k a}{2} \tag{1.77}
\end{equation*}
$$

The group velocity is the velocity at which energy is transported along the chain.

## Anharmonic Medium

The dispersion relation for the FPU- $\beta$ chain can be calculated using its continuum analog. A continuous elastic medium having mass density $\mu$ and Youngs modulus $Y$ has a Langrange density $\mathcal{L}[43,44]$ :

$$
\begin{equation*}
\mathcal{L}=\frac{\mu}{2}\left(\frac{\partial u}{\partial t}\right)^{2}-\frac{Y}{2}\left(\frac{\partial u}{\partial x}\right)^{2}-\frac{\beta}{4}\left(\frac{\partial u}{\partial x}\right)^{4} \tag{1.78}
\end{equation*}
$$

$u$ represents displacement and $\nabla u$ represents strain. The equation of motion is

$$
\begin{equation*}
\ddot{u}=\frac{Y}{\mu} \frac{\partial^{2} u}{\partial x^{2}}+\frac{\beta}{\mu} \frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}\right)^{3} \tag{1.79}
\end{equation*}
$$

This equation is recognizable as the wave equation with phase velocity $\sqrt{Y / \mu}$, with an additional term that contributes the anharmonic dispersion.

The cubic terms gives rise to dispersion. The dispersion relation for a nonlinear system is calculated by assuming counter-propagating harmonic waves:

$$
\begin{equation*}
u=A \mathrm{e}^{+\mathrm{i}(k x-\omega t)}+A^{*} \mathrm{e}^{-\mathrm{i}(k x-\omega t)} \tag{1.80}
\end{equation*}
$$

The calculation proceeds as for the harmonic case. The cubic term, however, requires special consideration. First, the derivative is evaluated:

$$
\begin{equation*}
\frac{\partial u}{\partial x}=(\mathrm{i} k A) \mathrm{e}^{+\mathrm{i}(k x-\omega t)}+(\mathrm{i} k A)^{*} \mathrm{e}^{-\mathrm{i}(k x-\omega t)} \tag{1.81}
\end{equation*}
$$

As a shorthand, let $B=(\mathrm{i} k A)$. The cube of the derivative is

$$
\begin{align*}
\left(\frac{\partial u}{\partial x}\right)^{3}= & (B)^{3} \mathrm{e}^{+3 \mathrm{i}(k x-\omega t)}+\left(B^{*}\right)^{3} \mathrm{e}^{-3 \mathrm{i}(k x-\omega t)} \\
& +3(B)^{2} B^{*} \mathrm{e}^{+\mathrm{i}(k x-\omega t)}+3\left(B^{*}\right)^{2} B \mathrm{e}^{-\mathrm{i}(k x-\omega t)} \\
\approx & 3|B|^{2}\left(\frac{\partial u}{\partial x}\right) \tag{1.82}
\end{align*}
$$

This approximation, known as the rotating wave approximation (RWA), assumes that only the harmonic frequencies contribute significantly. With this approximation, the dispersion relation becomes [44-46]:

$$
\begin{equation*}
\omega^{2}=\frac{Y}{\mu} k^{2}+\frac{3 \beta}{\mu}|A|^{2} k^{4}=\omega_{o}^{2}\left(1+\frac{3 \beta \mu}{Y^{2}}|A|^{2} \omega_{o}^{2}\right) \tag{1.83}
\end{equation*}
$$

where $\omega_{o}^{2}=k^{2} Y / \mu$. The dispersion relation is expressed in powers of $k^{2}$ and, alternatively, in powers of $\omega_{o}^{2}$. The apparent result is that changes in frequency are proportional to the anharmonicity $\beta$. Moreover, the frequency shift ( $\Delta \omega=\omega-\omega_{o}$ ) is proportional to $\omega_{o}^{3}$.

## Anharmonic Chain

The expansion in $\omega_{o}^{2}$ on the right hand side of Eq. (1.83) guides one to the corresponding solution for a discrete chain. Substituting the dispersion relation for the harmonic chain in Eq. (1.74) into $\omega_{o}$ in Eq. (1.83) above, the dispersion relation for the anharmonic chain is [45, 46]:

$$
\begin{equation*}
\omega_{o}^{2}=\frac{2 K}{m_{\circ}}(1-\cos K a)\left[1+\frac{6 \beta|A|^{2}}{K}(1-\cos K a)\right] \tag{1.84}
\end{equation*}
$$

### 1.5.3 Spectral Density

The FPU equation of motion in Eq. (1.71) for a chain of $N$ masses can be expressed succinctly in matrix notation [47, 48]:

$$
\begin{equation*}
\mathrm{A} \mathbf{u}=\omega^{2} \mathbf{u} \tag{1.85}
\end{equation*}
$$

This is an eigenvalue problem having $N$ eigenvalues $\nu_{n}=\omega_{n}^{2}$. The eigenvalues are the solution to the secular equation

$$
\begin{equation*}
\operatorname{Det}|\mathrm{A}-\nu| \mid=0 \tag{1.86}
\end{equation*}
$$

The distribution of the $N$ values $\nu_{n}$ represents the spectrum of the system. As the system length increases, the spectrum approaches a continuous function, and the fraction of eigenvalues between $\nu$ and $\nu+\mathrm{d} \nu$ is the spectral density $D(\nu)$.

The spectral density of the homogeneous chain is [41, 47, 48]

$$
\begin{align*}
D(\nu) & =\frac{N}{\pi} \frac{1}{\sqrt{\nu} \sqrt{\nu_{\max }-\nu}}  \tag{1.87}\\
& =\frac{N}{\pi} \frac{1}{\omega \sqrt{\omega_{\max }^{2}-\omega^{2}}}
\end{align*}
$$



Figure 1.5: Spectral density $D(\nu)$ and $D^{\prime}(\omega)$ of homogeneous linear chains.

The spectral density in $\omega$ space is

$$
\begin{align*}
D^{\prime}(\omega) & =D\left(\omega^{2}\right) \frac{\mathrm{d} \nu}{\mathrm{~d} \omega} \\
& =\frac{2 N}{\pi} \frac{1}{\sqrt{\omega_{\max }^{2}-\omega^{2}}} \tag{1.88}
\end{align*}
$$

Both $D(\nu)$ and $D^{\prime}(\omega)$ are plotted in Fig. 1.5 as a function of $\left(\omega / \omega_{\max }\right)^{2}$. Typically, one sees the eignevalue spectral density $D(\nu)$ in discussions of disordered systems.

For disordered systems, the spectral density can only be calculated numerically. Typically, the negative factor counting method of Dean [49, 50] is used, and consists of factoring the secular determinant

$$
\begin{equation*}
\operatorname{Det}|S(\nu)|=\prod_{m=1}^{N} Q_{m}\left(\nu, \nu_{m}\right) \tag{1.89}
\end{equation*}
$$

The product is over the $N$ possible eigenvalues. The number of negative values $Q_{m}$ is the number of eigenvalues less than $\nu_{m}$.

A discussion of spectral density in the context of Green's function formalism is given in Appendix A.

### 1.5.4 Mode Transitions

Mode transitions are an important aspect of energy transport in anharmonic chains. In the absence of anharmonicity, the response frequency is equal to the driving frequency. Anharmonicity excites additional modes that can then propagate and scatter.

Consider a single simple harmonic oscillator ( SHO ) that has a mass $m_{\circ}$ that experiences a time-dependent displacement $u(t)$, driven with force $F$ at frequency $\omega$. The equation of motion is

$$
\begin{equation*}
\ddot{u}+\omega_{o}^{2} u\left(1+\frac{\beta}{K} u^{2}\right)=\frac{F}{m_{\circ}} \cos \omega t \tag{1.90}
\end{equation*}
$$

where $K / m_{\circ}=\omega_{o}^{2}$. Based on the symmetry of the problem and orthogonality, the solution for $u$ must also be sinusoidal:

$$
\begin{equation*}
u=\sum_{n} u_{n} \cos n \omega t \tag{1.91}
\end{equation*}
$$

The symmetry requires that $n$ must be odd. The entire left hand side of Eq. (1.90) must reduce to the form $A_{n} \cos n \omega t$, and orthogonality dictates that $A_{1}=F / m_{\circ}$ and all other $A_{n}=0$.

Limiting the expansion in Eq. (1.91) to the first two terms $\left(u=u_{1} \cos \omega t+\right.$ $\left.u_{3} \cos 3 \omega t\right)$ and using the trigonometric relation $\left(4 \cos ^{3} \omega t=3 \cos \omega t+\cos 3 \omega t\right)$ gives the coefficients for the first two terms:

$$
\begin{align*}
F / m_{\circ} & =\left(1-\Omega^{2}\right) u_{1}+\frac{3}{4} \Theta u_{1}\left(u_{1}^{2}+u_{1} u_{3}+2 u_{3}^{2}\right)  \tag{1.92}\\
A_{3} & =\left(1-9 \Omega^{2}\right) u_{3}+\frac{1}{4} \Theta\left(u_{1}^{3}+6 u_{1}^{2} u_{3}+3 u_{3}^{3}\right) \tag{1.93}
\end{align*}
$$

where the substitutions $\Omega=\omega / \omega_{o}$ and $\Theta=\beta / K$ have been made. There are additional terms in $\omega t$ that can be ignored if $\Theta \ll 1$ and $\left|u_{3}\right| \ll\left|u_{1}\right|$. Consequently, terms with $\Theta u_{3}$ in Eqs. (1.93) can also be ignored, yielding an amplitude


Figure 1.6: Mode transition plots as a function of $\Omega^{2}$ for systems having $\beta / K=1$ : (a) Amplitude-frequency plot (solid lines) and (b) $u_{3} / u_{1}^{3}$.
frequency response relationship [43]:

$$
\begin{equation*}
1-\Omega^{2}+\frac{3}{4} \Theta u_{1}^{2}=\frac{1}{u_{1}} \quad u_{3}=-\frac{\Theta u_{1}^{3}}{4\left(1-9 \Omega^{2}\right)} \tag{1.94}
\end{equation*}
$$

The amplitude-frequency plot of $u_{1}$ and the ratio $u_{3} / u_{1}^{3}$ as a function of $\Omega^{2}$ are shown as solid lines in Fig. 1.6. The dotted lines in Fig. 1.6(a) are $\Omega^{2}=$ $1+(3 / 4) u_{1}^{2}$ and $\Omega^{2}=-1 / u_{1}$. Negative values of $u_{1}$ in Fig. 1.6(a) correspond to mode transitions having opposite phase.

For a driving frequency $\Omega^{2}>2.7$, the amplitude $u_{1}$ is multi-valued. As a consequence, oscillations at these frequencies can jump spontaneously from one value to another [43]. Noting that this behavior occurs at frequencies above the natural frequency of the $\mathrm{SHO}\left(\omega_{o}\right)$, at low driving frequencies, the behavior of the system will remain well behaved and predictable.

The behavior of $u_{3}$ shown in Fig. 1.6(b) is somewhat opposite to that of $u_{1}$. The amplitude $u_{3}$ decreases with increasing driving frequency $\omega$. Therefore, at higher frequencies the behavior of $u_{1}$ can become erratic and the transfer of energy to higher harmonics can decrease.

### 1.5.5 Ergodicity

The primary purpose of the original FPU experiment [35] was to investigate ergodicity in anharmonic systems. They used a lattice of 64 masses and excited the lowest mode. In time, the displacement become more irregular. Eventually, however, the energy returned to the initial excited mode. To explain this behavior, the Kolmogorov-Arnol'd-Moser (KAM) theorem (see Ref. [51]) asserts that even if a Hamiltonian is non-integrable, there may be conserved integrals other than energy that can lead to states that will not go to equipartition. As a result, small systems with weak anharmonicity are more likely to have recurrences.

In contrast to the FPU experiment, the systems of interest here are very long and have stronger anharmonicity. It is fully expected that the systems will tend toward ergodic behavior. The degree to which a system is ergodic can be quantified by a number of different measures.

## Localization Parameter

The localization parameter $\Gamma$ was introduced by Cretegny et a. [52] to study the transient state that precedes equipartition in FPU- $\beta$ chains. It can be used to estimate the number of sites over which energy is distributed, and it is solely a function of the site energy $E_{i}$ :

$$
\begin{equation*}
\Gamma=N \frac{\sum_{i}^{N} E_{i}^{2}}{\left(\sum_{i}^{N} E_{i}\right)^{2}} \tag{1.95}
\end{equation*}
$$

If the energy is localized at one site, $\Gamma=N$, and if the energy is evenly distributed among all the sites $\Gamma \approx 1$. Due to thermodynamic fluctuations, the energy is never uniformly distributed among all the masses. As a result, the value of $\Gamma$ at very long time differs from one.

The asymptotic $(t \rightarrow \infty)$ value $\Gamma_{\infty}$ depends upon site energy fluctuations:

$$
\begin{equation*}
\Gamma_{\infty}=\frac{\left\langle E_{i}^{2}\right\rangle}{\left\langle E_{i}\right\rangle^{2}} \tag{1.96}
\end{equation*}
$$

The configurational partition function is $\left(\beta_{T}=1 / k_{B} T\right)$

$$
\begin{equation*}
F\left(\beta_{T}\right)=\int \exp \left[-\beta_{T} V(x)\right] \mathrm{d} x \tag{1.97}
\end{equation*}
$$

The moments of $E_{i}$ can be expressed as functions of $F\left(\beta_{T}\right)$ [53]:

$$
\begin{align*}
\left\langle E_{i}\right\rangle & =\frac{1}{2 \beta_{T}}-\frac{1}{F} \frac{\partial F}{\partial \beta_{T}}  \tag{1.98}\\
\left\langle E_{i}^{2}\right\rangle & =\frac{3}{4 \beta_{T}^{2}}-\frac{1}{\beta_{T} F} \frac{\partial F}{\partial \beta_{T}}+\frac{1}{2 F^{2}}\left(\frac{\partial F}{\partial \beta_{T}}\right)^{2}+\frac{1}{2 F} \frac{\partial^{2} F}{\partial \beta_{T}^{2}} \tag{1.99}
\end{align*}
$$

In the pure harmonic case, $\left\langle E_{i}\right\rangle=1 / \beta_{T}$ and $\left\langle E_{i}^{2}\right\rangle=7 / 4 \beta_{T}^{2}$. In the pure quartic case $\left\langle E_{i}\right\rangle=3 / 4 \beta_{T}$ and $\left\langle E_{i}^{2}\right\rangle=19 / 16 \beta_{T}^{2}$. The asymptotic value $\Gamma_{\infty}$ is $7 / 4$ for the harmonic case and 19/9 for the pure quartic case, both of which are independent of temperature. For the systems in which both $K$ and $\beta$ are not zero, the value of $\Gamma_{\infty}$ is between these two values.

An example of the behavior of $\Gamma$ is shown in Fig. 1.7 as a function of time $t$. For the system shown, $K=\beta=1$. The system is a hoop having $N=512$ masses, and the initial displacement is $k=\pi$, with a very small amount of randomness, as was done be Cretegny et al. [52]. The error bars represent the standard deviation from 50 systems, and the asymptotic value is approximately $\Gamma_{\infty}=1.8$.

## Participating Modes

The idea for estimating the number of participating harmonic modes at a particular site was proposed by Luca et al. [54, 55]. It is an extension to the concept of spectral entropy, which was first proposed by Livi et al. [56, 57]. Spectral


Figure 1.7: Localization parameter $\Gamma$ as a function of scaled time $\omega_{o} t$ for the $\beta=1$ system initially in the $k=\pi$ mode. Error bars represent one standard deviation from 50 systems.
entropy, in turn, is based on information entropy, first proposed by Shannon and Weaver [58] and formalized by Brillouin [59].

At a particular site along the chain, the harmonic approximation can be used to express the energy at the site as a function of frequency $\omega$. The Fourier transform of both the displacement and the momentum gives the Fourier coefficients $Q_{\omega}$ and $P_{\omega}$, respectively. The energy at the site can be expressed as a function of these coefficients:

$$
\begin{equation*}
E_{\omega}=\frac{1}{2}\left(m \omega^{2} Q_{\omega}^{2}+\frac{P_{\omega}}{m}\right) \tag{1.100}
\end{equation*}
$$

Equivalently, the total energy at the site is $E_{T}=\sum_{\omega} E_{\omega}$. The fraction of energy with frequency $\omega$ is $e_{\omega}=E_{\omega} / E_{T}$.

Livi et al. [56] were studying equipartition in FPU chains and sought a means to quantify the degree of equipartition. The measure had three criteria: 1) the


Figure 1.8: Schematic of a wave with amplitude $A$ scattering from impurity located at $x^{\prime}$. The reflected amplitude is $r$ and the transmitted amplitude is $t$.
measure must be stable over time and fluctuation in the spectral distribution; 2) the measure must be reliable and insensitive to the initial conditions that may involve many modes; and 3) the measure must select the inverse square law in the power spectrum, denoting equipartition of energy. A suitable solution was found in the spectral entropy $S$ [56]:

$$
\begin{equation*}
S=-\sum_{\omega}^{N_{\omega}} e_{\omega} \ln e_{\omega} \tag{1.101}
\end{equation*}
$$

If all the energy is in a single mode, $S=0$. Alternatively, if the energy is evenly distributed among all the modes, $S=\ln N_{\omega}$. The effective number of harmonic modes present at a site is $\exp (S)$.

### 1.6 Impurity Cross Section

Because the systems to be studied have single-valued impurity, the frequencydependent cross section $\sigma(\omega)$ of each impurity is the same. Moreover, the cross section will be a useful quantity for characterizing the system. A schematic of scattering is shown in Fig. 1.8 for an incident wave having amplitude $A$. There is a single impurity located at $x^{\prime}$ that induces scattering, resulting in a reflected and transmitted wave. The reflection and transmission amplitudes are $r$ and


Figure 1.9: Schematic of physical model for impurity. An equilibrium mass $m$ is divided in two and a mass $m_{+}$is placed between the halves.
$t$, respectively. By definition, the scattering cross section is the ratio of the energy scattered to the incident energy. For one-dimensional systems, this ratio is proportional to the reflection probability:

$$
\begin{equation*}
\sigma=\frac{|r|^{2}}{|A|^{2}} \tag{1.102}
\end{equation*}
$$

It follows, by conservation of energy, that $|A|^{2}=|r|^{2}+|t|^{2}$. It is a reasonably straightforward task to calculate the cross section. The answer found, however, depends upon one's physical model.

### 1.6.1 Impurity Model

The isotopic impurities used in this study are effected by changing the value of a particular mass. Conceptually, the material properties of the chain change in the proximity of the impurity. It would be useful to treat the impurity as a small (in its spatial extent) object placed between two systems that are homogeneous right up to the impurity.

For the FPU chain, this is achieved by thinking of the impurity as a mass $m_{+}$ between two sections of "pure" chain. Sections of pure chain can be created by taking sections of chain, terminated with a mass, and divide the end masses into two equal halves. The impurity can then be placed between two such sections.

This is depicted in Fig.1.9. Conceptually, the mass $m_{+}$in Fig. 1.9 would have zero spatial extent. This conceptual model lends itself to solution via a continuum approximation.

### 1.6.2 Continuum Approximation

The scattering cross section can be calculated from a continuum approximation for the chain. In the limit that the mass spacing $a$ approaches zero, the ratio $m / a$ is the mass density $\mu$. Similarly, the product $K a$ is the Youngs modulus $Y$. In this continuum limit, longitudinal waves along the chain are analogous to plane waves through an infinite medium having mass density $\mu$ and Youngs Modulus $Y$. The implicit assumption is that the displacement wavelength $\lambda$ is much longer than the mass spacing $a$.

Between impurities, waves with amplitude $\psi(x, t \mid \omega)$ traveling along a harmonic material will satisfy the wave equation:

$$
\begin{equation*}
\mu \frac{\partial \psi^{2}}{\partial t^{2}}-Y \frac{\partial \psi^{2}}{\partial x^{2}}=0 \tag{1.103}
\end{equation*}
$$

An impurity located at $x^{\prime}$ will give rise to a reactive force due to the impurity impedance $Z$ :

$$
\begin{equation*}
\mu \frac{\partial \psi^{2}}{\partial t^{2}}-Y \frac{\partial \psi^{2}}{\partial x^{2}}=-Z(\omega) \delta\left(x-x^{\prime}\right) \frac{\partial \psi}{\partial t} \tag{1.104}
\end{equation*}
$$

Consistent with the physical model, the spatial extent of the impurity is modeled by a delta function.

Equation (1.104) is harmonic. Therefore, the frequency channels are separate, and the solution can be expressed as a function of angular frequency $\omega$ :

$$
\begin{equation*}
\psi(x, t \mid \omega)=\phi(x \mid \omega) \mathrm{e}^{-\mathrm{i} \omega t} \tag{1.105}
\end{equation*}
$$

Substitution into Eq. (1.104) leads to a stationary equation for the spatial component of the amplitude $\phi$ :

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial x^{2}}+\kappa^{2}=-\frac{\mathrm{i} \omega}{Y} Z(\omega) \delta\left(x-x^{\prime}\right)\right] \phi(x \mid \omega) \tag{1.106}
\end{equation*}
$$

where $\kappa=\omega \sqrt{\mu / Y}$.
Equation (1.106) can be solved using the Green's function $G\left(x, x^{\prime}\right)$ satisfying

$$
\begin{equation*}
\left[\nabla^{2}+\kappa^{2}\right] G\left(x, x^{\prime}\right)=-\delta\left(x-x^{\prime}\right) \tag{1.107}
\end{equation*}
$$

In one-dimension, the Green's function is $[8,60]$

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\frac{\mathrm{i}}{2 \kappa} \mathrm{e}^{\mathrm{i} \kappa\left|x-x^{\prime}\right|} \tag{1.108}
\end{equation*}
$$

The function $\phi$ can be solved for from the following integral equation:

$$
\begin{equation*}
\phi(x)=\phi^{\circ}(x)+\int G\left(x, x^{\prime \prime}\right) \frac{\mathrm{i} \omega}{Y} Z(\omega) \delta\left(x^{\prime \prime}-x^{\prime}\right) \phi\left(x^{\prime \prime}\right) \mathrm{d} x^{\prime \prime} \tag{1.109}
\end{equation*}
$$

The function $\phi^{\circ}$ is the solution to the homogeneous equation. Substituting for $G\left(x, x^{\prime}\right)$ gives

$$
\begin{equation*}
\phi(x)=\mathrm{e}^{+\mathrm{i} \kappa x}-\frac{\omega Z}{2 Y \kappa} \mathrm{e}^{+\mathrm{i} \kappa\left|x-x^{\prime}\right|} \phi\left(x^{\prime}\right) \tag{1.110}
\end{equation*}
$$

The value of $\phi\left(x^{\prime}\right)$ is found by evaluating this equation at $\left(x=x^{\prime}\right)$ :

$$
\begin{equation*}
\phi\left(x^{\prime}\right)=\frac{\mathrm{e}^{\mathrm{i} \kappa x^{\prime}}}{1+\frac{Z}{2 Y \kappa / \omega}} \tag{1.111}
\end{equation*}
$$

This can now be used to express the solution for $\phi(x)$ :

$$
\begin{equation*}
\phi(x)=\mathrm{e}^{\mathrm{i} \kappa x}-\left(\frac{Z}{Z+\sqrt{4 Y \mu}}\right) \mathrm{e}^{\mathrm{i} \kappa\left|x-x^{\prime}\right|} \mathrm{e}^{\mathrm{i} \kappa x^{\prime}} \tag{1.112}
\end{equation*}
$$

This is a more general solution than the one by Morse and Ingard [43, Eq. 4.5.8]. After substituting for $\kappa$, the scattering cross section $\sigma$ for 1-D systems is calculated from the reflection probability:

$$
\begin{equation*}
\sigma=|r|^{2}=\frac{|Z|^{2}}{|Z|^{2}+4 Y \mu} \tag{1.113}
\end{equation*}
$$



Figure 1.10: Scattering cross section $\sigma$ as a function of impurity impedance $Z(\omega)$. In the continuum limit, $Y \mu=K m_{0}$ :

$$
\begin{equation*}
\sigma=\frac{|Z|^{2}}{|Z|^{2}+4 K m_{\circ}} \tag{1.114}
\end{equation*}
$$

As the spring constant $K$ and the equilibrium mass $m_{\circ}$ are both equal to 1 for all the calculations, the scattering cross section $\sigma$ of a single impurity can be expressed as a function of the impurity impedance $Z(\omega)$. Equation (1.114) is plotted in Fig. 1.10 as a function of $|Z(\omega)|$. This relationship holds as long as the continuum approximation is accurate for the discrete chain.

### 1.7 Thermal Transport

One goal of this work is to study energy transport along BID FPU chains. In the absence of translation, this corresponds to transport of heat energy, characterized by a thermal conductivity. Interestingly, the question of diffusive energy transport in one-dimensional chains is still a subject of study. In general, these studies
involve placing thermostats at each end of the system, calculating the thermal flux, and determining the thermal conductivity via Fourier's law.

It has been shown that a harmonic chain having thermostats at each end cannot support a thermal gradient, so the thermal conductivity is proportional to the system length [61]. This behavior is due to the extended, non-interacting phonons in the system traveling without attenuation. It was thought that maybe impurities could cause sufficient phonon scattering to give a finite thermal conductivity. The addition of impurities to the harmonic chain does lead to a thermal gradient $[62,63]$, but the thermal conductivity $\kappa$ diverges as $L^{1 / 2}[13]$. The only way to obtain a finite thermal conductivity in a disordered harmonic system was to either place each mass in contact with a thermal reservoir [64], or employ a time-dependent perturbative force [65, 66].

Nonlinearity is thought to be the key ingredient for normal heat conduction [67]. Nonlinearities will cause freely propagating phonons to scatter spontaneously, thereby slowing the rate of energy transport. FPU- $\beta$ chains (without disorder) having thermostats at both ends exhibited finite thermal gradients, but the thermal conductivity still diverges as $L^{1 / 2}[68]$.

Experiments on disordered nonlinear systems have shed some light on the problem. Some of the first numerical experiments on disordered nonlinear systems have used isotopic disorder [69] and force constant disorder [70]. Although both experiments observed a thermal gradient, both experiments suffered from boundary effects, and neither established whether the thermal conductivity was a function of system length. A recent study of a disordered FPU- $\beta$ chain observed a constant thermal conductivity for both large $L$ and low temperature [71]. This is consistent with the assertion that Fourier's law is satisfied when there are
phonon-lattice interactions in addition to the phonon-phonon interactions [72].
For systems at zero temperature, the thermal conductivity is not defined in any strict sense. Instead, studies have focused on the properties of pulses traveling through the system. Most experiments have as a boundary condition either a localized (over one or a few masses) pulse or a Gaussian pulse. The system is integrated numerically, and experiments measure either the pulse position [73-75] or the pulse dispersion $[76,77]$.

### 1.7.1 Finite Temperature Methods

The specific technique for calculating the thermal conductivity in thermostated systems depends upon whether one seeks to characterize equilibrium or nonequilibrium systems. Fortunately, both types of systems are characterized by the same transport coefficient. The Onsager regression hypothesis [78, 79] states that the coefficient controlling regression of microscopic thermal fluctuations at equilibrium are the same that control relaxation of nonequilibrium disturbances.

## Green-Kubo Relations

The Green-Kubo (GK) relations can be used to calculate the thermal conductivity $\kappa$ from the fluctuations of a system in equilibrium at temperature $T$. The coefficient is calculated from an integral of the autocorrelation of a flux $J$ :

$$
\begin{equation*}
\kappa=\frac{1}{k_{B} T^{2} V} \int_{0}^{\infty} d t\langle J(t) J(0)\rangle \tag{1.115}
\end{equation*}
$$

Whether one uses the heat flux $J^{q}[80]$ or the energy flux $J^{e}$ [81] depends upon whether one uses the grand canonical ensemble $\left(J^{q}\right)$ or the microcanonical ensemble $\left(J^{e}\right)$. The correct choice of ensemble and flux is that which yields the
proper result with the ensemble-independent calculation in which one takes the fluid volume to infinity before taking $k \rightarrow 0$ [82, Section 2.5].

## Helfand Moments

The thermal conductivity of a collection of freely moving particles in thermal equilibrium can be determined from energy fluctuations. The energy fluctuation $\widetilde{E}_{i}$ for the $i$-th particle is the difference between the instantaneous site energy $e_{i}$ and the ensemble averaged value $\left\langle e_{i}\right\rangle$ :

$$
\begin{equation*}
\widetilde{E}=e_{i}-\left\langle e_{i}\right\rangle \tag{1.116}
\end{equation*}
$$

If the energy fluctuation is conserved, and the energy flux has a linear dependence on $\nabla \widetilde{E}$, the quantity $\widetilde{E}_{i}(x, t)$ will satisfy the diffusion equation. For the boundary conditions that the initial value $\widetilde{E}_{i}(x, 0)$ is localized about $x_{i 0}$, and that $\widetilde{E}_{i}( \pm \infty, t)=0$, the solution for $\widetilde{E}_{i}(x, t)$ is Gaussian, and the measure of spread is the second moment of $\widetilde{E}_{i}$ :

$$
\begin{equation*}
2 \kappa t \widetilde{E}_{i}(x, 0) \sim \int\left(x-x_{i 0}\right)^{2} \widetilde{E}(x, t) d x \tag{1.117}
\end{equation*}
$$

where $\kappa$ is the thermal conductivity.
As $\widetilde{E}_{i}$ represents the fluctuation for a single particle, a bulk expression requires an ensemble integral of the second moment. Making no assumption about the independence of particle energies, the thermal conductivity can be calculated from a double sum over particle positions: [83]

$$
\begin{equation*}
H^{p}=\left\langle\sum_{i, j}\left(x_{i}-x_{j 0}\right)^{2} \widetilde{E}_{i}(x, t) \widetilde{E}_{j}(x, 0)\right\rangle \sim 2 \kappa t \tag{1.118}
\end{equation*}
$$

Replacing conservation of momentum with conservation of energy yields an equiv-
alent alternative expression: [83]

$$
\begin{equation*}
H^{e}=\left\langle\left[\sum_{i}\left(x_{i} \widetilde{E}_{i}-x_{i 0} \widetilde{E}_{i 0}\right)\right]^{2}\right\rangle \sim 2 \kappa t \tag{1.119}
\end{equation*}
$$

Equations (1.118) and (1.119) are the Helfand moments for calculating the thermal conductivity of a bath of particles.

## Nonequilibrium Molecular Dynamics

There are a number of practical difficulties that arise when trying to perform a GK calculation. They are difficult to perform [84] and thermostats usually lead to heterogeneities at the bounaries, yielding nonuniform temperature gradients. These "jumps" at the boundaries are due to end resistances, which depend upon the thermostat response time [68].

Zhang, Isbister, and Evans [85] use the Evans nonequilibrium molecular dynamics (NEMD) heat flow algorithm to compute the thermal conductivity in one-dimensional lattices. Studies using thermal reservoirs and calculating thermal flux have a number of disadvantages. The system is spatially inhomogeneous and one cannot define an intrinsic temperature for the system due to the large temperature gradient. Consequently, it is impossible to obtain the temperature dependence of the heat conductivity in these systems. In addition, the problems associated with using the Nosé-Hoover thermostat for boundary particles (insufficient chaotic behavior to yield the canonical distribution, leading to periodic structure in phase space) have been discussed by Fillipov et al. [86].

The thermal conductivity of the FPU- $\beta$ chain at temperature $T$ is calculated as follows. The thermal conductivity is calculated from the Green-Kubo relation
for thermal conductivity:

$$
\begin{equation*}
\kappa=\lim _{\tau \rightarrow \infty} \frac{L}{k_{B} T^{2}} \int_{0}^{\tau} \mathrm{d} t\left\langle J_{x}(t) J_{x}(0)\right\rangle_{e q} \tag{1.120}
\end{equation*}
$$

$L$ is the system length: $L=N a$. The notation $\langle\ldots\rangle_{e q}$ denotes an equilibrium ensemble average. The heat flux $J_{x}$ is given by

$$
\begin{equation*}
J_{x}(t)=\frac{-1}{2 N} \sum_{i} \frac{p_{i}}{m_{i}}\left[U^{\prime}\left(q_{i+1}-q_{i}\right)+U^{\prime}\left(q_{i}-q_{i-1}\right)\right] \tag{1.121}
\end{equation*}
$$

In the Evans NEMD algorithm, the N particles are coupled to a "heat field" $\mathbf{F}_{e}$. The coupling is defined in such a way that the energy dissipation is proportional to $J_{x} \cdot \mathbf{F}_{e}\left(\mathrm{~d} H / \mathrm{d} t=L J_{x} F_{e}\right)$, and that the adiabatic incompressibility of phase space condition is satisfied [84, 87]. From this, the thermal conductivity coefficient can be calculated from the ratio of the heat flux to the applied heat field:

$$
\begin{equation*}
\kappa=\lim _{F_{e} \rightarrow 0} \lim _{t \rightarrow \infty} \frac{\left\langle J_{x}(t)\right\rangle}{T F_{e}} \tag{1.122}
\end{equation*}
$$

Here, $\left\langle J_{x}(t)\right\rangle$ is, in principle, a nonequilibrium ensemble average. In practice, it can be replaced by a time average of $J_{x}(t)$ if the nonequilibrium steady state is unique. In addition, this heat flow algorithm is only valid in the linear regime: $F_{e} \rightarrow 0[84]$.

### 1.8 Research Plan

The following three chapters address the issues enumerated previously. The core of each chapter originates from both published and submitted journal papers:

Chapter 2: K.A. Snyder and T.R. Kirkpatrick, "Wave localization in binary isotopically disordered one-dimensional harmonic chains with impurities having arbitrary cross section and concentration," Phys. Rev. B 70, 104201 (2004).

Chapter 3: K.A. Snyder and T.R. Kirkpatrick, "Influence of Anderson localization on the mode decay of excited nonlinear systems," Ann. Phys. (Leipzig) 8, SI 241-244 (1999).

Chapter 4: K.A. Snyder and T.R. Kirkpatrick, "Energy transport along Fermi-Pasta-Ulam chains containing binary isotopic disorder: Zero temperature systems," (Submitted) Phys. Rev. B (2005).

Chapter 2 summarizes results from an experiment on harmonic BID chains. Scaling is used to calculate the localization length of chains having arbitrary impurity cross section and impurity concentration. In addition, a minimum system length can be determined from the Lyapunov exponent statistics. Because BID systems are "pure" at the extrema of impurity concentration, the localization length passes through a minimum with increasing impurity concentration. An interesting ansatz was the approximation for $\xi(c)$ that is a linear sum of the dilute scattering result for the extrema "pure" systems.

Chapter 3 was a study of the effects impurities have on mode decay in anharmonic BID systems. Although the initial effect of the impurities is to accelerate the rate of mode decay, the long term effect depended on the impurity mass. More specifically, impurities that add mass to the chain slow the ultimate rate that energy leaves the initial mode. Impurities that remove mass from the chain $\left(m_{+}<0\right)$ can lead to more rapid energy loss from the initial mode. The primary explanation is that heavy masses capture energy and oscillate at lower amplitudes, thereby "holding on" to energy. Impurities for which $m_{+}<0$ oscillate at larger amplitudes, thereby expelling energy more quickly.

Chapter 4 summarizes the experiment to quantify the rate of energy transport along an anharmonic BID chain that is at zero temperature. The initial condi-
tion is an eigenstate of the harmonic chain, so that in the absence of nonlinearity, the energy is stationary. The addition of anharmonicity can lead to transport, quantified by the second moment $M$ of the site energies. The effective transport coefficient was the proportionality between $M$ and time. The time exponent of $M$ for most of the systems was near to one, so an effective transport coefficient was estimated from the slope of $M(t)$ for an ensemble of systems. The effective transport coefficient was inversely proportional to impurity concentration for weak disorder. For strongly disordered systems having impurity concentrations $c \lambda>1$, the effective transport coefficient was proportional to the original localization length.

## Chapter 2

## Equilibrium Harmonic Behavior

The localization length for isotopically disordered harmonic one-dimensional chains is calculated for arbitrary impurity concentration and scattering cross section. The localization length depends on the scattering cross section of a single scatterer, which is calculated for a discrete chain having a wavelength dependent pulse propagation speed. For binary isotopically disordered systems composed of many scatterers, the localization length decreases with increasing impurity concentration, reaching a mimimum before diverging toward infinity as the impurity concentration approaches a value of one. The concentration dependence of the localization length over the entire impurity concentration range is approximated accurately by the sum of the behavior at each limiting concentration. Simultaneous measurements of Lyapunov exponent statistics indicate practical limits for the minimum system length and the number of scatterers to achieve representative ensemble averages. Results are discussed in the context of future investigations of the time-dependent behavior of disordered anharmonic chains.

### 2.1 Introduction

The length scale over which Anderson localization [5] occurs in harmonic disordered chains can be expressed as a function of the ensemble-averaged system resistivity [21, 22]. Using scaling arguments, [22] the ensemble-averaged resistivity of harmonic systems having binary isotopic disorder (single-valued impurities) can be expressed as a function of the scattering cross section of a single impurity and the impurity concentration. Binary isotopically disodered harmonic chains (BIDHC) also have the property that in the limit that the impurity concentration approaches unity, the system is once again "pure," and the Anderson localization length diverges toward infinity. As a result, the Anderson localization length passes through a minimum at intermediate concentrations [88]. These properties of a BIDHC make these systems both tractable and interesting.

In this work, an approximation is developed for the localization length of a BIDHC with arbitrary impurity cross section and concentration. In addition, the result incorporates the discrete nature of the chain. Similar studies have been performed previously, but with important differences. Bourbonnais and Maynard [73] studied energy transport in one-dimensional systems having isotopic disorder, but the impurity masses were not single-valued. The results of Azbel and Soven [89] on quantum systems having binary isotopic disorder were based on a continuum solution for impurity locations constrained to exist on lattice sites. Although the Azbel and Soven result applied to short wavelengths that may exist between the impurities, the results do not incorporate the additional features of a discrete mechanical system.

This study serves as an introduction to future work on energy transport in binary isotopically disordered anharmonic chains. To perform that work, numer-
ical integration will be used to study the time-dependent nature of these systems. To be practical, the initial conditions will require sufficiently short wavelengths and high impurity concentrations to keep integration times manageable. In addition, the results of the study will incorporate the discrete nature of the mechanic chains so that these effects can accounted for in the results.

In this study, the energy localization in a BIDHC is studied for arbitrary displacement wavelength, impurity concentration and scattering cross section. Disorder is effected by changing randomly selected masses by a fixed amount. A continuum Kronig-Penney (KP) model [24] is used to develop a general expression for scattering cross section, and the continuum impurity impedance is corrected for wavelength dependent pulse propagation speed in discrete systems. The resulting expression is verified by direct numerical integration. The localization length of systems with strong scatterers is calculated using both the continuum KP model and the MacKinnon and Kramer [25] (MK) method. The distribution of Lyapunov exponents is studied using the continuum KP model, and the minimum requirements are found for system length and number of scatterers to achieve proper scaling statistics. The localization length concentration dependence is studied using the MK method, and an analytical expression is found for its behavior. For arbitrary impurity concentration and impurity cross section, the localization length in a BIDHC can be approximated by invoking a simple ansatz based on an analogy to electrical systems. The result is tested on systems having displacement wavelengths as short as four lattice spacings long.

### 2.2 Model System

The physical model used here is the harmonic version of the Fermi-Pasta-Ulam (FPU) [35] chain that is composed of discrete springs and masses. The masses $m_{i}$ are on a lattice with spacing $a$ and interact via nearest neighbor springs with force constant $K$. Disorder is effected by changing the background mass $m_{\circ}$ by a fixed amount $m_{+}$with probability $c$. To simplify the results, all lengths are scaled by the lattice spacing $a$.

For a system composed of $N$ masses, each characterized by a displacement $u_{i}$ about the equilibrium location and a momentum $p_{i}$, the Hamiltonian is separable:

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i}^{N} \frac{p_{i}^{2}}{m_{i}}+K\left(u_{i+1}-u_{i}\right)^{2} \tag{2.1}
\end{equation*}
$$

The real space equation of motion is

$$
\begin{equation*}
\frac{m_{i}}{K} \ddot{u}_{i}=u_{i+1}-2 u_{i}+x_{i-1} \tag{2.2}
\end{equation*}
$$

The Fourier transform leads to the corresponding equation of motion for the energy eigenstate amplitudes $u_{i}(\omega)$ :

$$
\begin{equation*}
u_{i+1}=\left[2-\frac{\omega^{2} m_{i}}{K}\right] u_{i}-u_{i-1} \tag{2.3}
\end{equation*}
$$

This is the corresponding Anderson tight-binding model for the chain.

### 2.2.1 Discrete Analysis

The time-dependent properties of the system were determined by numerical time integration of Eq. (2.2) using a fourth-order symplectic integrator algorithm (SIA4) for separable Hamiltonians. The coefficients were taken from Candy and Rozmus [39], and the time step was $1 / 200$ of the natural period.

The localization length was calculated from Eq. (2.3) using the method of MacKinnon and Kramer (MK) [25]. This method exploits the statistical properties of the $u_{i}$ so that periodic rescaling can be used to improve overall statistics.

### 2.2.2 Continuum Analysis

A Kronig-Penney model [24] is used to develop an expression for the scattering cross section of an impurity and to study the statistics of the scaling parameter [22]. The continuum system analogous to the discrete chain is a homogeneous elastic medium having mass density $\mu$ and Youngs modulus $Y$. In the absence of impurities, a longitudinal displacement amplitude $\psi(x, t \mid \omega)$ with angular velocity $\omega$ will propagate down the rod with phase velocity $v_{p}=\sqrt{Y / \mu}$.

A harmonic oscillator impurity located at $x^{\prime}$ will give rise to a reactive force due to the impurity impedance $Z$ for a wave with angular velocity $\omega$ :

$$
\begin{equation*}
\left[\mu \frac{\partial^{2}}{\partial t^{2}}-Y \frac{\partial^{2}}{\partial x^{2}}=-Z(\omega) \delta\left(x-x^{\prime}\right) \frac{\partial}{\partial t}\right] \psi(x, t \mid \omega) \tag{2.4}
\end{equation*}
$$

We assume the solution has a time dependence given by an exponential of angular velocity $\omega\left(\psi=\phi(x \mid \omega) \mathrm{e}^{-\mathrm{i} \omega t}\right)$ to obtain

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial x^{2}}+\kappa^{2}=\frac{-\mathrm{i} \omega}{Y} Z(\omega) \delta\left(x-x^{\prime}\right)\right] \phi(x \mid \omega) \tag{2.5}
\end{equation*}
$$

where $\kappa=\omega / v_{p}$. Equation 2.5 can be solved analytically for a single scatterer or can be solved numerically for a system composed of an arbitrary number of scatterers. From this numerical solution, one can determine the system resistivity, which can be used to calculate the localization length. A more complete discussion of calculating the initial condition is given in Appendix E.

### 2.3 Cross Section

The scattering cross section $\sigma$ for a single impurity can be calculated from the continuum system of Eq. (2.5). The Green's function for the 1-D Helmholtz equation [60] can be used to solve for the admittance $\phi(x)$ :

$$
\begin{equation*}
\phi(x)=\mathrm{e}^{\mathrm{i} \kappa x}-\left(\frac{Z(\omega)}{Z(\omega)+\sqrt{4 \mu Y}}\right) \mathrm{e}^{\mathrm{i} \kappa\left|x-x_{i}\right|} \mathrm{e}^{\mathrm{i} \kappa x_{i}} \tag{2.6}
\end{equation*}
$$

The scattering cross section in 1-D is equivalent to the reflection probability:

$$
\begin{equation*}
\sigma=\frac{|Z(\omega)|^{2}}{|Z(\omega)|^{2}+4 \mu Y} \tag{2.7}
\end{equation*}
$$

To apply this equation to the discrete chain, it must be converted from the continuum result to the corresponding discrete equation.

For an FPU system having masses spaced a distance $a$ apart, the continuum coefficients can be expressed as a function of the discrete properties in the limit $a \rightarrow 0$ [90]:

$$
\begin{equation*}
\mu=\frac{m_{\circ}}{a} \quad Y=K a \tag{2.8}
\end{equation*}
$$

The scattering cross section can now be expressed as a function of the discrete system components:

$$
\begin{equation*}
\sigma=\frac{|Z(\omega)|^{2}}{|Z(\omega)|^{2}+4 K m_{\circ}} \tag{2.9}
\end{equation*}
$$

The impedance $Z(\omega)$ of a mass impurity along a one-dimensional chain is proportional to the mass $m_{+}$that is added to the background mass $m_{\circ}$ [43]:

$$
\begin{equation*}
Z(\omega)=-\mathrm{i} m_{+} \omega \tag{2.10}
\end{equation*}
$$

A numerical experiment was performed to test the applicability of Eqs. (2.9) and (2.10) to FPU systems, and a schematic of the experiment is shown in Fig. 2.1. The system had fixed ends and length $L$. One impurity was located at $L / 3$, and


Figure 2.1: Schematic of cross section numerical experiment; each line represents the state of the system at the time of measurement. The time $t$, shown along left side, is expressed as a function of the system length $L$ and group velocity $v_{g}$. The large dots denote the location of two impurities.
another impurity was located at $2 L / 3$. An initial displacement was made with wavelength $\lambda$ and total length $16 \lambda$, and the hyperbolic tangent function was used to taper the oscillation amplitude from $A$ to zero. Initially, the pulse was located at one end of the system. It had length $8 \lambda$, amplitude $2 A$, and zero initial velocity. The time-dependent behavior was determined by numerical integration using the SIA4 algorithm.

The measured scattering cross section was determined from the energy located in the three regions separated by the impurities. The pulse energy located in each three regions, denoted by $E_{1}, E_{2}$, and $E_{3}$ in Fig. 2.1, was calculated at four separate times: $t=0, L / 6 v_{g}, L / 2 v_{g}$, and $5 L / 6 v_{g}$, where $v_{g}$ is the group velocity $(\partial \omega / \partial k)$. At these times, the pulses are located near the center of a region. Although redundant with respect to the initial total energy, determining the energy at $t=L / 6 v_{g}$ provided a consistency check. In each case, the difference between $E_{1}(t=0)$ and $E_{1}\left(t=L / 6 v_{g}\right)$ was less than one part in $10^{4}$.


Figure 2.2: Cross section $\sigma$ as a function of $m_{+} \omega$ for different wavelengths $\lambda$. The solid curve is the analytical result in Eq. (2.15).

The scattering cross section in FPU systems is the reflection coefficient. In this experiment, the reflection coefficient $R$ is calculated from the ratio of energies in the first two intervals after one scattering event:

$$
\begin{equation*}
R=\frac{E_{1}\left(L / 2 v_{g}\right)}{E_{1}(0)} \tag{2.11}
\end{equation*}
$$

Although the transmission coefficient $T$ could have been determined from $E_{2}\left(L / 2 v_{g}\right)$, a second scatterer was used as a more rigorous test of the experiment design and numerical integrator. The transmission coefficient $T$ for a single scatterer was calculated using the energy after two scattering events:

$$
\begin{equation*}
T=\sqrt{\frac{E_{3}\left(5 L / 6 v_{g}\right)}{E_{1}(0)}} \tag{2.12}
\end{equation*}
$$

In all cases, the magnitude of $1-R-T$ was less than $10^{-3}$.
The results of the numerical experiment are shown in Fig. 2.2 for different wavelengths. As can be seen in the figure, Eq. (2.10) is accurate for long wave-
lengths only. For shorter wavelengths, a correction is needed to account for the discrete nature of the chain.

There are two possible ways to approach the correction. In a discrete chain, the obvious difference among waves having varying wavelength is the group velocity $v_{g}$. To correct the scattering cross section equation, the correction needs to be dimensionless. The likely choice is the relative group velocity $c_{s}$, expressed as a function of the wave number $k$ :

$$
\begin{equation*}
c_{s}=\frac{v_{g}}{v_{p}}=\cos (k a / 2) \quad k=\frac{2 \pi}{\lambda} \tag{2.13}
\end{equation*}
$$

If the value of $\kappa$ in Eq. (2.5) should have been $\kappa=\omega / v_{g}$, the quantity $4 K m_{\circ}$ in the denominator of Eq. (2.9) would become $4 K m_{\circ} c_{s}^{2}$. Alternatively, the impedance of a mass in a discrete chain can be adjusted for the speed of the oncoming wave:

$$
\begin{equation*}
Z(\omega)=-\mathrm{i} m_{+} \omega / c_{s} \tag{2.14}
\end{equation*}
$$

Substituting this value of $Z(\omega)$ into Eq. (2.9) gives the scattering cross section of a mass impurity in a one-dimensional discrete chain:

$$
\begin{equation*}
\sigma=\frac{\left(m_{+} \omega / c_{s}\right)^{2}}{\left(m_{+} \omega / c_{s}\right)^{2}+4 K m_{\circ}} \tag{2.15}
\end{equation*}
$$

The correction due to $c_{s}$ also appears in the solution for the corresponding NLS system [91].

A comparison of the corrected cross section $\sigma$ in Eq. (2.15) to the measured reflection coefficient $R$ in Eq. (2.11) is shown in Fig. 2.3 for different displacement wavelengths $\lambda$. The results demonstrate that Eqn. 2.15 is an accurate estimate for the scattering cross section $\sigma$ for displacement wavelengths as short as $4 a$. Moreover, the symmetry about zero for scattering cross section for negative values of $m_{+}$is shown in the inset of Fig. 2.3.


Figure 2.3: Cross section $\sigma$ as a function of $m_{+} \omega / c_{s}$ for different wavelengths $\lambda$. The solid curve is the analytical result in Eq. (2.15). The inset shows additional data near zero.

### 2.4 Localization Length

The resistivity $\rho_{N}$ of a system composed of $N$ scatterers is the ratio of the system reflection coefficient $R_{N}$ to the system transmission coefficient $T_{N}$ [21]:

$$
\begin{equation*}
\rho_{N}=\frac{R_{N}}{T_{N}} \tag{2.16}
\end{equation*}
$$

Using scaling arguments [22] that achieve proper statistical properties, the system resistivity $\rho_{N}$ can used to define the Lyapunov exponent $\gamma$ :

$$
\begin{equation*}
\gamma=\frac{\ln \left(1+\rho_{N}\right)}{L} \tag{2.17}
\end{equation*}
$$

The factor of two normally appearing in this equation is omitted here for convenience. The localization length $\xi$ for a system having length $L$ and $N$ scatterers
is defined from the ensemble averaged Lyapunov exponent:

$$
\begin{equation*}
\xi^{-1}=\langle\gamma\rangle=\frac{\left\langle\ln \left(1+\rho_{N}\right)\right\rangle}{L} \tag{2.18}
\end{equation*}
$$

Unless otherwise noted, the symbol $\gamma$ shall imply the ensemble averaged quantity.

### 2.4.1 Strong Scatterers

To perform future numerical experiments on anharmonic systems of manageable length, the scatters will need to be relatively strong. Therefore, weak scattering results will not be applicable. Moreover, a means is needed to predict the average localization behavior of a system using only single scatterer information. Because the impurities are identical, the scaling law [22] can be exploited to express system behavior as a function of the resistivity of a single scatterer $\rho$ :

$$
\begin{equation*}
\left\langle\ln \left(1+\rho_{N}\right)\right\rangle=N \ln (1+\rho) \tag{2.19}
\end{equation*}
$$

where $\rho$ is related to the scattering cross section $\sigma$ :

$$
\begin{equation*}
\rho=\frac{\sigma}{1-\sigma} \tag{2.20}
\end{equation*}
$$

Substituting from Eq. (2.18) above yields an unbiased estimate for the ensemble averaged localization length (dilute limit) as a function of impurity concentration c:

$$
\begin{equation*}
\xi_{\circ}^{-1}=c\langle\ln (1+\rho)\rangle \tag{2.21}
\end{equation*}
$$

In the limit of weak scattering $(c, \rho \rightarrow 0)$, one recovers the expected result $\xi_{o}^{-1}=$ $c \sigma=\Lambda^{-1}$, where $\Lambda$ is the classical mean free path.

To demonstrate both the effect of strong scatterers $(\sigma \rightarrow 1)$ and the accuracy of Eq. (2.19), the ensemble average $\left\langle\ln \left(1+\rho_{N}\right)\right\rangle$ was calculated from 10000


Figure 2.4: Localization length $\xi_{0}$, scaled by impurity concentration $c$, as a function of impurity scattering cross section $\sigma$ for systems having length $L$ and $N$ impurities. The solid line is $\ln (1+\rho)$ and the dashed line represents the mean free path estimate. The error bars represent the standard error. (Many of the symbols lie upon one another and the error bars are typically smaller than the symbols.)
systems, each having length $L$ and $N$ impurities. The displacement wavelength was 32 , and the scattering cross section of each impurity was $\sigma$. The results from the calculation are shown in Fig. 2.4 as a function of the impurity cross section $\sigma$. In the figure, the error bars represent the standard error (SE) [92], which, for an ensemble composed of $W$ systems, is the population standard deviation $s$ divided by $\sqrt{W}$. As can be seen, all the systems have the $\ln (1+\rho)$ dependence that deviates from the mean free path approximation for cross sections $\geq 0.2$, and for all combinations of system size and number of scatterers.

### 2.4.2 Statistics

The results shown in Fig. 2.4 demonstrate that, in the mean, systems having a finite density of scatterers have the expected behavior. Recent results suggest that systems having relatively few scatterers do not exhibit Gaussian behavior and, therefore, do not obey scaling laws. For systems having sufficient length and number of scatterers, the population of Lyapunov exponents is normally distributed [22], with variance $s_{\gamma}^{2}[22,93]$

$$
\begin{equation*}
s_{\gamma}^{2}=\frac{2}{L^{2}}\left\langle\ln \left(1+\rho_{N}\right)\right\rangle \tag{2.22}
\end{equation*}
$$

Returning to the data of Fig. 2.4, the population of Lyapunov exponents $\gamma$ was compared to the expectations of Eq. (2.22). To assess the "normality" of the data, the intervals, both above and below the mean, having coverage factors [94] corresponding to one and two standard deviations, were determined from the population. In addition, the population standard deviation $\Delta$ is shown so that it could be compared to both its estimated value in Eq. (2.22) and to the corresponding coverage interval.


Figure 2.5: Lyapunov exponent $\gamma$ statistics as a function of scattering cross section $\sigma$ for a system with $L=16384, N=128$, and $\lambda=32$. Error bars represent coverage factors corresponding to one and two standard deviations of a normal distribution. The predicted intervals $\pm 1 s_{\gamma}$ and $\pm 2 s_{\gamma}$ from Eq. (2.22) are shown as dashed and dotted lines, along with observed population standard deviation $\Delta$.

The results of the Lyapunov exponent statistics calculation, from an ensemble with a population of 10000 , are shown in Fig. 2.5 for systems having length $L=16384, N=128$ impurities, and displacement wavelength $\lambda=32$. (Results for other systems were similar, and are omitted for brevity.) The data are shown as a function of the single impurity cross section $\sigma$. The filled symbols are the average value, and the solid line is the estimated average value. The error bars represent the intervals that have the same coverage factor as one and two standard deviations in a normal distribution. The two pairs of dashed lines are the estimated standard deviations from Eq. (2.22). The dotted line is the population standard deviation $\Delta$.

For small scattering cross sections, the distribution of $\gamma$ is asymmetric, with zero as a lower bound for the coverage intervals. Interestingly, only the outer intervals are asymmetric about the mean. The inner intervals are nearly symmetric about the mean, and they have a value nearly equal to the population standard deviation.

As the scattering cross section increases, the results begin to exhibit Gaussian behavior. Above a 0.2 scattering cross section, the measured intervals, the predicted intervals $s_{\gamma}$, and the population standard deviation $\Delta$ all agree. Therefore, agreement between the population standard deviation $\Delta$ and the estimated standard deviation $s_{\gamma}$ is as much as measure of "normality" as is a careful analysis of the population coverage intervals.

Exploiting this relationship, the population standard deviation $\Delta$ for all the data from the Lyapunov exponent statistics experiment are shown in Fig. 2.6 as a function of the system length. For normally distributed populations, the estimated coefficient of variation can be determined from Eq. (2.18) and Eq. (2.22),


Figure 2.6: Lyapunov exponent coefficient of variation $\Delta / \gamma$ as a function of the ratio of system length $L$ to the localization length $\xi_{0}$ for systems having different numbers of scatterers $N$. The solid curve is Eq. (2.23).
and has the following convenient form:

$$
\begin{equation*}
\frac{s_{\gamma}}{\langle\gamma\rangle}=\sqrt{\frac{2}{L / \xi_{\circ}}} \tag{2.23}
\end{equation*}
$$

This equation is shown as a solid line in Fig. 2.6. One can conclude from the figure that in order for the observed Lyapunov exponents to be normally distributed, the system length must be at least 10 times the localization length, and the number of scatterers must be $\geq 32$.

### 2.5 Concentrated Impurities

For dilute impurity concentrations, the localization length decreases with increasing impurity concentration. As the impurity concentration $c$ approaches unity, however, the FPU system will become a pure system composed entirely of masses $m_{\circ}+m_{+}$. At $c=1$, the system is once again devoid of impurity and the localization length goes to infinity. At intermediate impurity concentrations, the localization length passes through a minimum. Therefore, the behavior of a system at arbitrary impurity concentration cannot be fully characterized by the relation in Eq. (2.21).

For dilute systems, the localization length $\xi_{c \rightarrow 0}$ is that of Eq. (2.21):

$$
\begin{equation*}
\xi_{c \rightarrow 0}^{-1}=\xi_{\circ}^{-1}=c\langle\ln (1+\rho)\rangle \tag{2.24}
\end{equation*}
$$

At high concentrations, the localization length $\xi_{c \rightarrow 1}$ has a concentration dependence that is proportional to $(1-c)$ :

$$
\begin{equation*}
\xi_{c \rightarrow 1}^{-1}=(1-c)\left\langle\ln \left(1+\rho^{\prime}\right)\right\rangle \tag{2.25}
\end{equation*}
$$

The adjusted resistivity $\rho^{\prime}$ is for a system having background mass $m_{\circ}+m_{+}$and impurities with mass $m_{\circ}$. By the nature of the solution using the MK method,
and given that the systems are harmonic, the frequency $\omega$ is the same for both systems, but the wavenumber and the corresponding relative group velocity are different:

$$
\begin{align*}
k^{\prime} & =\frac{2}{a} \operatorname{Sin}^{-1}\left[\frac{\omega}{2} \sqrt{\frac{m_{\circ}+m_{+}}{K}}\right]  \tag{2.26a}\\
c_{s}^{\prime} & =\cos \left(k^{\prime} / 2\right)  \tag{2.26b}\\
\rho^{\prime} & =\frac{\left(-m_{+} \omega / c_{s}^{\prime}\right)^{2}}{4 K\left(m_{\circ}+m_{+}\right)} \tag{2.26c}
\end{align*}
$$

The behavior of the system for all values of impurity concentration is conjectured from the electrical analogy: as Lyapunov exponent is to resistivity, localization length is to conductivity. If one assumes that at some intermediate concentration the behavior is simultaneously expressing itself as two systems with localization lengths $\xi_{c \rightarrow 0}$ and $\xi_{c \rightarrow 1}$, these two systems should contribute independently to the overall behavior, like two conductors in parallel. By this analogy, the total localization length $\xi$ would be additive:

$$
\begin{equation*}
\xi=\xi_{c \rightarrow 0}+\xi_{c \rightarrow 1} \tag{2.27}
\end{equation*}
$$

This equation represents a more complete estimate for the localization length that is valid for both strong and concentrated scatterers.

### 2.5.1 Positive $m_{+}$

The accuracy of the approximation in Eq. (2.27) is demonstrated in Fig. 2.7 for systems having impurity scattering cross section $\sigma=0.20$ and displacement wavelength $\lambda$ ranging from 8 to 128 . The localization length $\xi$ for these systems was calculated using the MK method. As can be seen, the approximation in Eq. (2.27) is reasonably accurate. The inset shows the same data, plotted as a


Figure 2.7: Localization length $\xi$ as a function of impurity concentration $c$ in a discrete system having scatterers with cross section 0.2 . The solid lines are from Eq. (2.27), the dashed line is the locus of minima, and the dotted line denotes equal contribution from $\xi_{c \rightarrow 0}$ and $\xi_{c \rightarrow 1}$. Inset shows same data as a function of (1-c).


Figure 2.8: Localization length $\xi$ as a function of impurity concentration $c$ for $m_{+}= \pm 0.8$. Inset shows same data as a function of (1-c).
function of $(1-c)$, highlighting the separate behavior near $c \rightarrow 1$ for the different wavelengths.

Also shown in Fig. 2.7 are a dashed line and a dotted line. The dashed line is the locus of localization length minima as a function of displacement wavelength. Not only does the minimum localization length increase with increasing wavelength, the concentration at which this happens decreases with increasing wavelength. The dotted line in Fig. 2.7 is the locus of points where $\xi_{c \rightarrow 0}=\xi_{c \rightarrow 1}$. This locus of points is meant to delineate the cross-over point as the system passes from one dominate phase to the other. The cross-over point has a stronger concentration dependence than the locus of minima.

### 2.5.2 Negative $m_{+}$

The impurity scattering cross section $\sigma$ depends only upon the magnitude $\left|m_{+}\right|$. For small impurity concentrations, the localization length will be the same whether $m_{+}$is positive or negative. At higher concentrations, however, the behavior of the systems with positive $m_{+}$will differ from those with negative $m_{+}$because Eqs. (2.26) will give different results for the two systems.

As an example, the localization concentration dependence was calculated for two systems with displacement wavelength $\lambda=32$. The added impurity masses were +0.8 and -0.8 , and the localization length was determined by the MK method. The results of the calculation are shown in Fig. 2.8 as a function of the impurity concentration $c$. The estimate from Eq. (2.27) for each system is shown as a solid line. Within the inset are the data plotted as a function of $(1-c)$. The dashed line is the dilute limit value in Eq. (2.21). As expected, the behavior of the two systems diverge at higher concentrations.

### 2.5.3 Cut-Off Frequency

If the conceptual model of independent harmonic systems that led to the adjusted values given in Eqs. (2.26) is correct, Eq. (2.26a) suggests that there exists a cutoff frequency for the harmonic system in the limit of $c \rightarrow 1$. If the argument of $\mathrm{Sin}^{-1}$ is greater than one, $k^{\prime}$ becomes a complex number. The real component of $k^{\prime}$ is $2 / a$, which is a wave with a zero group velocity. An imaginary component to $k^{\prime}$ means that the wave is localized. Under these conditions, the localization length $\xi_{c \rightarrow 1}=0$, and the system behaves according Eq. (2.21), meaning that the system localization length is a monotonically decreasing function of impurity concentration.


Figure 2.9: Localization length $\xi$ as a function of concentration $c$ for constant wavelength $\lambda$ and varying $m_{+}$to control $\omega_{\text {max }}$.

From Eq. (2.26a), there exists a maximum frequency $\omega_{\max }$ :

$$
\begin{equation*}
\omega_{\max }=2 \sqrt{\frac{K}{m_{\circ}+m_{+}}} \tag{2.28}
\end{equation*}
$$

Frequencies above $\omega_{\max }$ should not propagate, and the localization length should be a monotonic function of concentration. As a check, the localization length for $\lambda=16$ systems was calculated for various frequencies $\omega$, with $\omega_{\max }$ set by $m_{+}$. The results are given in Fig. 2.9 as a function of the impurity concentration. Although the localization length for the $\omega_{\max } / \omega=1$ system was not purely monotonic, the results for $\omega_{\max } / \omega=0.8$ suggest that the conceptual model is reasonably close to reality.

Another test was performed, this time maintaining $m_{+}$constant and varying the wavelength. The value of $m_{+}$was 15.509 , the value that corresponds to $\sigma=0.7$ for $\lambda=32$, which behaves very much like a continuum wave. The results


Figure 2.10: Localization length $\xi$ as a function of concentration $c$ for constant $m_{+}$and varying wavelength $\lambda$.
are given in Fig. 2.10 as a function of impurity concentration. These results seem to confirm the validity of the conceptual model.

### 2.5.4 Azbel and Soven Comparison

To further assess the conceptual model, Eq. 2.27 is compared to the more rigorous result of Azbel and Soven [89] (AS). The AS model contains quantum particles interacting with delta function potentials that have strength $V$ and are located at random integer values of $x$. For the AS systems, the value of $V$ is equal to -1 , and the scattering cross section $\sigma_{\mathrm{AS}}$ of each scatterer is a function of the particle wave number $k$ :

$$
\begin{equation*}
\sigma_{\mathrm{AS}}=\frac{1}{1+16 \sin ^{2}(k / 2)} \tag{2.29}
\end{equation*}
$$

This is sufficient to duplicate the AS numerical calculation.


Figure 2.11: Localization length $\xi$ as a function of impurity concentration $c$ for two systems with different wavenumber $k$. Filled symbols are calculations using the MK method, and solid lines are Eq. (2.27). The figure can be compared directly to Figure 1 of Azbel and Soven.

Figure 1 of Azbel and Soven[89] shows results from calculations made for three values of wavenumber $k$ : $0.02,1.5,3.13$. The MK method is used here to duplicate the numerical results for the two smaller values of $k$, and the results are shown as filled symbols in Fig. 2.11. The solid lines in Fig. 2.11 are the corresponding estimate of Eq. (2.27). Two things should be noted explicitly: The AS definition of localization length corresponds to twice the localization length defined here. The definition of localization length in Azbel and Soven[89] uses the Landauer [21] scaling parameter, while subsequent work [95, 96] use the scaling of Anderson et al. [22] The results shown in Fig. 2.11 use the latter scaling definitions.

The two systems shown in Fig. 2.11 are demanding tests of Eq. (2.27). The system $k=0.02$ requires $m_{+}=2498$, corresponding to a cross section of 0.99840 . This contrast in mass means that $\xi_{c \rightarrow 1}$ dominates the sum in Eqn. 2.27, and the localization length minimum occurs at a relatively low impurity concentration. The system $k=1.5$ has an impurity cross section of 0.119 and a displacement wavelength of 4.19 lattice spacings. Because $m_{+}=0.394$, both components of $\xi$ in Eqn. 2.27 contribute nearly equally, and the shape of the curve is nearly symmetric.

### 2.5.5 $c \lambda$ Effect

As can be seen in Figs. 2.7 and 2.8, the behavior of the total localization length diverges from the dilute limit $\xi_{0}$. In Fig. 2.7, the point at which $\xi$ begins to differ from $\xi_{0}$ is a function of the displacement wavelength. To more clearly demonstrate this effect, the ratio $\xi / \xi_{0}$ is shown in Fig. 2.12 as a function of the product $c \lambda$. The data shown are those appearing in Fig. 2.7, with the addition of data for $\lambda=512$. Also shown in the figure is a dotted line denoting the long


Figure 2.12: The ratio of the measured localization $\xi$ to the dilute concentration value $\xi_{\circ}$ as a function of the product of impurity concentration $c$ and wavelength $\lambda$. Filled symbols are calculated solutions for systems having impurity cross section 0.2 . The dotted line is the limiting curve for $\lambda \rightarrow \infty$.


Figure 2.13: The ratio of the measured localization $\xi$ to the dilute limit localization length $\xi_{\circ}$, normalized by the impurity concentration $c$, as a function of displacement wavelength $\lambda$.
wavelength limiting behavior for $\lambda \rightarrow \infty$. For values of $c \lambda$ greater than 1 , the dilute limit approximation does not hold, and the observed localization length is greater than the dilute limit estimation. Therefore, even though the effect is less dramatic for increasing $\lambda$, there is a minimum effect, regardless of the wavelength.

### 2.6 Anharmonic Chains

In an anharmonic system, mode interactions will lead to the creation of displacements with varying wavelength. In time, very long wavelength displacements will be created. Because the impurity masses are fixed in time, the scattering cross section for the displacement waves will decrease as $\lambda^{-2}$. In addition, because the impurities are fixed in space, the product $c \lambda$ will increase over time. Based on the
results from the last Section, one would expect that the ratio $\xi / \xi_{\circ}$ will diverge to infinity with increasing wavelength.

Using Eq. (2.27), the ratio $\xi / \xi_{0}$ was calculated as a function of displacement wavelength for systems having constant impurity mass and concentration. The results are shown in Fig. 2.13 for different values for $m_{+}$. For all values of impurity concentration $c$, the ratio $\xi / \xi_{0}$ asymptotes to a constant at long wavelength:

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \frac{\xi}{\xi_{\circ}}=1+\frac{c}{1-c}\left(m_{\circ}+m_{+}\right) \tag{2.30}
\end{equation*}
$$

Therefore, for anharmonic systems, the localization length is characterized, to within a constant, by the dilute limit expression for $\xi_{\circ}$ given in Eq. (2.21).

The same relationship applies to both positive and negative values for $m_{+}$. For negative values of $m_{+}$, in fact, in the limit $m_{+} \rightarrow-1$, the behavior of the system is accurately characterized by $\xi_{0}$ at long wavelengths.

### 2.7 Conclusion

The localization length for harmonic chains having binary disorder can be predicted accurately over a wide range of wavelengths, impurity cross section, and impurity concentration. The ingredient needed for this prediction is the cross section of a single scatterer, corrected for short wavelength displacements via the relative pulse propagation speed. The localization length over the entire impurity concentration range can then be estimated by approximating the system as a sum of two independent systems, each accounting for the behavior of the system at the two limits of impurity concentration.

The general result applies to systems in which the impurity mass is either larger or smaller that the original mass. Although the scattering cross section
is symmetric about zero, with respect to the mass added to the background value, the localization length behavior differs for negative and positive changes in mass having the same scattering cross section. This difference in behavior with respect to localization length, along with previous results showing differences in the rate of phonon-phonon interactions, are discussed in the context of numerical experiments on anharmonic systems.

The general results also suggest that the localization length of long displacement wavelengths created by phonon-phonon interactions can be approximated, to within a constant, from dilute limit calculations results. For increasing concentration and constant impurity concentration, the localization length, with respect to the dilute limit prediction, will eventually diverge toward infinity. This deviation occurs for all wavelengths, and is a universal function of the impurity concentration and the displacement wavelength, for a constant cross section. By contrast, in a numerical experiment on an anharmonic system composed of fixed scatterers, the scattering cross section decreases with increasing wavelength. For these systems, the long wavelength behavior is, to within a constant, accurately predicted by dilute limit predictions.

## Chapter 3

## Mode Decay Experiment

This Chapter is an investigation of mode transitions in disordered nonlinear systems. By analogy to Chapter 2 that isolated and investigated the harmonic properties of disordered chains, this Chapter will attempt to isolate the role of mass impurities on the rate of mode decay in nonlinear systems. For this study, the system is a linear chain with periodic boundary conditions. The initial condition is a single eigenmode of the pure chain.

A one-dimensional system of masses with nearest-neighbor interactions and periodic boundary conditions is used to study mode decay and ergodicity in nonlinear, disordered systems. The system is given an initial periodic displacement, and the total system energy within a specific frequency channel is measured as a function of time. Results indicate that the rate of mode decay at early times increases when impurities are added. However, for long times the rate of mode decay decreases with increasing impurity mass and impurity concentration. This behavior at long times can be explained by Anderson localization effects and the nonergodic response of the system.

### 3.1 Introduction

The transition from quasi-periodic to ergodic behavior in nonlinear systems has been an active field of research since the seminal work of Fermi, Pasta, and Ulam (FPU) [35]. The behavior of the FPU system has been discussed in great detail [97, 98], and given the degree of nonlinearity and initial energy density, one can estimate the time required before the system becomes ergodic [99]. However, little is known about the effects that impurities have upon the transition dynamics to ergodic behavior in nonlinear systems. Since mode coupling in nonlinear systems occurs through interactions, one expects that the presence of impurities will hasten the transition to ergodic behavior. This expectation, however, is generally not correct due to Anderson localization effects [2, 5, 100].

Reported here are the results from a numerical experiment using a onedimensional system of masses with nonlinear nearest neighbor forces and periodic boundary conditions. The displacement of each mass is sampled over a finite interval of time and the energy within all frequencies is calculated for each mass. The total energy in a single mode is conserved in harmonic systems both with and without impurities. Therefore, for the nonlinear systems, the effects of the impurities upon the mode decay can be compared directly to the systems without impurities.

### 3.2 Numerical Experiment

The system used in this experiment is the FPU- $\beta$ chain composed of $N$ masses with periodic boundary conditions, and with unit equilibrium spacing ( $a=1$ ). The masses undergo a displacement $u(t)$, and the $i$-th mass $m_{i}$ interacts through
nearest neighbor forces:

$$
\begin{equation*}
m_{i} \ddot{u}_{i}=-K\left[\left(u_{i+1}-u_{i}\right)-\left(u_{i}-u_{i-1}\right)\right]-\beta\left[\left(u_{i+1}-u_{i}\right)^{3}-\left(u_{i}-u_{i-1}\right)^{3}\right] \tag{3.1}
\end{equation*}
$$

For this experiment, the coupling constants $K=\beta=1$. A pure system is composed of masses $m_{\circ}=1$, and disorder is achieved by randomly changing a number $N_{I}$ of the masses to a second value $m_{I}$. The time integration is performed using a 4 -th order predictor-corrector algorithm [36, 37].

The initial condition is a unit amplitude, zero-velocity sinusoidal displacement with wavelength $\lambda=32$. Time is scaled by the harmonic frequency $\omega_{o}=2 \sqrt{K / m_{\circ}} \cos k a / 2$. At certain intervals, the time-dependent displacement of each mass is transformed to reciprocal space, and these data $u_{k}\left(x_{i}\right)$ are used to calculate the modal energy $E_{\omega}=E\left(\omega_{o}\right)$ and mass energy $E_{i}=E\left(x_{i}\right)$ by summing over masses and frequencies, respectively.

### 3.3 Results

The hoop consists of $N=256$ masses, which is a size consistent with systems used elsewhere [98]. Time is expressed as the dimensionless quantity $\omega_{o} t / 2 \pi$ which is equivalent to the number of harmonic cycles, and the modal energy is scaled to $E\left(\omega_{o}, t=0\right)$. Error bars are used to represent the standard error (SE) [92], which is the population standard deviation divided by the square root of the number of systems in the ensemble.

### 3.3.1 Clean Systems

As a point of reference, it is useful to study the behavior of the systems in the absence of impurities. This way, the role of anharmonicity, frequency, and am-


Figure 3.1: Energy in the initial mode $E_{\omega}$ as a function of the number of natural cycles $\omega / 2 \pi$ : (a) raw data for different valus of the anharmonic parameter $\beta$; (b) scaled time using the anharmonic parameter $\beta$.
plitude can be assessed in the absence of disorder. (Randomness was introduced by adding very small perturbations to the initial displacements.)

The effect of anharmonicity $\beta$ on the rate that energy leaves the initial mode is summarized in Fig. 3.1. The time required for the energy to leave the initial mode increases with decreasing $\beta$, as one would expect [101]. Figure 3.1(b) shows the same data, but with time scaled by the anharmonicity $\beta$. For these systems, the time required for the energy in the initial mode to decay from its original value is inversely proportional to $\beta$.

A similar experiment was performed with frequency $\omega$ as the independent parameter. The frequency varied by changing the number of cycles $N_{c y c}$ within the hoop: $\lambda=256 / N_{c y c}$. The results are shown in Fig. 3.2 for three different values of $\omega$. Figure 3.2(b) shows that the time required for energy to decay away from the initial mode increases as $\omega^{-3}$, as would be expected for a quartic nonlinear term [101].

The last experiment varied the amplitude of the initial condition. The results


Figure 3.2: Energy in the initial mode $E_{\omega}$ as a function of time $t$ : (a) raw data for different wavelengths; (b) scaled time using the natural period $\omega$.


Figure 3.3: Energy in the initial mode $E_{\omega}$ as a function of time $t$ : (a) raw data for different amplitudes; (b) scaled time using the initial amplitude $A$.
are shown in Fig. 3.3 for three values of amplitude $A$. As expected, the rate of energy decay decreases with decreasing amplitude because the fraction of anharmonic energy is proportional to the amplitude. Figure 3.3(b) shows that rate of energy decay is proportional to $A^{2}$.

### 3.3.2 Disordered Systems

The disordered systems investigated contained impurity masses $m_{I}>m_{\circ}$. Comparisons of the effects upon modal decay as a function of either impurity mass $m_{I}$ or number of impurities $N_{I}$ are shown in Figs. 3.4 (a) and (b); the pure nonlinear system is denoted by open circles. As expected, the addition of impurities increases the initial rate at which the harmonic mode $\omega_{o}$ decays. However, for all the combinations of impurity mass and concentration shown, the long time decay is slower than for the system without impurities. Further, increases in impurity mass and impurity concentration retard the long time decay.

The long time behavior of the systems containing heavy impurities can be explained by the nonergodic behavior within the system. Systems containing impurities undergo an Anderson transition. The resulting excited modes are localized, concentrating energy near the impurities. Since the impurities are heavier than $m_{\circ}$ for a given amount of energy, their oscillation amplitudes are smaller, resulting in a smaller nonlinear contribution to the energy at the impurity. This would retard the rate of mode transitions in nonlinear disordered systems.

As a demonstration of the localization of energy at the impurities, the mass energy $E_{i}$ is calculated at each impurity. The average energy at an impurity $\left\langle E_{i}\right\rangle_{I}$ is compared to the average energy at all the masses $\left\langle E_{i}\right\rangle_{N}$. The ratio $\alpha=$ $\left\langle E_{i}\right\rangle_{I} /\left\langle E_{i}\right\rangle_{N}$, which is interpreted as a measure of the extent to which ergodicity


Figure 3.4: Effect of impurity mass $M_{I}$ and number of impurities $N_{I}$ on the mode energy $E_{\omega}$ and relative energy $\alpha$ at an impurity. In (a) and (c) the number of impurities $N_{I}$ is 4. In (b) and (d) the impurity mass $M_{I}$ is 7 . The open circles are for the nonlinear system without impurities. Error bars represent the estimated standard deviation of the mean.
has been achieved, is shown in Figs. 3.4(c) and (d). A value of $\alpha \neq 1$ indicates that energy is distributed uniformly among all the masses.

Figures 3.4(c) and (d) show that the relative energy at an impurity increases with increasing impurity mass, and is somewhat insensitive to changes in the impurity concentration, respectively. Therefore, the total energy located at impurities is proportional to the mass and the number of impurities. This explains why the modal decay rate decreases as either the impurity mass or the impurity
concentration increases.
Based upon the arguments given above, impurities with masses that are lighter than $m_{\circ}$ should have a different effect upon mode decay. Since the impurities are lighter, the localized energy will create large oscillations, which should enhance nonlinear interactions and, hence, enhance the rate of mode decay. The results of that experiment for impurity mass $M_{I}=0.1$ are shown in Fig. 3.5. For low


Figure 3.5: Mode decay in systems have impurity mass $M_{I}=0.1$ : (a) modal energy $E_{\omega}$ and (b) relative energy at the impurities $\alpha$.
concentrations, the mode decay shown in Fig. 3.5(a) is faster than for the pure system, as expected. However, at sufficiently high concentration, the mode decays slower than the pure system when the average spacing between impurities is one half the initial wavelength. The change in behavior occurs when the impurity concentration $c=N_{I} / 256$ satisfies $c \lambda>1$.

The relative energy $\alpha$ located at a light impurity shown in Fig. 3.5(b) is less than unity. The light impurities expel energy due to the large oscillation amplitudes, hastening mode decay. Interestingly, although the mode decay rate at the higher impurity concentrations is slower, these high concentration systems have $\alpha \rightarrow 1$ faster than that for the lower impurity concentration.


Figure 3.6: The modal energy $E_{\omega}$ as a function of time scaled by (a) the number of impurities $N_{I}$, and (b) the impurity mass $M_{I}$.

Scaling relations for the number of impurities $N_{I}$ and the impurity mass $M_{I}$ can be estimated from combining much of the data already presented. The results are shown in Fig. 3.6. By scaling the time by $\left(1+N_{I}\right)^{-1}$ and $M_{I}^{-1}$, the data appear to lie upon one another. This inverse proportionality is consistent with the concept that the quantity of energy localized at impurities is proportional to both the impurity mass and the number of impurities.

### 3.4 Conclusion

For the simulation times studied here, the long time mode decay in disordered nonlinear systems seems to be controlled by disorder and Anderson localization effects. For either heavy or light impurities, the energy becomes localized and the assumption of ergodic behavior is not valid. Further, the response of the system depends upon whether the impurities are heavier or lighter than the pure system. Impurities consume energy and heavier impurities, because of the smaller oscillation amplitudes, release their energy through nonlinear interactions very
slowly, thereby retarding mode decay. Lighter impurities appear to expel energy through large oscillation amplitudes, hastening nonlinear interactions and mode decay at low concentrations, but behave in a manner similar to heavy impurities at high concentrations. At impurity concentration $c$ such that $c \lambda>1$, the lighter impurities delay mode decay, possibly due to some cooperative effect among the impurities.

## Chapter 4

## Energy Transport

Having established the effects of impurities on both harmonic (Chapter 2) and anharmonic (Chapter 3) chains, one is now able to address energy transport in disordered nonlinear chains. An initial condition is chosen to reduce computational effort, and energy transport is characterized by the second moment of the site energy.

Dissipation from harmonic energy eigenstates is used to characterize energy transport in binary isotopically disordered (BID) Fermi-Pasta-Ulam (FPU- $\beta$ ) chains. Using a continuum analog for the corresponding harmonic portion of the Hamiltonian, the time-independent wave amplitude is calculated for a plane wave that is incident upon the disorder, and the solution is mapped onto the discrete chain. Due to Anderson localization, energy is initially localized near the incident end of the chain, and in the absence of anharmonicity the wave amplitude is stationary in time. For sufficient anharmonicity, however, mode transitions lead to dissipation. Energy transport along the chain is quantified using both the second moment of the site energy and the number of masses contributing to transport, which was estimated from the localization parameter. Over the time scales studied, the second moment increased linearly in time, yielding an effective
diffusive transport coefficient. At low and intermediate impurity concentrations, the transport coefficient can be characterized by a competition between impurity scattering and diffusion over a distance equal to the localization length. At the highest concentrations, there is significant mode transition suppression in BID systems, and the transport coefficient becomes proportional to initial localization length. This result suggests that vibrational energy transfers in strongly localized modes retain the spatial extent of the interacting modes.

### 4.1 Introduction

Nonlinear binary disordered chains are useful systems for studying the essential characteristics of energy dissipation and transport in materials. Although binary disorder is an idealized model, it has practical application to a number of fields: isotopic disorder effects line width broadening in spectroscopy; [102-104] the glass transition has been considered in terms of binary changes in elasticity parameters;[75] and isolated mechanical defects can lead to a variety of nonlinear effects [105, 106].

An interesting behavior of binary isotopic disorder (BID) occurs in discrete lattices, where the system undergoes a pure-disordered-pure transition as the impurity concentration varies from zero to one. For harmonic one-dimensional chains, finite disorder destroys spatial invariance and gives rise to Anderson [5] localization, characterized by spatially localized eigenstates. Given a discrete system in a localized energy eigenstate, the addition of anharmonicity will lead to interactions that create new modes that can propagate through the system. These propagating modes either will become localized or will undergo further mode transitions.

We are interested in the rate of energy dissipation from localized disturbances along a discrete chain. Previous studies have used either a singular (one or very few elements) pulse or a Gaussian envelope for the initial displacement $[66,73,74,76,77]$. Because neither is an eigenstate of the system, both will begin to propagate ballistically and will exhibit some measure of dissipation in both anharmonic and harmonic systems. In time, scattering and localization slow the rates of propagation and dispersion.

To eliminate the initial ballistic motion, a system starting from an energy eigenstate of the corresponding harmonic chain would remain localized until mode transitions occurred. The initial condition can be calculated for a system in which the middle section contains disorder and there are 'pure' sections at both ends. Given the location of each impurity in the disordered section of the chain, a solution could be found for the continuum analog, with the boundary condition of an incident plane wave with frequency $\omega$; there is a reflective wave and a transmitted transmitted wave. Because the continuum calculation is performed for the harmonic system, the solution is separable into spatial and temporal components. The time dependence is sinusoidal, and the entire system has a constant temporal phase. The continuum solution for the wave amplitude everywhere is mapped onto the discrete chain, and becomes the initial displacement for the study of energy transport.

The advantage of this approach is that in the absence of anharmonicity the wave amplitude is stationary. For the harmonic chain, the wave remains localized indefinitely, and there is no energy transport. The addition of anharmonicity will give rise to mode transitions that will de-localize the wave and lead to energy transport through the chain. Instead of having a ballistic-diffusive transition,
this initial condition leads to a localized-diffusive transition. This is important for reducing the integration times required to distinguish between localization and mode transition behavior.

There is reason to believe that nonlinear disordered systems will behave diffusively. A recent study of a disordered FPU- $\beta$ chain observed a constant thermal conductivity for both large L and low temperature [71]. This is consistent with the assertion that Fourier's law is satisfied when there are phonon-lattice interactions in addition to the phonon-phonon interactions [72].

To study this energy transport, the following numerical experiment will use the binary disordered Fermi-Pasta-Ulam [35] chain with quartic spring potentials (FPU- $\beta$ ). Starting from the initial energy eigenstate, numerical integration will be used to calculate the spatial distribution of energy as a function of time. Based on a local concept of thermal transport [75], an effective transport coefficient will be sought [107] from the second moment of the site energy, and the method is compared to the Helfand [83] moments for thermal conductivity. The second moment will exhibit diffusive behavior, a fact that will be corroborated qualitatively from the number of masses over which energy is distributed, which is estimated from the localization parameter [52, 108].

The effective transport coefficient will be studied as a function of impurity concentration. The mode transfer behavior will change as the concentration varies from dilute (a wavelength far smaller than the mean free path) to very dense (a wavelength spanning many impurities). Energy transfer in dilute systems will be characterized by impurity scattering. As the impurity concentration increases, transport dominated by interacting localized modes [109, 110] will become apparent. For the most concentrated systems, energy transfer will occur among
strongly localized modes. As a result, the spatial extent of these interacting modes will persist and the original localization length will remain the dominant length scale over which transport occurs.

### 4.2 Numerical Experiment

### 4.2.1 FPU- $\beta$ Chain

The FPU- $\beta$ chain is composed of masses interacting with nearest neighbors through springs. The Hamiltonian $H$ of a chain having $N$ masses is a function of the mass momenta $p_{i}$ and the mass displacements $u_{i}$ about their equilibrium position:

$$
\begin{equation*}
H=\sum_{i}^{N} \frac{p_{i}^{2}}{2 m_{i}}+\frac{K}{2}\left(u_{i}-u_{i-1}\right)^{2}+\frac{\beta}{4}\left(u_{i}-u_{i-1}\right)^{4} \tag{4.1}
\end{equation*}
$$

The harmonic spring force coefficient $K$ is set equal to one, and in the absence of impurities, each mass has the same value $m_{o}=1$. The site energy $e_{i}$ is the sum of the kinetic energy plus one-half of the neighboring spring potential energies.

Whenever possible, the results are expressed in dimensionless units through the use of appropriate scaling factors. Time is scaled by the natural frequency $\omega_{o}$ of a single harmonic oscillator:

$$
\begin{equation*}
\omega_{o}=\left(\frac{K}{m_{\circ}}\right)^{1 / 2} \tag{4.2}
\end{equation*}
$$

Lengths are scaled by the equilibrium mass separation distance $a$, which is set equal to one for this experiment.

The time-dependent behavior was determined by numerical integration using the sixth-order Yoshida [40] symplectic integration algorithm. Specifically, best results were obtained from the "Solution A" coefficients (see Table 1 in Ref. [40]).

For the systems studied here, the time step $\Delta t$ was approximately $1 / 200$ the period of the initial mode. This time step was consistent with that used elsewhere $[56,73]$, was chosen as a compromise between speed and accuracy, and the results were insensitive to two-fold changes in $\Delta t$. Using this time step, the energy fluctuations were always less than 0.2 \% (See Appendix F).

### 4.2.2 Semi-Infinite Approximation

For these systems, the localization length of the very low frequency waves will be longer than the system length. As a result, these waves will propagate down the chain and reach the far end. If the wave is reflected, it could affect the accuracy of the transport calculation. To mitigate this effect, $10 \%$ of the masses at the far end were given a viscous force $F_{v i s}$ :

$$
\begin{equation*}
F_{v i s}=-\eta \dot{u} \tag{4.3}
\end{equation*}
$$

This approach has been used elsewhere to achieve a similar effect [46]. For these calculations, a viscosity $\eta$ of 0.2 was sufficient to eliminate the effects of reflection.

The viscous damping, combined with the accurate time integration, simplified the task of identifying finite size effects. As the system length decreased and the localization length increased, the likelihood of a considerable amount of energy reaching the far end of the system increased. Fortunately, this occurrence was easily identified by changes in the system total energy.

### 4.2.3 Initial Displacement

The initial condition was a stationary state exhibiting Anderson localization for the harmonic component of the Hamiltonian. This initial condition was chosen
so that for $\beta=0$ there is no net energy transport, and these systems could be used as a test to confirm the accuracy of the model and the numerical integration.

The continuum Kronig-Penney liquid model [24, 47] is used to estimate the initial displacement. For the harmonic FPU chain, the analogous continuum system is an elastic medium having mass density $\mu=m_{\circ} / a$ and Youngs modulus $Y=K a$. Between the impurities, a longitudinal displacement wave $\psi(x, t \mid \omega)$ with frequency $\omega$ will propagate with phase velocity $v_{p}=\sqrt{Y / \mu}$. A harmonic oscillator impurity, approximated by a point defect, located at $x^{\prime}$ will give rise to a reactive force that is proportional to the impurity impedance $Z(\omega)$ [43]:

$$
\begin{equation*}
\left[\mu \frac{\partial^{2}}{\partial t^{2}}-Y \frac{\partial^{2}}{\partial x^{2}}=-Z(\omega) \delta\left(x-x^{\prime}\right) \frac{\partial}{\partial t}\right] \psi(x, t \mid \omega) \tag{4.4}
\end{equation*}
$$

For a harmonic system, one can assume a sinusoidal solution with frequency $\omega$ $\left(\psi=\phi(x \mid \omega) \mathrm{e}^{-\mathrm{i} \omega t}\right):$

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial x^{2}}+\zeta^{2}=\frac{-\mathrm{i} \omega}{Y} Z(\omega) \delta\left(x-x^{\prime}\right)\right] \phi(x \mid \omega) \tag{4.5}
\end{equation*}
$$

where $\zeta=\omega / v_{p}$.
Equation (4.5) is solved for a system having impurities at integer locations with probability $c$. The boundary conditions are a unit amplitude incident wave and a reflected wave at the incident end and only a transmitted wave at the opposite end. The initial displacement for the FPU system is taken from the real component of the solution $\phi(x \mid \omega)$. Additional discussion of the initial condition calculation is given in Appendix E.

### 4.2.4 Impurity Cross Section

To put some of the results in a familiar context, it will be useful to characterize an impurity by its cross section to the original wave. The cross section $\sigma$ of an
individual impurity can be expressed as a function of the impurity impedance $Z$ : [43]

$$
\begin{equation*}
\sigma=\frac{|Z(\omega)|^{2}}{|Z(\omega)|^{2}+4 K m_{\circ}} \tag{4.6}
\end{equation*}
$$

Here, the isotopic impurities consist of a constant mass $m_{+}$added to the existing mass $m_{\circ} ; m_{+}$may be either positive or negative and the impurity mass $m_{I}$ is $\left(m_{\circ}+m_{+}\right)$. It has been determined that for a discrete system, the impedance $Z$ of a mass impurity in a continuum system [43] must be modified by $c_{s}$, which is the ratio of the group velocity $\left(v_{g}=\partial \omega / \partial k\right)$ to the phase velocity $v_{p}[111]$ :

$$
\begin{equation*}
Z(\omega)=-\mathrm{i} \omega m_{+} / c_{s} \tag{4.7}
\end{equation*}
$$

For the discrete chain, $c_{s}=\cos (k a / 2)$, where $k$ is the wavenumber $(2 \pi / \lambda)$ and $\lambda$ is the displacement wavelength.

### 4.2.5 Continuum-Discrete Mapping

The boundary condition for the chain is zero displacement at each end. Because the continuum solution $\phi(x=0, L \mid \omega)$ will almost certainty not equal zero at $x=$ $0, L$, a method is needed for adjusting the continuum solution to accommodate the constraints of zero displacement at both ends. The continuum solution is first mapped to the discrete chain with no modification, and then, starting at one end and moving along the chain, the end is relocated to the mass having the smallest oscillation amplitude, and its displacement is fixed at zero. The process is repeated at the opposite end of the chain.

To facilitate this task, a suitable initial displacement wavelength $\lambda$ is needed to ensure that some mass has an equilibrium displacement acceptably close to zero. If the displacement wavelength is an integer multiple of the equilibrium mass


Figure 4.1: Initial displacements $u_{i}$ for a particular system having wavelength 31.8 , impurity concentration 0.01 , and impurity scattering cross section 0.5 . Mass displacement are denoted by small circles and the impurity locations are denoted by large circles. The first impurity is located at $i=x_{o}$, and the dashed line is proportional to $\mathrm{e}^{-\left(i-x_{o}\right) / \xi}$.
displacement $a$, the oscillation amplitude of masses repeats with each successive wavelength, until the next impurity changes the phase.

For this experiment, a nominal displacement (equal to an integer multiple of the unit spacing) was chosen first. The working wavelength is the nominal wavelength minus 0.2 unit spacings. With this wavelength, the displacement amplitudes repeat every 5 wavelengths, with 9 nodal points occurring at different fractions of the spacing $a$. Probabilistically, it is more likely to find a minimum mass oscillation amplitude that is nearly an order of magnitude smaller than that for an integer wavelength.

An example input displacement is shown in Fig. 4.1 for a system with length

10000 , displacement wavelength 31.8 , impurity cross section 0.5 , and impurity concentration 0.01 . The small dots in the figure represent the initial displacement of the masses. The larger filled circles denote the location and displacement of the impurities. The effect of the impurities is to change both the displacement amplitude and the phase. Also shown in the figure is a dashed line that is proportional to $\mathrm{e}^{-\left(i-x_{o}\right) / \xi}$, where $x_{o}$ is the location of the first impurity, and $\xi$ is the localization length (to be discussed subsequently). Although this particular initial condition would suggest that displacement amplitudes decrease monotonically, that is not always the case.

### 4.2.6 Dense Systems

For BID systems, the localization length is not a monotonic function of impurity concentration. Rather, the localization length has a minimum with respect to impurity concentration; at higher concentrations, the system returns to a "pure" system. The localization length $\xi$ of BID systems at dilute impurity concentrations, such that $c \lambda \ll 1$, can be calculated from the resistivity scaling law [22]:

$$
\begin{equation*}
\xi_{c \rightarrow 0}^{-1}=c \ln (1+\rho) \tag{4.8}
\end{equation*}
$$

The single impurity resistivity $\rho$ is related to the single impurity cross section $\sigma:[21]$

$$
\begin{equation*}
\rho=\frac{\sigma}{1-\sigma} \tag{4.9}
\end{equation*}
$$

As the impurity concentration increases beyond a value of $1 / 2$, the system approaches a homogeneous system. In the limit $c \rightarrow 1$, the system is again ordered, and the localization length diverges:

$$
\begin{equation*}
\xi_{c \rightarrow 1}^{-1}=(1-c) \ln \left(1+\rho^{\prime}\right) \tag{4.10}
\end{equation*}
$$

The quantity $\rho^{\prime}$ characterizes a system having an equilibrium mass $\left(m_{\circ}+m_{+}\right)$, an impurity mass $m_{\circ}$, and oscillations at the same frequency $\omega$ : [111]

$$
\begin{align*}
k^{\prime} & =\frac{2}{a} \operatorname{Sin}^{-1}\left[\frac{\omega}{2} \sqrt{\frac{m_{\circ}+m_{+}}{K}}\right]  \tag{4.11a}\\
c_{s}^{\prime} & =\cos \left(k^{\prime} a / 2\right)  \tag{4.11b}\\
\rho^{\prime} & =\frac{\left(-m_{+} \omega / c_{s}^{\prime}\right)^{2}}{4 K\left(m_{\circ}+m_{+}\right)} \tag{4.11c}
\end{align*}
$$

Because the localization length of a system is analogous to its conductivity, and the systems described by $\xi_{c \rightarrow 0}$ and $\xi_{c \rightarrow 1}$ occur independently and in parallel, the localization length over all values of impurity concentration can, by analogy to electrical conductors, be approximated by a sum of the two:[111]

$$
\begin{equation*}
\xi=\xi_{c \rightarrow 0}+\xi_{c \rightarrow 1} \tag{4.12}
\end{equation*}
$$

When the concentration of the impurities increases to $c \lambda>1$, the energy eigenstate becomes more complicated than the dilute impurity example shown in Fig. 4.1. Example initial conditions for the highest impurity concentration considered in this experiment $(c=0.5)$ are shown in Fig. 4.2 for three scattering cross sections. At these high concentrations, although the frequency remains constant everywhere, the wave structure in the disordered region is considerably more complex than that shown in Fig. 4.1 for a dilute system.

### 4.2.7 Parameter Space

For the nonlinear systems considered, the incident wave has wavelength $\lambda=31.8$, and the anharmonicity parameter $\beta=1$. For all the systems from which energy transport is measured, the added mass $m_{+}$will have one of three values: 6.605, 10.089 , and 15.412 . With respect to a $\lambda=31.8$ displacement in a harmonic


Figure 4.2: Initial displacements $u_{i}$ for a particular system having wavelength 31.8 , impurity concentration 0.50 , and all three impurity scattering cross sections. Mass displacement are denoted by line, and the impurity locations are denoted by circles. The systems were shifted horizontally so that the first impurity is located at $i=200$.


Figure 4.3: Localization length $\xi$ as a function of impurity concentration $c$ for systems having displacement wavelength $\lambda=31.8$. The three solid curves, from upper to lower, are for $\sigma=0.30,0.50$, and 0.70 , and were calculated from Eq. (4.12). The dashed lines are the dilute limit localization length $\xi_{c \rightarrow 0}$.
system, these impurity masses have scattering cross sections $0.30,0.50$, and 0.70 , respectively.

The primary experimental parameter was impurity concentration $c$. The impurity concentration lower limit was constrained by computing resources. A previous study of these systems revealed that approximately 32 impurities and a system length $L / \xi>10$ are required in a chain to ensure reliable ensemble statistics [111]. The upper concentration limit was 0.5 . Above this concentration, the behavior is analogous to a study of the pure system having mass $m_{I}$ and impurity mass $m_{0}$.

The initial displacement is a localized mode with localization length $\xi$. To better understand the length scale over which the energy is initially distributed, the aforementioned impurity masses are used to calculate the localization length, using Eq. (4.12), for a wave having displacement 31.8, and the results are shown in Fig. 4.3. The dilute limit result $\xi_{c \rightarrow 0}$ is shown as a dashed line, and begins to depart from $\xi$ at concentrations for which $c \lambda \approx 1$.

Figure 4.3 also reveals the utility of choosing a nominal displacement wavelength $\lambda=32$. For $c \lambda>1$, the addition of impurities has a nonlinear effect on localization length. Naturally, one would like to see whether this nonlinear behavior has any effect on energy transport. For shorter displacement wavelengths, the deviation between $\xi$ and $\xi_{c \rightarrow 0}$ would not occur until proportionately higher impurity concentrations. Alternatively, using a longer wavelength would reduce the rate of mode transitions considerably, requiring excessively long computational times.

### 4.3 Thermal Conduction

There are a number of formal methods for calculating thermal conductivity. Thermostats at the boundaries can generate a steady-state flux from which the thermal conductivity is calculated using Fourier's law [69]. The Green-Kubo method [84] is based on time integrals of thermal fluxes for a system in thermal equilibrium. The Evans NEMD thermal conductivity algorithm [84, 87] applies a heat field and calculates an averaged heat flux. The Helfand [83] moments of the excess energy fluctuations are calculated for systems in thermal equilibrium. In each case, the system is either at steady-state or in thermal equilibrium, which does not apply here.

For zero temperature systems, the propagation rate and the second moment of the site energies have been used to characterize pulse dissipation in zero temperature systems [66, 73, 74, 76, 77]. These approaches are reminiscent of the method of Helfand moments [83], so a brief summary of Helfand moments is warranted.

The Helfand moment for thermal conductivity is applied to a system in thermal equilibrium with a temperature reservoir. By application of the Onsager regression hypothesis [78, 79], the transport coefficient related to dissipation of fluctuations are the same as the non-equilibrium transport coefficient. For a system in thermal equilibrium, there is a time-dependent site energy $e_{i}$ that differs from the ensemble averaged value $\left\langle e_{i}\right\rangle$. The energy fluctuation $\widetilde{E}$ is the difference between the two:

$$
\begin{equation*}
\widetilde{E}=e_{i}-\left\langle e_{i}\right\rangle \tag{4.13}
\end{equation*}
$$

For a system having an initial fluctuation over sites $x_{j 0}$, the thermal conductivity
$\kappa$ can be estimated from a double sum over particle positions [83]:

$$
\begin{equation*}
H^{p}=\left\langle\sum_{i, j}\left(x_{i}-x_{j 0}\right)^{2} \widetilde{E}_{i}(x, t) \widetilde{E}_{j}(x, 0)\right\rangle \sim 2 \kappa t \tag{4.14}
\end{equation*}
$$

Replacing conservation of momentum with conservation of energy yields an equivalent alternative expression: [83]

$$
\begin{equation*}
H^{e}=\left\langle\left[\sum_{i}\left(x_{i} \widetilde{E}_{i}-x_{i 0} \widetilde{E}_{i 0}\right)\right]^{2}\right\rangle \sim 2 \kappa t \tag{4.15}
\end{equation*}
$$

Equations (4.14) and (4.15) are the Helfand moments for calculating the thermal conductivity of a bath of particles.

There are a number of differences between fluctuations in a bath of particles and energy propagation along a discrete chain. Equations (4.14) and (4.15) characterize a bath of freely moving particles. By contrast, in the FPU chain energy moves, but the masses are, more or less, stationary. This is not entirely problematic, however, because one can still evaluate the energy that is at $x_{i}$, and the problem can be changed to one in which the energy is evaluated at specific points. In this way, the role of energy is analogous to concentration in the evaluation of self-diffusion.

Another important distinction is that Eqs. (4.14) and (4.15) are functions of the energy fluctuations in an equilibrated system at temperature $T$. By contrast, a pulse moving through an FPU chain is a system that is not in equilibrium, and the portion of the chain farthest from the initial disturbance is initially at zero temperature. In principle, after very long times, the chain would eventually reach equilibrium, with the energy distributed over all the masses. Because the conceptual problem of interest is a semi-infinite chain, the equilibrium energy $\left\langle e_{i}\right\rangle$ would approach zero. Under the assumption $\left\langle e_{i}\right\rangle=0$, the fluctuation energy
$\widetilde{E}$ of the bath problem becomes the site energy $e_{i}$ of the non-equilibrium chain problem.

By analogy to Eqs. (4.14) and (4.15), the energy transport in the FPU- $\beta$ chain will be characterized by the second moment of the energy. Assuming that the initial pulse occupies a small portion of the entire system, a useful measure is the second moment $M$ about zero:

$$
\begin{equation*}
M=\frac{\sum_{i} r_{i}^{2} e_{i}}{\sum e_{i}} \sim 2 G t \tag{4.16}
\end{equation*}
$$

The position $r_{i}=i a$ is the equilibrium location of the $i$-th mass. The quantity $G$ is an effective transport coefficient that is neither self-diffusion nor thermal conductivity. To eliminate the effects of fluctuations, the initial value is subtracted from the subsequent values. In addition, the equation is generalized to allow for arbitrary powers of $e_{i}$ :

$$
\begin{equation*}
M_{n}(t)=\left\langle\frac{\sum_{i} r_{i}^{2} e_{i}^{n}}{\sum e_{i}^{n}}-M_{n}(0)\right\rangle \sim 2 G_{n} t^{\delta_{n}} \tag{4.17}
\end{equation*}
$$

These definitions are similar to those used by Fröhlich et al.,[112] and are consistent with the local concept of thermal transport of Wagner et al.[75]

A comparison among $M_{1}, M_{2}, H^{p}$, and $H^{e}$ is made from the early response of a system of length 8000 that is initially in a localized mode. The wavelength is 31.8 , the impurity mass is 11.089 , the impurity concentration is 0.010 , and $\beta=$ 1. The displacement $u$ along the system is shown in Fig. 4.4 at time intervals of $\omega_{o} \Delta t=2000$. (The curves are offset vertically from one another, by a distance $a$, for comparison purposes.) The data in the figure show that long wavelength displacements move virtually ballistically along the chain (parallel to dashed arrow) while the higher frequency displacements propagate a considerably shorter distance over the same time interval.


Figure 4.4: Wave displacement $u_{i}$ along a chain at various times. Chain length is 8000 , added mass $m_{+}$is 10.089 , and impurity concentration is 0.010 . Each curve represents a time difference of 2000 , and is offset by a value of one for demonstration purposes. Dashed arrow denotes ballistic propagation.


Figure 4.5: Moments $M_{1}, M_{2}, H^{p}, H^{e}$ as a function of time for the system shown in Fig. 4.4. Quantities are normalized, using localization length $\xi$ and total energy $E$, to make the values dimensionless.

At regular time intervals, $M_{1}$ and $M_{2}$ are calculated, along with $H^{p}$ and $H^{e}$ (assuming that $\widetilde{E}=E_{i}$ and $\left\langle e_{i}\right\rangle=0$ ). The results of the calculations are shown in Fig. 4.5. All values are normalized by the initial localization length $(\xi \approx 155)$. $H^{p}$ and $H^{e}$ are also normalized by the total energy $E$ to be on the same scale as $M_{1}$ and $M_{2}$. The two pairs of equations, $\left(M_{1}, H^{p}\right)$ and $\left(M_{2}, H^{e}\right)$, generally agree with one another, but $M_{1}$ and $M_{2}$ are greater in value than the corresponding $H^{p}$ and $H^{e}$. At the shortest times, $M_{1}$ and $H^{p}$ give the nearly the same value.
$H^{p}$ and $H^{e}$ are equivalent descriptions of thermal conductivity. Therefore, the difference between $H^{p}$ and $H^{e}$ for the case of an initially localized pulse demonstrates that thermal conductivity for these systems is not well-defined. As a result, the second moments $M_{n}$ characterize some effective, yet undefined, transport coefficient.


Figure 4.6: Displacement $u_{i}$ for sinusoidal initial condition with $\lambda=31.8$.

These curves are also instructive in pointing out the distinction between pulse propagation and energy propagation. From Fig. 4.4 it is clear that low frequency waves propagate ballistically through these systems, starting from near $t=0$. By contrast, Fig. 4.5 shows no ballistic behavior, suggesting that the vast majority of the energy is in the higher frequency modes located within the initially localized region. Moreover, the moments shown in Fig. 4.5 all continue to increase after there has been sufficient time for the low frequency ballistic modes to reach the far end.

### 4.4 Alternate Initial Condition

As an alternative, this experiment could have been performed using either an instantaneous impulse or a short sinusoidal pulse like that shown in Fig. 4.6. Both of these initial conditions, however, have drawbacks. Impulses will impart


Figure 4.7: Moment $M_{1}$ as a function of time $t$ for systems with anharmonic parameter $\beta=0$ and impurity concentration $c=0.010$ for systems having length $L=8000$. The initial condition is that shown in Fig. 4.6.
relatively little energy to the system unless the impulse is large. The sinusoidal wave, not being localized by the impurities, will immediately begin propagating ballistically along the chain. If the chain had only harmonic interactions, the wave would eventually become localized. In a nonlinear chain, there would be immediate competition between localization and anharmonic effects that would lead to mode transitions.

The time required for the sinusoidal pulse to become localized in a harmonic chain is shown in Fig. 4.7 for the $\lambda=31.8$ pulse shown in Fig. 4.6. The pulse is located at one end of the system, the envelope is the hyperbolic tangent function, and the initial velocity is zero. The harmonic chains have mass impurities located at a site with probability $c$. The three aforementioned values for $m_{I}$ are used, corresponding to $\sigma=0.30,0.50$, and 0.70 . The data in Fig. 4.7 suggest that
between 10 and 100 impurities, depending on the impurity cross section, must be encountered before the sinusoidal wave becomes localized. The localization length for these three cross sections are 298,155 , and 90 , respectively, so the transient period is approximately ten times the localization length. For the lowest impurity concentrations considered in this experiment, this transition length would have created overwhelming demands on computing resources. In effect, a large portion of the calculation would be expended on getting the system to some sort of equilibrium condition.

### 4.5 Equipartition

The dynamics of both mode transitions and spatial energy equipartition will influence the response of the systems. A previous experiment to study the mode transition rate for similar chains configured as small hoops initially excited in a single wavenumber eigenmode suggested that impurities initially hasten the decay of energy in the excited mode [113]. Over long times, however, the rate diminished because the energy became localized at the impurities. Because the impurities were heavier than the background, the oscillations at the impurities were smaller, reducing the rate of energy loss because of the quadratic dependence of amplitude [101].

The systems studied here, however, have energy initially localized at one end, with the energy already localized at the impurities. Once transitions start to occur, the new modes, which are not localized over the same length scale, will propagate and either spontaneously decay or scatter from impurities.

### 4.5.1 Localization Parameter

As the mode transitions occur, energy will propagate along the chain, redistributing energy. As the energy becomes more evenly distributed among the masses, the energy becomes less localized. A measure of how uniformly the energy is distributed among $N$ masses is the localization parameter $\Gamma[52,108]$ :

$$
\begin{equation*}
\Gamma=N\left\langle\frac{\sum^{N} E_{i}^{2}}{\left(\sum^{N} E_{i}\right)^{2}}\right\rangle \tag{4.18}
\end{equation*}
$$

The value of $\Gamma$ is a minimum for ergodic behavior and increases as the degree of localization increases.

The localization parameter can be used to estimate the number of masses over which energy is distributed. The maximum value of $\Gamma$ is $N$, which occurs when all the energy is localized at one mass. At long time, $\Gamma$ approaches a constant, $\Gamma_{\infty}=\Gamma(t \rightarrow \infty)$, that only depends on the value of $\beta$ [53]. For the FPU- $\beta$ system, with $\beta=1$, the equilibrium value $\Gamma_{\infty}$ is approximately 1.8. Thus, $\Gamma_{\infty} / \Gamma$ is approximately equal to the fraction of the chain over which energy is distributed.

### 4.5.2 Participating Modes

Another useful measure of ergodicity is the number of harmonic modes contributing to the energy located at a particular mass. The systems to be studied are initially excited in one mode (in frequency space). The time required for the system to excite the maximum number of modes should correspond to the time required for the system to become ergodic.

The energy $E_{\omega}$ in mode $\omega$ is estimated from the harmonic approximation involving the Fourier transformed (FT) displacement $Q_{i}(\omega)$ and momentum $P_{i}(\omega)$
of mass $m_{i}$ :

$$
\begin{equation*}
E_{i, \omega}=\frac{1}{2}\left(m_{i} \omega^{2} Q_{i}^{2}+\frac{P_{i}^{2}}{m_{i}}\right) \tag{4.19}
\end{equation*}
$$

The energy is then normalized using the total number of frequency modes $N_{\omega}$ considered in the FT:

$$
\begin{equation*}
e_{i, \omega}=E_{i, \omega} / \sum_{\omega}^{N_{\omega}} E_{i, \omega} \tag{4.20}
\end{equation*}
$$

These normalized energies are a measure of energy entropy $S_{i}$ at mass $m_{i}[52,56$, 59, 99]:

$$
\begin{equation*}
S_{i}=-\sum_{\omega} e_{i, \omega} \ln \left(e_{i, \omega}\right) \tag{4.21}
\end{equation*}
$$

If all the energy is in a single frequency mode, $S$ equals 0 . If the energy is distributed evenly among all frequency modes, $S$ equals $\ln N_{\omega}$.

The equivalent number of modes contributing to the overall entropy if the energy is uniformly distributed among those modes is $\exp (S)$. To make comparisons among results using different values for $N_{\omega}$, results are expressed as the fraction of possible modes $n_{\omega}$ at mass $m_{i}$ :

$$
\begin{equation*}
n_{\omega}^{(i)}=\frac{\exp \left(S_{i}\right)}{N_{\omega}} \tag{4.22}
\end{equation*}
$$

Periodically, $n_{\omega}^{(i)}$ is calculated at various masses and the reported value, $n_{\omega}(t)$, is the average of these values.

### 4.5.3 Hoop Example

The localization parameter $\Gamma$ and the fraction of participating modes $n_{\omega}$ were developed to study systems in which the energy is initially distributed throughout the entire system. For the systems studied here, the initial energy is intentionally localized at one end of the system. If such a system was divided into two equal halves, the values for $\Gamma$ and $n_{\omega}$ in one half would be very different from the ones
calculated for the other half of the system. Nonetheless, the parameters do have utility for these systems.

One application is the study of behavior within a short section of chain. If the section of chain is quasi-localized (very few modes are present, oscillating with nearly constant amplitude), mode transitions are the primary mechanism for inducing energy transport. A hoop (periodic boundary conditions), initially excited in one wave number mode, could be used to study the behavior of a similar section within a much longer section that is itself quasi-localized. The time-dependent behavior of the localization parameter $\Gamma$ and the relative number of participating modes $n_{\omega}$ would characterize energy redistribution, with respect to both space and mode frequency.

A brief numerical calculation of $\Gamma$ and $n_{\omega}$ is made to study the effect of impurity concentration on mode transitions. The initial condition is a BID hoop having length 636 , wavelength 31.8 , and $\beta=1$. This initial condition differs, in an important way, from a localized initial state described in Section 4.2.3. In a disordered system, a single $k$ mode will excite multiple $\omega$ modes, accelerating the initial rate of mode transitions. Nevertheless, the results illuminate general behavior for nonlinear BID systems.

The effects of impurity concentration on the spatial distribution of energy and on the mode transition rate are shown in Figs. 4.8 and 4.9. The energy distribution data in Fig. 4.8 shows that the time for energy to become distributed among all the masses is relatively constant in systems for which $c \lambda<1$. At higher concentrations, the initial rate of energy redistribution is nearly the same as for the dilute systems, but the energy is not distributed among all the masses over the same time scale. This suggests that at concentrations for which $c \lambda>1$, the


Figure 4.8: Localization parameter $\Gamma$ as a function of time $t$ for a periodic system with length 636 , initial wavelength 31.8 , impurity cross section 0.5 , and anharmonicity 1.0.
systems behave differently from dilute systems in a fundamental way.
This assessment is consistent with the data for $n_{\omega}$ in Fig. 4.9. The rate that new modes are produced in dilute systems is a constant, until $n_{\omega}$ approaches its asymptotic value. At concentrations for which $c \lambda>1$, however, the initial rate of mode production does not reach the common initial rate. Furthermore, the asymptotic value for $n_{\omega}$ decreases with increasing impurity concentration. Therefore, concentrated systems produce fewer modes at a slower rate than less concentrated systems.

The decreasing asymptotic value for $n_{\omega}$ with increasing impurity concentration indicates that modes are suppressed significantly in concentrated systems. This is consistent with the effect of impurities on the spectral density $D$ of BID systems. The presence of impurities forces zeroes in $D(\omega)$ [114, 115], thereby


Figure 4.9: Fraction of participating modes $n_{\omega}$ as a function of time $t$ for a periodic system with length 636, initial wavelength 31.8 , impurity cross section 0.5 , and anharmonicity 1.0 .
constraining mode transitions. Moreover, as impurity concentration increases, the spectral density in the interval $\left[4 K / m_{I} \leq \omega^{2} \leq 4 K / m_{\circ}\right]$ (assuming $m_{I}>m_{\circ}$ ) becomes increasingly suppressed, eventually containing isolated delta functions $[48,116,117]$. If the frequency of the initial displacement is in the interval $\left[0 \leq \omega^{2} \leq 4 K / m_{I}\right]$, the mode will be in a continuous portion of $D(\omega)$ for all values of impurity concentration. Therefore, at higher impurity concentrations, new modes will be generated more slowly.

Although low frequency modes will be generated, it has already been demonstrated that these modes have no measurable effect on bulk energy transport. Frequencies above $\sqrt{4 K / m_{I}}$ will exist in a portion of the density of states that, with increasing impurity concentration, will inhibit mode transitions. Therefore, in concentrated systems, new modes of any significance will likely have a
frequency in proximity to the initial frequency, particularly for larger values of $m_{I}$.

### 4.6 Results

Some of the results include estimates of uncertainty for quantities calculated from ensemble averages. For a calculation performed on an ensemble of $W$ systems, there is a population standard deviation $s$ and an average value. For this study, the average value is the meaningful quantity that is reported. The uncertainty in the reported mean values is $s / \sqrt{W}$, which estimates the standard deviation of the sample mean, and is referred to as the standard error (SE) of the sample mean [92]. All error bars appearing in figures represent the SE, unless explicitly stated otherwise.

There are two special cases within the parameter space that require special consideration. The $M_{n}$ data for the nonlinear systems are only meaningful when the $M_{n}$ data for the corresponding harmonic system are constant. This is true for all cases, especially at concentrations for which $c \lambda \gg 1$. In theory, $M_{n}$ for harmonic systems would be a constant for all time. In practice, the mapping of the continuum system onto the discrete lattice, and the relocation of the ends, can introduce a small amount of randomness that led to small fluctuations in $M_{n}$. These fluctuations, however, were far smaller than the changes for the anharmonic systems.

As a brief example, Fig. 4.10 is a plot of $M_{1}$ as a function of time for systems having having impurity concentration 0.500 and length 16000 . In the figure, the $\beta=1$ data appear as lines having positive slope. The harmonic $\beta=0$ data for all three impurity masses lie upon one another near $M_{1}=0$. Figure 4.10 is doubly


Figure 4.10: The ratio $M_{1} / \xi^{2}$ as a function of time for the systems having impurity concentration 0.500 and length 16000 . The $\beta=1$ data have positive slopes and all the $\beta=0$ data fall on top of one another at $M_{1}=0$.
instructive. It demonstrates that $M_{1}$ for the $\beta=0$ data are negligible, even for the systems for which the second moment has the smallest value. Moreover, the harmonic data remain stable in concentrated systems: $c \lambda \gg 1$.

### 4.6.1 Time Exponent

A quantitative characterization of $M_{n}$ is made by assuming a power-law dependence on time $t$ :

$$
\begin{equation*}
M_{n}=2 G_{n} t^{\delta_{n}} \tag{4.23}
\end{equation*}
$$

The first task is to determine the value of the exponent so as to distinguish among ballistic, diffusive, or sub-diffusive transport. The calculation of $\delta_{n}$ is affected by initial transients, and the details of the analysis are given in Appendix F. The

Table 4.1: Interval from which $\delta_{n}$ was calculated for systems having length $L$.

| $L$ | Interval |
| :---: | :---: |
| 16000 | $5000<\omega_{o} t<20000$ |
| 32000 | $10000<\omega_{o} t<25000$ |
| 64000 | $20000<\omega_{o} t<50000$ |
| 96000 | $20000<\omega_{o} t<80000$ |

time interval from which the values of $\delta_{n}$ were calculated were constrained by the initial transients at small times and total energy conservation at long times. The specific intervals are shown in Table 4.1 for each system length used.

The results of the analyses for $\delta_{1}$ are summarized in Fig. 4.11 for all the systems. In this figure, the symbols at a particular concentration are displaced horizontally to distinguish individual error bars representing the SE. Half the estimated values for $\delta_{1}$ were within one SE of 1 , and three-quarters were within 2 SE of 1 . It is apparent from the data in the graph that, over the time scales studied, weakly disordered systems behave diffusively, and that strong disorder introduces variability into the results. Overall, the results suggest that energy transport along the chain is nearly diffusive, and so subsequent analysis of $M_{1}$ assumes a linear dependence upon time.

Results of the analysis for $\delta_{2}$ are shown in Fig. 4.12. Although the values of $\delta_{2}$ are near 1 for most systems, there is considerably more variability than for $\delta_{1}$. Moreover, it was difficult to establish a precise value for $\delta_{2}$ at higher concentrations. As a result, subsequent analysis is confined to $M_{1}$.


Figure 4.11: The time exponent $\delta_{1}$ for $G_{1}$ as a function of impurity concentration $c$ for impurity cross sections $\sigma=0.30,0.50,0.70$. Numbers between vertical dashed lines denote system length $(k=1000)$.


Figure 4.12: The time exponent $\delta_{2}$ for $G_{2}$ as a function of impurity concentration $c$ for impurity cross sections $\sigma=0.30,0.50,0.70$. Numbers between vertical dashed lines denote system length $(\mathrm{k}=1000)$.


Figure 4.13: Transport coefficient $G_{1}$ as a function of impurity concentration $c$ for impurity cross sections $\sigma=0.30,0.50,0.70$. Dashed line is proportional to $c^{-1}$ and $c^{-2}$. The dotted lines are proportional to $\xi$.

### 4.6.2 Transport Coefficient

Based on the results for $\delta_{1}$, estimates for $2 G_{1}$ assume a linear relationship between $M_{1}$ and $t$ over the same intervals shown in Table 4.1. Although $M_{1}$ was determined by linear regression, calculating the uncertainty in $M_{1}$ required a slightly more involved analysis; details are give in the Appendix F.

Estimates of $2 G_{1}$ for all the systems considered are plotted in Fig. 4.13 as a function of the impurity concentration $c$. The calculated values appear as filled symbols having error bars that represent the SE. The solid lines connecting the symbols are only to guide the eye. The two dashed line segments appearing above the data indicate slopes that are proportional to $1 / c$ and $1 / c^{2}$.

Data for $2 G_{1}$ in Fig. 4.13 exhibit different behavior in three regions. At the lowest concentrations, $2 G_{1}$ is nearly proportional to $c^{-1}$ for the two smaller
impurity masses. At higher concentration, the coefficient $2 G_{1}$ is proportional to $c^{-2}$ for all three impurity masses. This transition is not apparent in the results of Payton et al. [69] on a similar system having thermostats because their computing resources prevented them from resolving the smaller concentrations required to see the effect.

The interesting behavior occurred at the highest concentrations. For all three impurity masses, the transport coefficient is proportional to the initial localization length $\xi$. This effect was also observed by Payton et al.,[69] but was not discussed in the context of a localization length. The three dotted curves labeled $\propto \xi$ are proportional to the localization lengths that appear in Fig. 4.3 for $\lambda=31.8$. The value of $\xi$ for each impurity mass is multiplied by the same coefficient (approximately 0.09) to make the curves overlay the measured transport coefficients.

### 4.6.3 Localization Parameter

The localization parameter can also be used as a measure of energy propagation. Although systems of different lengths were used, energy transport, starting from a localized state, should be independent of total system length. Based on the previous discussion of the localization parameter, the ratio $L / \Gamma$ is proportional to the number of masses over which the total energy is distributed. For a given $m_{I}$ and $c$, and assuming that $L \gg \xi$, the time-dependent number of masses over which energy is distributed should be independent of total system length. Therefore, the ratio $L / \Gamma$ will serve as a means for comparing results from systems of different lengths.

If the linear time dependence of the second moment $M_{1}$ indicates diffusive


Figure 4.14: Localization parameter $\Gamma$ as a function of time $t^{1 / 2}$ for systems having $m_{+}=6.605$.


Figure 4.15: Localization parameter $\Gamma$ as a function of time $t^{1 / 2}$ for systems having $m_{+}=10.089$.


Figure 4.16: Localization parameter $\Gamma$ as a function of time $t^{1 / 2}$ for systems having $m_{+}=15.412$.
behavior, the number of masses involved in energy transport should increase in proportion to $t^{1 / 2}$. In addition, because transport in dilute systems is proportional to $c^{-1}$, the quantity $c L / \Gamma$ should approach a constant for systems with low impurity concentrations. The quantity $c L / \Gamma$, as a function of $t^{1 / 2}$, is plotted in Figs. 4.14-4.16 for most of the systems studied. In the figures, curves for decreasing impurity concentration appear consecutively lower in each graph.

There are two noteworthy features in Figs. 4.14-4.16. The number of masses participating appears to be proportional to $t^{1 / 2}$ over the time intervals considered, particularly for the dilute impurity systems. This is consistent with the expectation of a diffusive energy transport coefficient $G_{1}$. Also, as expected, the curves for the most dilute impurity concentrations appear to approach an asymptote, supporting the $c^{-1}$ dependence for the number of masses participating in energy transport, even for the $m_{+}=15.412$ systems. For $c \lambda>1$, the linearity
of the curves appears to break down. A more precise statement cannot be made because of the variability in $c L / \Gamma$ with increasing impurity concentration.

### 4.7 Discussion

### 4.7.1 Concentration Dependence

The transition from $1 / c$ to $1 / c^{2}$ dependence in $G_{1}$ can be explained, in part, using arguments based on the relevant length and time scales. At the lowest impurity concentrations, the chain is composed of long segments of homogeneous nonlinear chain between adjacent impurities. Scattering generates new modes that are not localized and begin to propagate ballistically along the chain. These waves will continue to propagate until they scatter from an impurity or undergo a spontaneous transition. A spontaneous transition along the homogeneous portion of the chain is unlikely to occur in the time required to span the distance between impurities. It is more likely that the impurities will initiate scattering. The time $\tau$ between these scattering events can be characterized by some relevant length scale $\ell$ and the group velocity $v_{g}$ :

$$
\begin{equation*}
\tau=\frac{\ell}{v_{g}} \tag{4.24}
\end{equation*}
$$

This scattering will give rise to an effective transport coefficient that is proportional to the group velocity:

$$
\begin{equation*}
G \approx v_{g} \ell \tag{4.25}
\end{equation*}
$$

It is common to assume that the mean free path (MFP) $(c \sigma)^{-1}$ is the relevant length scale. In dilute concentration BID systems, however, the localization length is slightly shorter than the mean free path. Regardless, the dissipation
mechanism is due to plane waves scattering over a length scale that is proportional to $1 / c$ at low concentration.

As the impurity concentration increases, the localization length decreases and the wave experiences considerably more wave interference. As a result, transport becomes dominated by interactions between and among localized modes [109, 110]. The relevant time scale is the time $t_{\xi}$ required for energy to diffuse a distance comparable to the localization length $\xi$ :

$$
\begin{equation*}
G \approx \frac{\xi^{2}}{t_{\xi}} \tag{4.26}
\end{equation*}
$$

For this type of behavior, the transport coefficient $G$ is proportional to $1 / c^{2}$, and $t_{\xi}$ is a weak function of concentration.

In the dense systems for which $c \lambda>1$, the transport coefficient is proportional to $\xi$. For these concentrations, both $G_{1}$ and $\xi$ are relatively weak functions of concentration. Moreover, the transport coefficient is proportional to the original localization length, and not some averaged value. Although energy transfer in these dense systems occurs from interactions among overlapping localized modes (as in the slightly lower concentration range), the spatial extent of the interacting modes in strongly disordered systems persists for all subsequent interactions. As a result, the transport coefficient reflects this dependence on the initial spatial extent of the energy.

### 4.7.2 $\beta$-Dependence

It was argued that the results given for $\beta=1$ are indicative of results for 'large' values of $\beta$ that are above the critical threshold that leads to ergodic behavior. As a check, the value of $G_{1}$ for two systems are calculated for different values of $\beta$. The two systems are $(c=0.005, \sigma=0.70)$ and $(c=0.100, \sigma=0.70)$, and the


Figure 4.17: Transport coefficient $G$ as a function of $\beta$ for two impurity concentrations: $c=0.100,0.005$, and $\sigma=0.70$.
analysis for these systems was carried out in a manner identical to that for the $\beta=1$ data.

The values for $G_{1}$ are shown in Fig. 4.17 as a function of $\beta$. For $0.5 \leq \beta \leq 5.0$, the transport coefficient has a sub-linear dependence on the anharmonicity. The transport coefficient decreased markedly as $\beta$ fell below 0.5 , decreasing to nearly zero at $\beta=0.2$. This result is consistent with numerical experiments on finite temperature nonlinear BID systems [69], and with numerical measurements for anharmonic silicon chains [109]. Therefore, although $G_{1}$ increases slowly for $\beta$ greater than 0.5 , there does not appear to be any significance to any particular value for $\beta$ that is greater than 0.5 .

Table 4.2: Comparison of $2 G_{1}$ and $\delta_{1}$ for systems having $L=16000$ and $L=$ 96000 . All systems have impurity concentration $c=0.5$.

|  | $G_{1}$ |  | $\delta_{1}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $m_{+}$ | 16000 | 96000 | 16000 | 96000 |
| 6.605 | $3.61 \pm 0.39$ | $3.22 \pm 0.24$ | $0.87 \pm 0.05$ | $0.97 \pm 0.01$ |
| 10.089 | $2.09 \pm 0.22$ | $2.15 \pm 0.29$ | $1.03 \pm 0.04$ | $0.99 \pm 0.02$ |
| 15.412 | $1.42 \pm 0.15$ | $1.15 \pm 0.22$ | $0.85 \pm 0.03$ | $0.85 \pm 0.02$ |

### 4.7.3 Length Dependence

To verify that the results are independent of system length, the $c=0.5$ system is repeated with a system length of 96000 . Among all the systems, this system is the most likely to have length dependent properties because of the strong disorder.

The values of $G_{1}$ and $\delta_{1}$ for the two different systems are shown in Table 4.2. The major distinction between the two systems is the system length. As a result, the total time integration, as shown in Table 4.1, differs by a factor of four. The data in the table show that increasing the integration time by a factor of four does not yield a significantly different transport coefficient. The data do suggest that the time exponent $\delta_{1}$ for the $\left(m_{+}=6.605, L=16000\right)$ system may be the result of a finite-size effect, but the exponent of 0.85 for the $m_{+}=15.412$ is likely to be accurate.

### 4.7.4 Time Scale

The significance of the reported results presented depends, in part, on the relative duration of the calculation. One measure of duration, to gauge whether long


Figure 4.18: The ratio $M_{1}\left(t_{\max }\right) / \xi^{2}$ as a function of impurity concentration $c$.
enough times have been probed to capture meaningful behavior, is the ratio of the distance energy propagates along the system to the distance over which energy was distributed initially. The maximum energy propagation length is proportional to $M_{1}\left(t_{\max }\right)$, and the initial span is proportional to the initial localization length $\xi$.

The ratio $M_{1}\left(t_{\text {max }}\right) / \xi^{2}$ for each system is plotted in Fig. 4.18. The ratio varied from 5 to 100 , increasing with impurity concentration. The square root of this ratio is a measure of the depth to which energy propagated. Therefore, the energy penetration depth varied from 3 to 10 times the initial localization length.

### 4.8 Conclusion

There is evidence for diffusive energy dissipation from energy eigenstates in binary isotopically disordered nonlinear FPU chains at zero temperature. Given suffi-
cient anharmonicity, the second moment of the site energies increased linearly. Over the time scale studied, the square root of the second moment increased to a value that was approximately 10 times the initial localization length. The evidence for diffusive behavior was corroborated by $t^{1 / 2}$ dependence for the number of masses over which energy was distributed, estimated from the localization parameter.

The most interesting aspect of the transport coefficient was the concentration dependence. At low impurity concentration $c$, the transport coefficient was proportional to $c^{-1}$. At higher impurity concentrations, the transport coefficient developed a $c^{-2}$ dependence. This concentration dependence was consistent with a transition from transport dominated by impurity scattering to one in which interactions among overlapped localized modes dominated transport.

At the highest impurity concentrations, the concentration dependence of the transport coefficient was proportional to the original localization length. In strongly disordered systems for which $c \lambda>1$, far fewer modes are produced, and at a lower rate. In addition, the character of the spectral density at these concentrations constrains mode production. The dynamics of the mode transition in combination with the fact that the localization length is a weak function of concentration for strongly disordered systems suggests that vibrational energy transfer among strongly localized modes yields new modes that retain the spatial extent of the interacting modes. As a result, the initial spatial extent of interacting modes is retained as the dominant length scale characterizing transport in strongly disordered binary isotopic systems.

## Chapter 5

## Conclusion

The results from the three experiments of the preceding chapters forms a continuous study of the role of localization and nonlinearity in energy transport in Fermi-Pasta-Ulam chains. The summary begins with the unique concentration dependent localization properties of harmonic BID chains. This property ultimately appears again in the concentration dependence of an effective thermal transport coefficient in the nonlinear disordered chain. Explanations for this behavior are based on the studies of mode transition and ergodicity in the nonlinear BID chains. The quantitative measure of participating modes suggested that the number of new modes generated in a BID chain decreases with increasing impurity concentration. This constrained mode generation is the primary argument for why the spatial extent over which energy was initially distributed remained the dominant length scale for transport at these high impurity concentrations.

### 5.1 Harmonic Chains

Harmonic BID chains contain interesting behavior that can be explained with straightforward physical arguments. The starting point is the impurity scattering
cross section. A continuum model explains the majority of the behavior, with the quadratic dependence of scattering cross section on the impurity impedance. This was true for long wavelength displacements and impurity masses that were either larger or smaller than the equilibrium mass. As the wavelength decreased, effects of the discrete lattice required a correction to the cross section. The correction, which was proportional to the group velocity, was attributed to a correction of impurity impedance in a discrete chain.

From the precise formulation of scattering cross section, the experiment to investigate localization length in harmonic BID chains could be studied on a strong foundation. At low impurity concentration $c$, the localization length of BID systems agrees with dilute scattering theory. As the impurity concentration increases beyond $1 / 2$ the system approaches a homogeneous system with an infinite localization length. The behavior of the system at intermediate concentrations was explained by assuming that, as a harmonic system, the system is composed simultaneously of two disordered sub-systems that were independent of one another. One sub-system is the homogeneous chain in the limit $c \rightarrow 0$, and the second is the homogeneous chain in the limit $c \rightarrow 1$. At intermediate impurity concentration, the localization length is the sum of the two disordered sub-systems. This physical interpretation can predict the localization at any concentration to within a few percent, a performance that was comparable to more involved published calculations.

The physical model also predicted the existence of a cut-off frequency for the $c \rightarrow 1$ sub-system. By assuming that the driving frequency is constant for both sub-systems, and that the impurity mass is heavier than the homogeneous mass, this frequency could be in the forbidden band of the $c \rightarrow 1$ sub-system.

Oscillations with frequencies beyond the allowable band have a zero wave speed, and so the sub-system does not contribute to localization. In these cases, the localization length is a monotonic function of impurity concentration, as was observed by numerical simulation.

The aforementioned results were calculated from very long systems. To reduce computational demands on subsequent studies of energy transport, a quantitative measure of the minimum allowable system length was needed. Because the statistics of the Lyapunov exponent are knowable, a comparison of these predictions to measurements made on systems of varying length revealed that approximately 32 impurities and a system length ten times greater than the localization length are required in the system. These criteria, along with available computational resources, established a lower limit for impurity concentration in the subsequent numerical experiments.

### 5.2 Mode Decay in Disordered Systems

Having established the behavior of linear BID systems, the next objective was to quantify the role of impurities on mode transitions in nonlinear chains. The experiment to study mode decay in hoops with nonlinear interactions revealed that BID systems do not undergo ergodic behavior. The systems start with all the energy initially in a single wavelength mode. For systems where the impurity mass was greater than the equilibrium value, the energy became localized at the impurities, as one might expect from Anderson localization. The interesting part was that the energy remained localized at the impurities in the nonlinear systems that were capable of mode transitions. The explanation for this was that the heavier impurities, for a given amount of energy, oscillate at a lower amplitude
than the other masses. This lower oscillation amplitude leads to a much slower subsequent mode-mode interactions.

The theory was corroborated for BID systems in which the impurity mass was smaller than the equilibrium values. By logical extension of the argument for heavy impurity masses, lighter impurity masses should oscillate at large amplitudes, thereby expelling energy more quickly. Calculations of the fraction of energy at the impurities confirmed this. Interestingly, however, for $c \lambda>1$ the rate of mode decay for the lighter impurities slowed dramatically, which may be a source of study for future work.

### 5.3 Energy Transport

Further mode transitions studies were performed on disordered hoops to quantify the degree of ergodicity via the localization parameter $\Gamma$ and the number of participating modes $n_{\omega}$. The localization parameter was used to estimate the number of masses over which energy is distributed, and $n_{\omega}$ was the fraction of possible harmonic modes over which energy is distributed. Although the initial effect of impurities is to hasten mode transitions, the long time response suggests an overall suppression of mode transitions. Both the localization parameter and the number of participating modes revealed that BID chains severely suppress the mode generation in nonlinear systems. The reduction of the localization parameter was consistent with the previous study of mode transitions, particularly the behavior for $c \lambda>1$. The reduction in the number of participating modes indicates that the impurities not only suppress energy release, they also limit the total number of modes generated.

The energy transport experiment was designed to be reminiscent of a labo-
ratory experiment in which a macroscopic specimen is struck at one end, and the elastic waves propagate along the specimen. As the magnitude of the impact displacement was to be far greater than the amplitude of thermal oscillations, the system was approximated by a localized disturbance at one end of a chain that is otherwise at zero temperature. For an arbitrary impulse, a wave propagating through a disordered nonlinear system will undergo competition between localization and mode transitions. To avoid this competition, the initial condition for this study was a frequency eigenstate for the harmonic component of the Hamiltonian. The initial condition was calculated from the continuum solution of the Kronig-Penney liquid model and then mapped onto the chain. In the presence of sufficient nonlinearity, numerical integration of the equation of motion leads to energy transport along the chain.

Because the systems studied were at zero temperature, the usual measures of thermal conductivity could not be used. Instead, the second moment of the site energy was used to characterize the rate that energy was transported along the chain. By analogy to studies of mean squared displacement, the time exponent was found to be near 1 for all the systems studied, with the variability increasing with increasing impurity concentration. Having established a linear relationship between the second moment and time, an effective thermal conductivity was determined from the ratio of the two.

The effective thermal conductivity was calculated as a function of impurity concentration, using a moderate wavelength: $\lambda=31.8$ At the lowest impurity concentration, the thermal conductivity decreased as $c^{-1}$. At the highest concentrations, the effective localization length was proportional to the original localization length. This seemed surprising because the systems were sufficiently long
to ensure considerable mode interactions. As a check, longer systems were used to verify the independence between the effective thermal conductivity and system length. Moreover, experiments done at different values of the anharmonicity parameter showed that the results were a weak function of anharmonicity parameter, above a minimum value.

The interesting result was that at the highest impurity concentrations studied the effective transport coefficient had the same concentration dependence as the localization length of the $\lambda=31.8$ displacement wave. Ostensibly, this length scale only had meaning for the initial displacement wave. Therefore, one would have expected that mode transitions would have destroyed any significance that the initial spatial extent of the energy might possibly have.

A possible explanation for the behavior of the most concentrated systems is based on the spectral properties of these systems. Although new modes were created, the high impurity concentration severely restricted the spectrum of these new modes. Moreover, direct observation showed that very low frequency waves propagated nearly ballistically through the system, with no observable effect on the effective thermal conductivity. Given all this, it would appear that the initial spatial extent of the initial disturbance remains an important factor in subsequent transport through the system.

## Appendix A

## Green's Functions

The most important reference on Green's Functions for the study of disordered systems is Economou's book, Green's Functions in Quantum Physics [30]. Most of these notes are taken directly from his book.

## A. 1 Formalism

A Green's function (GF) $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)$ is the solution to an inhomogeneous equation of the following type:

$$
\begin{equation*}
[z-\mathcal{L}(\mathbf{r})] G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{A.1}
\end{equation*}
$$

$G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)$ is subject to some boundary conditions on $\mathbf{r}$ and $\mathbf{r}^{\prime}$ at the boundary. The quantity $z$ is a complex variable with the following components:

$$
\begin{equation*}
\lambda=\Re\{z\} \quad s=\Im\{z\} \tag{A.2}
\end{equation*}
$$

$\mathcal{L}(\mathbf{r})$ is a linear Hermitian differential operator having a complete set of eigenfunctions $\left\{\phi_{n}(\mathbf{r})\right\}$ :

$$
\begin{equation*}
\mathcal{L}(\mathbf{r}) \phi_{n}(\mathbf{r})=\lambda_{n} \phi_{n}(\mathbf{r}) \tag{A.3}
\end{equation*}
$$

The eigenfunction $\phi_{n}$ are those that satisfy the same boundary conditions as $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)$. The eigenfunctions are orthogonal,

$$
\begin{equation*}
\int_{\Omega} \mathrm{d} \mathbf{r} \phi_{n}^{*} \phi_{m}=\delta_{n m} \tag{A.4}
\end{equation*}
$$

and they form a complete set:

$$
\begin{equation*}
\sum_{n} \phi_{n}(\mathbf{r}) \phi_{n}^{*}\left(\mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{A.5}
\end{equation*}
$$

The summation is used here to denote both summation over the discrete portion of the spectrum and integration over the continuous portion of the spectrum.

The algebra of GF manipulation is facilitated by working in an abstract vector space, where the previous representation was only a particular case. The representation uses the Dirac bra-ket notation, which has the following equivalences to the previous notation:

$$
\begin{align*}
\phi_{n}(\mathbf{r}) & =\left\langle\mathbf{r} \mid \phi_{n}\right\rangle  \tag{A.6}\\
\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mathcal{L}(\mathbf{r}) & =\langle\mathbf{r}| \mathcal{L}\left|\mathbf{r}^{\prime}\right\rangle  \tag{A.7}\\
G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right) & =\langle\mathbf{r}| G(z)\left|\mathbf{r}^{\prime}\right\rangle  \tag{A.8}\\
\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) & =\left\langle\mathbf{r} \mid \mathbf{r}^{\prime}\right\rangle  \tag{A.9}\\
1 & =\int \mathrm{d} \mathbf{r}|\mathbf{r}\rangle\langle\mathbf{r}| \tag{A.10}
\end{align*}
$$

In the new notation, we can write

$$
\begin{align*}
(z-\mathcal{L}) G(z) & =1  \tag{A.11}\\
\mathcal{L}\left|\phi_{n}\right\rangle & =\lambda_{n}\left|\phi_{n}\right\rangle  \tag{A.12}\\
\left\langle\phi_{n} \mid \phi_{m}\right\rangle & =\delta_{n m}  \tag{A.13}\\
\sum_{n}\left|\phi_{n}\right\rangle\left\langle\phi_{n}\right| & =1 \tag{A.14}
\end{align*}
$$

The immediate advantage of the bra-ket notation is that algebra is simplified. The practical advantage is that one is not committed to either the $\mathbf{r}$ or the $\mathbf{k}$ representation.

The following representations for $G$ will be useful. If all the eigenvalues of $z-\mathcal{L}$ are not equal to zero, which is equivalent to $z \neq\left\{\lambda_{n}\right\}, G$ can be expressed formally as

$$
\begin{equation*}
G(z)=\frac{1}{z-L} \tag{A.15}
\end{equation*}
$$

Multiplying by Eq. (A.14) yields and equivalent representation using an orthogonal basis set:

$$
\begin{equation*}
G(z)=\sum_{n} \frac{1}{z-\mathcal{L}}\left|\phi_{n}\right\rangle\left\langle\phi_{n}\right|=\sum_{n} \frac{\left|\phi_{n}\right\rangle\left\langle\phi_{n}\right|}{z-\lambda_{n}} \tag{A.16}
\end{equation*}
$$

The final result uses the general relation $F(\mathcal{L})\left|\phi_{n}\right\rangle=F\left(\lambda_{n}\right)\left|\phi_{n}\right\rangle$, for any function $F$. The above summation is a generalization for both a summation and an integral:

$$
\begin{equation*}
G(z)=\sum_{n}^{\prime} \frac{\left|\phi_{n}\right\rangle\left\langle\phi_{n}\right|}{z-\lambda_{n}}+\int \mathrm{d} n \frac{\left|\phi_{n}\right\rangle\left\langle\phi_{n}\right|}{z-\lambda_{n}} \tag{A.17}
\end{equation*}
$$

We can project this into $\mathbf{r}$ representation using Eq. (A.8):

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)=\sum_{n}^{\prime} \frac{\phi_{n}(\mathbf{r}) \phi_{n}^{*}\left(\mathbf{r}^{\prime}\right)}{z-\lambda_{n}}+\int \mathrm{d} n \frac{\phi_{n}(\mathbf{r}) \phi_{n}^{*}\left(\mathbf{r}^{\prime}\right.}{z-\lambda_{n}} \tag{A.18}
\end{equation*}
$$

Because $\mathcal{L}$ is Hermitian, each $\lambda_{n}$ is real. Therefore, if $\Im\{z\} \neq 0, z$ cannot equal any of the $\lambda_{n}$ and $G(z)$ is an analytic function in the complex plane, except for those parts of the real axis corresponding to eigenvalues of $\mathcal{L}$.

The behavior of $G(z)$ along the real axis is important. For a discrete eigenvalue spectrum, $G(z)$ exhibits simple poles at the eigenvalues of $\mathcal{L}$. For the continuous spectrum where $z=\lambda$, the behavior of $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right)$ is not well defined. Alternatively, one can use a limiting procedure $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda \pm \mathrm{i} s\right)$. If the eigenstates
associated with the continuous spectrum are propagating or extended, the side limits as $s \rightarrow 0^{+}$will exist, but will be different from one another. This results in a branch cut in $G(z)$ along the real axis.

It is possible to have a localized eigenfunction in the continuum spectra of disordered systems. Even for these systems, the side limits do not exist. The line of singularity for such a spectrum is called a natural boundary.

Returning to extended states, there is an advanced and retarded GF:

$$
\begin{align*}
G^{+}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right) & =\lim _{s \rightarrow 0^{+}} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda+\mathrm{i} s\right)  \tag{A.19}\\
G^{-}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right) & =\lim _{s \rightarrow 0^{+}} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda-\mathrm{i} s\right) \tag{A.20}
\end{align*}
$$

From Eq. (A.18) it is easy to verify

$$
\begin{equation*}
G^{*}\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)=G\left(\mathbf{r}^{\prime}, \mathbf{r} ; z^{*}\right) \tag{A.22}
\end{equation*}
$$

If $z$ is real $(z=\lambda)$ and $\lambda \neq\left\{\lambda_{n}\right\}$, it follows from Eq. (A.22) that $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right)$ is Hermitian, and that $G(\mathbf{r}, \mathbf{r} ; \lambda)$ is real. If the eigenvalue spectrum is continuous, the Eq. (A.22) gives

$$
\begin{equation*}
G^{-}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right)=\left[G^{+}\left(\mathbf{r}^{\prime}, \mathbf{r} ; \lambda\right)\right]^{*} \tag{A.23}
\end{equation*}
$$

From this relationship, it is clear that

$$
\begin{equation*}
\Re\left\{G^{-}(\mathbf{r}, \mathbf{r} ; \lambda)\right\}=\Re\left\{G^{+}(\mathbf{r}, \mathbf{r} ; \lambda)\right\} \tag{A.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\Im\left\{G^{-}(\mathbf{r}, \mathbf{r} ; \lambda)\right\}=-\Im\left\{G^{+}(\mathbf{r}, \mathbf{r} ; \lambda)\right\} \tag{A.25}
\end{equation*}
$$

We seek to characterize the discontinuity

$$
\begin{equation*}
\widetilde{G}(\lambda)=G^{+}(\lambda)-G^{-}(\lambda) \tag{A.26}
\end{equation*}
$$

using the identity

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}} \frac{1}{x \pm \mathrm{i} y}=\mathrm{P}\left(\frac{1}{x}\right) \mp \mathrm{i} \pi \delta(x) \tag{A.27}
\end{equation*}
$$

where P represents the principle value. From Eq. (A.18) we have the discontinuity in $\mathbf{r}$ representation:

$$
\begin{equation*}
\widetilde{G}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \lambda\right)=-2 \pi \mathrm{i} \sum_{n} \delta\left(\lambda-\lambda_{n}\right) \phi_{n}(\mathbf{r}) \phi_{n}^{*}\left(\mathbf{r}^{\prime}\right) \tag{A.28}
\end{equation*}
$$

where the summation is meant to represent both summation over the discrete spectrum and integration over the continuous spectrum.

## A. 2 Density of States

Using Eq. (A.27), the diagonal elements of the advanced and retarded GF are

$$
\begin{equation*}
G^{ \pm}(\mathbf{r}, \mathbf{r} ; \lambda)=\mathrm{P} \sum_{n} \frac{\phi_{n}(\mathbf{r}) \phi_{n}^{*}(\mathbf{r})}{\lambda-\lambda_{n}} \mp \mathrm{i} \pi \sum_{n} \delta\left(\lambda-\lambda_{n}\right) \phi_{n}(\mathbf{r}) \phi_{n}^{*}(\mathbf{r}) \tag{A.29}
\end{equation*}
$$

Integerating over $\mathbf{r}$ gives the trace:

$$
\begin{equation*}
\operatorname{Tr} G^{ \pm}(\lambda)=\mathrm{P} \sum_{n} \frac{1}{\lambda-\lambda_{n}} \mp \mathrm{i} \pi \sum_{n} \delta\left(\lambda-\lambda_{n}\right) \tag{A.30}
\end{equation*}
$$

The quantity $\sum_{n} \delta\left(\lambda-\lambda_{n}\right)$ is the density of states $(N(\lambda))$ at $\lambda$. Given that the first term is real:

$$
\begin{equation*}
N(\lambda)=\mp \frac{1}{\pi} \Im\left\{\operatorname{Tr} G^{ \pm}(\lambda)\right\} \tag{A.31}
\end{equation*}
$$

The quantity

$$
\begin{equation*}
\rho(\mathbf{r} ; \lambda)=\sum_{n} \delta\left(\lambda-\lambda_{n}\right) \phi_{n}(\mathbf{r}) \phi_{n}^{*}(\mathbf{r}) \tag{A.32}
\end{equation*}
$$

is the density of states per unit volume:

$$
\begin{equation*}
N(\lambda)=\int \mathrm{d} \mathbf{r} \rho(\mathbf{r} ; \lambda) \tag{A.33}
\end{equation*}
$$

Using the above relationships,

$$
\begin{equation*}
\rho(\mathbf{r} ; \lambda)=\mp \frac{1}{\pi} \Im\left\{G^{ \pm}(\mathbf{r}, \mathbf{r} ; \lambda)\right\}=\frac{-1}{2 \pi \mathrm{i}} \widetilde{G}(\mathbf{r}, \mathbf{r} ; \lambda) \tag{A.34}
\end{equation*}
$$

It can be shown that

$$
\begin{equation*}
G(\mathbf{r}, \mathbf{r} ; z)=\int_{-\infty}^{+\infty} \mathrm{d} \lambda \frac{\rho(\mathbf{r} ; \lambda)}{z-\lambda} \tag{A.35}
\end{equation*}
$$

Therefore, finding the density of states and finding the Green's function are synonomous.

## Appendix B

## Numerical Time Integrators

$x^{n}:$ position at $n \Delta t$
$v^{n}$ : velocity at $n \Delta t$
$a^{n}$ : acceleration at $n \Delta t$

## B. 1 ABM Predictor-Corrector

A predictor-corrector integrator of order $m$ starts by predicting the new position $x^{n+1}$ based on the present and previous $m-1$ velocities. It uses the new positions $x^{n+1}$ to evaluate new acceleration $a^{n+1}$, which are then used to correct the new velocities $v^{n+1}$ and positions $x^{n+1}$.

A shorthand notation for the predictor-corrector steps are the following:
$\mathrm{P}(x)$ - predict $x^{n+1}$
$\mathrm{E}(a)$ - evaluate $a^{n+1}$ from $x^{n+1}$
$\mathrm{C}(v)$ - correct $v^{n+1}$
$\mathrm{C}(x)$ - correct $x^{n+1}$
The most general algorithm for a predictor-corrector integrator can be expressed more formally [37]:

$$
\begin{equation*}
\mathrm{P}(x)[\mathrm{E}(a) \mathrm{C}(v) \mathrm{C}(r) \mathrm{E}(a)]^{p} \tag{B.1}
\end{equation*}
$$

The exponent $p$ signifies repeating the steps within the square brackets. For a small step size, there is negligible benefit from implimenting a predictor-corrector algorithm with $p>2$, and there is only a small advantage to $p=2$ over $p=1$ [36].

The particular predictor-corrector approach used here is the Adams-Bashforth/AdamsMoulton (ABM) method. The ABM method represents the predictor step $P()$ with Adams-Bashforth coefficients $\gamma^{A B}$ :

$$
\begin{equation*}
P(x): \quad x^{n+1}=x^{n}+\Delta t \sum_{k=-m+1}^{0} \gamma^{A B} v^{n+k} \tag{B.2}
\end{equation*}
$$

Correspondingly, the corrector step $C()$ uses the Adams-Moulton coefficients $\gamma^{A M}$ :

$$
\begin{equation*}
C(v): \quad v^{n+1}=v^{n}+\Delta t \sum_{k=-m+2}^{1} \gamma^{A M} a^{n+k} \tag{B.3}
\end{equation*}
$$

Similarly for $C(r)$.

Table B.1: Adams-Bashford predictor coefficients $\gamma^{A B}$ up to order $m=5$.

|  | $k$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| m | 0 | -1 | -2 | -3 | -4 |
| 1 | +1 |  |  |  |  |
| 2 | $+3 / 2$ | $-1 / 2$ |  |  |  |
| 3 | $+23 / 12$ | $-16 / 12$ | $+5 / 12$ |  |  |
| 4 | $+55 / 24$ | $-59 / 24$ | $+37 / 24$ | $-9 / 24$ |  |
| 5 | $+1901 / 720$ | $-2774 / 720$ | $+2616 / 720$ | $-1274 / 720$ | $+251 / 720$ |

Table B.2: Adams-Moulton corrector coefficients $\gamma^{A M}$ up to order $m=5$.

|  | $k$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| m | +1 | 0 | -1 | -2 | -3 |
| 1 | +1 |  |  |  |  |
| 2 | $+1 / 2$ | $+1 / 2$ |  |  |  |
| 3 | $+5 / 12$ | $+8 / 12$ | $-1 / 12$ |  |  |
| 4 | $+9 / 24$ | $+19 / 24$ | $-5 / 24$ | $+1 / 24$ |  |
| 5 | $+251 / 720$ | $+646 / 720$ | $-264 / 720$ | $+106 / 720$ | $-19 / 720$ |

## B. 2 Symplectic

Let there be $N$ bodies in motion. The $i$-th mass has cannonical position $q_{i}$ and momentum $p_{i}$. It is assumed that the entire system can be described by a Each cannonical variable can be expressed as a column vector $\mathbf{q}$ and $\mathbf{p}$. It is assumed that the entire system can be characterized by a Hamiltonian $H(\mathbf{q}, \mathbf{p})$. The equations of motion for the system can be expressed in a compact notation:

$$
\begin{equation*}
\frac{d \mathbf{q}}{d t}=\nabla_{p} H(\mathbf{q}, \mathbf{p}) \quad \frac{d \mathbf{p}}{d t}=-\nabla_{q} H(\mathbf{q}, \mathbf{p}) \tag{B.4}
\end{equation*}
$$

The cannonical variables can be expressed using a shorthand notation using the time-dependent phase space column vector $\mathbf{z}$ :

$$
\begin{equation*}
\mathrm{z}=\binom{\mathrm{q}}{\mathrm{p}} \tag{B.5}
\end{equation*}
$$

The equations of motion (cannonical transform) for $\mathbf{z}$ can be expressed succinctly:

$$
\begin{equation*}
\frac{d \mathbf{z}}{d t}=\mathrm{J} \nabla_{z} H(\mathbf{z}) \tag{B.6}
\end{equation*}
$$

The matrix $J$ is the symplectic matrix composed of the indentity matrix I of rank $N$ :

$$
J=\left(\begin{array}{rr}
0 & +1  \tag{B.7}\\
-I & 0
\end{array}\right)
$$

In general, a cannonical transformation $s\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ between phase space vectors $\mathbf{z}_{1}$ and $\mathbf{z}_{2}$ leaves the symplectic form unchanged if it satisfies the following:

$$
\begin{equation*}
s\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)=\mathbf{z}_{1}^{T} \mathbf{J} \mathbf{z}_{2} \tag{B.8}
\end{equation*}
$$

The objective of a symplectic integrator is to find a transform $s$ in time that preserves the symplectic form.

Assume that the time trajectory of phase point $\mathbf{z}$ can be expressed using a matrix operator A:

$$
\begin{equation*}
\mathbf{z}(t)=\mathrm{A} \mathbf{z}\left(t_{o}\right) \tag{B.9}
\end{equation*}
$$

Therefore, two phase points $\mathbf{z}_{1}$ and $\mathbf{z}_{2}$ that satisfy the cannonical transform

$$
\begin{equation*}
s\left(\mathbf{z}_{1}\left(t_{o}\right), \mathbf{z}_{2}\left(t_{o}\right)\right)=\mathbf{z}_{1} \mathrm{~J} \mathbf{z}_{2} \tag{B.10}
\end{equation*}
$$

will have the follwing time-dependence:

$$
\begin{align*}
s\left(\mathbf{z}_{1}(t), \mathbf{z}_{2}(t)\right) & =\mathbf{z}_{1}^{T} \mathbf{J} \mathbf{z}_{2}  \tag{B.11}\\
& =\mathbf{z}_{1}^{T}\left(t_{o}\right) \mathrm{A}^{T} \mathrm{~J}, \mathrm{~A} \mathbf{z}_{2}\left(t_{o}\right) \tag{B.12}
\end{align*}
$$

The symplectic form is preserved if

$$
\mathrm{A}^{T} \mathrm{~J} \mathrm{~A}=\mathrm{J}
$$

## B.2.1 SHO Example

Consider a simple harmonic oscillator (SHO) composed of a mass $m$ coupled to a fixed wall via a linear spring with force constant $K$. The mass is described by
its cannonical coordinate $q$ and momentum $p$ :

$$
\begin{equation*}
\mathbf{z}=\binom{q}{p} \tag{B.13}
\end{equation*}
$$

The time dependent behavior can be approximated by a cannonical transform:

$$
\mathbf{z}(t+h)=\left(\begin{array}{cc}
1 & h / m  \tag{B.14}\\
-h K & 1
\end{array}\right) \mathbf{z}(t)=\mathrm{B} \mathbf{z}(t)
$$

To make this cannonical transform symplectic, we must determine what, if any, modifications are needed to matrix B to preserve the symplectic form:

$$
\begin{align*}
\mathrm{B}^{T} \mathrm{~J} \mathrm{~B} & =\left(\begin{array}{cc}
0 & 1+h^{2} K / m \\
-\left(1+h^{2} K / m\right) & 0
\end{array}\right)  \tag{B.15}\\
& =\left[1+(\omega h)^{2}\right] \mathrm{J} \tag{B.16}
\end{align*}
$$

The angular frequency $\omega=K / m$ is the natural frequency of the SHO. The symplectic transform $A$ is

$$
\mathrm{A}=\frac{1}{\sqrt{1+(\omega h)^{2}}} \mathrm{~B}
$$

## B.2.2 Implimentation

The general form of an $s$-stage symplectic integrator is [118]:

$$
\begin{gather*}
\mathbf{y}^{n}=\mathbf{y}^{n-1}+A_{n} \mathbf{v}^{n-1} \Delta t  \tag{B.17}\\
\mathbf{v}^{n}=\mathbf{v}^{n-1}+B_{n} \mathbf{F}^{n} \Delta t / \mathbf{m}  \tag{B.18}\\
1 \leq n \leq s \tag{B.19}
\end{gather*}
$$

Different implimentations sometimes reverse the position and velocity evalution, but the general form remains the same. What makes the method symplectic is the choice of the coefficients $A_{n}$ and $B_{n}$.

Table B.3: Coefficients for a 4-th order symplectic integrator.

| $n$ | $A_{n}$ | $B_{n}$ |
| :---: | :---: | :---: |
| 1 | $\left(2+2^{+1 / 3}+2^{-1 / 3}\right) / 6$ | 0 |
| 2 | $\left(1-2^{+1 / 3}-2^{-1 / 3}\right) / 6$ | $1 /\left(2-2^{1 / 3}\right)$ |
| 3 | $\left(1-2^{+1 / 3}-2^{-1 / 3}\right) / 6$ | $1 /\left(1-2^{2 / 3}\right)$ |
| 4 | $\left(2+2^{+1 / 3}+2^{-1 / 3}\right) / 6$ | $1 /\left(2-2^{1 / 3}\right)$ |

The coefficients used for the 4 -th order symplectic integrator were taken from Candy and Rozmus [39], and are shown here in Table B.3. These coefficients are solved for algebraically, but 4 -th order is the highest order integrator that can be solved for using this method.

The coefficients for the 6 -th order symplectic integrator are from Yoshida [40] and are shown here in Table B.4. These coefficients were calculated using Lie algebra, which can be extended to 10 -th order and beyond; above 10 -th order, the number of coefficients required becomes far greater than the order of the integrator. For the 6 -th order integrator, three solutions are given for the intermediate coefficients $(W, X, Y, Z)$. The coefficients used here were those from Table 1 in Ref. [40].

Table B.4: Coefficients for a 6 -th order symplectic integrator.

$$
\begin{aligned}
& X=-1.17767998417887 \\
& Y=+0.235573213359357 \\
& Z=+0.784513610477560 \\
& W=1-2(X+Y+Z)
\end{aligned}
$$

| $n$ | $A_{n}$ | $B_{n}$ |
| :---: | :---: | :---: |
| 1 | $Z / 2$ | $Z$ |
| 2 | $(Z+Y) / 2$ | $Y$ |
| 3 | $(Y+X) / 2$ | $X$ |
| 4 | $(X+W) / 2$ | $W$ |
| 5 | $(X+W) / 2$ | $X$ |
| 6 | $(Y+X) / 2$ | $Y$ |
| 7 | $(Z+Y) / 2$ | $Z$ |
| 8 | $Z / 2$ | 0 |

## Appendix C

## Harmonic Systems

## C. 1 Longitudinal Waves in a Rod

The equations of motion for the displacement $\mathbf{u}$ within a crystal come from a balance between the inernal stress force $\partial \sigma_{i k} / \partial x_{k}$ to the product of the acceleration $\ddot{u}_{i}$ and the mass density $\mu$ [119]:

$$
\begin{equation*}
\mu \ddot{u}_{i}=\frac{\partial \sigma_{i k}}{\partial x_{k}} \tag{C.1}
\end{equation*}
$$

Here we assume adiabatic (slow thermal transport) motion.
The free energy $F$ is [119, Eq. 5.10]:

$$
\begin{equation*}
F=\frac{Y}{2(1+\sigma)}\left(u_{i k}^{2}+\frac{\sigma}{1-2 \sigma} u_{l l}^{2}\right) \tag{C.2}
\end{equation*}
$$

The notation $u_{l l}$ implies an internal summation on $l$ (Einstein notation).
For isothermal deformations, the stress tensor $\sigma_{i k}$ is the gradient in the free energy:

$$
\begin{equation*}
\sigma_{i k}=\left(\frac{\partial F}{\partial u_{i k}}\right)_{T} \tag{C.3}
\end{equation*}
$$

Substitution gives,

$$
\begin{equation*}
\sigma_{i k}=\frac{Y}{1+\sigma}\left(u_{i k}+\frac{\sigma}{1-2 \sigma} u_{l l} \delta_{i k}\right) \tag{C.4}
\end{equation*}
$$

As a check,

$$
\begin{equation*}
\sigma_{x x}=\frac{Y}{(1+\sigma)(1-2 \sigma)}\left[(1-\sigma) u_{x x}+\sigma\left(u_{y y}+u_{z z}\right)\right] \tag{C.5}
\end{equation*}
$$

At equilibrium (assuming gravitational acceleration $\mathbf{g}$ ):

$$
\begin{equation*}
\frac{\partial \sigma_{i k}}{\partial x_{k}}+\mu g_{i}=0 \tag{C.6}
\end{equation*}
$$

Substitution gives the following equation of motion:

$$
\begin{equation*}
\mu \ddot{\mathbf{u}}=\frac{Y}{2(1+\sigma)} \nabla^{2} \mathbf{u}+\frac{Y}{2(1+\sigma)(1-2 \sigma)} \nabla(\nabla \cdot \mathbf{u}) \tag{C.7}
\end{equation*}
$$

As a reminder:

$$
\begin{equation*}
\nabla^{2} \mathbf{u}=\hat{i} \nabla^{2} u_{x}+\hat{j} \nabla^{2} u_{y}+\hat{k} \nabla^{2} u_{z} \tag{C.8}
\end{equation*}
$$

For longitudinal waves in a finite rod, the $\hat{k}$ component is:

$$
\begin{equation*}
\frac{\partial^{2} u_{z}}{\partial t^{2}}=\left[\frac{Y(1-\sigma)}{\mu(1+\sigma)(1-2 \sigma)}\right] \frac{\partial^{2} u_{z}}{\partial z^{2}} \tag{C.9}
\end{equation*}
$$

The transverse $\hat{x}$ component is

$$
\begin{equation*}
\frac{\partial^{2} u_{x}}{\partial t^{2}}=\frac{Y}{2 \mu(1+\sigma)} \frac{\partial^{2} u_{x}}{\partial x^{2}} \tag{C.10}
\end{equation*}
$$

For the case of a longitudinal wave in an infinite medium, there is no Poisson's effect: $\sigma=0$. The equations simplify:

$$
\begin{equation*}
\frac{\partial^{2} u_{z}}{\partial t^{2}}=\frac{Y}{\mu} \frac{\partial^{2} u_{z}}{\partial z^{2}} \tag{C.11}
\end{equation*}
$$

This gives the analogous wave propagation speed $\sqrt{Y / \mu}$ to the FPU chain through the substitution $Y=K a$ and $\mu=m_{\circ} / a$.

If one assumes longitudinal waves in a infinite medium such that $u_{x}=u_{y}=0$ and $u_{z}(x, y)=0$, the Poisson's ratio $\sigma=0$. For longitudinal waves ( $\hat{z}$-direction)
in a rod, the only contribution to the stress tensor is $\sigma_{z z}[119$, Section 25]. The relationship between displacement $u_{k}$ and the stress tensor is

$$
\begin{equation*}
\rho \ddot{u}_{z}=\frac{\partial \sigma_{z z}}{\partial z} \tag{C.12}
\end{equation*}
$$

Since $\sigma_{z z}=E u_{z z}[119$, Section 5], the equation for a rod becomes the Helmholtz equation:

$$
\begin{equation*}
\frac{\partial^{2} u_{z}}{\partial t^{2}}=\frac{E}{\rho} \frac{\partial^{2} u_{z}}{\partial z^{2}} \tag{C.13}
\end{equation*}
$$

Therefore, the sound speed $c$ for longitudinal waves in a rod is a function of the Youngs modulus and the mass density:

$$
\begin{equation*}
c^{2}=\frac{E}{\rho} \tag{C.14}
\end{equation*}
$$

## Appendix D

## Harmonic Many Body

## D. 1 Many-Body GF: Scattering Theory

The scattering theory used here is from Chapter 5 in Joachain's two-volume book [120]. The objective is to find the function $\psi(r)$ that satisfies an inhomogeneous Helmholtz equation:

$$
\begin{equation*}
\left[\nabla_{r}^{2}+k^{2}\right] \psi(r)=U(r) \psi(r) \tag{D.1}
\end{equation*}
$$

The integral equation for $\psi(r)$ is the Lippmann-Schwinger equation:

$$
\begin{equation*}
\psi(r)=\Phi(r)+\int G_{\circ}\left(r \mid r^{\prime}\right) U\left(r^{\prime}\right) \psi\left(r^{\prime}\right) \mathrm{d} r^{\prime} \tag{D.2}
\end{equation*}
$$

where

$$
\begin{align*}
{\left[\nabla_{r}^{2}+k^{2}\right] \Phi(r) } & =0  \tag{D.3}\\
{\left[\nabla_{r}^{2}+k^{2}\right] G_{\circ}\left(r \mid r^{\prime}\right) } & =\delta\left(r-r^{\prime}\right) \tag{D.4}
\end{align*}
$$

The function $\psi(r)$ is a sum of the homogeneous solution $\Phi(r)$ and a scattering function $\psi_{s c}(r)$ :

$$
\begin{equation*}
\psi(r)=\Phi(r)+\psi_{s c}(r) \tag{D.6}
\end{equation*}
$$

Given that

$$
\left[\nabla_{r}^{2}+k^{2}-U(r)\right] \psi(r)=0
$$

we wish to solve the following equation:

$$
\begin{equation*}
\left[\nabla_{r}^{2}+k^{2}-U(r)\right] \Phi(r)+\left[\nabla_{r}^{2}+k^{2}-U(r)\right] \psi_{s c}(r)=0 \tag{D.7}
\end{equation*}
$$

Substituting for $\Phi(r)$ from Eqn. D. 3 gives the inhomogeneous equation for the scattering function $\psi(r)$ :

$$
\begin{equation*}
\left[\nabla_{r}^{2}+k^{2}-U(r)\right] \psi_{s c}(r)=U(r) \Phi(r) \tag{D.8}
\end{equation*}
$$

This is the inhomogeneous equation we need to solve. This is also why Shankar [121, Section 19.4] refers to $\Phi(r)$ as the source of the scattering.

Given a total $\operatorname{GFG}\left(r \mid r^{\prime}\right)$ that satisfies

$$
\begin{equation*}
\left[\nabla_{r}^{2}+k^{2}-U(r)\right] G\left(r \mid r^{\prime}\right)=\delta\left(r-r^{\prime}\right) \tag{D.9}
\end{equation*}
$$

the integral equation for $\psi_{s c}(r)$ is

$$
\begin{equation*}
\psi_{s c}(r)=\int G\left(r \mid r^{\prime}\right) U\left(r^{\prime}\right) \Phi\left(r^{\prime}\right) \mathrm{d} r^{\prime} \tag{D.10}
\end{equation*}
$$

The solution for $\psi(r)$ adds the homogeneous function $\Phi(r)$ :

$$
\begin{equation*}
\psi(r)=\Phi(r)+\int G\left(r \mid r^{\prime}\right) U\left(r^{\prime}\right) \Phi\left(r^{\prime}\right) \mathrm{d} r^{\prime} \tag{D.11}
\end{equation*}
$$

The solution continues by solving for the total $\mathrm{GF} G\left(r \mid r^{\prime}\right)$.
Rearranging Eqn. D. 9 give the PDE for $G\left(r \mid r^{\prime}\right)$ :

$$
\begin{equation*}
\left[\nabla_{r}^{2}+k^{2}\right] G\left(r \mid r^{\prime}\right)=\delta\left(r-r^{\prime}\right)+U(r) G\left(r \mid r^{\prime}\right) \tag{D.12}
\end{equation*}
$$

This is an inhomogeneous PDE for $G\left(r \mid r^{\prime}\right)$, where the homogeneous solution is $G_{\circ}\left(r \mid r^{\prime}\right)$. The integral equation for $G\left(r \mid r^{\prime}\right)$ is

$$
\begin{equation*}
G\left(r \mid r^{\prime}\right)=G_{\circ}\left(r \mid r^{\prime}\right)+\int G_{\circ}\left(r \mid r^{\prime \prime}\right) U\left(r^{\prime \prime}\right) G\left(r^{\prime \prime} \mid r^{\prime}\right) \mathrm{d} r^{\prime \prime} \tag{D.13}
\end{equation*}
$$

The solution for $\psi(r)$ is now one of solving for total GFG(r|r$)$ and substituting into Eqn. D. 11

## D. 2 Cross Section

The development of the previous section can be used to calculate the 1-D scattering cross section of a single scatterer. Consider a single mass impurity located at $x_{i}$. The total GFin Eqn. D. 13 is calculated using 1-D Helmholtz GF $G_{\circ}\left(x \mid x^{\prime}\right)$ [60] and a delta function for the potential $U(x)$ :

$$
\begin{equation*}
G_{\circ}\left(x \mid x^{\prime}\right)=\frac{\mathrm{i}}{2 k} \mathrm{e}^{\mathrm{i} k\left|x-x^{\prime}\right|} \quad U(x)=\alpha \delta\left(x-x_{i}\right) \tag{D.14}
\end{equation*}
$$

The GFis expanded

$$
\begin{aligned}
& G\left(x \mid x^{\prime}\right)=G_{\circ}\left(x \mid x^{\prime}\right)+\int \mathrm{d} x^{\prime \prime} G_{\circ}\left(x \mid x^{\prime \prime}\right) U\left(x^{\prime \prime}\right) G_{\circ}\left(x^{\prime \prime} \mid x^{\prime}\right) \\
&+\int \mathrm{d} x^{\prime \prime} G_{\circ}\left(x \mid x^{\prime \prime}\right) U\left(x^{\prime \prime}\right) \int \mathrm{d} x^{\prime \prime \prime} G_{\circ}\left(x^{\prime \prime} \mid x^{\prime \prime \prime}\right) U\left(x^{\prime \prime \prime}\right) G_{\circ}\left(x^{\prime \prime \prime} \mid x^{\prime}\right) \\
&+\cdots \\
&=\left(\frac{\mathrm{i}}{2 k}\right), \mathrm{e}^{\mathrm{i} k\left|x-x^{\prime}\right|}+\alpha\left(\frac{\mathrm{i}}{2 k}\right)^{2} \mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|} \mathrm{e}^{\mathrm{i} k\left|x_{i}-x\right|} \\
&+\alpha^{2}\left(\frac{\mathrm{i}}{2 k}\right)^{3} \mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|} \mathrm{e}^{\mathrm{i} k\left|x_{i}-x\right| \mid}+\cdots \\
&=\frac{1}{\alpha}\left[\left(\frac{\mathrm{i} \alpha}{2 k}\right) \mathrm{e}^{\mathrm{i} k\left|x-x^{\prime}\right|}+\mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|} \mathrm{e}^{\mathrm{i} k\left|x_{i}-x\right|} \sum_{n=2}^{\infty}\left(\frac{\mathrm{i} \alpha}{2 k}\right)^{n}\right]
\end{aligned}
$$

This result is the total GFused to solve for the scattering function $\psi_{s c}$ :

$$
\begin{aligned}
\psi_{s c} & =\int \mathrm{d} x^{\prime} G\left(x \mid x^{\prime}\right) U\left(x^{\prime}\right) \Phi\left(x^{\prime}\right) \\
& =\mathrm{e}^{\mathrm{i} k x_{i}}\left[\left(\frac{\mathrm{i} \alpha}{2 k}\right) \mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|}+\mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|} \sum_{n=2}^{\infty}\left(\frac{\mathrm{i} \alpha}{2 k}\right)^{n}\right] \\
& =\left(\frac{\mathrm{i} \alpha}{2 k-\mathrm{i} \alpha}\right) \mathrm{e}^{\mathrm{i} k x_{i}} \mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|}
\end{aligned}
$$

The complete function $\psi(x)$ adds to this the homogeneous solution:

$$
\begin{equation*}
\psi(x)=\mathrm{e}^{\mathrm{i} k x}+\left(\frac{\mathrm{i} \alpha}{2 k-\mathrm{i} \alpha}\right) \mathrm{e}^{\mathrm{i} k x_{i}} \mathrm{e}^{\mathrm{i} k\left|x-x_{i}\right|} \tag{D.15}
\end{equation*}
$$

The function $\psi$ can be separated into the "upstream" $\left(x_{<}\right)$and "downstream" $\left(x_{>}\right)$solutions:

$$
\begin{aligned}
& \psi\left(x_{<}\right)=\mathrm{e}^{\mathrm{i} k x}+\left(\frac{\mathrm{i} \alpha \mathrm{e}^{2 \mathrm{i} k x_{i}}}{2 k-\mathrm{i} \alpha}\right) \mathrm{e}^{-\mathrm{i} k x} \\
& \psi\left(x_{>}\right)=\left(\frac{2 k}{2 k-\mathrm{i} \alpha}\right) \mathrm{e}^{\mathrm{i} k x}
\end{aligned}
$$

In this form, the reflection amplitude $r$ and transmission amplitude $t$ are immediately apparent:

$$
\begin{align*}
r & =\left(\frac{\mathrm{i} \alpha \mathrm{e}^{2 \mathrm{i} k x_{i}}}{2 k-\mathrm{i} \alpha}\right)  \tag{D.16}\\
t & =\left(\frac{2 k}{2 k-\mathrm{i} \alpha}\right) \tag{D.17}
\end{align*}
$$

It is interesting to note that the phase $P h\}$ of the reflected wave depends on the location of the impurity, but the phase of the transmitted wave is independent of its position:

$$
\begin{equation*}
P h\{t\}=\operatorname{Tan}^{-1} \frac{\alpha}{2 k} \tag{D.18}
\end{equation*}
$$

Finally, the scattering cross section $\sigma$ in 1-D is the reflection probability $|r|^{2}$.

$$
\sigma=\frac{\alpha^{2}}{4 k^{2}+\alpha^{2}}
$$

## Appendix E

## Harmonic Disorder Initial Condition

The initial steady state condition for the harmonic disordered system can be estimated from the continuum solution. The general solution is represented by the complex displacement function $\psi(x, t)$, from which the displacements of the physical system are calculated from the real component of $\psi$. Since we are interested in the single frequency $\omega$ solution, the displacement function can be decomposed into separate displacement and temporal components:

$$
\begin{equation*}
\psi(x, t)=\phi(x) \mathrm{e}^{-i \omega t} \tag{E.1}
\end{equation*}
$$

## E. 1 Constitutive Equation

Table E.1: Mechanical impedance of impurities: mass, spring, and resistor.

| Impurity | $Z(\omega)$ |
| :--- | :---: |
| Mass | $-i \omega m_{+}$ |
| Spring | $+i K / \omega$ |
| Resistor | $R$ |

The difference between the kinetic and potential components of the string equation is the reactance [43] from the impurities located at $x_{n}^{\prime}$ :

$$
\begin{equation*}
\rho \frac{\partial^{2} \psi}{\partial t^{2}}-Y \frac{\partial^{\psi}}{\partial x^{2}}=-\sum_{n} Z(\omega) \delta\left(x-x_{n}^{\prime}\right) \frac{\partial \psi}{\partial t} \tag{E.2}
\end{equation*}
$$

The quantities $\rho$ and $Y$ are the mass density and Young's modulus of the pure string. The quantity $Z(\omega)$ is the impedance of the impurity. The impedance of three types of impurity are shown in Table E.1. Upon substituting from both Eqn. E. 1 and Table E. 1 yields the governing equation for the spatial displacement function $\phi(x)$ :

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}\right] \phi(x)=-m_{+} \omega^{2} \delta\left(x-x_{n}^{\prime}\right) \phi(x) \tag{E.3}
\end{equation*}
$$

This equation can be used to describe the behavior of the function $\phi$ at each impurity. Using physical arguments, the function $\phi$ must be continuous across an impurity. The derrivative of $\phi$ will not be continuous. Integrating Eqn. E. 3 across the $n$-th impurity,

$$
\begin{equation*}
\int_{x_{n}^{\prime}-\epsilon}^{x_{n}^{\prime}+\epsilon}\left[\nabla^{2}+k^{2}=-m_{+} \omega^{2} \delta\left(x-x_{n}^{\prime}\right)\right] \phi(x) \mathrm{d} x \tag{E.4}
\end{equation*}
$$

reveals that the change in derrivative across an mass impurity is proportional to the impurity mass:

$$
\begin{equation*}
\left.\frac{d \phi}{d x}\right|_{x_{n}^{\prime}+\epsilon}-\left.\frac{d \phi}{d x}\right|_{x_{n}^{\prime}-\epsilon}=-m_{+} \omega^{2} \phi\left(x_{n}^{\prime}\right) \tag{E.5}
\end{equation*}
$$

## E. 2 Matrix Solution

Between impurities, the spatial function $\phi$ satisfies the Helmholtz equation:

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}\right] \phi=0 \tag{E.6}
\end{equation*}
$$

Therefore, in the $n$-th interval, between the impurities labelled $n$ and $n+1$, the function $\phi_{n}(x)$ can be represented by counter propagating waves, each with arbitrary complex amplitude:

$$
\begin{equation*}
\phi_{n}(x)=A_{n} \mathrm{e}^{+i k x}+B_{n} \mathrm{e}^{-i k x} \tag{E.7}
\end{equation*}
$$

Assuming $N$ impurities, there are $N-1$ intervals with a total of $2(N-1)$ unknown amplitudes $A_{n}$ and $B_{n}$. The amplitude $A_{0}$ is the boundary condition, and one assumes there is no reflected wave after the last impurity $\left(B_{N}=0\right)$. The result is a system of $2 N$ unknowns and $2 N$ constraints, the solution of which can be found using exising linear algebra computer program libraries.

## E.2.1 First Impurity

$$
\left.\cdots \frac{A_{0} \mathrm{e}^{+i k x}+r \mathrm{e}^{-i k x}}{} \right\rvert\, A_{1} \mathrm{e}^{+i k x}+B_{1} \mathrm{e}^{-i k x} \quad \cdots
$$

Figure E.1: Schematic for the first impurity.

$$
\begin{array}{r}
A_{0} \mathrm{e}^{+i k x_{1}^{\prime}}+r \mathrm{e}^{-i k x_{1}^{\prime}}=A_{1} \mathrm{e}^{+i k x_{1}^{\prime}}+B_{1} \mathrm{e}^{-i k x_{1}^{\prime}} \\
+i k A_{1} \mathrm{e}^{+i k x_{1}^{\prime}}-i k B_{1} \mathrm{e}^{-i k x_{1}^{\prime}}-i k A_{0} \mathrm{e}^{+i k x_{1}^{\prime}}+i k r \mathrm{e}^{-i k x_{1}^{\prime}} \\
=-m_{+} \omega^{2}\left(A_{0} \mathrm{e}^{+i k x_{1}^{\prime}}+r \mathrm{e}^{-i k x_{1}^{\prime}}\right) \tag{E.9}
\end{array}
$$

These equations can be expressed in matrix form:

$$
\left[\begin{array}{ccc}
\mathrm{e}^{-2 i k x_{1}^{\prime}} & -1 & -\mathrm{e}^{-2 i k x_{1}^{\prime}}  \tag{E.10}\\
\left(i k+m_{+} \omega^{2}\right) \mathrm{e}^{-2 i k x_{1}^{\prime}} & +i k & -i k \mathrm{e}^{-2 i k x_{1}^{\prime}}
\end{array}\right]\left[\begin{array}{c}
r \\
A_{1} \\
B_{1}
\end{array}\right]=\left[\begin{array}{c}
-A_{0} \\
A_{0}\left(i k-m_{+} \omega^{2}\right)
\end{array}\right]
$$

## E.2.2 Middle Impurity

$$
\cdots \frac{A_{n-1} \mathrm{e}^{+i k x}+B_{n-1} \mathrm{e}^{-i k x}}{} \quad A_{n} \mathrm{e}^{+i k x}+B_{n} \mathrm{e}^{-i k x} \quad \ldots
$$

Figure E.2: Schematic for the $n$-th impurity.

The middle matrix elements, corresponding to intervals 1 through $N-1$, all have the same form, regardless of the boundary condition. The constraint that the displacement be continuous, and that its derivative obey Eqn. E.5, yields the following two constraint equations at the $n$-th impurity:

$$
\begin{aligned}
& A_{n-1} \mathrm{e}^{+i k x_{n}^{\prime}}+B_{n-1} \mathrm{e}^{-i k x_{n}^{\prime}}= A_{n} \mathrm{e}^{+i k x_{n}^{\prime}}+B_{n} \mathrm{e}^{-i k x_{n}^{\prime}} \\
&+i k A_{n} \mathrm{e}^{+i k x_{n}^{\prime}}-i k B_{n} \mathrm{e}^{-i k x_{n}^{\prime}}-i k A_{n-1} \mathrm{e}^{+i k x_{n}^{\prime}}+i k B_{n-1} \mathrm{e}^{-i k x_{n}^{\prime}} \\
&=-m_{+} \omega^{2}\left(A_{n} \mathrm{e}^{+i k x_{n}^{\prime}}+B_{n} \mathrm{e}^{-i k x_{n}^{\prime}}(\mathrm{E} .12)\right.
\end{aligned}
$$

These equations can be expressed in matrix form:

$$
\left[\begin{array}{cccc}
+1 & \mathrm{e}^{-2 i k x_{n}^{\prime}} & -1 & -\mathrm{e}^{-2 i k x_{n}^{\prime}}  \tag{E.13}\\
i k-m_{+} \omega^{2} & \left(-i k-m_{+} \omega^{2}\right) \mathrm{e}^{-2 i k x_{n}^{\prime}} & -i k & +i k \mathrm{e}^{-2 i k x_{n}^{\prime}}
\end{array}\right]\left[\begin{array}{c}
A_{n-1} \\
B_{n-1} \\
A_{n} \\
B_{n}
\end{array}\right]=0
$$

## E.2.3 Last Impurity

$$
\cdots \frac{A_{N-1} \mathrm{e}^{+i k x}+B_{N-1} \mathrm{e}^{-i k x}}{} \quad t \mathrm{e}^{+i k x}
$$

Figure E.3: Schematic for the last impurity.

$$
\begin{align*}
& A_{N-1} \mathrm{e}^{+i k x_{N}^{\prime}}+B_{N-1} \mathrm{e}^{-i k x_{N}^{\prime}}=t \mathrm{e}^{+i k x_{N}^{\prime}} \\
&  \tag{E.14}\\
&+i k t \mathrm{e}^{+i k x_{N}^{\prime}}-i k A_{N-1} \mathrm{e}^{+i k x_{N}^{\prime}}+i k B_{N-1} \mathrm{e}^{-i k x_{N}^{\prime}}  \tag{E.15}\\
&=-m_{+} \omega^{2} t \mathrm{e}^{+i k x_{N}^{\prime}}
\end{align*}
$$

These equations can be expressed in matrix form:

$$
\left[\begin{array}{ccc}
+1 & \mathrm{e}^{-2 i k x_{N}^{\prime}} & -1  \tag{E.16}\\
i k & -i k \mathrm{e}^{-2 i k x_{N}^{\prime}} & -\left(i k+m_{+} \omega^{2}\right)
\end{array}\right]\left[\begin{array}{c}
A_{N-1} \\
B_{N-1} \\
t
\end{array}\right]=0
$$

## E. 3 Projection to Physical Space

The coefficients $A_{n}$ and $B_{n}$ determine the continuum analytical solution for the functions $\phi_{n}(x)$ in Eqn. E.7. Each $\phi_{n}$ determines the wave amplitude between consecutive impurities. The displacement of the $\beta$-FPU chain is taken from the real component $\Re\left\}\right.$ of the amplitude $\phi_{n}$ :

$$
\begin{equation*}
u(x)=\Re\left\{\phi_{n}\right\}(x) \quad x_{n}^{\prime} \leq x \leq x_{n+1}^{\prime} \tag{E.17}
\end{equation*}
$$

## E. 4 Boundary Adjustment for Zero Displacement

The calculations will, for the most part, be performed using fixed ends: the displacement at both ends is zero. In general, the projected physical displacement function $u(x)$ is not zero at either physical boundary. Therefore, a method is needed to ensure zero displacement at the ends of the FPU chain.

Unfortunately, one cannot simply assert $u(0)=0$ and $u(L)=0$ because the solution $u(x)$ may be near a maximum at either end, and so forcing values to zero would initiate a wave that having a different natural frequency from the eigenwave. This disturbance would then propagate through the disordered system, and the energy $R^{2}$ would not be a constant.

The solution used here was to project the continuum solution onto $u(x)$ as described above, and then remove masses at both ends until one findes the mass having a displacement closest to zero. In principle, one should only have to remove, at most, a small number of wavelengths of the eigenmode. Once this mass is found, it is assigned a displacement of zero, and becomes the end of the chain.

To improve upon this technique, a specific wavelength is chosen to ensure
finding a displacement near zero. If the wavelength is an integer multiple of the unit displacement $a$, as one moves into the chain searching for the displacement closest to zero, the value closest to zero will repeat itself with each consecutive wavelength number of masses. In fact, the minimum will repeat itself every $\lambda / 2$ masses.

At each end of the chain, the spatial dependence of the displacement field $u(x)$ can be expressed as a sinusoid with amplitude $C$, wavenumber $k$ and arbitrary phase $\vartheta$ :

$$
\begin{equation*}
u(x)=C \sin (k x+\vartheta) \tag{E.18}
\end{equation*}
$$

For a wavelength that is an even integer multiple of the unit spacing $a$, the displacement will be represented by a mass with zero displacement one every $\Delta \vartheta=2 \pi a / \lambda$; half this value for odd integer wavelengths.

By contrast, if the wavelength is a non-integer multiple of the unit mass separation $a$, each consecutive wavelength of masses will give a different displacement closest to zero. In principle, the change in the phase $\vartheta$ could be vanishingly small, but the number of masses that must be removed to find that particular near-zero displacement may be large. Although, in principle, an irrational wavelength would be best, there is a practical upper limit to the number of masses that can be removed and the system retain its overall characteristics. Moreover, the concentration of impurities sets the upper limit of the number of masses through which one can pass before the phase is changed by the presence of the impurity. Therefore, by picking this practical upper limit, one can then make a sensible determination for a suitable displacement wavelength.

Alternatively, one can start with a nominal wavelength $\lambda_{o}$ that is an integer multiple of the unit spacing $a$. The working wavelength $\lambda$ is calculated from the
following relation with integer $N$ :

$$
\begin{equation*}
\lambda=\frac{N \lambda_{o}-1}{N} \tag{E.19}
\end{equation*}
$$

The displacement starting with zero displacement at $x=0$ will return to zero displacement after a distance $N \lambda$. In the interval $[0, N \lambda]$, the displacement will intersect zero $2 N-1$ times, but not at integer values of $x$. Now, the phase angle $\vartheta$ separating consecutive intersections of zero at integer values of $x$ has been reduced by a factor of $(2 N-1)$ :

$$
\begin{equation*}
\Delta \vartheta=\frac{2 \pi a}{\lambda(2 N-1)} \tag{E.20}
\end{equation*}
$$

For the purposes of these calculations, a value of $N=5$ was chosen as a sensible balance between finding a near-zero displacement and removing as few masses as possible.

A typical value for the nominal wavelength $\lambda_{o}$ is 32 . Using $N=5$ from above, the working wavelength $\lambda=31.8$. Therefore, the phase difference between consecutive intersections is approximately

$$
\begin{equation*}
\Delta \vartheta=0.0035 \times 2 \pi \tag{E.21}
\end{equation*}
$$

Equivalently, the mass having the displacement closest to zero should be within a distance

$$
\begin{equation*}
\Delta x=\frac{a}{2 N-1} \tag{E.22}
\end{equation*}
$$

of the true value.
Given that the magnitude of the amplitudes are of order 1 , the slope of a sinusoid near zero displacement is proportional to the wavenumber $k$. The mass found having a displacement closest to zero will typically have a displacement
differing from zero by an amount

$$
\begin{equation*}
\Delta u=\frac{2 \pi a}{\lambda(2 N-1)} \tag{E.23}
\end{equation*}
$$

A sampling from 19 systems yielded $(0.021 \pm 0.015)$ for the magnitude of the distance to the actual zero displacement point.

## Appendix F

## Transport Data Analysis

The analyses of the results in Chapter 4 involve some minor subtleties that deserve a clear exposition. Neglecting these subtleties and performing an ordinary least squares (OLS) analysis of the data would lead to misleading results. Specifically, not adjusting for initial transient behavior would lead to a different conclusion regarding the existence of diffusive energy transport.

As mentioned in Section 4.6, the reported uncertainties are the standard error (SE) [92] that was calculated from the ensemble population standard deviation $s$. For an ensemble of $W$ systems, the SE reported here is $s / \sqrt{W}$. This uncertainty characterizes the reported average value from the population.

## F. 1 Energy Fluctuation

For each calculation, the total energy $E(t)$ was calculated as a function of time. Due to randomness, the initial total energy fluctuates among the ensembles. To ensure that values of $E$ were on comparable scales, the values were divided by the initial value $E(0)$. The ratio $E_{m}(t) / E_{m}(0)(1 \leq m \leq W)$ is calculated as a function of time for each of the $W$ systems composing the ensemble. The averaged
values are calculated at each of the $P$ values of $t_{i}$ :

$$
\begin{equation*}
\bar{E}\left(t_{i}\right)=\frac{1}{W} \sum_{m}^{W} \frac{E_{m}\left(t_{i}\right)}{E_{m}(0)} \quad 1 \leq i \leq P \tag{F.1}
\end{equation*}
$$

These averaged values, along with the population standard deviation, are pooled and stored in the output data file. The population of $W$ values at $t_{i}$ do not, unfortunately, represent energy fluctuation for a single system. Rather, it characterizes statistical fluctuations among the different systems, evaluated at the same time.

Energy fluctuation can only be approximated from fluctuations in the $P$ average values of $\bar{E}\left(t_{i}\right)$. The standard deviation $s_{\bar{E}}$ of each $\bar{E}\left(t_{i}\right)$ represents a standard deviation in the mean. The population standard deviation is approximated by $s_{\bar{E}} \sqrt{P}$. This population standard deviation was never more than $0.2 \%$. Spot checks of $E(t)$ in individual systems rarely gave a standard deviation greater than $0.2 \%$.

## F. $2 \quad M_{1}$ Data Collection

There were, in principle, a number of methods for collecting the $M(t)$ data. One approach would have been to analyze $M_{1}$ versus $t$ for each system. An alternate approach would have been to generate a rolling average of the $M_{1}(t)$ data. Performing an analysis on each system is problematic because of the large variability that can occur among systems. The challenge with the rolling average is to determine how the collection should be performed.

Here, the values $M_{1}\left(t_{i}\right)$ were collected at identical regular intervals for each realization. In effect, this is the first moment of $M_{1}\left(t_{i}\right)$. By also collecting $M_{1}^{2}\left(t_{i}\right)$, the second moment about the mean (variance) in $M_{1}$ can be calculated to estimate


Figure F.1: As collected $M_{1}\left(t_{i}\right)$ data, scaled by the localization length $\xi$ for convenience. The mean values are represented by the small circles. The short horizontal lines above and below the mean are the population standard deviations for each $M_{1}\left(t_{i}\right)$.
the population standard deviation for $M_{1}\left(t_{i}\right)$.
Data were collected for the $L=64000, \sigma=0.30$, and $c=0.002$ systems and averaged as explained. The results are shown in Fig. F.1. The mean values are the middle row of small filled circles. The short horizontal lines denote the population standard deviation of $M_{1}\left(t_{i}\right)$; the error bar risers were omitted for clarity. The significant point to take from Fig. F. 1 is that the uncertainties are growing in time. As a result, one cannot apply ordinary least squares analysis on the data without first addressing this fact.


Figure F.2: A log-log plot of data in Fig. F.1, along with horizontal error bars denoting the population standard deviation; the vertical risers are omitted for clarity. The solid line was determined by OLS regression applied to the mean values.

## F. $3 \quad \delta_{n}$ Analysis

The straightforward means of determining the time exponent $\delta_{n}$ is from the slope of a log-log plot of $M_{n}$ versus time $t$. Unfortunately, some of the systems exhibited an initial transient period. To account for this, the origin is relocated to the last $M_{1}$ datum before the time intervals given in Table 4.1. The time exponent $\delta$ is calculated from the slope of the mean values in log-log space.

The uncertainty in $\delta_{n}$ is calculated from both the regression residuals and the ensemble population of $M_{n}$ values. Fortunately, because the population standard deviation in $M_{n}$ increases in time, the logarithm transform yields uncertainties that are nearly constant over the time intervals of interest. A log-log plot of the
data from Fig. F. 1 are shown in Fig. F.2, along with the ensemble population standard deviations that are denoted by horizontal error bars. The ensemble population standard deviation, instead of the SE , is shown in the figure for clarity of the demonstration. For an ensemble of $W$ systems, the SE error bars would be a factor of $\sqrt{W}$ smaller than those shown in the figure. Also shown in Fig. F. 2 is the result of the regression analysis of the average values. The error bars denote the ensemble uncertainty, and the residuals represent the regression uncertainty.

The OLS linear regression in log-space will yield an estimated uncertainty (standard deviation) for slope that is a function of the standard error of the residuals. The standard error $s$ can be used to estimate the regression standard deviation $s_{\text {reg }}$ for the slope $\delta_{n}$ :

$$
\begin{equation*}
s_{r e g}=\frac{s}{\sqrt{S_{X X}}} \tag{F.2}
\end{equation*}
$$

where the quantity $S_{X X}$ is the sum of squares:

$$
\begin{equation*}
S_{X X}=\sum_{i}\left(\ln t_{i}-\overline{\ln t}\right)^{2} \tag{F.3}
\end{equation*}
$$

The quantity $\overline{\ln t}$ represents the average value over the specified interval.
The uncertainty in $\delta_{n}$ should also reflect the SE recorded for the ensemble $s_{\text {ens }}$. It is assumed that these two uncertainties are independent of one another, and that they are additive. The uncertainty (estimated standard deviation) in the time exponent is

$$
\begin{equation*}
s_{\delta_{n}}^{2}=\frac{s_{r e s}^{2}}{S_{X X}}+\frac{s_{e n s}^{2}}{S_{X X}} \tag{F.4}
\end{equation*}
$$

Because $s_{\text {ens }}$ is the majority of $s_{\delta_{n}}$, the uncertainty in $\delta_{n}$ is referred to as a SE, and the coverage factor is approximately equivalent to one standard deviation for a normal distribution.

## F. $4 \quad M_{1}$ Analysis

Based on the results of the $\delta_{1}$ analysis, an estimate for $G_{1}$ is based on the assumption of a linear relationship between $M_{1}$ and time $t$. The ability to use a linear model simplifies the analysis of $M_{1}$. As for the $\delta$ analysis, the origin is relocated to the beginning of the appropriate interval in Table 4.1. The transport coefficient $2 G_{1}$ is the slope.

The uncertainty in $2 G_{1}$ cannot be determined from a regression analysis of the $M_{1}$ versus $t$ data because the uncertainties in $M_{1}$ increase in time, as was shown in Fig. F.1. Fortunately, the data can be transformed into a more suitable format for the purpose of estimating the uncertainty in $G$.

Assuming diffusive behavior, the values of $M_{1}$ are a collection of lines, radiating from the origin. The error model for the observations assumes that there exists an inherent error $\epsilon$ and that the total error increases with time:

$$
\begin{equation*}
M_{n}\left(t_{i}\right)=A+2 G_{n} t_{i}+t_{i} \epsilon_{i} \tag{F.5}
\end{equation*}
$$

To use OLS techniques, the error term must be additive and constant. Equation (F.5) can be transformed into a suitable model:

$$
\begin{equation*}
\frac{M_{n}\left(t_{i}\right)}{t_{i}}=\frac{A}{t_{i}}+2 G_{n}+\epsilon_{i} \tag{F.6}
\end{equation*}
$$

Unfortunately, any initial transient behavior must be accounted for. The error model assumes that the uncertainty grows linearly from $t=0$. In reality, the increase in $M_{n}$ occurred after some initial transient time $t_{0}$. To correct for this, linear regression is applied to the $M_{1}$ versus $t$ data to determine the value of $t_{0}$. Using $t_{0}$, the data are shifted horizontally so that the linear region of interest points to the origin. These shifted data are then transformed according to Eq. (F.6).


Figure F.3: Transformed $M_{1}$ to demonstrate how uncertainty in $\delta_{1}$ is calculated.

The result of this transform, applied to both the mean and SE , is shown in Fig. F. 3 for the data in Fig. F.1. In Fig. F.3, the error bars represent the SE. Over the range of regression (see Table 4.1), the SE is relatively constant, consistent with Eq. (F.6). Because the model in Eqn. (F.6) assumes a constant factor of $2 G_{1}$, the error bars in Fig. F. 3 represent the SE for $2 G_{1}$.

## Appendix G

## Programming Data Structures

A number of individual computer programs were written to perform the calculations required to produce the results presented here. The programs that were used to perform significant calculations were written in the FORTRAN 90 programming language. The choice to use FORTRAN 90 was based on availability, utility, and programming structure. Moreover, the FORTRAN 90 library interface to LAPACK required far less effort.

The modular nature of FORTRAN 90 was exploited to create an FPUsystem data structure upon which useful operations were performed. The objective was to create a data structure that was self-contained; it contained enough internal information to perform operations such as initialization and numerical integration.

The FPUsystem data structure then led to rapid application development. Generally, differences occurred in the user interface and conversion of parameters into the type required by FPUsystem

## G. 1 FORTRAN 90 Modules

The following is a template for a FORTRAN 90 module. It is meant only to guide the reader through though the general makeup of a FORTRAN 90 module file. These files have a .F90 extension so that the compiler understands that the formatting adheres to FORTRAN 90 conventions, and is compiled into an object file; the compiler automatically makes a module file with a .mod extension.

```
MODULE mymodule
    PUBLIC
        ! Define user accessible variables
    PRIVATE
        ! Variables private to mymodule
    CONTAINS
    ! Module SUBROUTINES and FUNCTIONS
END MODULE mymodule
```


## G. 2 math Module

Although rather minor, a math module was made to define the single precision and double precision data types. In addition, commonly used numbers are defined. It was originally thought that this module would grow, which is why it is separate from the main fpu module that follows.
math
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! MODULE math
!
! Define single and double precision
! Define pi and other commonly used numbers
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

MODULE math
PUBLIC
INTEGER, PARAMETER : : single=SELECTED_REAL_KIND (6,37)
INTEGER, PARAMETER : : double=SELECTED_REAL_KIND $(15,307)$
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Common numbers
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
REAL (double), PARAMETER : : PI = 3.141592653589793_double
REAL (double), PARAMETER : TWO = 2._double
REAL (double), PARAMETER : : ONE_HALF = 0.5_double
END MODULE math

## G. 3 fpu Module

The fpu module contains both the FPUsystem data type and all the relevant subroutines and functions associated with the data type. It is the core of all the FPU calculations. It was designed to be general enough to handle tasks such as cross section calculations, energy calculations, localization parameter, Fourier transforms, etc.

The organization of the fpu module is similar to that for C++ classes. The data structure type FPUsystem is defined by all the member data. The CONTAINS section begins with an Init() subroutine that corresponds to a C++ constructor. The next subroutine is Clear() that acts as the class destructor by deleting all the allocated memory that was performed in Init(); this function is useful for overwriting an object by first Clear-ing the object and then Init-ializing the new version.

The subroutines and functions that follow Clear() operate on the class type FPUsystem. Generally, the first argument of any subroutine or function is an object of type FPUsystem. There are routines to initialize the system, integrate the system, and perform post-processing calculations on the present state of the system.

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
```

!
! MODULE fpu
!
! This module contains all the necessary
! subroutines and functions for operating on
! an Fermi-Pasta-Ulam system of masses and springs.
$!$
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
MODULE fpu
USE math
IMPLICIT NONE
PUBLIC
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! System Configurations
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
INTEGER, PARAMETER :: LINE = 0 ! Zero-displacement ends
INTEGER, PARAMETER :: HOOP = 1 ! Periodic boundary conditions
INTEGER, PARAMETER :: FREE = 2 ! Free ends
INTEGER, PARAMETER : : TAIL = 3 ! Semi-Infinite
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Consideration for greater than cubic forces
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
INTEGER, PARAMETER : : MAX_EXPONENT = 5
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FPUsystem data structure:
! Entirely self-contained so that all one needs to pass
! as a parameter is the structure
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
TYPE : : FPUsystem
INTEGER : : Length ! system length
INTEGER : : Config
! = HOOP/LINE|FREE
LOGICAL : : HasBeenAllocated
REAL (double), DIMENSION(:), POINTER :: y ! mass displacement
REAL (double), DIMENSION(:), POINTER : v ! mass velocity
REAL (double), DIMENSION(:), POINTER : : mass
REAL (double), DIMENSION(:), POINTER : invmass ! integrator
REAL (double), DIMENSION(:), POINTER :: eps,disp ! strain
REAL (double), DIMENSION(:), POINTER :: F ! force on mass
REAL (double), DIMENSION(:), POINTER :: alpha ! force exponents
$\qquad$

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Private variables:
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! These are various integrator coefficients
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
REAL (double), DIMENSION(20), PRIVATE :: An, Bn
REAL (double), PRIVATE :: w0, w1, w2, w3
REAL (double), DIMENSION(20), PRIVATE :: w
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FORMATting info for writing and reading systems to/from files.
! This facilitates restarting a stopped integration.
! The use of '#' allows one to use the gnuplot 'plot'
! command on the file.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
INTEGER, PARAMETER, PRIVATE :: FILE_VERSION = 1
    ! FPUsystem file type
CHARACTER*20, PARAMETER, PRIVATE :: LINE_1_FMT="'# ',I"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_2_FMT="'# ',I,I,I"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_3_FMT="'# , ,F,F,F"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_4_FMT="'# ',I"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_5_FMT="'# ',6F12.8"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_6_FMT="'# ',I6,F"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_7_FMT="A"
CHARACTER*20, PARAMETER, PRIVATE :: LINE_N_FMT="I5,3E25.14E3"
```

fpu: Init()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FPUsystem module functions and subroutines
! These perform actions on the FPUsystem such
! as initialization and numerical integration.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
CONTAINS
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    Initialize an FPU system
    Length (integer) length of system
    Configuration (integer)
    IntOrder (integer) [OPTIONAL] Integration Order
                                    (4,6,10)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE Init(sys,Length,Configuration,IntOrder)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, INTENT(IN) :: Length, Configuration
    INTEGER, OPTIONAL, INTENT(IN) :: IntOrder
    sys%Length = Length
    IF ( PRESENT(IntOrder) ) THEN
        SELECT CASE ( IntOrder)
            CASE (4)
                sys%IntegrationOrder = IntOrder
            CASE (6)
                sys%IntegrationOrder = IntOrder
            CASE (10)
                sys%IntegrationOrder = IntOrder
            CASE DEFAULT
                PRINT *,'Unknown IntegrationOrder in Init()!'
                PRINT *,',
        END SELECT
    ELSE
        sys%IntegrationOrder = 4
    END IF
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    ! Calculate number of masses and which mass corresponds to
    ! end mass.
    ! The O-th mass and N+1-th mass have zero displacement
```

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
sys%Config = Configuration
IF (Configuration.EQ.LINE) THEN
    sys%Nmasses = Length - 1
    sys%Nleft = 0
    sys%Nright = sys%Nmasses + 1
ELSE IF (Configuration.EQ.HOOP) THEN
    sys%Nmasses = Length
    sys%Nleft = sys%Nmasses
    sys%Nright = 1
ELSE IF (Configuration.EQ.FREE) THEN
    sys%Nmasses = Length + 1
    sys%Nleft = 1
    sys%Nright = sys%Nmasses
ELSE IF (Configuration.EQ.TAIL) THEN
    sys%Nmasses = Length
    sys%Nleft = 0
    sys%Nright = sys%Nmasses
ELSE
    PRINT *, 'ERROR: Unknown Configuration in Init()'
    STOP
END IF
IF (sys%Nmasses.LT.1) THEN
    PRINT *, 'ERROR: FPUsystem.Nmasses < 1'
    PRINT *, , ,
    STOP
END IF
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! CHECK IF USER IS TRYING TO RE-ALLOCATE ARRAYS
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
IF (ASSOCIATED(sys%y)) THEN
    CALL Clear(sys)
    PRINT *,'WARNING: Clear()-ing FPUsystem!'
    PRINT *,'WARNING: RE-ALLOCATING ARRAYS!'
END IF
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! ALLOCATE all arrays
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
ALLOCATE(sys%y(0:sys%Nmasses+1))
ALLOCATE(sys%v(0:sys%Nmasses+1))
ALLOCATE(sys%mass(0:sys%Nmasses+1))
ALLOCATE(sys%invmass(0:sys%Nmasses+1))
```

```
ALLOCATE(sys%eps(0:sys%Nmasses+1))
ALLOCATE(sys%disp(0:sys%Nmasses+1))
ALLOCATE(sys%F(0:sys%Nmasses+1))
ALLOCATE(sys%Ex(0:sys%Nmasses+1))
ALLOCATE(sys%ExInit(0:sys%Nmasses+1))
ALLOCATE(sys%Ec(0:sys%Nmasses+1))
ALLOCATE(sys%AndersonAmp(0:sys%Nmasses+1))
ALLOCATE(sys%Psi2(0:sys%Nmasses+1))
ALLOCATE(sys%viscosity(0:sys%Nmasses+1))
sys%HasBeenAllocated = .TRUE.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize arrays to default values
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
sys%y(:) = 0._double
sys%v(:) = O._double
sys%mass(:) = 1._double
sys%invmass(:) = 1._double
sys%eps(:) = O._double
sys%disp(:) = 0._double
sys%F(:) = 0._double
sys%Ex(:) = 0._double
sys%ExInit(:) = 0._double
sys%FirstEx = .TRUE.
sys%Ec(:) = 0._double
sys%AndersonAmp(:) = 0._double
sys%Psi2(:) = 0._double
sys%viscosity(:) = 0._double
sys%time = 0.
sys%Etime = -1.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! alpha() can be changed by the user later
! so you have to initially allocate (MAX_EXPONENTS)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
ALLOCATE(sys%alpha(MAX_EXPONENT))
ALLOCATE(sys%alphaTau(MAX_EXPONENT))
sys%MaxExponent = 1
sys%alpha(:) = 0._double
sys%alpha(1) = 1._double
sys%alphaTau(:) = -1._double
```

```
sys%MaxFreq = -1.
sys%dT = 0.10_double
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize the integrator coefficients
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SELECT CASE (sys%IntegrationOrder)
    CASE ( 4 )
        An = (/ (2.+2.**(+1./3.)+2.**(-1./3.))/6., &
            (1.-2.**(+1./3.)-2.**(-1./3.))/6., &
            (1.-2.**(+1./3.)-2.**(-1./3.))/6., &
            (2.+2.**(+1./3.)+2.**(-1./3.))/6., &
            0., 0., 0., 0., 0., 0., &
            0., 0., 0., 0., 0., 0., 0., 0., 0., 0./)
        Bn = (/ 0., &
            1./(2.-2.**(+1./3.)), &
            1./(1.-2.**(+2./3.)), &
            1./(2.-2.**(+1./3.)), &
            0., 0., 0., 0., 0., 0., &
            0., 0., 0., 0., 0., 0., 0., 0., 0., 0./)
    CASE ( 6 )
        w1 = -1.17767998417887
        w2 = +0.235573213359357
        w3 = +0.784513610477560
        !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
        ! These coefficients are the other two solutions
        !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
            ! w1 = -2.13228522200144
            ! w2 = +0.00426068187079180
            ! ఒ3 = +1.43984816797678
            ! w1 = +0.00152886228424922
            ! w2 = -2.14403531630539
            ! w3 = +1.44778256239930
        w0 = 1._double - TWO * (w1 + w2 + w3)
        An = (/ ONE_HALF * w3, &
            ONE_HALF * (w3 + w2), &
            ONE_HALF * (w2 + w1), &
```
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```
    ONE_HALF * (w1 + w0), &
    ONE_HALF * (w1 + w0), &
    ONE_HALF * (w2 + w1), &
    ONE_HALF * (w3 + w2), &
    ONE_HALF * w3, &
    0._double, 0._double, &
    O., O., O., O., 0., 0., 0., 0., 0., 0. /)
Bn = (/ w3, &
    w2, &
    w1, &
    w0, &
    w1, &
    w2, &
    w3, &
    0._double, &
    0._double, 0._double, &
    0., 0., 0., 0., 0., 0., 0., 0., 0., 0./)
CASE ( 10 )
    w(1) = +0.02690013604768968968
    w}(2)=+0.9398015671356833379
    w(3) = -0.00803583920385358750
    W(4) = -0.86648519737376137280
    w(5) = +0.10231129111935987311
    w}(6)=-0.1970772151393080101
    W(7) = +0.61787771331806935734
    w}(8)=+0.1907272896000121001
    w}(9)=+0.20726050288524825594
    w(10) = -0.39500619776092066739
    w(11) = -0.58242344731164459471
    w(12) = +0.74267331435731986348
    W}(13)=+0.16433754952046729102
    w}(14)=-0.61511663906054518266
    w}(15)=+0.2017504140367640350
    w}(16)=+0.45238717224346720618
    w(0) = 1. - 2.*SUM(w(1:7))
    An = (/ ONE_HALF * w(7), &
            ONE_HALF * (w(7) + w(6)), &
            ONE_HALF * (w(6) + w(5)), &
            ONE_HALF * (w(5) + w(4)), &
            ONE_HALF * (w(4) + w(3)), &
            ONE_HALF * (w(3) + w(2)), &
            ONE_HALF * (w(2) + w(1)), &
```

291 292 293 294 295
ONE_HALF * (w(1) + w(0)), \&
ONE_HALF * (w(1) + w(0)), \&
ONE_HALF * (w(2) + w(1)), \&
ONE_HALF * (w(3) + w(2)), \&
ONE_HALF * (w(4) + w(3)), \&
ONE_HALF * (w(5) + w(4)), \&
ONE_HALF * (w(6) + w(5)), \&
ONE_HALF * (w(7) + w(6)), \&
ONE_HALF * w(7), \&
0., 0., 0., 0. /)
$\mathrm{Bn}=(/ \mathrm{w}(7), \&$
w(6) , \&
w(5), \&
w(4), \&
w(3) , \&
w(2) , \&
w(1), \&
w(0) , \&
w(1), \&
w(2) , \&
w(3) , \&
w(4) , \&
w(5) , \&
w(6) , \&
$\mathrm{w}(7)$ ) \&
w(0), \&
0., 0., 0., 0. /)
END SELECT
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! MPI variables
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
sys\%MPI_Buffer = 0
sys\%MPI_Xleft = 1._double
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Save initial values
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
sys\%InitLength $=$ sys\%Length
sys\%InitNmasses = sys\%Nmasses

329 END SUBROUTINE Init

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FPUsystem Destructor
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE Clear(sys)
    TYPE (FPUsystem) :: sys
    DEALLOCATE(sys%y)
    DEALLOCATE(sys%v)
    DEALLOCATE(sys%alpha)
    DEALLOCATE(sys%alphaTau)
    DEALLOCATE(sys%mass)
    DEALLOCATE(sys%invmass)
    DEALLOCATE(sys%eps)
    DEALLOCATE(sys%disp)
    DEALLOCATE(sys%F)
    DEALLOCATE(sys%Ex)
    DEALLOCATE(sys%ExInit)
    DEALLOCATE(sys%Ec)
    DEALLOCATE(sys%AndersonAmp)
    DEALLOCATE(sys%Psi2)
    DEALLOCATE(sys%viscosity)
    END SUBROUTINE Clear
```

fpu: COPY()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    Copy one FPUsystem onto a new FPUsystem
                    SrcSys (FPUsystem) Source
            DestSys (FPUsystem) Destination
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    SUBROUTINE Copy(SrcSys,DestSys)
    TYPE (FPUsystem) , INTENT(IN) :: SrcSys
    TYPE (FPUsystem) , INTENT(INOUT) :: DestSys
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    ! Erase an existing sys
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    IF ( ASSOCIATED(DestSys%y) ) THEN
        CALL Clear(DestSys)
    END IF
    CALL Init(DestSys,SrcSys%Length,SrcSys%Config, &
                                    SrcSys%IntegrationOrder)
    DestSys%dT = SrcSys%dT
    DestSys%MaxFreq = SrcSys%MaxFreq
    DestSys%time = SrcSys%time
    DestSys%MPI_Buffer = SrcSys%MPI_Buffer
    DestSys%MPI_Xleft = SrcSys%MPI_Xleft
    DestSys%MaxExponent = SrcSys%MaxExponent
    DestSys%alpha(1:SrcSys%MaxExponent) = &
                SrcSys%alpha(1:SrcSys%MaxExponent)
    DestSys%alphaTau(1:SrcSys%MaxExponent) = &
                            SrcSys%alphaTau(1:SrcSys%MaxExponent)
    DestSys%y(0:DestSys%Nmasses+1) = SrcSys%y(0:SrcSys%Nmasses+1)
    DestSys%v(0:DestSys%Nmasses+1) = SrcSys%v(0:SrcSys%Nmasses+1)
    DestSys%mass(0:DestSys%Nmasses+1) = &
                                    SrcSys%mass(0:SrcSys%Nmasses+1)
    DestSys%invmass(0:DestSys%Nmasses+1) = &
                            SrcSys%invmass(0:SrcSys%Nmasses+1)
END SUBROUTINE Copy
```

fpu: SETY() GETY()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Application interface to Set(ting) and
! Get(ting) the mass displacements
! These routines are usually ignored out of laziness
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE SetY(sys,index,displacement)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER :: index
    REAL (double) :: displacement
    sys%y(index) = displacement
END SUBROUTINE SetY
REAL (double) FUNCTION GetY(sys,index) RESULT (displacement)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER :: index
    displacement = sys%y(index)
END FUNCTION GetY
```

fpu: SetExponent()
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Assign force exponents via an array:
! Exp (double)(:) Exponent array
! Nexponents (double) Maximum force exponent
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE SetExponent (sys, Exp, Nexponents)
TYPE (FPUsystem), INTENT(OUT) : sys
REAL (double), DIMENSION(:), INTENT(IN) :: Exp
INTEGER, INTENT(IN) : : Nexponents
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Check for MAX_EXPONENT violation
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
IF (Nexponents.GT.MAX_EXPONENT) THEN
PRINT *,' ERROR: SetExponent() Nexponents too big!'
PRINT *, ,
STOP
ELSE
sys\%MaxExponent $=$ Nexponents
END IF
sys\%alpha(1:Nexponents) = Exp(1:Nexponents)

```
END SUBROUTINE SetExponent
```

fpu: SetImpurity()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Set the impurities:
! xImpurity (INTEGER)(:) array of impurity locations
! Nx (INTEGER) # of impurities
! ImpurityMass (double) impurity mass = m_o + m_+
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    SUBROUTINE SetImpurity(sys,xImpurity,Nx,ImpurityMass)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, DIMENSION(:), INTENT(IN) :: xImpurity
    INTEGER, INTENT(IN) :: Nx
    REAL (double), INTENT(IN) :: ImpurityMass
    INTEGER :: i
    DO i = 1,Nx
        IF (xImpurity(i).GT.0.AND.xImpurity(i).LE.sys%Length) THEN
        sys%mass(xImpurity(i)) = ImpurityMass
        sys%invmass(xImpurity(i)) = 1./ImpurityMass
    ELSE
```

        PRINT *,'ERROR: xImpurity(i) outside bounds!'
    | 440 | PRINT *, ,, |
| :--- | :---: |
| 441 | STOP |
| 442 | END IF |
| 443 | END DO |
| 444 | END SUBROUTINE SetImpurity |

## fpu: InitHarmonic()

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize a harmonic system. The wavelength is
! determined from the number of "HalfCycles" specified.
! By definition, the displacement at the extrema, for both LINE and HOOP is zero.
!
! HalfCycles (INTEGER) Number of half-cycles
! Amplitude (double) [OPTIONAL] wave amplitude
! InitPhase (double) [OPTIONAL] wave phase
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

SUBROUTINE InitHarmonic(sys,HalfCycles,Amplitude,InitPhase)
TYPE (FPUsystem), INTENT(INOUT) : : sys
INTEGER, INTENT(IN) : : HalfCycles
REAL (double), INTENT(IN), OPTIONAL :: Amplitude
REAL (double), INTENT(IN), OPTIONAL : InitPhase

REAL (double), DIMENSION(:), ALLOCATABLE : : index
REAL (double) : : lambda, A, phase
INTEGER : i

IF ( PRESENT(Amplitude) ) THEN
A = Amplitude
ELSE
$A=1$.
END IF

IF ( PRESENT (InitPhase) ) THEN
phase $=$ InitPhase
ELSE
phase $=0$.
END IF

ALLOCATE(index (0:sys\%Nmasses))
lambda $=$ TWO * sys\%Length / HalfCycles
sys\%k = TWO * PI / lambda
sys\%omega $=$ TWO * SIN (sys\%k / TWO)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Estimate the maximum freq if it hasn't already been
! set by the user. The MaxFreq is then used to determine
! the appropriate integration interval dT
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
IF (sys\%MaxFreq.LT.0) THEN
sys\%MaxFreq = sys\%omega / (TWO * PI)
END IF
sys\%dT $=$ MAX (PI/20.,0.005/sys\%MaxFreq)
index = (/ (i, i=0,sys\%Nmasses) /)
sys\%y(1:sys\%Nmasses) = A * SIN(sys\%k*index(1:sys\%Nmasses)+phase)

DEALLOCATE(index)
END SUBROUTINE InitHarmonic

```
                                    fpu: PiMode()
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize a system in the k = pi mode (wavelength = 2)
    ! A small amount of randomness is added to the displacement
            of each mass.
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    SUBROUTINE InitPiMode(sys,seed)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, OPTIONAL, INTENT(INOUT) :: seed
    REAL (double) :: N, a, ran3
    INTEGER :: i, sgn, RAND
    N = REAL(sys%Nmasses)
    a = 10.* SIN(PI/N)/SQRT(sys%alpha(3)*(9.*COS(PI/N)**2 - 3.))
    IF ( PRESENT(seed) ) THEN
        seed = RAND()
    END IF
    sgn = +1
    DO i = 1, sys%Nmasses
        sys%y(i) = sgn * a
        sys%v(i) = 1.E-08 * (2.*ran3(seed) - 1.)
        sgn = -1 * sgn
    END DO
    sys%MaxFreq = 1./PI
    sys%dT = MAX(1._double/PI/4.,0.005/sys%MaxFreq)
END SUBROUTINE InitPiMode
```

fpu: InitSigmoidal()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initialize a sigmoidal pulse
!
! For a traveling pulse of length nLambda*Wavelength
    and amplitude Amplitude, the initial zero-velocity
        pulse is nLambda*Wavelength/2 long and has amplitude
        2*Amplitude.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE InitSigmoidal(sys,Wavelength,nLambda,Amplitude)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    REAL (double), INTENT(IN) :: Wavelength
    INTEGER, INTENT(IN), OPTIONAL :: nLambda
    REAL (double), INTENT(IN), OPTIONAL :: Amplitude
    INTEGER :: i, nWavelength
    REAL :: k, A
    k = TWO * PI / Wavelength
    sys%omega = 2. * SIN(k/2.)
    IF ( PRESENT(nLambda) ) THEN
        nWavelength = INT(3*nLambda/2. + 0.5)
    ELSE
        nWavelength = 12
    END IF
    IF ( PRESENT(Amplitude) ) THEN
        A = Amplitude
    ELSE
        A = 1.
    END IF
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    ! Wave 'decays' over 5 * Wavelength
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    DO i = 0, INT(8*nWavelength*Wavelength/3. + 0.5) - 1
        sys%y(i) = 2.*A*SIN(k*i) &
            * 0.5*(1.+TANH(1.*(nWavelength*Wavelength/2-i)/Wavelength))
    END DO
    sys%MaxFreq = sys%omega / (TWO * PI)
    sys%dT = MAX(PI/20.,0.005/sys%MaxFreq)
```

| 552 | ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! |
| :---: | :---: |
| 553 | ! Initialize a system in a localized eigenstate for the harmonic |
| 4 | ! component of the Hamiltonian |
| 555 |  |
| 6 | $!$ WaveNumber (double) 2 pi/ lambda |
| 557 | ! MassPlus (double) m_+ |
| 558 | $!$ xImpurity (INTEGER) (1:nImpurity+1) impurity locations |
| 559 | ! nImpurity (INTEGER) \# of imurities |
| 560 | $!$ (double) (OUT) transmission coef. |
| 561 | $!$ Ao (COMPLEX*8) incident wave amp. |
| 562 | ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! |
| 563 |  |
| 564 | nImpurity, T, Ao) |
| 565 | TYPE (FPUsystem), INTENT(INOUT) : sys |
| 566 | REAL (double), INTENT(IN) : WaveNumber |
| 567 | REAL (double), INTENT(IN) : MassPlus |
| 568 | INTEGER, DIMENSION(:), INTENT(INOUT) : x xmpurity |
| 569 | INTEGER, INTENT(IN) : n nmpurity |
| 570 | REAL (double), INTENT(OUT) : T ! trans. coef. |
| 571 | COMPLEX*8, INTENT(IN) : Ao ! init amp. |
| 572 | REAL (double) : lambda , eps |
| 573 | REAL (double) : xo |
| 574 | REAL (double) : AmpMin, AmpMax |
| 575 | INTEGER : : i,j,iTemp |
| 576 | TYPE (FPUsystem) : TmpSys |
| 577 | INTEGER, DIMENSION(1000) : : TmpXimpurity |
| 578 | INTEGER :: TmpNimpurity |
| 579 | INTEGER : : TmpLength |
| 580 | lambda $=$ TWO * PI/WaveNumber |
| 581 | sys\%k = WaveNumber |
| 582 | sys\%omega = TWO * SIN (sys\%k / TWO) |
| 583 | !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! |
| 584 | ! Estimate the maximum freq if it hasn't already been |
| 585 | ! set by the user. The MaxFreq is then used to determine |
| 586 | ! the appropriate integration interval dT |
| 87 | ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! |
| 588 | IF (sys\%MaxFreq.LT.0) THEN |
| 590 | END IF |
| 591 | sys\%dT = MAX (PI/20.,0.005/sys\%MaxFreq) |

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Ensure impurities are in ascending order by
                    sorting xImpurity array
! This is important for the Initial() subroutine
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
DO i = 1,nImpurity-1
DO j = i+1,nImpurity
    IF (xImpurity(i).GT.xImpurity(j)) THEN
        iTemp = xImpurity(i)
        xImpurity(i) = xImpurity(j)
        xImpurity(j) = iTemp
    ELSE IF (xImpurity(i).EQ.xImpurity(j)) THEN
        PRINT *, , ,
        PRINT *,'WARNING: xImpurity(i) = xImpurity(j)!'
        PRINT *, , ,
    END IF
END DO
END DO
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! For systems having MANY impurities, a solution is found for
! the first 400 impurities. The result is mapped onto the
! larger system, with amplitudes after the 400-th impurity
! set to zero.
! InitLength and InitNmasses are used to map between the
    two systems.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
sys%Length = sys%InitLength
sys%Nmasses = sys%InitNmasses
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Initial() populates the matrix, solves the equation, and maps
! the continuum solution, making no adjustments, to sys%y
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
IF (nImpurity <= 400) THEN
    CALL Initial(sys%y,WaveNumber,MassPlus,T,xImpurity, &
                sys%Nmasses,nImpurity,sys%AndersonAmp,sys%Psi2,Ao)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! nImpurity > 400, make a temporary FPUsystem from a copy of the
! original system. Send the temporary system to Initial()
! and declare only the first 400 impurities.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
```

```
ELSE
    tmpNimpurity = 400
    tmpLength = xImpurity(tmpNimpurity+1)
    tmpXimpurity(1:tmpNimpurity) = xImpurity(1:tmpNimpurity)
    CALL Init(TmpSys,tmpLength,sys%Config,sys%IntegrationOrder)
    CALL Initial(TmpSys%y,WaveNumber,MassPlus,T,tmpXimpurity, &
            TmpSys%Nmasses,TmpNimpurity,sys%AndersonAmp,sys%Psi2,Ao)
    sys%y(0:TmpSys%Nmasses) = TmpSys%y(0:TmpSys%Nmasses)
    CALL Clear(TmpSys)
ENDIF
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! With almost certainty, the displacement at the ends will not
! be zero. Relocate the ends to the mass having the smallest
        oscillation amplitude
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
eps = 1.
DO i = 1, INT(5 * lambda + 0.5)
    IF (ABS(sys%y(i)) .LT. eps) THEN
        iTemp = i
        eps = ABS(sys%y(i))
    END IF
END DO
xo = (sys%y(iTemp-1)+sys%y(iTemp+1))/ &
    (sys%y(iTemp-1)-sys%y(iTemp+1))
DO i = iTemp + 1, sys%Nmasses
    sys%y(i-iTemp) = sys%y(i)
    sys%Mass(i-iTemp) = sys%Mass(i)
    sys%Invmass(i-iTemp) = sys%Invmass(i)
    sys%AndersonAmp(i-iTemp) = sys%AndersonAmp(i)
END DO
sys%Nmasses = sys%Nmasses - iTemp
sys%Length = sys%Length - iTemp
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Adjust the locations in xImpurity to reflect any shift
! in the system
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
DO i = 1, nImpurity
    xImpurity(i) = xImpurity(i) - iTemp
END DO
eps = 1.
```

```
    DO i = sys%Nmasses,sys%Nmasses-3*INT(lambda)/4,-1
    IF (ABS(sys%y(i)) .LT. eps) THEN
        iTemp = i
        eps = ABS(sys%y(i))
    END IF
    END DO
    IF (sys%Config .EQ. LINE) THEN
    sys%Nmasses = iTemp - 1
    sys%Length = iTemp
    sys%Nright = sys%Nmasses + 1
    ELSE IF (sys%Config .EQ. HOOP) THEN
        sys%Nmasses = iTemp
        sys%Length = iTemp
        sys%Nleft = iTemp
    ELSE IF (sys%Config .EQ. TAIL) THEN
        sys%Nmasses = iTemp
        sys%Length = iTemp
        sys%Nright = sys%Nmasses
    ELSE
    PRINT *, 'ERROR: Unknown sys%Config in InitAnderson!'
    PRINT *,',
    STOP
    END IF
    sys%y(sys%Length) = O._double
END SUBROUTINE InitAnderson
```

fpu: Set() and Get()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! User interface to Set() and Get() the integration interval dT
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE SetdT(sys,dt)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    REAL (double), INTENT(IN) :: dt
    sys%dT = dt
    END SUBROUTINE SetdT
    SUBROUTINE GetdT(sys,dt)
    TYPE (FPUsystem), INTENT(IN) :: sys
    REAL (double), INTENT(OUT) :: dt
    dt = sys%dT
    END SUBROUTINE GetdT
```

fpu: SetViscosity()
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Set viscosity
! Nstart (INTEGER) starting mass
! Nstop (INTEGER) stoping mass
Viscosity (double) set viscosity for Nstart<= i <= Nstop
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

SUBROUTINE SetViscosity(sys,Nstart,Nstop,Viscosity)
TYPE (FPUsystem), INTENT(INOUT) : : sys
INTEGER, INTENT(IN) : Nstart, Nstop
REAL (double), INTENT(IN) : Viscosity
sys\%viscosity(Nstart:Nstop) = Viscosity

END SUBROUTINE SetViscosity
fpu: Force()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Calculate force on each mass. Result is stored
    in TYPE (FPUsystem)%F variable for later use in
    Integrate()
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE Force(sys)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER :: i, N
    N = sys%Nmasses
    sys%eps(0:N) = sys%y(1:N+1) - sys%y(0:N)
    sys%F(1:N) = sys%alpha(1)*(sys%eps(1:N) - sys%eps(0:N-1))
    sys%disp = sys%eps
    DO i = 2,sys%MaxExponent
        sys%eps = sys%eps * sys%disp
        sys%F(1:N) =sys%F(1:N) + sys%alpha(i)* &
                                    (sys%eps(1:N) - sys%eps(0:N-1))
    END DO
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    ! optional viscous damping
    !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    sys%F(1:N) = sys%F(1:N) - sys%viscosity(1:N) * sys%v(1:N)
    END SUBROUTINE Force
```

pu: Integrate()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
            Integrate FPU system using a symplectic integrator
            algorithm. User specifies the number of iterations
            based on the previously established value of FPUsystem%dT
            Iterations (INTEGER)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE Integrate(sys,Iterations)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, INTENT(IN) :: Iterations
    INTEGER :: iter,i,N
    N = sys%Nmasses
    SELECT CASE (sys%IntegrationOrder)
        CASE (4)
            DO iter = 1, Iterations
                    sys%y(1:N) = sys%y(1:N) + An(1) * sys%v(1:N) * sys%dT
                    sys%y(0) = sys%y(sys%Nleft)
                sys%y(N+1) = sys%y(sys%Nright)
                DO i = 2, 4
                    CALL Force(sys)
                        sys%v(1:N) = sys%v(1:N) + &
                    Bn(i)*sys%F(1:N)*sys%dT*sys%invmass(1:N)
                    sys%y(1:N) = sys%y(1:N) + An(i) * sys%v(1:N) * sys%dT
                    sys%y(0) = sys%y(sys%Nleft)
                        sys%y(N+1) = sys%y(sys%Nright)
                END DO
            END DO
            CASE (6)
            DO iter = 1, Iterations
                DO i = 1, 7 ! Bn(8) = 0.
                    sys%y(1:N) = sys%y(1:N) + An(i)*sys%v(1:N)*sys%dT
                    sys%y(0) = sys%y(sys%Nleft)
                    sys%y(N+1) = sys%y(sys%Nright)
                    CALL Force(sys)
                    sys%v(1:N) = sys%v(1:N) + &
                            Bn(i)*sys%F(1:N)*sys%dT*sys%invmass(1:N)
            END DO
            sys%y(1:N) = sys%y(1:N) + An(i)*sys%v(1:N)*sys%dT
```

```
783 sys%y(0) = sys%y(sys%Nleft)
            sys%y(N+1) = sys%y(sys%Nright)
        END DO
        CASE (10)
            DO iter = 1, Iterations
        DO i = 1, 15 ! Bn(16) = 0.
            sys%y(1:N) = sys%y(1:N) + An(i)*sys%v(1:N)*sys%dT
            sys%y(0) = sys%y(sys%Nleft)
            sys%y(N+1) = sys%y(sys%Nright)
            CALL Force(sys)
            sys%v(1:N) = sys%v(1:N) + &
                                    Bn(i)*sys%F(1:N)*sys%dT*sys%invmass(1:N)
        END DO
        sys%y(1:N) = sys%y(1:N) + An(i)*sys%v(1:N)*sys%dT
        sys%y(0) = sys%y(sys%Nleft)
        sys%y(N+1) = sys%y(sys%Nright)
        END DO
    END SELECT
    sys%time = sys%time + Iterations * sys%dT
    END SUBROUTINE Integrate
```

fpu: Energy()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Energy() performs most of the useful statistics
!
    Calculate total energy between
        1 <= Nmin <= Nmax
            and store
        %R2E: Energy R-squared
        %R2E2: Energy**2 R-squared
        %R2Ec: (1-Ec) R-squared
        %H2: Helfand moment for thermal conductivity
        !
        !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
        MPI :
            In case the calculation is part of a bigger system (and
            values of y() and v() overlap, Nmin and Nmax indicate
            where to start counting.
            The optional parameter Xmin gives the x-location of Nmin.
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
REAL (double) FUNCTION Energy(sys,Nmin,Nmax,Xmin) RESULT (E)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, INTENT(INOUT) :: Nmin,Nmax
    INTEGER, OPTIONAL,INTENT(IN) :: Xmin
    INTEGER :: Log10N
    REAL (double) :: ScaleFactor, E2tot
    REAL (double) :: Xo ! smallest x
    REAL (double), DIMENSION(:), ALLOCATABLE :: x
    INTEGER :: i,N
    N = sys%Nmasses
    IF (Nmin.LT.1) Nmin = 1 ! avoid Nmin = 0
    IF (Nmax.GT.N) Nmax = N
    IF (Nmin.GT.Nmax) THEN
        PRINT *, 'ERROR: Nmin > Nmax in Energy()'
        PRINT *, , ,
        STOP
    END IF
    ALLOCATE(x(Nmin:Nmax))
    x = (/ (REAL(i), i=Nmin,Nmax) /)
```

IF (PRESENT(Xmin)) THEN
$\mathrm{Xo}=$ REAL (Xmin)
ELSE
Xo = 1._double
END IF

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Reduce roundoff error by scaling the length
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
ScaleFactor = 1.
Log10N = INT(LOG10(Xo+REAL(Nmax-Nmin)))
IF (Log10N.GE.1) THEN
    ScaleFactor = 10.**Log10N
END IF
```

$\mathrm{x}($ Nmin:Nmax $)=(X o+x(N m i n: N m a x)-R E A L(N m i n)) /$ ScaleFactor
sys\%Ex(Nmin:Nmax) = 0.5_double * sys\%mass(Nmin:Nmax) * \&
sys\%v(Nmin: Nmax) $* * 2$
sys\%eps (0:N) $=\operatorname{sys} \% y(1: N+1)-s y s \% y(0: N)$
DO i = 1,sys\%MaxExponent
sys\%Ex(Nmin:Nmax) = sys\%Ex(Nmin:Nmax) + \&
0.5_double * (1./(i+1.)) * sys\%alpha(i) * \&
(sys\%eps (Nmin-1:Nmax-1) $* *(i+1)+$ sys\%eps $(\operatorname{Nmin}: \operatorname{Nmax}) * *(i+1))$
END DO
sys\%Etot = SUM(sys\%Ex(Nmin:Nmax))
E2tot $=$ SUM (sys\%Ex(Nmin:Nmax) $* * 2$ )
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! cumulative energy Ec(x)
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
DO i = Nmin, Nmax
sys\%Ec(i) = SUM(sys\%Ex(Nmin:i)) / sys\%Etot
END DO
E = sys\%Etot
sys\%R2E = SUM (sys\%Ex(Nmin:Nmax) * \&
$\mathrm{x}(\operatorname{Nmin}: \operatorname{Nmax}) * * 2) *$ ScaleFactor**2 / E
sys\%R2E2 = SUM(sys\%Ex(Nmin:Nmax) $* * 2 * \&$

fpu: Co()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! Co returns the localization parameter
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
REAL (double) FUNCTION Co(sys,Nmin,Nmax) RESULT (CoParam)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, OPTIONAL, INTENT(IN) :: Nmin, Nmax
    INTEGER :: N1, N2
    REAL (double) :: Etemp
    IF ( PRESENT(Nmin) .AND. PRESENT(Nmax) ) THEN
        N1 = Nmin
        N2 = Nmax
    ELSE
        N1 = 1
        N2 = sys%Nmasses
    END IF
    IF ( sys%Etime .NE. sys%time ) THEN
        Etemp = Energy(sys,N1,N2)
    END IF
    CoParam = sys%Nmasses * SUM(sys%Ex(N1:N2)**2) / &
                    (SUM(sys%Ex(N1:N2))**2)
    END FUNCTION Co
```

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FFTw does the hard work of calculating the time/frequncy
            FFT of a mass.
    The subroutine can sample from multiple masses and will perform
            the required time integration and sampling.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE FFTw(sys,w,yData,vData,Xsample,Nx,Log2FFTSamples,wMax)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    INTEGER, DIMENSION(:), INTENT(IN) :: Xsample
    REAL (double),DIMENSION(:),INTENT(OUT):: w
    REAL (double),DIMENSION(:,:),INTENT(OUT):: yData, vData
    INTEGER, INTENT(IN) :: Nx, Log2FFTSamples
    REAL (double), OPTIONAL, INTENT(IN) :: wMax
    INTEGER :: FFTSamples,FFTiters
    REAL (double), DIMENSION(:),ALLOCATABLE :: u,wSin,wCos,FFTemp
    REAL (double) :: azero,OmegaMax
    INTEGER :: i,j
    FFTSamples = 2**Log2FFTSamples
    ALLOCATE(FFTemp(4*FFTSamples+1))
    ALLOCATE(u(FFTSamples))
    ALLOCATE(wSin(FFTSamples))
    ALLOCATE(wCos(FFTSamples))
    IF (PRESENT(wMax)) THEN
        OmegaMax = wMax
    ELSE
        OmegaMax = 2._double
    END IF
    FFTiters = MAX(INT(0.5 + PI / sys%dT / OmegaMax),1)
    DO i = 1,FFTSamples/2
        w(i) = TWO * i * PI/(1.*FFTSamples)/(sys%dT*FFTIters)
    END DO
    CALL EZFFTI(FFTSamples,FFTemp)
    DO i = 1,FFTSamples
        CALL Integrate(sys,FFTiters)
        DO j = 1,Nx
            yData(j,i) = sys%y(Xsample(j))
            vData(j,i) = sys%v(Xsample(j))
        END DO
```

```
    END DO
    DO j = 1,Nx
        u(1:FFTSamples) = yData(j,1:FFTSamples)
        CALL EZFFTF(FFTSamples,u,azero,wSin,wCos,FFTemp)
        yData(j,1:FFTSamples/2) = &
        SQRT(wSin(1:FFTSamples/2)**2 + wCos(1:FFTSamples/2)**2)
    u(1:FFTSamples) = vData(j,1:FFTSamples)
        CALL EZFFTF(FFTSamples,u,azero,wSin,wCos,FFTemp)
        vData(j,1:FFTSamples/2) = &
        SQRT(wSin(1:FFTSamples/2)**2 + wCos(1:FFTSamples/2)**2)
        u(1:FFTSamples) = yData(j,1:FFTSamples)
        CALL EZFFTF(FFTSamples,u,azero,wSin,wCos,FFTemp)
        yData(j,1:FFTSamples/2) = &
        SQRT(wSin(1:FFTSamples/2)**2 + wCos(1:FFTSamples/2)**2)
    END DO
    DEALLOCATE(FFTemp)
    DEALLOCATE(u)
    DEALLOCATE(wSin)
    DEALLOCATE(wCos)
END SUBROUTINE FFTw
```

fpu: FFTk()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! FFTk performs an x/k FFT on a system.
! A single FFT can be calculated, or the average over
            Nsamples x iters
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE FFTk(sys,k,yData,vData,Nsamples,iters)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    REAL (double),DIMENSION(:),INTENT(OUT):: k
    REAL (double),DIMENSION(:,:),INTENT(OUT):: yData, vData
    INTEGER, INTENT(IN) :: Nsamples,iters
    REAL (double), DIMENSION(:), ALLOCATABLE :: kSin,kCos,FFTemp
    REAL (double) :: azero
    INTEGER :: N, i
    N = sys%Length
    k = (/ (TWO*PI*i/N, i=1,N/2) /)
    ALLOCATE(kSin(N))
    ALLOCATE(kCos(N))
    ALLOCATE(FFTemp (4*N))
    CALL EZFFTI(N,FFTemp)
    CALL EZFFTF(N,sys%y,azero,kSin,kCos,FFTemp)
    yData(1,1:N/2) = &
        SQRT(kSin}(1:N/2)**2 + kCos(1:N/2)**2
    CALL EZFFTF(N,sys%v, azero,kSin,kCos, FFTemp)
    vData(1,1:N/2) = &
        SQRT(kSin(1:N/2)**2 + kCos(1:N/2)**2)
    DO i = 2, Nsamples
        CALL Integrate(sys,iters)
        CALL EZFFTF(N,sys%y,azero,kSin,kCos,FFTemp)
        yData(i,1:N/2) = &
            SQRT(kSin(1:N/2)**2 + kCos(1:N/2)**2)
    CALL EZFFTF(N,sys%v,azero,kSin,kCos,FFTemp)
    vData(i,1:N/2) = &
        SQRT(kSin(1:N/2)**2 + kCos(1:N/2)**2)
```

|  | fpu: WriteSystem() |
| :---: | :---: |
| 1016 | !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! |
| 1017 | ! WriteSystem() facilitates writing sufficient information to a |
| 1018 | ! file that the integration can resume from the present state. |
| 1019 | !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! |
| 1020 | SUBROUTINE WriteSystem(sys,FileName, UnitNumber, Xstart) |
| 1021 | TYPE (FPUsystem), INTENT(IN) : sys |
| 1022 | CHARACTER(len=*), INTENT(IN) : FileName |
| 1023 | INTEGER, OPTIONAL, INTENT(IN) : UnitNumber |
| 1024 | INTEGER, OPTIONAL, INTENT(IN) : Xstart |
| 1025 | INTEGER : : Unum=9, i, Xo=0 |
| 1026 | IF (PRESENT(UnitNumber)) THEN |
| 1027 | Unum = UnitNumber |
| 1028 | ELSE |
| 1029 | Unum $=9$ |
| 1030 | END IF |
| 1031 | IF ( PRESENT (Xstart) ) THEN |
| 1032 | Xo = Xstart |
| 1033 | END IF |
| 1034 | OPEN (UNIT=Unum, FILE=FileName, STATUS= 'REPLACE') |
| 1035 | WRITE (Unum,LINE_1_FMT) FILE_VERSION |
| 1036 |  |
| 1037 | sys\%IntegrationOrder |
| 1038 | WRITE (Unum,LINE_3_FMT) sys\%dT, sys\%MaxFreq, sys\%time |
| 1039 | WRITE (Unum,LINE_4_FMT) sys\%MaxExponent |
| 1040 | WRITE (Unum,LINE_5_FMT) sys\%alpha(1:sys\%MaxExponent) |
| 1041 | WRITE (Unum,LINE_6_FMT) sys\%MPI_Buffer,sys\%MPI_Xleft |
| 1042 | DO i $=0$, sys\%Nmasses+1 |
| 1043 | WRITE(Unum,LINE_N_FMT) i+Xo, sys\%y(i), sys\%v(i), sys\%mass(i) |
| 1044 | END DO |
| 1045 | CLOSE (Unum) |
| 1046 | END SUBROUTINE WriteSystem |

## fpu: ReadSystem()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
! ReadSystem() is the complementary subroutine to WriteSystem().
! sys should not have been initialized. That is done here.
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE ReadSystem(sys,FileName,UnitNumber)
    TYPE (FPUsystem), INTENT(INOUT) :: sys
    CHARACTER(len=*), INTENT(IN) :: FileName
    INTEGER, OPTIONAL, INTENT(IN) :: UnitNumber
    INTEGER :: Unum,i,j
    INTEGER :: CheckVersion, Length, Configuration, IntOrder
    CHARACTER(len=128) :: DUMMY_STR
    IF (PRESENT(UnitNumber)) THEN
        Unum = UnitNumber
    ELSE
        Unum = 9
    END IF
    OPEN(UNIT=Unum,FILE=FileName, STATUS='OLD')
        READ (Unum,LINE_1_FMT) CheckVersion
        IF (CheckVersion.NE.FILE_VERSION) THEN
            IF (CheckVersion.LT.FILE_VERSION) THEN
                PRINT *,'WARNING: old system data file version.'
                PRINT *,',
            ELSE
                PRINT *,'ERROR: Unknown system data file version!'
                PRINT *,',
                    STOP
            END IF
        END IF
    READ(Unum,LINE_2_FMT) Length, Configuration, IntOrder
    CALL Init(sys,Length,Configuration,IntOrder)
    READ(Unum,LINE_3_FMT) sys%dT, sys%MaxFreq, sys%time
    READ(Unum,LINE_4_FMT) sys%MaxExponent
    READ(Unum,LINE_5_FMT) sys%alpha(1:sys%MaxExponent)
    READ(Unum,LINE_6_FMT) sys%MPI_Buffer,sys%MPI_Xleft
    READ (Unum,LINE_7_FMT) DUMMY_STR
    DO i = 0, sys%Nmasses+1
        READ(Unum,LINE_N_FMT) j, sys%y(i), sys%v(i), sys%mass(i)
        END DO
    CLOSE(Unum)
```

```
1086 sys%invmass(1:sys%Nmasses) = 1._double/sys%mass(1:sys%Nmasses)
    END SUBROUTINE ReadSystem
```

fpu: Nmodes()

```
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
    Nmodes
            Estiamte the number of modes participating in the
                    oscillations.
            1. Copy the existing system
            2. Integrate the pseudo-system
            3. Calculate FFTw for harmonic mode components
            4. e(w) = E(w) / sum_w E(w)
            5. Calculate entropy: S = sum_w e(w) ln(e(w))
            6. Nmodes = exp(S)
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
SUBROUTINE Nmodes(NmodesSys,Log2FFTSamples,Nx,Xsample,Neff)
    TYPE (FPUsystem), INTENT(IN) :: NmodesSys
    INTEGER, INTENT(IN) :: Log2FFTSamples, Nx
    INTEGER, DIMENSION(:), INTENT(IN) :: Xsample
    REAL (double), DIMENSION(:), INTENT(OUT) :: Neff
    TYPE (FPUsystem) :: CopySys
    REAL (double), DIMENSION(:), ALLOCATABLE :: w
    REAL (double), DIMENSION(:,:), ALLOCATABLE :: yData, vData
    REAL (double), DIMENSION(:), ALLOCATABLE :: Ei
    REAL (double) :: S
    INTEGER :: FFTSamples, Ni
    INTEGER :: i
    FFTSamples = 2**Log2FFTSamples
    ALLOCATE(w(FFTSamples))
    ALLOCATE(Ei(FFTSamples/2))
    ALLOCATE(yData(Nx,FFTSamples))
    ALLOCATE(vData(Nx,FFTSamples))
    CALL Copy(sys,CopySys)
    ! CALL FFTw(CopySys,w,yData,vData,Xsample,Nx,Log2FFTSamples)
    CALL FFTw(NmodesSys,w,yData,vData,Xsample,Nx,Log2FFTSamples)
    DO i = 1, FFTSamples/2
        PRINT *, w(i), yData(i), vData(i)
    ! END DO
```

```
    Ni = FFTSamples / 2
    DO i = 1, Nx
        Ei(1:Ni) = 0.5 * NmodesSys%mass(Xsample(i)) * &
                (yData(i,1:Ni)**2 * w(1:Ni)**2 + vData(i,1:Ni)**2)
            Ei = Ei / SUM(Ei)
            S = - SUM(Ei * LOG(Ei))
            Neff(i) = EXP(S)
    END DO
    ! CALL Clear(CopySys)
    DEALLOCATE(w)
    DEALLOCATE(Ei)
    DEALLOCATE(yData)
    DEALLOCATE(vData)
END SUBROUTINE Nmodes
```

fpu: Eflux()

```
        !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
        ! Eflux(sys,index) calculates the energy flux at site index
        !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
        REAL (double) FUNCTION Eflux(sys,index) RESULT (flux)
        TYPE (FPUsystem), INTENT(IN) :: sys
    INTEGER, INTENT(IN) :: index
    flux = sys%F(index) * sys%v(index)
    END FUNCTION Eflux
END MODULE fpu
```
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