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analysis, moves from one place to another. In an Information

Dynamics framework, information is treated as aagyit
entity and its dynamics (e.g., location, curren@lue) are
explicitly considered. Any processing of informatias
referred to as “action” that is carried out undes tontrol

Acquisition, distribution, management, and analysis of “choice”. Any action that carries out a tranmshation

of information are the fundamental purposes belmast
complex constructed systems and infrastructures$,yaha
process-centric approach is fundamental to thegdesmnd
implementation of such systems. Siricérmation is the
essential commodity in these endeavors, we betieatean
effective design should take into account the fumelatal
properties of information: its
representation, its value, its temporal dynamitsfusion,
its distillation, etc. Information Dynamics is attempt to
bring a degree of rigor to the understanding ofrtieire of
information itself and how it is used in the putsof
system obijectives.

INTRODUCTION

characteristics, its

or related processing of information consumes nes®,
therefore requiring resources for some period rogfii.e.,
occupying some subspace in resource/time space. All
actions take time and, therefore, have an impacthen
dynamics of information that has to be consideredhi
design of a system. “Choice” defines the control
mechanisms for actions in this framework. Furthee
associate a “value” (sometimes called “utility”)rféhe
information in a particular “Context” and recogniteat
the value of information typically changes with &rwithin

a given context.

The use of information for effecting control andhext
decision processes is, of course, not new. PHysica
systems respond adaptively to linear-quadraticgjans
(LQG) controllers, for example, when the physicsvil

The most significant and far reaching technological understood and controllers have rigidly compartaéred

development of the "2 half of the last century is the
development of information technology (IT). Toddy,
touches nearly every aspect of our lives. And theidr
growth of new applications and new technologiesi@ss
that the trends of the 90’s will accelerate in therent
decade.

implement, operate, maintain and support complsiesys
lags. We believe that one reason is the paradiged us
system design, namely that of thecess-centric view of
system design.

The hardware technology exists to create e
more complex systems. However, our ability to desig

responsibilities. But decision making in networkskd,
distributed systems for which there is no nice [d®/s
poses a different class of problem. Early invediims
into distributed decision making lead to a wealth o
research in game theory and later team theory Bagcar
and Olsder 1982; Greenwald 1998; Owen 1968), boeno
of this work explicitly considered the temporalesffs on
the value of information, and how that affectedtesys
performance. Recent literature on autonomous aderd.
Stone and Veloso 1998; Washington 1998) report& iwor
distributed, multiagent decision making (using, for

We propose Information Dynamics as an alternateexample, state space approaches such as Markosi®eci

paradigm in which we take anformation-centric view. In
this approach we explicitly consider the role infiation

Processes) but still fails to consider the tempdsslies
underlying the usage and value of information. \Blile

plays in a system, and design the system taking intinformation, as an entity, is used in many disoigd, and

account what information is needed and when, wisotiha
information, and what happens to the informationitas

differently in most of them, we are not aware ofy an
approaches that explicitly approach the problemh veit
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temporal perspective. We believe that
Dynamics is not an incremental extension to angtig
work, but, informed by this work, takes an orthoglolook

at the problem.

In the following sections, we discuss aspects ef th
nature of information, its dynamic properties, awine of
the implications for complex system design. Wédofol
with an example of the theory applied to a netwugki
problem.

WHAT ISINFORMATION?

We all have an intuitive notion of what information
is, but making this precise is hardly intuitivefdrmation
is a property, characteristic, or description ofmsthing
physical, logical, virtual, or conceptual. Thaobfisething”
may be other information. It may be a group, anoacta
choice. Or it may be a relationship between anyhete
things.

Information cannot exist in isolation and has ntuga
without a context. It refers to some entity thanh dae
logical or physical, can be another piece of infation,
can be information about information, etc. Relaships
between information may be direct or indirect, andiist
whether they are enumerated or not. Relationshipg lme
static or dynamic.

The causality principle applies. Information in the
present can only affect the future; it cannot cleatige
past. It may change the interpretation of the plst, it
cannot change the past, itself. Further, delaysiwed in
the movement of information assure that our knogdedf
a remote entity is necessarily delayed; the “préseay
(and typically will) actually reflect a system’sagt at some
past time instant.

Information Information Has Value

Every piece of information can have valwghin a
given context. The value of information depends on its use
and/or purpose. This is the role of context. Cleahe
value of information changes with time and depesishe
context and the frame of reference. The value ez,
often will, depend on its relationships to otheeqas of
information. Within a context, information value nca
typically be quantified.

Value Of Information Is Time Dependent

The value of information typically decreases with
time within a context. If the information is statits value
may also be static (but will change with contexfyhe
value of a piece of information may increase orrelase
due to the discovery or instantiation of new relaships,
or due to the transformation of some informatioarnfr
implicit to explicit.

Information Variable

We use the term “information variable” to referao
piece of information and its associated metadatan
information variable consists (at least) of thédwing:

e Descriptor: Qualitatively defines the information
variable and supplies the rules for interpreting it
“magnitude”.

e Type: “primitive” or “composite”. Here primitive
refers to an information variable as a basic elénwn
information  whereas  composite refers to
interrelationship.

e Magnitude: a bit string associated with the

an

As any system consists of a number of componentsinformation variable (traditionally referred to #s value,

considering all possible pieces of relevant infaroraand
their relationships yields an arbitrarily large amb of
information. In a typical system design only a dmal
amount of relevant information is collected andduse

Note that when two pieces of information are relate
their relationship may be considered a higher lexkl
information. Processing establishes the validity af
relationship, or it may be used to derive one piete
information from the other. When thedlationship is
explicit, one piece oéxplicit information yields the second
piece implicitly. In this regard, we consider information
that can be derived from other information base#&rmywn
relationships as implicit information. Note thatrigiang
such implicit information, i.e. making it explicitequires
some processing for carrying out the interrelatigms
calculations.

but that term is used in another way here). Not all
information is quantifiable. For such informaticthe bit
string may represent a text string, or any othentmytic
form. The Descriptor provides the rules for intetprg the
string.

* Provenance: a time indicator, showing the time
when this information was collected or acquiredtiog
time it refers to. It may also include a locatiawicator
showing the location the information refers to et
location from which it was acquired.

» Confidence Indicator: defines the confidence
measure in the magnitude. This measure is an itwdicd
the quality of the magnitude without any regardtfoe use
that may be made of this information.

« Context vector: defines the context within which
the information is relevant, enabling a relevance
computation (e.g., cosine or dot product) to eihhthe
importance of this information variable to the taskhand.
The importance indicator may be only a subjective
measure of the importance of the information.



The confidence indicator and context vector ard bot
required in order to compute the value of inforimatfor
this variable. The confidence indicator does noangje
with time but the context vector may need to accowhate
the age of information or the passage of time.

For an information variable we can define two
additional functions. The first is a time functidhat
indicates how the context vector changes over tifis
may be a probabilistic function. The second is siciu
function, which defines how two pieces of inforroatican
be combined, or “fused.”

Note that while all of these components are reqluire
to fully define an information variable, many timesly

we use these relationships in a variety of contextsking
the implicit information. Analytical results are thong but
specified interrelationships with a description thieir
applicability.

Storage Of Information

In order to store information we need a
representation for it. To use it, we need to retrieve it. A
representation suitable for storage may not corddithe
components or all the interrelationships. On reinig we
may be able to calculate some of them while othexg be
lost forever. In particular, information relating time can

some of these components may be known or availablebe lost unless time stamping is explicitly doneteNthat

Others are either left unspecified or undefined, drhce,
unused.

REPRESENTATION OF INFORMATION

We have used the term information to refer to
abstract, or ideal, information (e.g., the condeghind an
integer two). In order to carry out any manipwat on
information it is essential to have a representafmr it
(e.g., a decimal symbol “2” or binary symbol “103uch
representations are essential to store, move,cweps the
information. We note that some representations o/
implicit information. For example when we use aadat
structure, it not only defines the representatibrsame
guantities but also some relationships.

An interesting question arises regarding
representation of implicit information. As the irigi
information is expressed through the interrelathgps that
can be processed to make the implicit informatigplieit,
we may consider the known relationships as the iaipl
information. However, for the implicit informationo
convey the same meaning to the sender and theveecei
the two sites have to have the same understanditigeo
relationships and have a common understanding wftbo
extract any implicit information (make it explicifyom
some given explicit information. They must agree @
commoncontext.

Capture Of Information

We recognize two processes for capturing
information:  direct observation and inference. €oir
observation may be through

sensing/monitoring/measurement, etc. Such obsensti
may be made directly or indirectly. Inference tgblig
involves the use of interrelationships to make igipl
information explicit. In this process we may usdduation
as well as deduction to capture new information.

It is interesting to note that in this context weaym
treat mathematics as a framework of interrelatigrsh
with a precise description of context and appliighiA
framework of deduction and induction is also spedifind

storing information is an action; therefore it reqs
resources and takes time. And all actions generate
additional information that may or may not be cagdu

M ovement Of infor mation

As with the storage of information, only explicit
information can be moved from one location to thieen
Further, the representation used for moving
information has to be such that the receiver ctarpnet it
correctly. This requires a common understandingvben
the sender and the receiver which, in turn, mayireq
conventions, protocols etc.

Moving information is an action; it consumes
resources and time. Systems use networks to move

the

the information. Of course, a number of issues havebdo

resolved in moving information. Consider an infrasture
that can move information from location x to looatiy.
First we have to decide who initiates the movemant
information and why. How does Y know that X has the
information it needs and how does X know that Ydsee
that information? The knowledge about who has what
information is a crucial part of the design of atdbuted
system. This phenomenon is quite evident on the Web
today.

Let us consider some immediate implications of
information movement. Moving information from loat
X to location y takes,f time. As a direct consequence of
this, at y we can only get information from x tieat least
ty old. Therefore, in a distributed system it is irspible to
capture the current state of the entire systemngtose
location!

Value Of information: Confidence Indicator And
Context Vector
We may associate a value attribute to any

information using a confidence indicator and a ewnt
vector. Clearly the value of information dependsteruse

or purpose (what we call context). The value of
information changes with time, typically decreasinigh
time. When the underlying system is static, thai@ahay,



likewise, remain static. Under some circumstandses t
value may increase with time, as later informatiwatkes it
more valuable. In this regard the value of infoiioraimay
also be associated with the interrelationships.

The confidence indicator may be represented
uncertainty models. For example, we may be inteceBt
the waiting time at a router. When we measure finae t,
the measured value may be very precise. Howevérputi
having any additional measurements, the estimatthef
waiting time will change, and in particular its \arce will
increase, moving towards the steady state valuetlaad
steady state variance.

Information Fusion

In the natural world, the amount of available
information monotonically increases (barring catashic
events such as the burning of the Alexandria lijralts
effective management requires techniques for redyar
aggregating, it while maintaining its quality. Onay of
distilling the captured information is by retainimigher-
level information reflected through relationships.

Fusion functions, one of the key elements
information dynamics, are another method for disgl
information. The fusion function permits us to defi
methods by which multiple views of a single infotioa
variable are combined. Aspects of fusion
specifying the effects on magnitudes, values,
confidence indicators. We envision several classés
fusion functions, corresponding to the charactiegsif the
information under consideration. For example, if have
multiple measurements of a single variable, we fosg
these measurements using minimum variance estinmates
determine a single magnitude. If, on the other hamel
have single measurements of multiple variables,meg
call upon known relationships among the variables t
establish a statistically valid fusion.

Using Information

The use of information requirextion. Action can
create or capture information, store it, move ransform
it, or destroy it. Information can be processedntake
implicit information explicit, to initiate anotheaction, i.e.
defining a “choice”, or to activate a physical ctéon as
an output.

As we use it here, the teraation refers to processing

bywhat time,

include of nodes with a defined network
andcommunication among

Choice

We use the term choice to define the control fmcti
Choice defines what action has to be carried owtreyhat
under what conditions, and using what
resources. It is based on the information and its
location/time or value.

Note that choice is generated by processing
information.  Therefore the relationship  between
information and choice must be part of the implicit
information. The interrelationships between infofimm
and choice may be fixed, leading to a hardwiredgteas
a design-time choice. When the relationships arehc
the choice has to reflect it.

Distributed Systems

Consider the implications of information dynamics
on a distributed system. Such a system has a tiotecf
entities (processing resources) capable of carrgoy
certain operations. A specific distributed systelesigned
to carry out a specific mission, uses physical ueses to

of carry out actions and to store and move informatghen

such a system is interacting with an external pma}si
system it also has sensors and actuators.

A distributed system may be considered a collection
infrastructure for
them. Let us examine the
participation of a node in processing. The nodentaais
its view of the universe in the form of “perceiveshlity”
which is based on:

e Prior model of the Universe,

e Explicit information received and processed

The explicit information is processed to integrdte
with the perceived reality and is based on the rhofithe
universe. Depending on the model, which is nothinga
collection of interrelationships, it may permit thew
information to change the model.

At any node in a distributed system, all actions ar
initiated using the knowledge of its perceived itgdhat is
not always explicitly defined or represented. Thelieit
representations may only have been used at deisign t
and the final system may only contain those pé#ras are
considered essential for operation, retaining osilich
relationships that may be activated at runtime.

A far-reaching consequence of the movement of
information is thatthe perceived reality at any node

that consumes resources and takes time. As resourc& ANNOT be assured to be the same as the actual

reside at specific locations, actions are carried at
locations. It typically uses information as input, and sart
under the control of choice. The outcome of anocacthay
be additional information, choice, storage of infiation,
movement of information, or some physical resuitghie
form of commands to actuators, etc.

reality at any remote node. Transmission delays assure
that information received from any remote node by,
definition, historic. Further, it is not sufficiend receive
messages; they must be interpreted and processed to
integrate them with the local perceived reality. i\&/the
perceived reality of a node cannot be assured tohée
same as the actual reality of a remote node, it lman
consistent with models of remote reality. (Lamport



(Lamport 1978) considered similar issues in thetexrof
message ordering in distributed systems. He rekaehe
“parallel” conclusion---that when transmission gelaare
not negligible compared to the time between evdhts,

the mean, w, and the variance, v, of the waitingeti Let
w(t) be the waiting time at this particular link eeasured
at the link at time t. Assuming that the measurenign
done correctly, the variance of this measureme(ty}, s

sometimes impossible to say that one event occurredero. Given no additional information about thatestof

before another.)
Receiving Information

Message transfer is
communication in a distributed system. Upon recgjva
message, a node processes it syntactically topiateits
structure. Then it processes it semantically terpret its
content, converting it into explicit information. h&
explicit information is then integrated with penosil
reality, potentially altering the current state anddifying
the choices made for processing of implicit infotioa

KEYSTO INFORMATION DYNAMICS

In Information Dynamics we take an information-
centric view of a system and explicitly take intocaunt
the time dependent aspect of information, the valtie
information, and the role of implicit informatiohVithin
this framework we organize and design a systemcbare
the desired dynamics of information, taking int@@mt
the constraints of the dynamics of information.

We believe that Information Dynamics provides a
new and vital framework for the design and
implementation of complex systems. It is also wisédr
planning and decision making. Effective decisiomsst
be based on the appropriate perceived realityngakito
account the model of the universe and its dynanailcs)g
with the sources of information and their role iefiding
dynamic choices. Clearly the value of informatiartérms
of confidence indicators and context vectors, aloviii
the changes in the value of information with timé&y a
key role in the planning process--they reflect diggamics
of information.

EXAMPLE: ROUTING

the link, our estimate of the waiting time yy(tat some
later time t will have to be based on w(t) and our
knowledge of w. This estimate will have a varianeg,),
which will not be zero. In fact, the variance wie an

the primary means of increasing function of the differencett tending towards

the steady state value v. Given w(t) and v(t), alceual
values of w(f) and v(t) can be estimated with knowledge
of the stochastic behavior of the link.

In this example, the basic information variablehe
waiting time estimate for the link and the variaestimate
is its confidence indicator. Recognizing that ttensfer of
the magnitude of w(t) to any other nodes in thevost
takes time, we require that any new estimates bdema
taking into account the information dynamics of the
situation. Depending on the characteristics oflifie the
estimates wg) and v(t) may come so close to the steady
state values w and v that the new measurementhauwt
no significant impact on the link information retad by
another node. As a consequence, we can significantl
reduce the communication required for supportimgk-li
state routing while at least maintaining the qualif
routing decisions, if not improve them, by takingtoi
account the variance of the delay estimates. Eade n
does need the steady-state information about thies.li
Note that if the steady state conditions changelagly,
that knowledge can also be given to individual rsodée
key impact, though, is that by taking the value of
information into account, the information dynamics
approach allows us to improve the design of thdimgu
scheme.

It is important to understand that although thevabo
example uses statistical measures, the information
dynamics framework is not limited to handling quiztive
information. We believe that it can be equally efffee in
using other forms of information including qualitat
information and its value expressions.

As a concrete example of the impact of information CONCLUSIONS

dynamics on a practical problem, consider the Bikte
routing in a computer network. In this method, esuare
chosen to be the shortest path from the sourcendo t

The management of information is at the core of
many complex systems and yet we employ a process-

destination as determined according to the currentcentric approach to the design and implementatfasuoh

knowledge of the state of links. The common pracik
for the links to periodically measure their statetermine
the waiting time, and broadcast this informatiortisat all
nodes have it and can use it in route determination
Let us now consider the basic characteristics ef th

performance of a link. In a typical network theklimns
continuously transferring packets, handling thellaa it is
presented to the link. If we consider this linkaaserver,
we can characterize its steady state behaviorrmstef

systems. Since information is the essential cominddi
these endeavors an efficient design should take int
account the fundamental properties of information.
Information Dynamics is an attempt to bring a degoé
rigor to the understanding of the nature of infatioma
itself.

The first principle in understanding the generic
nature of information is recognizing the distinatio
between information and its representation. Compute



systems are only capable of manipulating representa
and it is through the processing of representatibaswe
attempt to carry out the processing of informati®hese
representations are limited in that they captuly arvery
limited portion of the generic information. Moreaoyé¢he
various processing steps change the nature ofnirafiion
in ways that are not necessarily intended or gateid.
We claim thaimplicit information must be understood and
elucidated.

The second fundamental principle of Information
Dynamics is that information has value. We claimatth
information only has value ircontext; in addition to
context, value may also depend on usage, and nflagtre
other aspects as well. We need to better understancle
and properties of this value as we use informadioectly
in our systems. Specifically, how does processifigca
the value of information? How do movement,
representation, and storage, affect its value? nat are
the ramifications of this for system design?

The third fundamental principle of Information
Dynamics is that the value of information changeth w
time. Typically it decreases but it may alterndimemain
the same or even increase. Understanding the ik t
plays in the value of information has a clear intpgatthe
applicability of information. Movement of informah
takes time. When the delay caused by movementnbexo
large, the impact on the value of information may b
significant enough that further movement may beardy
unnecessary, but may, in fact, be detrimental.

The principles of Information Dynamics
presented here represent an attempt to capturficesu
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understanding of the fundamental characteristics of

information to allow us to better design and impbemn

complex systems. Although such an understanding has

proven elusive, our efforts to date indicate thhe t
proposed framework has the potential for bringibgua a
significant advancement in the way information astiled
in systems.
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