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The topic of this thesis is estimation of a location parameter in small samples. Chapter 1 is an overview of the general theory of statistical estimates of parameters, with a special attention on the Fisher information, Pitman estimator and their polynomial versions. The new results are in Chapters 2 and 3 where the following inequality is proved for the variance of the Pitman estimator $t_{n}$ from a sample of size $n$ from a population $F(x-\theta): n \operatorname{Var}\left(t_{n}\right) \geq(n+1) \operatorname{Var}\left(t_{n+1}\right)$ for any $n \geq 1$, only under the condition $\int x^{2} d F(x)<\infty$ (even the absolute continuity of $F$ is not assumed). The result is much stronger than the known $\operatorname{Var}\left(t_{n}\right) \geq \operatorname{Var}\left(t_{n+1}\right)$. Among other new results are (i) superadditivity of $1 / \operatorname{Var}\left(t_{n}\right)$ with respect to the sample size: $1 / \operatorname{Var}\left(t_{m+n}\right) \geq 1 / \operatorname{Var}\left(t_{m}\right)+1 / \operatorname{Var}\left(t_{n}\right)$, proved as a corollary of a more general result; (ii) superadditivity of $\operatorname{Var}\left(t_{n}\right)$ for a fixed $n$ with respect to additive perturbations; (iii) monotonicity of $\operatorname{Var}\left(t_{n}\right)$ with respect to the scale parameter of an additive perturbation when the latter belongs to the class of self-decomposable random variables. The technically most difficult result is an inequality for $\operatorname{Var}\left(t_{n}\right)$, which is a
stronger version of the classical Stam inequality for the Fisher information. As a corollary, an interesting property of the conditional expectation of the sample mean given the residuals is discovered. Some analytical problems arising in connection with the Pitman estimators are studied. Among them, a new version of the Cauchy type functional equation is solved. All results are extended to the case of polynomial Pitman estimators and to the case of multivariate parameters. In Chapter 4 we collect some open problems related to the theory of location parameters.
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## Chapter 1

## Introduction

The topic of the thesis is estimation of a location parameter in small samples. Though a location parameter is rather special, many results proved for location parameter families can be extended to the linear regression setups that are of practical importance. Moreover, due to its special character, the theory of estimation of a location parameter in small samples can be developed much further than that of a general parameter. Besides having a mathematical statistical interest, the results obtained for a location parameter can show the direction of research for estimating a general parameter, both in small samples and asymptotically.

### 1.1 Basic concepts of statistical estimation of parameters

To make the presentation self-contained, here basic concepts of parameter estimation theory are briefly discussed. For details see Bahadur's notes (2002) and Lehmann (1983).

Let the data be represented as a random element $\mathbf{X}$ with values in a measurable $\operatorname{space}(\mathfrak{X}, \mathscr{A})$, where $\mathscr{A}$ is a $\sigma$-algebra. The distribution $P_{\theta}$ of $\mathbf{X}$ is assumed to belong to a family $\mathscr{P}=\left\{P_{\theta}, \theta \in \Theta\right\}$ parameterized by an abstract valued parameter. In parametric (as opposed to nonparametric) problems, $\Theta$ is usually a subset of $\mathbb{R}^{s}$. The triple $\{\mathfrak{X}, \mathscr{A}, \mathscr{P}\}$ is called a statistical model.

The goal is to use the data $\mathbf{X}$ to get information on the unknown value of $\theta$. For example, if $\gamma: \Theta \mapsto \mathbb{R}$ is a parametric function, what is the value of $\gamma(\theta)$ ?

A statistic $T(\mathbf{X})$ used as an "approximation" for $\gamma(\theta)$ is called an estimator of $\gamma(\theta)$. Certainly, there are "good" and "poor" estimators. The former are distinguished from the latter by a loss function $L: T(\mathfrak{X}) \times \gamma(\Theta) \mapsto[0,+\infty)$ that measures the loss incurred from the approximation of $\gamma(\theta)$ by $T(\mathbf{X})$. The expectation of the loss is called the risk of $T(\mathbf{X})$ as an estimator of $\gamma(\theta)$ :

$$
R_{L}(T(\mathbf{X}), \gamma(\theta))=E_{\theta}[L(T(\mathbf{X}), \gamma(\theta))]=\int_{\mathfrak{X}} L(T(\mathbf{x}), \gamma(\theta)) d P_{\theta}(\mathbf{x})^{1}
$$

An estimator $T_{1}$ of $\gamma(\theta)$ is better than $T_{2}$ with respect to the loss $L$ if

$$
\begin{equation*}
R_{L}\left(T_{1}(\mathbf{X}), \gamma(\theta)\right) \leq R_{L}\left(T_{2}(\mathbf{X}), \gamma(\theta)\right), \quad \forall \theta \in \Theta \tag{1.1}
\end{equation*}
$$

An estimator $T_{1}$ is optimal in class $\mathscr{T}$ of estimators of $\gamma(\theta)$ if (1.1) holds for any $T_{2} \in \mathscr{T}$. An estimator $T_{2}(\mathbf{X})$ of $\gamma(\theta)$ is called admissible if there is no $T_{1}(\mathbf{X})$ such that (1.1) holds with a strict inequality for at least one $\theta \in \Theta$. Admissibility per se does not justify using an estimator. For example, the constant estimator $T(\mathbf{X})=\gamma\left(\theta_{0}\right)$ that completely ignores the data can be admissible with respect to some loss functions. Optimality in a natural class plus admissibility is what statisticians are looking for.

Thus, the goal is not admissibility per se but admissibility of an estimator $T(\mathbf{X})$ of $\gamma(\theta)$ possessing some desirable properties, for example unbiasedness:

$$
E_{\theta} T(\mathbf{X})=\gamma(\theta), \quad \forall \theta \in \Theta
$$

[^0]In this thesis, we consider the case when $\mathfrak{X}=\left(\mathbb{R}^{m}\right)^{n}, \mathscr{A}$ is the $\sigma$-algebra of Borel sets in $\mathbb{R}^{m n}, P_{\theta}(A)=\int_{A} d F_{\theta}\left(x_{1}\right) \ldots d F_{\theta}\left(x_{n}\right), \forall A \in \mathscr{A}$, where $F_{\theta}$ is a distribution on $\mathbb{R}^{m}$. In other words, the measure $P_{\theta}$ is generated by a sample $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ from an $m$-variate population $F_{\theta}$.

### 1.2 Fisher information, Sufficiency and Cramér-Rao inequality

Assume $\Theta$ is an open set. If $P_{\theta}, \theta \in \Theta \subset \mathbb{R}$, are absolutely continuous with respect to a measure $\mu$ on $(\mathfrak{X}, \mathscr{A})$, with densities

$$
\frac{d P_{\theta}}{d \mu}=p(x ; \theta)
$$

such that the Fisher score

$$
J(X ; \theta)=\frac{\partial \ln p(X ; \theta)}{\partial \theta}
$$

is well defined with

$$
I_{X}(\theta)=\operatorname{Var}(J(X ; \theta))=\int_{-\infty}^{+\infty}|J(x ; \theta)|^{2} p(x ; \theta) d \mu<+\infty
$$

then $I_{X}(\theta)$ is called the Fisher information on $\theta$ contained in $X$. Under mild regularity type conditions, (see e.g. Kagan, Linnik and Rao (1973)), it has the following properties justifying the name "information":
(i) Additivity. If for all $\theta, X_{1}, X_{2}$ are independent random elements taking values in $\left(\mathfrak{X}_{1}, \mathscr{A}_{1}\right)$ and $\left(\mathfrak{X}_{2}, \mathscr{A}_{2}\right)$ respectively with densities $p_{1}\left(x_{1}, \theta\right), p_{2}\left(x_{2}, \theta\right)$ and

$$
\mathbf{X}=\left(X_{1}, X_{2}\right) \in(\mathfrak{X}, \mathscr{A})=\left(\mathfrak{X}_{1} \times \mathfrak{X}_{2}, \mathscr{A}_{1} \otimes \mathscr{A}_{2}\right)
$$

with density $p(\mathbf{x} ; \theta)=p_{1}\left(x_{1} ; \theta\right) p_{2}\left(x_{2} ; \theta\right)$, then

$$
\begin{equation*}
I_{\mathbf{X}}(\theta)=I_{X_{1}}(\theta)+I_{X_{2}}(\theta) \tag{1.2}
\end{equation*}
$$

In particular, if $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ is a sample from a population with density $p(x ; \theta)$, then $I_{\mathbf{X}}(\theta)=n I_{X_{1}}(\theta)$, where $I_{X_{1}}(\theta)$ is, as the notation indicates, the Fisher information on $\theta$ contained in a single observation $X_{1}$.
(ii) Monotonicity. Let $T:(\mathfrak{X}, \mathscr{A}) \mapsto(\mathfrak{T}, \mathscr{B})$ be a statistic with density $q(t ; \theta)$ with respect to a measure $\nu$ on $(\mathfrak{T}, \mathscr{B})$. Note that if $P_{\theta} \ll \mu$ then the distributions $Q_{\theta}$ of $T$ are absolutely continuous with respect to $\nu$, where $\nu(B)=\mu\left(T^{-1} B\right), \forall B \in \mathscr{B}$. In this case, the Fisher information in $T$ never exceeds that in $X$

$$
I_{T}(\theta) \leq I_{X}(\theta), \quad \theta \in \Theta
$$

A statistic $S$ is called sufficient for a family $\mathscr{P}=\left\{P_{\theta}, \theta \in \Theta\right\}$ (or briefly for $\theta$ when it is clear what family $\mathscr{P}$ is under consideration), if for any bounded measurable function $\varphi$ there exists a version $\tilde{\varphi}$ of the conditional expectation $E_{\theta}(\varphi \mid S)$ such that $\tilde{\varphi}$ is a statistic (i.e., does not involve $\theta$ ):

$$
\begin{equation*}
\tilde{\varphi}=E_{\theta}(\varphi \mid S) \tag{1.3}
\end{equation*}
$$

If the family $\mathscr{P}$ is dominated, (1.3) is equivalent to the factorization

$$
\begin{equation*}
p(\mathbf{x} ; \theta)=R(S(\mathbf{x}) ; \theta) h(\mathbf{x}) \tag{1.4}
\end{equation*}
$$

This is a classical theorem due to Halmos and Savage (1949).
If $S$ is sufficient, it preserves the Fisher information in the data:

$$
\begin{equation*}
I_{S}(\theta)=I_{\mathbf{X}}(\theta), \quad \theta \in \Theta \tag{1.5}
\end{equation*}
$$

If $p(\mathbf{x} ; \theta)>0$ for all $x \in \mathfrak{X}, \theta \in \Theta$ the converse holds: if a statistic $T$ preserves the Fisher information, $T$ is sufficient (for $\mathscr{P})$. Without positivity of $p(\mathbf{x} ; \theta)$ this is not
true, as shown in Kagan and Shepp (2005). They constructed some distributions with density $p(\mathbf{x} ; \theta)$ vanishing at a single point $x=x(\theta)$. Under this setting one can find an insufficient statistic $T$ preserving the Fisher information in $\mathbf{X}$.
(iii) Reparametrization formula.

If $g: \Theta \mapsto \Theta^{\prime}$ for some open $\Theta^{\prime}$ is a differentiable into mapping, then for $\eta=g(\theta)$, the Fisher information (on $\eta$ ) $I_{X}(\eta)$ is well defined and satisfies

$$
\begin{equation*}
I_{X}(\theta)=\left.\left|g^{\prime}(\theta)\right|^{2} I_{X}(\eta)\right|_{\eta=g(\theta)} \tag{1.6}
\end{equation*}
$$

(iv) Cramér-Rao inequality.

If $T(\mathbf{X})$ is an unbiased estimator of $\gamma(\theta)$, a differentiable function of the parameter.
Then under mild regularity conditions, such as $\frac{\partial}{\partial \theta} \int T(x) p(x ; \theta) d x=\int T(x) \frac{\partial}{\partial \theta} p(x ; \theta) d x$, the Cauchy-Schwarz inequality implies that

$$
\sqrt{\operatorname{Var}(J(\mathbf{X} ; \theta)) \operatorname{Var}(T(\mathbf{X}))} \geq \operatorname{Cov}(J, T)=-\gamma^{\prime}(\theta) .
$$

Rearranging the terms, one gets the Cramér-Rao lower bound:

$$
\begin{equation*}
\operatorname{Var}(T) \geq \frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{\operatorname{Var}(J)}=\frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{I_{X}(\theta)} \tag{1.7}
\end{equation*}
$$

An unbiased estimator $T(\mathbf{X})$ of $\gamma(\theta)$ for which (1.7) becomes an equality for all $\theta \in \Theta$ is called an efficient estimator or $\gamma(\theta)$. For a sample $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ of size $n$ from a population with density $p(x ; \theta)$ and information $I_{\mathbf{X}}(\theta)$, the Cramér-Rao inequality by virtue of (i) takes the form

$$
\operatorname{Var}(T(\mathbf{X})) \geq \frac{\left(\gamma^{\prime}(\theta)\right)^{2}}{n I_{X_{1}}(\theta)}
$$

The multivariate versions of the above properties are straightforward.

### 1.3 Estimation in large samples

Large sample theory deals with asymptotic properties of estimators as $n$ goes to infinity. Let $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ be independent identically distributed random variables with distribution function $F_{\theta}(x), \theta \in \Theta \subset \mathbb{R}$ and let $\tilde{\theta}_{n}=\tilde{\theta}_{n}\left(X_{1}, \ldots, X_{n}\right)$ be an estimator of $\theta$ based on $X_{1}, \ldots, X_{n}, n=1,2, \ldots$. A sequence of estimators $\left\{\tilde{\theta}_{n}, n=1,2, \ldots\right\}$ of $\theta$ is called consistent if

$$
\begin{equation*}
\tilde{\theta}_{n} \rightarrow \theta, \tag{1.8}
\end{equation*}
$$

in $P_{\theta}$-probability as $n \rightarrow \infty$, and is called strongly consistent if the convergence in (1.8) is with $P_{\theta}$-probability one. Consistency is the minimal requirement demanded from an estimator in large samples. Of more interest for statistical inference is the limiting distribution of properly normalized estimators.

If the likelihood of $X_{i}$ is given by a density $p(x ; \theta)$ with $\theta \in \Theta$ an open set in $\mathbb{R}^{s}$, a maximum likelihood estimator $\hat{\theta}=\hat{\theta}\left(X_{1}, \ldots, X_{n}\right)$ is defined as

$$
\arg \max _{\theta \in \Theta} \prod_{i=1}^{n} p\left(X_{i}, \theta\right)
$$

and is usually obtained as a solution of the equation

$$
\sum_{i=1}^{n} \frac{\partial \ln p\left(X_{i}, \theta\right)}{\partial \theta}=0, \theta \in \Theta
$$

Under regularity type conditions (for conditions close to the minimal ones, see Ibragimov and Has'minskii (1981)),

$$
\begin{equation*}
\sqrt{n}\left(\hat{\theta}_{n}-\theta\right) \longrightarrow_{d} N\left(0,1 / I_{X_{1}}(\theta)\right) \tag{1.9}
\end{equation*}
$$

In view of (1.9), an asymptotic estimator $\tilde{\theta}_{n}, n=1,2, \ldots$ with the property

$$
\sqrt{n}\left(\tilde{\theta}_{n}-\theta\right) \longrightarrow{ }_{d} N\left(0,1 / I_{X_{1}}(\theta)\right)
$$

is called asymptotically efficient. If $\sqrt{n}\left(\tilde{\theta}_{n}-\theta\right) \longrightarrow{ }_{d} N\left(0, \sigma^{2}(\theta)\right)$, the ratio

$$
\operatorname{aseff}_{\theta}\left\{\tilde{\theta}_{n}\right\}=\frac{1 / I_{X_{1}}(\theta)}{\sigma^{2}(\theta)}
$$

is called the asymptotic efficiency of $\left\{\tilde{\theta}_{n}, n=1,2, \ldots\right\}$. In "regular" cases, aseff $\left\{\tilde{\theta}_{n}\right\}$ is bounded above by 1 .

The convergence in (1.9) does not guarantee the existence of $\operatorname{Var}\left(\hat{\theta}_{n}\right)$. Ibragimov and Has'minskii showed that under some additional conditions (beyond those guaranteeing asymptotic normality)

$$
\begin{equation*}
E_{\theta}\left(\hat{\theta}_{n}-\theta\right)^{2}=\frac{1}{n I(\theta)}(1+o(1)) \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}_{\theta}\left(\hat{\theta}_{n}\right)=\frac{1}{n I(\theta)}(1+o(1)) \tag{1.11}
\end{equation*}
$$

Certainly, (1.10) and (1.11) imply

$$
\operatorname{Bias}_{\theta}\left(\hat{\theta}_{n}\right)=E_{\theta}\left(\hat{\theta}_{n}-\theta\right)=o(1 / \sqrt{n})
$$

whence the MLE is known as an asymptotically unbiased estimator.

### 1.4 Estimation in small samples

Estimation theory in small samples concentrates mainly on the structure of the uniformly minimum variance unbiased estimators (known by their abbreviation

UMVUE). If $S:(\mathfrak{X}, \mathscr{A}) \mapsto(\mathfrak{T}, \mathscr{B})$ is sufficient for a family $\mathscr{P}=\left\{P_{\theta}, \theta \in \Theta\right\}$, the classical Rao-Blackwell theorem says that any estimator $T(\mathbf{X})$ (with finite second moment) of a parameter function $\gamma(\theta)$ can be improved by an estimator $\tilde{T}$ depending on $\mathbf{X}$ only through $S$ :

$$
\begin{equation*}
\tilde{T}(S)=E_{\theta}(T \mid S) \tag{1.12}
\end{equation*}
$$

Sufficiency guarantees that $\tilde{T}$ is still a statistic. The operation (1.12), known as Rao-Blackwellization, plainly preserves unbiasedness, that is,

$$
E_{\theta}(T)=\gamma(\theta) \Longrightarrow E_{\theta}(\tilde{T})=\gamma(\theta), \text { and } \operatorname{Var}_{\theta}(T) \geq \operatorname{Var}_{\theta}(\tilde{T}), \theta \in \Theta
$$

Rao-Blackwellization describes the structure of all UMVUEs for families possessing complete sufficient statistics.

A sufficient statistic $T$ is called complete if $E_{\theta}[h(T)]=0$ implies $h(T) \equiv 0$ with $P_{\theta}$-probability one for all $\theta \in \Theta$. If a family $\mathscr{P}$ possesses a complete sufficient statistic, it is easy to see that a complete sufficient statistic is unique as a statistic. In other words, two complete sufficient statistics generate the same $\sigma$-algebra. That is, if $T_{1}, T_{2}$ are two complete sufficient statistics for $\mathscr{P}$ then there exists a one to one measurable function $g$ such that

$$
P_{\theta}\left[T_{1}=g\left(T_{2}\right)\right]=1, \text { for almost all } \theta \in \Theta
$$

In this case, the class of UMVUEs coincides with the class of statistics with finite second moments that are functions of the complete sufficient statistic, that is, measurable with respect to the $\sigma$-algebra generated by $T$.

Bahadur (1955) showed that if a family $\mathscr{P}=\left\{P_{\theta}, \theta \in \Theta\right\}$ is such that every parameter function $\gamma(\theta)$ that possesses an unbiased estimator with finite variance
also possesses a UMVUE, then $\mathscr{P}$ has a complete sufficient statistic. For a general family $\mathscr{P}$, some parameter functions possess UMVUEs while the others do not. For a class of families with incomplete sufficient statistics, the structure of the UMVUEs is known in a few cases (Kagan and Konikov (2005)).

### 1.5 Location parameter families

A family $\{F(x ; \theta), \theta \in \mathbb{R}\}$ of distributions on $\mathbb{R}$ depends on a scalar valued location parameter if

$$
F(x ; \theta)=F(x-\theta) .
$$

The main feature here is that the distribution function (or the density $F^{\prime}=p$ when it exists) is not a function of two arguments $x$ and $\theta$ as in the case of a general univariate parameter, but of a single argument $x-\theta$. This fact allows to develop the theory of estimation of $\theta$ much farther than in the general case. Many results obtained for the univariate location parameter can be extended to the case of multivariate location parameter families

$$
\left\{F(\mathbf{x}-\boldsymbol{\theta}), \boldsymbol{\theta} \in \mathbb{R}^{s}\right\}
$$

where $\mathbf{x} \in \mathbb{R}^{s}$ and $\boldsymbol{\theta} \in \mathbb{R}^{s}$.
Also of interest is the case of a multivariate $\mathbf{X}$ and univariate $\theta$ when the family under consideration is

$$
F(\mathbf{x}-\theta)=F(\mathbf{x}-\theta \cdot \mathbf{1})=F\left(x_{1}-\theta, \ldots, x_{n}-\theta\right)
$$

where $\mathbf{1}$ is the multivariate column vector of ones.

### 1.6 Equivariance and the Pitman estimators

The concept of equivariance is due to Pitman (1938). Let $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ be a sample from population $F(x-\theta)$. A statistic $T(\mathbf{X})$ is called equivariant if

$$
\begin{equation*}
T(\mathbf{X}+c)=T(\mathbf{X})+c, \forall c \in \mathbb{R} \tag{1.13}
\end{equation*}
$$

Using an equivariant estimator of $\theta$ means that the estimator does not depend on the choice of the origin.

The class of equivariant estimators is rather large. Examples are the sample mean $\bar{X}$, any convex combination of the order statistics, the MLE and even any single observation $X_{i}, i=1,2, \ldots$ Plainly, a statistic $T(\mathbf{X})$ is equivariant if and only if it can be written as

$$
\begin{equation*}
T(\mathbf{X})=T_{0}(\mathbf{X})+g\left(R_{n}\right) \tag{1.14}
\end{equation*}
$$

for some Borel function $g: \mathbb{R}^{n} \mapsto \mathbb{R}$, where $T_{0}(\mathbf{X})$ is an arbitrarily chosen equivariant estimator and $R_{n}=\left(r_{1}, \ldots, r_{n}\right)=\left(X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right)$ is the vector of residuals.

Notice that the residuals $r_{k}=X_{k}-\bar{X}, k=1, \ldots, n$ are linearly dependent so that $R_{n} \in \mathbb{R}^{n}$ is actually a vector of $(n-1)$ functionally independent components. There are different (but equivalent) forms of representing the residuals, for example $\left\{X_{1}-X_{n}, X_{2}-X_{n}, \ldots, X_{n-1}-X_{n}\right\}$. They all lead to the same $\sigma$-algebra.

One may wish to find the (uniformly) best estimator among the class of equivariant estimators. It certainly depends on the choice of the loss function. Equivariance is a property that partitions the sample space $\mathbb{R}^{n}$ into equivalence classes such that within each class the data points are not distinguishable in estimating $\theta$
up to constant shifts. It seems natural to consider those loss functions satisfying $L(T(\mathbf{X}+c) ; \theta+c)=L(T(\mathbf{X}) ; \theta)$ for any constant $c$. Such a loss function must be in the form

$$
\begin{equation*}
L(T(\mathbf{X}) ; \theta)=L(T(\mathbf{X})-\theta) \tag{1.15}
\end{equation*}
$$

In this case, the risk of an equivariant estimator is a constant in $\theta$ :

$$
\begin{aligned}
R_{T}(\theta) & =\int \cdots \int_{\mathbb{R}^{n}} L(T(\mathbf{x})-\theta) d F\left(x_{1}-\theta\right) \cdots d F\left(x_{n}-\theta\right) \\
& =\int \cdots \int_{\mathbb{R}^{n}} L[T(\mathbf{x}-\theta)] d F\left(x_{1}-\theta\right) d F\left(x_{n}-\theta\right) \\
& =\int \cdots \int_{\mathbb{R}^{n}} L[T(\mathbf{u})] d F\left(u_{1}\right) \cdots d F\left(u_{n}\right)=R_{T}
\end{aligned}
$$

The last equality here is due to a change in the variable $\mathbf{u}=\mathbf{x}-\theta \cdot \mathbf{1}$.
Under natural loss functions, comparing two equivariant estimators reduces to comparing two numbers. Under mild conditions, there exists a best (with respect to $L)$ equivariant estimator attaining the infimum of the loss $L$. It is called the Pitman estimator with respect to $L$.

We shall be dealing mainly with the quadratic loss:

$$
L_{Q}(T(\mathbf{X}), \theta)=(T(\mathbf{X})-\theta)^{2}
$$

Other frequently used loss functions are Laplacian loss:

$$
L_{A}(T(\mathbf{X}), \theta)=|T(\mathbf{X})-\theta|,
$$

and the confidence loss:

$$
L_{C}(T(\mathbf{X}) ; \theta)=\mathbf{I}_{\{|x|>\Delta\}}(T(\mathbf{X})-\theta),
$$

where $\mathbf{I}_{A}(\cdot)$ is the indicator function of the set $A$ and $\Delta$ is a positive number of the user's choice.

One can easily see that if $\mu_{2}=\int x^{2} d F(x)<\infty$, then the Pitman estimator $t_{n}=t_{n}(\mathbf{X})$ with respect to the quadratic loss can be written as

$$
\begin{equation*}
t_{n}(\mathbf{X})=T_{0}(\mathbf{X})-E_{0}\left(T_{0}(\mathbf{X}) \mid R_{n}\right), \tag{1.16}
\end{equation*}
$$

where $E_{0}$ denotes the (conditional) expectation calculated when $\theta=0$, and $T_{0}$ is an arbitrary equivariant estimator as in (1.14). The uniqueness of $t_{n}(\mathbf{X})$ is obvious from its definition when the conditional expectation is considered as a projection (in $L^{2}$ sense) onto the space of square integrable functions of $R_{n}$.

For $L_{A}(T-\theta)=|T-\theta|$ and $\int|x| d F(x)<\infty$, the Pitman estimator can be written as

$$
t_{n}(\mathbf{X})=T_{0}(\mathbf{X})-\operatorname{Median}_{0}\left(T_{0}(\mathbf{X}) \mid R_{n}\right)
$$

where $\operatorname{Median}_{0}\left(T_{0}(\mathbf{X}) \mid R_{n}\right)$ is the median of the conditional distribution of $T_{0}(\mathbf{X})$ given $R_{n}$ calculated when $\theta=0$.

For $L_{C}(T ; \theta)=\mathbf{I}_{|x|>\Delta}(T-\theta)$, with $\Delta>0$ given, the Pitman estimator can be represented as

$$
t_{n}(\mathbf{X})=T_{0}(\mathbf{X})-u_{0}\left(T_{0}(\mathbf{X}) \mid R_{n}\right)
$$

where $u_{0}\left(T_{0}(\mathbf{X}) \mid R_{n}\right)$ can be any number chosen according to the value of $R_{n}$ such that the conditional probability $P\left\{T_{0} \in\left(u_{0}-\Delta, u_{0}+\Delta\right) \mid R_{n}\right\}$ is maximized. Since the loss function $L_{C}$ is not convex, the choice of $u_{0}$ is usually not unique.

All these representations for different loss functions are special cases of definition (1.14). They assume very few or even no conditions on the moments. Even
independence of the observations are not required, not to mention any smoothness of the distribution function $F$. If the density function $F^{\prime}=p$ of $X_{i}$ exists, then the Pitman estimator under the quadratic loss (1.16) can be written as

$$
\begin{equation*}
t_{n}(\mathbf{X})=\frac{\int_{-\infty}^{+\infty} t \prod_{i=1}^{n} p\left(X_{i}-t\right) d t}{\int_{-\infty}^{+\infty} \prod_{i=1}^{n} p\left(X_{i}-t\right) d t} \tag{1.17}
\end{equation*}
$$

indicating that $t_{n}$ is the Bayesian estimator of $\theta$ corresponding to the (improper) uniform prior on $\theta$.

Simple explicit representations of $t_{n}$ are known in a few cases.

Example 1 Gaussian distribution with density $p(x)=\exp \left[-(x-\theta)^{2} / 2 \sigma^{2}\right] / \sqrt{2 \pi \sigma^{2}}$. The conditional distribution of $X_{n}$ given $R_{n}=\left(r_{1}, \ldots, r_{n}\right)$ is normal:

$$
X_{n} \left\lvert\, R_{n} \sim N\left(-\sum_{i=1}^{n-1} \frac{r_{i}}{n}, \frac{\sigma^{2}}{n}\right) .\right.
$$

Thus under all three loss functions $\left(L_{Q}, L_{A}\right.$ and $\left.L_{C}\right)$, the Pitman estimator remains the same

$$
t_{n}(\mathbf{X})=\bar{X}
$$

Example 2 Exponential distribution with density $p(x)=\lambda e^{-\lambda(x-\theta)} \mathbf{I}_{\{x>\theta\}}$. Given the value of $R_{n}, X_{n}$ has a shifted exponential distribution with the (conditional) density $p_{X_{n} \mid R_{n}}\left(x \mid R_{n}\right)=n \lambda e^{-n \lambda(x-\mu)} \mathbf{I}_{\{x>\mu\}}$, where $\mu=\max \left(0,-r_{1}, \ldots,-r_{n-1}\right)$. Under the quadratic loss

$$
t_{n}(\mathbf{X})=X_{(1)}-\frac{1}{n \lambda}
$$

where $X_{(1)}$ is the minimal observation from the sample $\mathbf{X}$ of size $n$. Under the Laplace loss,

$$
t_{n}(\mathbf{X})=X_{(1)}-\frac{\ln 2}{n \lambda}
$$

Under the confidence loss with an arbitrary choice of $\Delta>0$,

$$
t_{n}(\mathbf{X})=X_{(1)}-\Delta
$$

Example 3 Uniform distribution with density $p(x)=\mathbf{I}_{(\theta, \theta+1)}(x)$. The conditional distribution of $X_{n}$ given $R_{n}$ is again uniform on the interval $\left(\max \left(0,-r_{1}, \ldots,-r_{n-1}\right)\right.$, $\left.\min \left(1,1-r_{1}, \ldots, 1-r_{n-1}\right)\right)$. Under either the quadratic or the Laplace loss, the Pitman estimators are the same:

$$
t_{n}(\mathbf{X})=\frac{X_{(1)}+X_{(n)}}{2}-\frac{1}{2}
$$

Under the confidence loss, the estimator is not unique if $\Delta$ is small. For instance, if $\Delta \leq 1 / 2-\left(X_{(n)}-X_{(1)}\right) / 2$, a version of the Pitman estimator is

$$
t_{n}(\mathbf{X})=X_{(1)}-\Delta
$$

In fact, given the sample $\mathbf{X}$, any value in the interval $\left[X_{(n)}-1+\Delta, X_{(1)}-\Delta\right]$ can be taken as a version of the Pitman estimator under $L_{C}$. All these estimators achieve the minimal $L_{C}$ risk within the class of equivariant estimators.

The concepts of equivariance and Pitman estimators extend to the multivariate case naturally. Let $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$ be a sample from an $s$-variate population with distribution $F\left(x_{1}-\theta_{1}, \ldots x_{s}-\theta_{s}\right)$, depending on an $s$-variate location parameter $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{s}\right)$. An $s$-variate statistic $\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$ is called equivariant if for any constant vector $\mathbf{c} \in \mathbb{R}^{s}, \mathbf{T}_{n}\left(\mathbf{X}_{1}+\mathbf{c}, \ldots, \mathbf{X}_{n}+\mathbf{c}\right)=\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)+\mathbf{c}$. For instance, $\overline{\mathbf{X}}=\left(\bar{X}_{1}, \ldots, \bar{X}_{s}\right)^{\mathrm{T}}=(1 / n)\left(\sum_{k} X_{k 1}, \ldots, \sum_{k} X_{k s}\right)^{\mathrm{T}}$ is an equivariant estimator of $\boldsymbol{\theta}$.

Define the joint residual

$$
\mathbf{R}_{n}=\left(R_{1 n}, \ldots, R_{s n}\right)=\left(X_{11}-\bar{X}_{1}, \ldots, X_{n s}-\bar{X}_{s}\right) \in \mathbb{R}^{s n}
$$

Any equivariant estimator $\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$ can be written into a form like (1.14):

$$
\begin{align*}
\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right) & =\overline{\mathbf{X}}+\left[T_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)-\overline{\mathbf{X}}\right] \\
& =\overline{\mathbf{X}}+g\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right), \tag{1.18}
\end{align*}
$$

where $g\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right) \in \mathbb{R}^{s}$ is an shift invariant vector function. That is, for any shift $\mathbf{c}$ :

$$
\begin{aligned}
& g\left(\mathbf{X}_{1}+\mathbf{c}, \ldots, \mathbf{X}_{n}+\mathbf{c}\right) \\
= & \mathbf{T}_{n}\left(\mathbf{X}_{1}+\mathbf{c}, \ldots, \mathbf{X}_{n}+\mathbf{c}\right)-(\overline{\mathbf{X}}+\mathbf{c})=\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)-\overline{\mathbf{X}} \\
= & g\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right) .
\end{aligned}
$$

In light of the above invariant property of the function $g$, one sees that $g$ is a measurable function of $\mathbf{R}_{n}$ by simply letting $\mathbf{c}=\overline{\mathbf{X}}$ :

$$
g\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)=g\left(\mathbf{X}_{1}-\overline{\mathbf{X}}, \ldots, \mathbf{X}_{n}-\overline{\mathbf{X}}\right)
$$

Hence definition (1.18) can be rewritten as

$$
\begin{equation*}
\mathbf{T}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)=\overline{\mathbf{X}}+g\left(\mathbf{R}_{n}\right) \tag{1.19}
\end{equation*}
$$

The Pitman estimator minimizes the covariance function of the estimators in the class of equivariant estimators. As usual, we write $A<B$ for matrices $A$ and $B$ if $B-A$ is positive definite. In (1.19), the covariance matrix depends only on the function $g$ if the population distribution of the samples $\mathbf{X}_{i}$ is considered known up to only a location shift. Then it is easy to prove that under the least square criterion the unique choice of $g$ minimizing the covariance matrix of $\mathbf{T}_{n}$ must be the projection of $\overline{\mathbf{X}}$ onto the space of square integrable functions of $\mathbf{R}_{n}$, that is,
$E_{0}\left[\overline{\mathbf{X}} \mid \mathbf{R}_{n}\right]$. Accordingly, a representation of the vector Pitman estimator similar to (1.16) is:

$$
\begin{align*}
\mathbf{t}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)= & \overline{\mathbf{X}}-E_{0}\left[\overline{\mathbf{X}} \mid \mathbf{R}_{n}\right]  \tag{1.20}\\
& =\left(\begin{array}{l}
\bar{X}_{1}-E_{0}\left[\bar{X}_{1} \mid \mathbf{R}_{n}\right] \\
\vdots \\
\bar{X}_{s}-E_{0}\left[\bar{X}_{s} \mid \mathbf{R}_{n}\right]
\end{array}\right)
\end{align*}
$$

The conditional expectations are all calculated given the joint residual $\mathbf{R}_{n}$. Unless all the components of $\mathbf{X}_{i}$ are independent, the Pitman estimator of the $i$-th component $\theta_{i}$ depends not only on the $i$-th components $\left(X_{1 i}, \ldots, X_{n i}\right)$ of the data, but also on the complete data set $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$. It is interesting to see that the ordering of the multivariate equivariant estimators in terms of their covariance matrices is linear. But the same relation defined on all (unbiased) estimators of the location parameter $\boldsymbol{\theta}$ is not linear.

Sometimes statisticians are only interested in estimating a linear function of $\boldsymbol{\theta}$, not the whole location parameter $\boldsymbol{\theta}$. Hence we need an equivariant estimator for the $p$-variate $(p \leq s)$ vector $A \boldsymbol{\theta} \in \mathbb{R}^{p}$, where $A \in \mathbb{M}_{p \times s}$ is a given matrix specifying the linear transformation of interest. For any constant vector $\mathbf{c} \in \mathbb{R}^{s}$, an equivariant ( $p$-variate) estimator $\hat{\mathbf{T}}$ of $A \boldsymbol{\theta}$ must satisfy

$$
\hat{\mathbf{T}}_{n}\left(\mathbf{X}_{1}+\mathbf{c}, \ldots, \mathbf{X}_{n}+\mathbf{c}\right)=\hat{\mathbf{T}}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)+A \mathbf{c}
$$

Starting from the definition, it is easy to prove the following formula for the Pitman estimator of $\boldsymbol{A} \boldsymbol{\theta}$ :

$$
\begin{equation*}
\hat{\mathbf{t}}_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)=A \overline{\mathbf{X}}-E_{0}\left(A \overline{\mathbf{X}} \mid \mathbf{R}_{n}\right) \tag{1.21}
\end{equation*}
$$

If $\mathbf{t}_{n}$ is the best equivariant estimator of $\boldsymbol{\theta}$, it is not surprising to find out

$$
\hat{\mathbf{t}}_{n}=A \mathbf{t}_{n} .
$$

In the class of equivariant estimators, optimality is invariant under linear transformations provided the loss is location invariant.

### 1.7 Fisher information on a location parameter

If $X$ is a random variable with $\operatorname{cdf} F(x-\theta)$ such that $F^{\prime}=p$ exists and $p$ is differentiable with $\int\left(p^{\prime}(x) / p(x)\right)^{2} p(x) d x<\infty$, then the Fisher information on $\theta$ contained in $X$ (briefly, the information on $\theta$ in $X$ ) is defined as

$$
\begin{equation*}
I_{X}(\theta)=E_{\theta}\left[J(X)^{2}\right]=\int_{-\infty}^{+\infty} \frac{p^{\prime}(x-\theta)^{2}}{p(x-\theta)} d x=\int_{-\infty}^{+\infty} \frac{p^{\prime}(u)^{2}}{p(u)} d u \tag{1.22}
\end{equation*}
$$

with a change of variable $u=x-\theta$ in the last equality. Plainly, the right hand side of the equality is a quantity depending on the functional form of the distribution $F$, but not on the parameter $\theta$. Since it does not depend on $\theta$, we shall write $I_{X}$ instead of $I_{X}(\theta)$.

If $F$ is not absolutely continuous or if it is but the density $p$ is such that $p^{\prime}(x) / p(x)$ is not square integrable with respect to $p(x) d x$, then $I_{X}$ is set equal to infinity. Under such a definition, it remains unclear if a sample $\left(X_{1}, \ldots, X_{n}\right)$ from a population $F(x-\theta)$ with $I_{X}=+\infty$ allows the construction of an estimator of $\theta$ such that

$$
\sqrt{n}\left(\tilde{\theta}_{n}-\theta\right) \longrightarrow_{d} N\left(0, \sigma^{2}\right)
$$

with arbitrarily small $\sigma^{2}$.

For instance, let $F(x)$ be the cdf of the uniform distribution on $(0,1)$ with density $p(x)=\mathbf{I}_{(0,1)}(x)$. Singularity occurs only at the end points of the support of $p$. The Lebesgue integral in (1.22) assigns a finite number to the Fisher information in spite of such a singularity on the set $\{0,1\}$ of measure zero. On the other hand, the MLE of $\theta$ is $\hat{\theta}=X_{(n)}-1$, where $X_{(n)}$ is the largest observation from a sample of size $n$. One can easily calculate that

$$
\operatorname{Var}(\sqrt{n} \hat{\theta})=n^{2} /\left[(n+1)^{2}(n+2)\right] \rightarrow 0
$$

For any finite number $I_{X}$, there is a sufficiently large $n$ admitting the inequality $\operatorname{Var}(\sqrt{n} \hat{\theta})<1 / I_{X}$, which is in the inverse direction of the Cramér-Rao inequality. Without regularity conditions, the Cramér-Rao inequality may not hold.

We turn to another example. Let $F(x)$ be the cdf of the Laplace (double exponential) distribution whose density is $p(x)=e^{-|x|} / 2$. Note that $p(x)$ is smooth except when $x=0$. Now (1.22) sets $I_{X}=1$, while the MLE of $\theta$ is the sample median $X_{(n / 2)}$ with $\operatorname{Var}\left(\sqrt{n} X_{(n / 2)}\right) \rightarrow 1=1 / I_{X}$. We have consistency with the Cramér-Rao inequality here.

Both of these examples have a density $p$ such that $p^{\prime} / p$ is undefined only on a zero measure subset of $\operatorname{supp}\{p\}$. But we may need to assume different values for their Fisher information if we want to generalize their statistical interpretation consistently. A better definition for $I_{X}$ should explain how a statistician can benefit from observing a random variable with infinite information on $\theta$. The following definition is due to Huber (1964):

$$
\begin{equation*}
I_{X}=\sup _{\psi \in C_{c}^{1}(\mathbb{R})} \frac{\left[\int \psi^{\prime}(x) d F(x)\right]^{2}}{\int \psi^{2}(x) d F(x)} \tag{1.23}
\end{equation*}
$$

where $C_{c}^{1}(\mathbb{R})$ is the space of continuously differentiable functions with compact support. The equivalence between (1.23) and (1.22) is established by the following theorem in Huber (1981):

Theorem 1.7.1 Let $I_{X}$ be defined by (1.23). The following statements are equivalent:
(i) $I_{X}<+\infty$,
(ii) $F$ has an absolutely continuous density $p$, and $(\ln p(X))^{\prime}=p^{\prime}(X) / p(X) \in L_{F}^{2}$, i.e., $\int\left(p^{\prime}(x) / p(x)\right)^{2} d F(x)<+\infty$. In either case, $I_{X}=\int\left(p^{\prime}(x) / p(x)\right)^{2} p(x) d x$.

If $I_{X}=+\infty$, from Huber's definition there follows the existence of $\psi(x)$ such that the quotient in (1.23) can be made arbitrarily large. Therefore, in the theory of estimating functions we can find an estimator associated with $\psi(x)$ such that arbitrarily small asymptotic variance can be achieved. The statistical corollary of this fact will be discussed in Section 1.11.

To analyze Huber's definition (1.23), one may define a linear functional on $C_{c}^{1}(\mathbb{R}):$

$$
A \psi=-\int \psi^{\prime}(x) p(x) d x, \quad \forall \psi \in C_{c}^{1}(\mathbb{R})
$$

By definition, the $L^{2}$ operator norm of this functional is $\|A\|_{F}^{2}=I_{X}$. One may extend the integration by parts formula to the case in which $p$ is not necessarily absolutely continuous but only weakly differentiable. In particular, if there exists a generalized function $p^{\prime}(x)$ satisfying the following equalities:

$$
\begin{equation*}
A \psi=-\int \psi^{\prime}(x) p(x) d x=\int \psi(x) p^{\prime}(x) d x \tag{1.24}
\end{equation*}
$$

then $p^{\prime}(x)$ is called the weak derivative of $p(x)$ (see Ziemer (1989)). If $p$ is absolutely continuous, $p^{\prime}(x)$ coincide with the common definition of its derivative almost everywhere (with respect to the Lebesgue measure). Particularly, on the set of measure zero where $p$ is not differentiable, $p^{\prime}$ can be set equal to any finite number. The above definition imposes no difficulty in defining the Lebesgue integral

$$
\begin{aligned}
|A \psi|^{2} & =\left|\int \psi(x) p^{\prime}(x) d x\right|^{2} \\
& =\left|\int_{\operatorname{supp}\{p\}} \psi(x) \frac{p^{\prime}(x)}{p(x)} d F(x)\right|^{2} \leq\|\psi(X)\|_{F}^{2} \int_{\operatorname{supp}\{p\}}\left(\frac{p^{\prime}(x)}{p(x)}\right)^{2} d F(x)
\end{aligned}
$$

Therefore $I_{X}<+\infty$ if the Fisher score $J(X)$ belongs to $L_{F}^{2}$. We will demonstrate this idea with the two examples we just mentioned earlier in this section.

Example 4 Let $p(x)=e^{-|x|} / 2$ be the PDF of the Laplace distribution. It can be easily verified that $p(x)$ is absolutely continuous with only one singular point at $x=0$. version of its weak derivative is:

$$
p^{\prime}(x)= \begin{cases}-e^{-x} / 2 & x>0  \tag{1.25}\\ 0 & x=0 \\ e^{x} / 2 & x<0\end{cases}
$$

By definition (1.24), $A \psi=\int_{-\infty}^{0} \psi(x) e^{x} / 2 d x-\int_{0}^{+\infty} \psi(x) e^{-x} / 2 d x$. One may calculate the norm of $A$ associated with the Laplace distribution:

$$
\begin{aligned}
\|A\|_{F}^{2} & =\sup \frac{\left(\int_{-\infty}^{0}\left(\psi(x) e^{x} / 2\right) d x-\int_{0}^{+\infty}\left(\psi(x) e^{-x} / 2\right) d x\right)^{2}}{\int_{-\infty}^{+\infty}\left(\psi^{2}(x) e^{-|x|} / 2\right) d x} \\
& \leq \sup \frac{\left(\int_{-\infty}^{0}\left(|\psi(x)| e^{x} / 2\right) d x+\int_{0}^{+\infty}\left(|\psi(x)| e^{-x} / 2\right) d x\right)^{2}}{E\left[\psi^{2}(X)\right]}=\sup \frac{(E|\psi(X)|)^{2}}{E\left[\psi^{2}(X)\right]} \leq 1
\end{aligned}
$$

The last inequality is due to the Cauchy-Schwarz inequality. Moreover, (1.22) assigns the value 1 to $I_{X}$. Therefore $I_{X}=1<+\infty$ by Theorem 1.7.1.

If $p$ is not absolutely continuous, then $p^{\prime}$ has to be defined with the concept of generalized functions.

Example 5 Let $X$ be a random variable uniformly distributed on the unit interval with density $p(x)=\mathbf{I}_{(0,1)}(x)$, where $\mathbf{I}_{(0,1)}$ is the indicator function of the set $(0,1)$. One version of the weak derivative of $p$ is $p^{\prime}(x)=\delta_{0}(x)-\delta_{1}(x)$, where $\delta_{t}(x)$ is the Dirac delta function with a shift t. Then (1.24) becomes:

$$
A \psi=\int_{-\infty}^{+\infty} \psi(x)\left[\delta_{0}(x)-\delta_{1}(x)\right] d x=\psi(0)-\psi(1)
$$

Accordingly, the Fisher information contained in a uniformly distributed random variable is $I_{X}=\sup _{\psi}\left((A \psi)^{2} / E\left(\psi^{2}\right)\right)=\sup _{\psi}\left((\psi(0)-\psi(1))^{2} / E\left(\psi^{2}\right)\right.$. This functional is obviously not bounded even if we only consider those $\psi(x)$ with support on $(-1 / 2,1 / 2)$ and $E\left[\psi^{2}\right]=1$. By (1.23), $I_{X}=+\infty$, as the density $p$ is not absolutely continuous. It is consistent with the Cramér-Rao inequality when we consider the asymptotic variance of the MLE:

$$
\operatorname{Var}(\sqrt{n} \hat{\theta})=\frac{n^{2}}{(n+1)^{2}(n+2)} \rightarrow 0=\frac{1}{I_{X}}
$$

The following remark is due to Vershik (see Fintushal (1975)). Under regularity type conditions, for any arbitrary smooth function $\psi$,

$$
\int \psi(x) J(x) d F(x)=-\int \psi^{\prime}(x) d F(x)
$$

With an inner product $<f, g>=\int f(x) g(x) d F(x)$ defined on the space $L_{F}^{2}(X)$, the above equality can be rewritten as

$$
\begin{equation*}
<\psi(X), J(X)>=-<D \psi(X), 1>=-<\psi(X), D^{*} 1>, \quad \forall \psi \in L_{F}^{2} \tag{1.26}
\end{equation*}
$$

where $D$ is the operator of differentiation and $D^{*}$ its adjoint. The equations indicate that $J(X)=-D^{*} 1$, where 1 is the constant function defined on $\mathfrak{X}$. Following the Cauchy-Schwarz inequality, (1.26) indicates

$$
\begin{gathered}
<D \psi(X), 1>^{2}=<\psi(X), D^{*} 1>^{2} \leq\|\psi(X)\|^{2}\left\|D^{*} 1\right\|^{2} \\
\Rightarrow \frac{\left(\int D \psi(x) d F(x)\right)^{2}}{\|\psi(X)\|^{2}} \leq\left\|D^{*} 1\right\|^{2}
\end{gathered}
$$

Comparing (1.26) with (1.23), we see that $I_{X} \leq\left\|D^{*} 1\right\|^{2}$. At the same time, the Cauchy-Schwarz inequality guarantees the equality sign hold for some $\psi$, so that we can conclude $I_{X}=\left\|D^{*} 1\right\|$.

In summary, the Fisher information is finite if the constant function 1 belongs to the domain of $D^{*}$, i.e., $D^{*} 1 \in L_{F}^{2}(X)$. Since $D$ is an unbounded operator on $L_{F}^{2}(X)$, this condition is a restriction on $F$. Shlyakhtenko (2005) adopted this definition when proving a parallel version of the monotonicity of Shannon's Entropy in the free probability theory.

### 1.8 Stam inequality

For independent random variables $X$ and $Y$, let $I_{X}, I_{Y}$ and $I_{X+Y}$ be the Fisher information in the observations shifted by an unknown parameter $\theta: X+\theta, Y+\theta$ and $X+Y+\theta$, respectively. Due to independence of $X$ and $Y, X+Y$ is "more random" than $X$, so that one can expect an inequality

$$
I_{X+Y} \leq I_{X}
$$

To sketch a rigorous proof of the inequality, suppose that the data is presented in a pair: $(X+\theta, Y)$. Then by the monotonicity of the Fisher information,

$$
I_{X+\theta+Y}=I_{X+Y} \leq I_{X+\theta, Y}=I_{X}
$$

where the independent component $Y$ provides no information for estimating $\theta$.
A much less trivial inequality is due to $\operatorname{Stam}(1959)$ :

$$
\begin{equation*}
\frac{1}{I_{X+Y}} \geq \frac{1}{I_{X}}+\frac{1}{I_{Y}} \tag{1.27}
\end{equation*}
$$

For iid $X$ and $Y$, (1.27) becomes $I_{X} \geq 2 I_{X+Y}$. Barron and Madiman (2006) generalized the latter inequality. Let $X_{1}, X_{2}, \ldots$ be a sequence of iid random variables with finite information $I_{X_{1}}$. Under rather strong regularity type conditions, they proved that

$$
n I_{X_{1}+\ldots+X_{n}}=I_{\left(X_{1}+\ldots+X_{n}\right) / \sqrt{n}} \text { decreases with } n
$$

For a small sample version of this result, see Chapter 2.

### 1.9 Properties of the Pitman estimators

In this section, we consider the Pitman estimators with respect to the quadratic $\operatorname{loss} L_{Q}$.

First, it is obvious from (1.16) that $t_{n}$ is an unbiased estimator of $\theta$.
Second, if $\mu_{2}=\int|x|^{2} d F(x)<\infty$, then for any $n \geq 1$

$$
\begin{equation*}
\operatorname{Var}\left(t_{n}\right) \leq \operatorname{Var}\left(t_{n-1}\right) \tag{1.28}
\end{equation*}
$$

It is almost trivial, since $t_{n-1}$ is an equivariant estimator from a sample of size $n$, while $t_{n}$ is the optimal equivariant estimator. Notice that for traditional estimators
of a general parameter such as the MLE, analogs of (1.28), that is, monotonicity in the sample size of a reasonable measure of accuracy, are not known.

If a sample comes from a population $F(x-\theta)$ with absolutely continuous $F$, $F^{\prime}=p$ exists almost everywhere and there exists an equivariant estimator $T_{0}(\mathbf{X})$ with $E\left[T_{0}(\mathbf{X})^{3}\right]<+\infty$ (in particular, if $\int|x|^{3} \mathrm{~d} F(x)<\infty$ ). Stein (1959) proved that $t_{n}(\mathbf{X})$ is admissible (actually, a little more general result was proved). Brown (1966) made a detailed discussion on the admissibility of $t(\mathbf{X})$. He proved the admissibility of $t_{n}(\mathbf{X})$ for different loss functions, when the best equivariant estimator is unique.

Some characterization results are proved for the Pitman estimator. For $n \geq 3$, $t_{n}=\bar{X}$ if and only if $F$ is Gaussian, which is known as the Kagan-Linnik-Rao (KLR) Theorem (see Kagan et al. (1973)). For $n=2, t_{n}=\bar{X}$ for any symmetric $F$. If $X_{(1)}, X_{(n)}$ are the minimum and maximum order statistics from a sample of size $n \geq 3$, then under some regularity type conditions on $F, t_{n}=\left(X_{(1)}+X_{(n)}\right) / 2$ if and only if $F$ is the distribution function of a uniform random variable on $(-a, a)$ for any $a>0$ (see Bondesson (1974)).

From the Bayesian representation (1.17), if $S$ is sufficient for the family of densities $\left\{\prod_{i=1}^{n} p\left(x_{i}-\theta\right), \theta \in \mathbb{R}\right\}$, then $t_{n}$ depends on $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ only through $S$. Certainly, this also follows from Stein's result about admissibility cited above. If $t_{n}$ is not a function of $S$, then $E_{\theta}\left(t_{n} \mid S\right)$ is an estimator uniformly better than $t_{n}$ contradicting the admissibility of $t_{n}$. Besides, it is of some (at least, methodological) interest to find out if the Pitman estimator depends on the data only through sufficient statistics where $F$ is not assumed absolutely continuous.

The above results hold in small samples. In large samples, as $n \rightarrow \infty, t_{n}$
behaves like the MLE, though in small samples it is better since the MLE is an equivariant estimator.

As shown in Ibragimov and Has'minskii (1981), under very mild regularity type conditions

$$
\begin{equation*}
\sqrt{n}\left[t_{n}(\mathbf{X})-\theta\right] \longrightarrow{ }_{d} N\left(0,1 / I_{X_{1}}\right) . \tag{1.29}
\end{equation*}
$$

Moreover, if we assume the additional condition $\int_{-\infty}^{+\infty}|x|^{\delta} d F(x)<+\infty$ for some $\delta>0$, then

$$
\begin{equation*}
E_{\theta}\left[\sqrt{n}\left(t_{n}(\mathbf{X})-\theta\right)\right]^{2}=\frac{1}{I_{X_{1}}}(1+o(1)) \tag{1.30}
\end{equation*}
$$

### 1.10 Polynomial Pitman estimators

Pitman estimators are defined with conditional expectations, which are not quite convenient for computations. In this section, we are going to look at a simplified polynomial version of Pitman estimators. Assume that for some integer $k \geq 1$,

$$
\begin{equation*}
\mu_{2 k}=\int|x|^{2 k} d F(x)<\infty \tag{1.31}
\end{equation*}
$$

Let $\Lambda_{k}=\operatorname{span}\left\{r_{1}^{d_{1}} \ldots r_{n}^{d_{n}} \mid\right.$ the $d_{i}$ are nonnegative integers, $\left.d_{1}+\ldots+d_{n} \leq k\right\}$ be the space of polynomials of degree $k$ in the residuals

$$
R_{n}=\left(r_{1}, \ldots, r_{n}\right)=\left(X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right) .
$$

Then $\Lambda_{k}$ is a finite dimensional subspace of the Hilbert space $L_{F}^{2}\left(X_{1}, \ldots, X_{n}\right)$ of all functions $\psi\left(X_{1}, \ldots, X_{n}\right)$ with

$$
\|\psi\|_{F}^{2}=E_{\theta}\left|\psi\left(X_{1}, \ldots, X_{n}\right)\right|^{2}=\int \cdots \int \psi^{2} d F\left(x_{1}-\theta\right) \ldots d F\left(x_{n}-\theta\right)<\infty
$$

with standard inner product

$$
<\psi_{1}, \psi_{2}>=E_{0}\left(\psi_{1} \psi_{2}\right)
$$

In Kagan (1966) a version of $t_{n}$, called the polynomial (of degree $k$ ) Pitman estimator was introduced as

$$
\begin{equation*}
t_{n}^{(k)}=\bar{X}-\hat{E}_{0}\left(\bar{X} \mid \Lambda_{k}\right), \tag{1.32}
\end{equation*}
$$

where $\hat{E}_{0}\left(\cdot \mid \Lambda_{k}\right)$ is the operator of projection into the Hilbert subspace $\Lambda_{k}$, while assuming $\theta=0$.

Similar to $t_{n}, t_{n}^{(k)}$ is the best polynomial of degree $k$ equivariant estimator of $\theta$. Since $t_{n}^{(k)}$ is an equivariant estimator,

$$
\operatorname{Var}\left(t_{n}^{(k)}\right) \geq \operatorname{Var}\left(t_{n}\right)
$$

In return, $t_{n}^{(k)}$ depends not on the entire function $F$ but only on its first $2 k$ moments.
Under the same condition (1.31), one can define the polynomial Fisher score $J^{(k)}$ and hence the polynomial Fisher information. Denote by $L_{F}^{2}(X)$ the space of functions $\psi(X)$ (of one argument) with $\int|\psi(x)|^{2} d F(x)<\infty$ and standard inner product

$$
<\psi_{1}, \psi_{2}>=E_{0}\left[\psi_{1}(X) \psi_{2}(X)\right]
$$

Let $\mathbf{P}_{k}=\operatorname{span}\left\{X^{j} \mid j=0, \ldots, k\right\}$ be the subspace of $L_{F}^{2}(X)$ of all polynomials of degree $k$, set

$$
\begin{equation*}
J^{(k)}(X)=\hat{E}_{\theta}\left(J(X) \mid \mathbf{P}_{k}\right) \tag{1.33}
\end{equation*}
$$

Clearly, $E_{\theta}\left[J^{(k)}(X)\right] \equiv 0$, and the expected square

$$
\begin{equation*}
I_{X}^{(k)}=E_{\theta}\left[J^{(k)}(X)\right]^{2}=E_{0}\left[J^{(k)}(X)\right]^{2} . \tag{1.34}
\end{equation*}
$$

now has the meaning (and properties) of the Fisher information. The polynomial score depends only on the first $2 k$ moments of $F$ and can be defined without reference to $J(X)$, and without assuming absolute continuity of $F$ :

$$
\begin{equation*}
<\psi_{k}(X), J^{(k)}(X)>=-<\psi_{k}^{\prime}(X), 1>, \quad \forall \psi_{k}(X) \in \mathbf{P}_{k} . \tag{1.35}
\end{equation*}
$$

The properties of the polynomial Pitman estimators $t_{n}^{(k)}$ are similar to those of $t_{n}$ :
(i) $t_{n}^{(k)}$ is an unbiased estimator of $\theta$,
(ii) $\operatorname{Var}\left(t_{n}^{(k)}\right) \leq \operatorname{Var}\left(t_{n-1}^{(k)}\right)$,
(iii) $\operatorname{Var}\left(t_{n}^{(k)}\right) \leq \operatorname{Var}\left(t_{n}^{(k-1)}\right)$,
(iv) $t_{n}^{(k)}=\bar{X}$ for $n \geq 3$ if and only if the first $(k+1)$ moments of the distribution function $F(x)$ coincide with the corresponding moments of some normal distribution:

$$
\mu_{\ell}= \begin{cases}(\ell-1)(\ell-3) \cdots 1 \cdot \sigma^{\ell} & \text { if } \ell \text { is odd, } 1 \leq \ell \leq k+1 \\ 0 & \text { if } \ell \text { is even, } 1 \leq \ell \leq k+1\end{cases}
$$

In fact $\bar{X}$ is an admissible estimator of $\theta$ in the class of polynomial equivariant estimators of order up to $k$ if and only if the above condition is satisfied.

The asymptotic behavior of $t_{n}^{(k)}$ was studied in Kagan et. al. (1973). Assuming that $\mu_{2 k}<+\infty$ and $F(x)$ has at least $k$ points of increase,

$$
\begin{equation*}
\sqrt{n}\left(t_{n}^{(k)}-\theta\right) \xrightarrow{d} N\left(0,1 / I_{X_{1}}^{(k)}\right), \quad \text { as } n \rightarrow \infty . \tag{1.36}
\end{equation*}
$$

Also in this case,

$$
\begin{equation*}
E_{\theta}\left(\sqrt{n}\left(t_{n}^{(k)}-\theta\right)\right)^{2}=\frac{1}{I_{X_{1}}^{(k)}}(1+o(1)) \tag{1.37}
\end{equation*}
$$

There is a useful modification of $t_{n}^{(k)}$. Namely, let $m_{j}=\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{j} / n$ denote the sample central moment of order $j\left(m_{0}=1, m_{1}=0\right)$. Set

$$
\begin{equation*}
\tau_{n}^{(k)}(\mathbf{X})=\bar{X}-\sum_{j=0}^{k} A_{j, n} m_{j} \tag{1.38}
\end{equation*}
$$

where $A_{j, n}$ are the optimal coefficients, i.e.,

$$
\operatorname{Var}_{0}\left(\bar{X}-\sum A_{j, n} m_{j}\right)=\min _{a_{0 n}, \ldots, a_{k n}} \operatorname{Var}\left(\bar{X}-\sum a_{j n} m_{j}\right)
$$

Certainly,

$$
\tau_{n}^{(k)}=\bar{X}-\hat{E}_{0}\left(\bar{X} \mid \operatorname{span}\left(1, m_{2}, \ldots, m_{k}\right)\right) .
$$

In small samples, $\operatorname{Var}\left(\tau_{n}^{(k)}\right) \geq \operatorname{Var}\left(t_{n}^{(k)}\right)$. However, $\tau_{n}^{(k)}$ has much simpler structure than $t_{n}^{(k)}$ and moreover, asymptotically it behaves like $t_{n}^{(k)}$ (see Kagan (1986)). Under the same condition as required for (1.36),

$$
\begin{equation*}
\sqrt{n}\left(\tau_{n}^{(k)}-\theta\right) \longrightarrow{ }_{d} N\left(0,1 / I_{X_{1}}^{(k)}\right), \quad n \rightarrow \infty . \tag{1.39}
\end{equation*}
$$

Besides, under no extra conditions

$$
\begin{equation*}
E_{\theta}\left(\sqrt{n}\left(\tau_{n}^{(k)}-\theta\right)\right)^{2}=\frac{1}{I_{X_{1}}^{(k)}}(1+\mathrm{o}(1)) \tag{1.40}
\end{equation*}
$$

### 1.11 Estimating functions and the Fisher information

Let $X$ be a random element with values in $(\mathfrak{X}, \mathscr{A})$ and a probability distribution $P_{\theta}, \theta \in \Theta \subset \mathbb{R}$. A function $\psi(x ; \theta)$ is called an estimating function for $\mathscr{P}=\left\{P_{\theta}, \theta \in \Theta\right\}$ (or briefly for $\theta$ if $\mathscr{P}$ is assumed) if
(i) $E_{\theta} \psi(X ; \theta) \equiv 0, \forall \theta \in \Theta$,
(ii) $E_{\theta}\left[\frac{\partial}{\partial \theta} \psi(X ; \theta)\right] \neq 0, \forall \theta \in \Theta$,
(iii) $\operatorname{Var}_{\theta} \psi(X ; \theta)=E_{\theta}[\psi(X ; \theta)]^{2}<\infty, \forall \theta \in \Theta$.

The concept is due to Godambe (1970) and is justified by the following analysis.
If $\left(X_{1}, \ldots, X_{n}\right)$ is a sample from $\mathscr{P}$, then under mild regularity type conditions, the estimating equation

$$
\sum_{i=1}^{n} \psi\left(X_{i} ; \theta\right)=0
$$

has a solution

$$
\check{\theta}_{n}=\check{\theta}\left(X_{1}, \ldots, X_{n}\right)
$$

such that

$$
\sqrt{n}(\check{\theta}-\theta) \longrightarrow{ }_{d} N\left(0, \sigma_{\psi}^{2}(\theta)\right), n \rightarrow \infty
$$

where $\sigma_{\psi}^{2}(\theta)=\operatorname{Var}_{\theta}[\psi(X ; \theta)] /\left[E_{\theta}\left(\frac{\partial}{\partial \theta} \psi(X ; \theta)\right)\right]^{2}$. Its reciprocal $I_{\psi}(\theta)=1 / \sigma_{\psi}^{2}(\theta)$ is called the information associated with $\psi$.

If $P_{\theta}$ are absolutely continuous with respect to a measure $\mu$ on $(\mathcal{X}, \mathscr{A})$ with density $p(x ; \theta)=d P_{\theta} / d \mu$ and the Fisher information $I_{X}$ is finite, then the Fisher score $J(X ; \theta)$ is an estimating function. By definition, the MLE is a solution of the corresponding estimating equation $\sum_{i=1}^{n} J\left(X_{i}, \theta\right)=0$. The information associated with the estimating function $J$ is the Fisher information on $\theta$ in $X: I_{J}(\theta)=I_{X}(\theta)$. From the asymptotic optimality of the MLE, it follows that $I_{J}(\theta) \geq I_{\psi}(\theta)$ for any estimating function $\psi$. In other words, $J(X ; \theta)$ maximizes the information in the theory of estimating functions.

Let now $X$ be a random variable with distribution function $F(x-\theta)$ depending on a location parameter. If $\psi(x ; \theta)=\psi(x-\theta)$ is an estimating function, the
corresponding estimating equation

$$
\begin{equation*}
\sum_{i=1}^{n} \psi\left(X_{i}-\theta\right)=0 \tag{1.41}
\end{equation*}
$$

generates an equivariant estimator $\hat{\theta}_{n}$. Hence (1.41) is called an equivariant estimating equation and $\psi$ in such a special form is an equivariant estimating function.

Following the asymptotic analysis on the general estimating function theory, we now have

$$
\sqrt{n}\left(\hat{\theta}_{n}-\theta\right) \longrightarrow{ }_{d} N\left(0, \sigma_{\psi}^{2}\right),
$$

where $\sigma_{\psi}^{2}=E_{0}\left[\psi^{2}(X)\right] /\left[E_{0}\left(\psi^{\prime}(X)\right)\right]^{2}$ does not depend on $\theta$. The information associated with $\psi$ is $I_{\psi}=1 / \sigma_{\psi}^{2}=\left[E_{0}\left(\psi^{\prime}(X)\right)\right]^{2} / E_{0}\left[\psi^{2}(X)\right]$.

Comparing $I_{\psi}$ with (1.23), we see that $I_{X}=\sup _{\psi} I_{\psi}$. If $\sup _{\psi} I_{\psi}=\infty$, then there exists an (equivariant) estimating function $\tilde{\psi}(x-\theta)$ with arbitrarily large value of

$$
I_{\tilde{\psi}}=\frac{E_{\theta}\left[\tilde{\psi}^{\prime}(X-\theta)\right]^{2}}{\operatorname{Var}_{\theta} \tilde{\psi}(X-\theta)}=\frac{E_{0}\left[\tilde{\psi}^{\prime}(X)\right]^{2}}{\operatorname{Var}_{0} \tilde{\psi}(X)}
$$

It means that there is an estimating equation $\sum \tilde{\psi}\left(X_{i}-\theta\right)=0$, the solution of which leads to an estimator $\tilde{\theta}\left(X_{1}, \ldots, X_{n}\right)$ with arbitrarily small asymptotic variance. In other words, for observations with infinite Fisher information there exists an estimator (obtained by a regular method of estimating equations) with asymptotic variance $\leq \epsilon^{2} / n$ for any $\epsilon>0$.

Assume that for some integer $k \geq 1, \mu_{2 k}=\int x^{2 k} d F<\infty$. One can consider the (equivariant) polynomial estimating functions $\psi_{k}(x-\theta) \in \mathbf{P}_{k}$. Here

$$
\psi_{k}(x)=a_{0}+a_{1} x+\ldots+a_{k} x^{k}
$$

is a polynomial of degree $k$. The corresponding polynomial estimating equation $\sum_{i=1}^{n} \psi_{k}\left(X_{i}-\theta\right)=0$ generates an equivariant estimator $\check{\theta}_{n}^{(k)}$ (in a neighborhood of the true $\theta$ ), which is not a polynomial, such that

$$
\sqrt{n}\left(\check{\theta}_{n}^{(k)}-\theta\right) \longrightarrow_{d} N\left(0, \frac{\operatorname{Var}_{0}\left[\psi_{k}(X)\right]}{E_{0}\left[\psi_{k}^{\prime}(X)\right]^{2}}\right)
$$

One can see that the optimal polynomial estimating function, i.e., that minimizes $\operatorname{Var}_{0}\left[\psi_{k}(X)\right] / E_{0}\left[\psi_{k}^{\prime}(X)\right]^{2}$ over all $k$-th order polynomials $\psi_{k}$ is the polynomial Fisher score $J^{(k)}(X)$ as defined in (1.35).

Theorem 1.11.1 Suppose $\mu_{2 k}<\infty$. Then

$$
\begin{equation*}
\sup _{\psi_{k} \in \mathbf{P}_{k}} \frac{\left(\int \psi_{k}^{\prime}(x) d F(x)\right)^{2}}{\int \psi_{k}^{2}(x) d F(x)}=\left\|J^{(k)}(X)\right\|^{2}=I_{X}^{(k)} \tag{1.42}
\end{equation*}
$$

Proof. Define a linear functional $A \psi_{k}=-\int \psi_{k}^{\prime}(x) d F(x)=-<\psi_{k}^{\prime}, 1>$ for arbitrary $\psi_{k}(x) \in \mathbf{P}_{k}$. Now compare it with definition (1.35). One can see $A \psi_{k}=<\psi_{k}, J^{(k)}>$, while $J^{(k)}$ is the only element in $\mathbf{P}_{k}$ that satisfies the equation. By Cauchy-Schwarz inequality,

$$
\begin{aligned}
\left|A \psi_{k}\right|^{2} \leq\left\|\psi_{k}\right\|^{2}\left\|J^{(k)}\right\|^{2} & =E\left[\psi_{k}^{2}(X)\right] I_{X}^{(k)} \\
& \Rightarrow \frac{\left|A \psi_{k}\right|^{2}}{E\left(\psi_{k}^{2}\right)} \leq I_{X}^{(k)}
\end{aligned}
$$

Take the supremum over all $\psi_{k}$ 's on both sides. Then (1.42) follows because the supremum of $I_{X}^{(k)}$ can be attained when $\psi_{k}=J^{(k)}$ :

$$
\frac{\left(\int\left(J^{(k)}(x)\right)^{\prime} d F(x)\right)^{2}}{\int\left(J^{(k)}(x)\right)^{2} d F(x)}=\frac{\left[\int\left(J^{(k)}(x)\right)^{2} d F(x)\right]^{2}}{\int\left(J^{(k)}(x)\right)^{2} d F(x)}=I_{X}^{(k)} .
$$

Notice that on the right hand side of (1.42), $I_{X}^{(k)}$ is the polynomial Fisher information in X. Its reciprocal $1 / I_{X}^{(k)}$ is the asymptotic variance of $\sqrt{n}\left(t_{n}^{(k)}-\theta\right)$ as
indicated by (1.37). It is worthwhile to emphasize that the same number serves as the asymptotic variance of the estimators $\sqrt{n}\left(\ddot{\theta}_{n}^{(k)}-\theta\right)$ as well, though $\breve{\theta}_{n}^{(k)}$ is not a polynomial estimator.

## Chapter 2

## Behavior of the Pitman estimators in small samples

In this chapter we will study some fine small sample properties of the Pitman estimators $t_{n}$ with respect to quadratic loss.

Consider the setup of direct measurements when independent identically distributed observations $X_{1}, \ldots, X_{n}$ are of the form

$$
X_{i}=\theta+\epsilon_{i}, i=1, \ldots, n .
$$

Here $\theta \in \mathbb{R}$ is a (location) parameter of interest and $\epsilon_{1}, \ldots, \epsilon_{n}$ are iid errors, $\epsilon_{i} \sim F$ so that $X_{i} \sim F(x-\theta)$.

Certainly, the setup of direct measurements is very special but many results obtained here can be extended to the setup of linear regression when independent (but not identically distributed) observations are of the form

$$
X_{i}=a_{i 1} \theta_{1}+\ldots+a_{i s} \theta_{s}+\epsilon_{i}, i=1, \ldots, n
$$

with $\boldsymbol{\theta} \in \mathbb{R}^{s}$ as a parameter and a design matrix $\left(a_{i r}\right)$ assumed known.
Let $R_{n}=\left(X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right)$ be the vector of residuals. As shown in (1.16), if $\operatorname{Var}\left(X_{i}\right)<\infty$ then $t_{n}=t_{n}\left(X_{1}, \ldots, X_{n}\right)$, the Pitman estimator of $\theta$ with respect to the quadratic loss, is

$$
t_{n}=\bar{X}-E_{0}\left(\bar{X} \mid R_{n}\right) .
$$

As mentioned in Section 1.9, under some additional regularity type conditions, from
(1.30) it follows

$$
\frac{1}{n \operatorname{Var}\left(t_{n}\right)} \longrightarrow I_{X_{1}}, n \rightarrow \infty
$$

The two quantities $I_{X_{1}}$ and $\operatorname{Var}\left(t_{n}\right)$ are closely connected, not only in large samples, but we shall see that in small samples, the properties of $\operatorname{Var}\left(t_{n}\right)$ are similar to those of the Fisher information.

### 2.1 Monotonicity of $n \operatorname{Var}\left(t_{n}\right)$

The first property to be proved is the monotone decrease of $n \operatorname{Var}\left(t_{n}\right)$ in $n$, which is much deeper than the decrease of $\operatorname{Var}\left(t_{n}\right)$. Notice in passing that, to the best of author's knowledge, there is no general proof of monotone decrease in $n$ of $\operatorname{Var}\left(\hat{\theta}_{n}\right)$ for the $\operatorname{MLE} \hat{\theta}_{n}$. Let us start with an example.

Example 6 If $F$ is Gaussian $N\left(0, \sigma^{2}\right), n \operatorname{Var}\left(t_{n}\right)=\sigma^{2}$ for all $n$ and this constancy is a characteristic property of the Gaussian distribution.

If $F$ is the distribution function of an exponential distribution with parameter $\lambda$,

$$
n \operatorname{Var}\left(t_{n}\right)=n \operatorname{Var}\left[X_{(1)}-\frac{1}{n \lambda}\right]=\frac{1}{n \lambda^{2}}
$$

If $F$ is the distribution function of a uniform distribution on $(0,1)$,

$$
n \operatorname{Var}\left(t_{n}\right)=n \operatorname{Var}\left[\frac{X_{(1)}+X_{(n)}}{2}-\frac{1}{2}\right]=\frac{n}{2(n+1)(n+2)}
$$

Our proof of the monotonicity of $n \operatorname{Var}\left(t_{n}\right)$, is based on a fundamental lemma whose idea goes back to Hoeffding (1948), Efron and Stein (1981) and in the stated form by Artstein, Ball, Barthe and Noar (2004).

Let $\mathfrak{S}$ be an arbitrary collection of subsets of the index set $\{1,2, \ldots, n\}$. Set

$$
\begin{equation*}
r(\mathfrak{S})=\max _{i \in\{1, \ldots, n\}} \sum_{\mathbf{s} \in \mathfrak{G}} \mathbf{I}_{\mathbf{s}}(i) \tag{2.1}
\end{equation*}
$$

where $\mathbf{I}_{\mathbf{s}}$ is the indicator of the index set $\mathbf{s}$. In other words, $r(\mathfrak{S})$ is the maximum number of times an index $i \in\{1, \ldots, n\}$ appears in the elements of $\mathfrak{S}$. For example, if $\mathfrak{S}$ is the collection of all unordered sets $\mathbf{s}$ of $m(1 \leq m \leq n)$ elements from $\{1, \ldots, n\}$, then for any fixed $i$ there are exactly $\binom{n-1}{m-1}$ elements in $\mathfrak{S}$ containing this index $i$, hence $r(\mathfrak{S})=\binom{n-1}{m-1}$.

Lemma 2.1.1 (Artstein et al. (2004)) Let $X_{1}, \ldots, X_{n}$ be independent random variables and $\mathfrak{S}$ a given collection of subsets of $\{1, \ldots, n\}$. Suppose that with every $\mathbf{s} \in \mathfrak{S}$, a measurable function $\psi_{\mathbf{s}}=\psi_{\mathbf{s}}\left(X_{i} ; i \in \mathbf{s}\right)$ with $E\left(\psi_{\mathbf{s}}^{2}\right)<\infty$ is associated. Then for any probability distribution $\left\{w_{\mathbf{s}} \mid \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}=1\right\}$ on the set $\mathfrak{S}$, we have

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \psi_{\mathbf{s}}\right) \leq r(\mathfrak{S}) \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\psi_{\mathbf{s}}\right) \tag{2.2}
\end{equation*}
$$

If the maximum in the right hand side of (2.1) is attained at only one index $i$, the equality sign in (2.2) holds only if for all $\mathbf{s} \in \mathfrak{S}, \psi_{\mathbf{s}}$ is additively decomposable, that $i s, \psi_{\mathbf{s}}=\sum_{i \in \mathbf{s}} \phi_{\mathbf{s} i}\left(X_{i}\right)$ for some measurable functions $\phi_{\mathbf{s} i}$.

The following proof of Lemma 2.1.1 is due to Madiman and Barron (2006), where it is called Variance Drop Lemma. First of all we need another lemma.

Lemma 2.1.2 Let $\xi$ be a random variable and let $\eta_{1}, \eta_{2}$ be random elements with $E|\xi|<\infty$. Suppose that $\left(\xi, \eta_{1}\right)$ and $\eta_{2}$ are independent. Then

$$
\begin{equation*}
E\left(\xi \mid \eta_{1}, \eta_{2}\right)=E\left(\xi \mid \eta_{1}\right) \quad \text { a.s. } \tag{2.3}
\end{equation*}
$$

Proof. See Shao (2003), page 41.
Proof of Lemma 2.1.1: The proof is divided into three parts.
(i) We need an orthogonal decomposition of the $\psi_{\mathbf{s}}$. For this purpose, fix $\mathbf{s}$ for a moment, and set $E_{\mathbf{s} \backslash \mathbf{t}}(\cdot)=E\left(\cdot \mid X_{i} ; i \in \mathbf{s} \backslash \mathbf{t}\right)$ for any $\mathbf{t}$, a subset of $\mathbf{s}$. Notice that for independent $X_{1}, \ldots, X_{n}$, these conditional expectation operators are commutative. For any $\mathbf{t}_{1} \subset \mathbf{s}, \mathbf{t}_{2} \subset \mathbf{s}$ and any function $\varphi$ with $E|\varphi|<\infty$,

$$
\begin{aligned}
E_{\mathbf{s} \backslash \mathbf{t}_{1}}\left\{E_{\mathbf{s} \backslash \mathbf{t}_{2}}\left[\varphi\left(X_{1}, \ldots, X_{n}\right)\right]\right\} & =E_{\mathbf{s} \backslash \mathbf{t}_{2}}\left\{E_{\mathbf{s} \backslash \mathbf{t}_{1}}\left[\varphi\left(X_{1}, \ldots, X_{n}\right)\right]\right\} \\
& =E_{\mathbf{s} \backslash\left(\mathbf{t}_{1} \cup \mathbf{t}_{2}\right)}\left[\varphi\left(X_{1}, \ldots, X_{n}\right)\right] .
\end{aligned}
$$

Note that the conditional expectation operators can be viewed as projections onto some properly defined Hilbert spaces. It is known that projections are commutative if and only if their composites are also projections, as the above equation implies. To verify the equation, the following two properties of the conditional expectation are used. First, for any function $\varphi$ and index sets $\mathbf{s}, \mathbf{s}^{\prime}$ with $\mathbf{s} \subset \mathbf{s}^{\prime}$

$$
E\left[E\left(\varphi \mid X_{i} ; i \in \mathbf{s}^{\prime}\right) \mid X_{i} ; i \in \mathbf{s}\right]=E\left(\varphi \mid X_{i} ; i \in \mathbf{s}\right)
$$

Second, if $\varphi=\varphi\left(X_{i} ; i \in \mathbf{s}\right)$ for some index set $\mathbf{s}$ then

$$
E\left(\varphi \mid X_{j}, X_{i} ; i \in \mathbf{s}\right)=E\left(\varphi \mid X_{i} ; i \in \mathbf{s}\right)
$$

for any $j \notin \mathbf{s}$ by Lemma 2.1.2.
Combining the conditional expectation operators in the proper order, one can rewrite $\psi_{\mathbf{s}}$ as

$$
\begin{aligned}
\psi_{\mathbf{s}} & =\prod_{j \in \mathbf{s}}\left[E_{\mathbf{s} \backslash\{j\}}+\left(I-E_{\mathbf{s} \backslash\{j\}}\right)\right] \psi_{\mathbf{s}} \\
& =\sum_{\mathbf{t} \subset \mathbf{s}}\left[\prod_{j \notin \mathbf{t}} E_{\mathbf{s} \backslash\{j\}} \prod_{j \in \mathbf{t}}\left(I-E_{\mathbf{s} \backslash\{j\}}\right)\right] \psi_{\mathbf{s}} \\
& =\sum_{\mathbf{t} \subset \mathbf{s}}\left[E_{\mathbf{s} \backslash \mathbf{t}} \prod_{j \in \mathbf{t}}\left(I-E_{\mathbf{s} \backslash\{j\}}\right)\right] \psi_{\mathbf{s}},
\end{aligned}
$$

where $I$ is the identity operator. On setting

$$
\phi_{\mathbf{s t}}=\left[E_{\mathbf{s} \backslash \mathbf{t}} \prod_{j \in \mathbf{t}}\left(I-E_{\mathbf{s} \backslash\{j\}}\right)\right] \psi_{\mathbf{s}}
$$

one obtains a decomposition of the function $\psi_{\mathbf{s}}$ :

$$
\begin{equation*}
\psi_{\mathbf{s}}=\sum_{\mathbf{t} \subset \mathbf{s}} \phi_{\mathbf{s t}} \tag{2.4}
\end{equation*}
$$

where $\phi_{\mathbf{s t}}$ corresponding to different $\mathbf{t}$ are orthogonal (uncorrelated). Indeed, for any two distinct index sets $\mathbf{t}_{1}, \mathbf{t}_{2} \subset \mathbf{s}$, there is at least one index $j$ distinguishing them from each other, that is, $j$ is in exactly one of $\mathbf{t}_{1}, \mathbf{t}_{2}$. Without loss in generality, let $j \in \mathbf{t}_{1}, j \notin \mathbf{t}_{2}$. Then

$$
\operatorname{Cov}\left(\phi_{\mathbf{s t}_{1}}, \phi_{\mathbf{s t}_{2}}\right)=\operatorname{Cov}\left[E_{\mathbf{s} \backslash\{j\}} \phi_{\mathbf{s t}_{1}},\left(I-E_{\mathbf{s} \backslash\{j\}}\right) \phi_{\mathbf{s t}_{2}}\right]=0 .
$$

Thus, (2.4) is an orthogonal decomposition. Even further, for index sets $\mathbf{s}_{1} \neq \mathbf{s}_{2}$, one may have orthogonal decompositions for $\psi_{\mathbf{s}_{1}}$ and $\psi_{\mathbf{s}_{2}}$, respectively:

$$
\psi_{\mathbf{s}_{1}}=\sum_{\mathbf{t}_{1} \subset \mathbf{s}_{1}} \phi_{\mathbf{s}_{1} \mathbf{t}_{1}}, \psi_{\mathbf{s}_{2}}=\sum_{\mathbf{t}_{2} \subset \mathbf{s}_{2}} \phi_{\mathbf{s}_{2} \mathbf{t}_{2}} .
$$

Then following the same argument,

$$
\begin{equation*}
\operatorname{Cov}\left(\phi_{\mathbf{s}_{1} \mathbf{t}_{1}}, \phi_{\mathbf{s}_{2} \mathbf{t}_{2}}\right)=0 \tag{2.5}
\end{equation*}
$$

for any $\mathbf{t}_{1}, \mathbf{t}_{2}$ with $\mathbf{t}_{1} \neq \mathbf{t}_{2}$.
(ii) Turn now to the proof of (2.2). The left hand side is

$$
\begin{align*}
\operatorname{Var}\left(\sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \psi_{\mathbf{s}}\right) & =\operatorname{Var}\left[\sum_{\mathbf{s} \in \mathfrak{S}}\left(w_{\mathbf{s}} \sum_{\mathbf{t} \subset \mathbf{s}} \phi_{\mathbf{s t}}\right)\right] \\
& =\operatorname{Var}\left[\sum_{\mathbf{t}} \sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \phi_{\mathbf{s t}}\right] \\
& =\sum_{\mathbf{t}} \operatorname{Var}\left[\sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \phi_{\mathbf{s t}}\right] \tag{2.6}
\end{align*}
$$

The last line is due to the mutual orthogonality of $\phi_{\mathbf{s t}}$ with fixed $\mathbf{s}$ and different $\mathbf{t}$ indices, as shown in (2.5). Notice that for any fixed $\mathbf{t}$, there are at most $r(\mathfrak{S})$ different $\mathbf{s}$ from $\mathfrak{S}$ containing $\mathbf{t}$. Therefore there are at most $r(\mathfrak{S})$ terms in the inner sum of (2.6).

The inequality $(E X)^{2} \leq E\left(X^{2}\right)$ implies

$$
\begin{align*}
& \left(\frac{1}{k} \sum_{i=1}^{k} Y_{i}\right)^{2} \leq \frac{1}{k} \sum_{i=1}^{k} Y_{i}^{2} \\
& \Rightarrow\left(\sum_{i=1}^{k} Y_{i}\right)^{2} \leq k \sum_{i=1}^{k} Y_{i}^{2} \tag{2.7}
\end{align*}
$$

On setting $k=r(\mathfrak{S})$ and $Y_{\mathbf{s}}=w_{\mathbf{s}}\left(\phi_{\mathbf{s t}}-E \phi_{\mathbf{s t}}\right),(2.7)$ becomes:

$$
\begin{align*}
& {\left[\sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}\left(\phi_{\mathbf{s t}}-E \phi_{\mathbf{s t}}\right)\right]^{2} \leq r(\mathfrak{S}) \sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2}\left(\phi_{\mathbf{s t}}-E \phi_{\mathbf{s t}}\right)^{2}}  \tag{2.8}\\
& \quad \Rightarrow \operatorname{Var}\left[\sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{G}} w_{\mathbf{s}} \phi_{\mathbf{s t}}\right] \leq r(\mathfrak{S}) \sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\phi_{\mathbf{s t}}\right) .
\end{align*}
$$

Taking the summation over all $\mathbf{t}$, one gets an upper bound for (2.6), thus completing the proof of (2.2):

$$
\begin{align*}
\operatorname{Var}\left[\sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \psi_{\mathbf{s}}\right] & \leq \sum_{\mathbf{t}} r(\mathfrak{S}) \sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\phi_{\mathbf{s t}}\right)  \tag{2.9}\\
& =r(\mathfrak{S}) \sum_{\mathbf{t}} \sum_{\mathbf{s} \supset \mathbf{t}, \mathbf{s} \in \mathfrak{G}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\phi_{\mathbf{s t}}\right) \\
& =r(\mathfrak{S}) \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \sum_{\mathbf{t} \subset \mathbf{s}} \operatorname{Var}\left(\phi_{\mathbf{s t}}\right) \\
& =r(\mathfrak{S}) \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\psi_{\mathbf{s}}\right) \tag{2.10}
\end{align*}
$$

(iii) Now we shall prove that additive decomposability of the functions $\psi_{\mathbf{s}}$ is necessary for the equality sign in (2.2) to hold. Suppose that for an $\mathbf{s}^{\prime}$, the corresponding choice of function $\psi_{\mathbf{s}^{\prime}}$ is not additively decomposable. Then on the right hand side of (2.4), there must exist some $\mathbf{t}^{\prime}$ consisting of at least two indices. Fixing this choice of $\mathbf{t}^{\prime}$, the inner sum of (2.6) runs over all $\mathbf{s}$ containing $\mathbf{t}^{\prime}$. Due to the assumption that $r(\mathfrak{S})$ is attained at only one index, that is, no two distinct indices can be found simultaneously in $r(\mathfrak{S})$ elements of $\mathfrak{S}$. This implies that the number of terms in the sum is equal to some number $m, m<r(\mathfrak{S})$. Through (2.7), one sees

$$
\operatorname{Var}\left(\sum_{\mathbf{s} \supset \mathbf{t}^{\prime}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \phi_{\mathbf{s t}^{\prime}}\right) \leq m \sum_{\mathbf{s} \supset \mathbf{t}^{\prime}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\phi_{\mathbf{s t}^{\prime}}\right)<r(\mathfrak{S}) \sum_{\mathbf{s} \supset \mathbf{t}^{\prime}, \mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\phi_{\mathbf{s t}^{\prime}}\right)
$$

Since the inequality is strict, the equality sign in (2.9) can not hold. This proves the last claim of the Lemma.

It is worthwhile to make a few remarks:
Remark 1. In Lemma 2.1.1, $X_{1}, \ldots, X_{n}$ are assumed independent, not necessarily identically distributed.

Remark 2. The inequality (2.2) is stronger than what the Cauchy-Schwarz in-
equality directly implies in this setting. For $\mathfrak{S}=\{\mathbf{s}|\mathbf{s} \subset\{1, \ldots, n\},|\mathbf{s}|=m\}$, the collection of all index sets of size $m, 0<m<n$, one has

$$
r(\mathfrak{S})=\binom{n-1}{m-1}<|\mathfrak{S}|=\binom{n}{m} .
$$

Compare (2.2) with the Cauchy-Schwarz inequality. The former provides a tighter bound on $\operatorname{Var}\left(\sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \psi_{\mathbf{s}}\right)$ :

$$
\operatorname{Var}\left(\sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}} \psi_{\mathbf{s}}\right) \leq r(\mathfrak{S}) \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\psi_{\mathbf{s}}\right)<|\mathfrak{S}| \sum_{\mathbf{s} \in \mathfrak{S}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(\psi_{\mathbf{s}}\right)
$$

Remark 3. The inequality (2.2) is actually a property of projection operators in Hilbert spaces. Suppose $\left\{e_{1}, \ldots, e_{n}\right\}, n \geq 1$, is an orthonormal basis set, the span of which is a Hilbert space with some properly defined inner product. If $\left\{v_{1}, \ldots, v_{k}\right\}$ is a set of arbitrary vectors chosen from the space $\operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$, then there is an obvious inequality

$$
\left\|\sum_{i=1}^{k} v_{i}\right\|^{2} \leq k \sum_{i=1}^{k}\left\|v_{i}\right\|^{2}
$$

Following the idea of Lemma 2.1.1, the above inequality can be sharpened if $v_{i}$ 's do not depend on the whole set of bases. As in the Lemma, given a family of index sets $\mathfrak{S}=\{\mathbf{s} \mid \mathbf{s} \subset\{1, \ldots, n\}\}$, and the vectors $v_{\mathbf{s}} \in \operatorname{span}\left\{e_{i} \mid i \in \mathbf{s}\right\}$, then the inequality becomes

$$
\left\|\sum_{\mathbf{s} \in \mathfrak{S}} v_{\mathbf{s}}\right\|^{2} \leq r(\mathfrak{S}) \sum_{\mathbf{s} \in \mathfrak{S}}\left\|v_{\mathbf{s}}\right\|^{2}
$$

We turn now to the main result of this section.

Theorem 2.1.1 Let $t_{n}, n=1,2, \ldots$, be the Pitman estimators of $\theta$ from a sample of size $n$ from a population $F(x-\theta)$. If for some $m, \operatorname{Var}\left(t_{m}\right)<\infty$, then for all
$n \geq m$,

$$
\begin{equation*}
n \operatorname{Var}\left(t_{n}\right) \geq(n+1) \operatorname{Var}\left(t_{n+1}\right) \tag{2.11}
\end{equation*}
$$

For $n \geq 2$, the equality sign holds if and only if $F$ is Gaussian.

Proof. Let $\left(X_{1}, \ldots, X_{n}\right)$ be a sample from a population $F(x-\theta)$ and assume that $\operatorname{Var}\left(t_{m}\right)<\infty$ for some $m$. Denote by $t_{n \backslash j}, j=1, \ldots, n$ the Pitman estimator of $\theta$ from $\left(X_{1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{n}\right)$ (so that, for example $t_{n \backslash 1}$ is the Pitman estimator from $\left.\left(X_{2}, \ldots, X_{n}\right)\right)$. Plainly, all $t_{n \backslash j}$ are equidistributed with $t_{n-1}$ and, in particular, $\operatorname{Var}\left(t_{n \backslash j}\right)=\operatorname{Var}\left(t_{n-1}\right)$.

Following Hoeffding's idea to define an equivariant U-statistic, the estimator $\sum_{j=1}^{n} t_{n \backslash j} / n$ is equivariant and thus

$$
\begin{equation*}
\operatorname{Var}\left(t_{n}\right) \leq \frac{1}{n^{2}} \operatorname{Var}\left(\sum_{j=1}^{n} t_{n \backslash j}\right) \tag{2.12}
\end{equation*}
$$

Let now $\mathfrak{S}$ be the collection of all the index sets of size $n-1$. Then $r(\mathfrak{S})=n-1$ and by virtue of Lemma 2.1.1,

$$
\operatorname{Var}\left(\sum_{j=1}^{n} t_{n \backslash j}\right) \leq(n-1) \sum_{j=1}^{n} \operatorname{Var}\left(t_{n \backslash j}\right)=n(n-1) \operatorname{Var}\left(t_{n-1}\right) .
$$

Combining this with (2.12) proves (2.11).
When $F$ is Gaussian,

$$
n \operatorname{Var}\left(t_{n}\right)=(n+1) \operatorname{Var}\left(t_{n+1}\right)=\operatorname{Var}\left(X_{1}\right)
$$

Conversely, suppose that for some $n \geq m, n \operatorname{Var}\left(t_{n}\right)=(n+1) \operatorname{Var}\left(t_{n+1}\right)$. By part (iii) of the proof of Lemma 2.1.1, the $t_{n \backslash j}$ are additively decomposable for all $j=1, \ldots, n$ :

$$
t_{n \backslash j}=\phi_{1}\left(X_{1}\right)+\ldots+\phi_{j-1}\left(X_{j-1}\right)+\phi_{j+1}\left(X_{j+1}\right)+\ldots+\phi_{n}\left(X_{n}\right)
$$

As a Pitman estimator, $t_{n \backslash j}$ is symmetric in the $X_{i}$ 's, and since it is equivariant, the $\phi_{i}$ are linear: $\phi_{j}\left(X_{j}\right)=t_{1}\left(X_{j}\right) /(n-1)=X_{j} /(n-1)$. In (2.12) we also need

$$
t_{n}=\frac{1}{n} \sum_{j=1}^{n} t_{n \backslash j}=\bar{X}, \text { with probability } 1
$$

for the assumption to hold because the Pitman estimator $t_{n}$ is unique. The Kagan-Linnik-Rao Theorem asserts that for sample size $n \geq 3, t_{n}=\bar{X}$ only when $F$ is Gaussian, and for $n=2$, it holds true trivially for any symmetric $F$.

If $F$ is a distribution with finite variance, the condition of Theorem 2.1.1 is fulfilled for $m=1$ (and thus for any $m$ ). But $\operatorname{Var}\left(t_{n}\right)<\infty$ holds for many populations with infinite second moment, for example, Cauchy. Note that in Theorem 2.1.1 even absolute continuity of $F$ is not required, not to mention the finiteness of the Fisher information.

One can classify $F$ as regular if

$$
\lim _{n \rightarrow \infty} n \operatorname{Var}\left(t_{n}\right)>0
$$

and nonregular if the limit (which always exists) is zero. Under very mild conditions on $F$, if the Fisher information $I_{X_{1}}$ is finite,

$$
n \operatorname{Var}\left(t_{n}\right) \searrow \frac{1}{I_{X_{1}}}, \text { as } n \rightarrow \infty
$$

Port and Stone (1974) proved that in case of $I_{X_{1}}=\infty$, the same relation still holds. According to the above result, the convergence here is monotone.

The generalization of (2.11) to the multivariate case is straightforward. Let $\left(\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots\right)$ be an infinite iid sequence of $s$-vectors from a population with unknown location parameters $F\left(x_{1}-\theta_{1}, \ldots, x_{s}-\theta_{s}\right)$ with finite covariance matrix $\operatorname{Var}\left(\mathbf{X}_{1}\right)$.

Given an arbitrary constant $s$-vector $\mathbf{v}=\left(v_{1}, \ldots, v_{s}\right)^{T}$, the Pitman estimator of the linear function $v_{1} \theta_{1}+\ldots+v_{s} \theta_{s}$ is defined as in (1.21):

$$
\hat{t}_{n}=\mathbf{v}^{T} \mathbf{t}_{n},
$$

where $\mathbf{t}_{n}$ is the $s$-variate Pitman estimator of $\left(\theta_{1}, \ldots, \theta_{s}\right)^{T}$. By virtue of Theorem 2.1.1,

$$
n \operatorname{Var}\left(\hat{t}_{n}\right)=n \operatorname{Var}\left(\mathbf{v}^{T} \mathbf{t}_{n}\right)=n \mathbf{v}^{T} \operatorname{Var}\left(\mathbf{t}_{n}\right) \mathbf{v}
$$

decreases with $n$. Since $\mathbf{v}$ is arbitrary, the conclusion of Theorem 2.1.1 for $\hat{t}_{n}$ implies

$$
\begin{equation*}
n \operatorname{Var}\left(\mathbf{t}_{n}\right) \geq(n+1) \operatorname{Var}\left(\mathbf{t}_{n+1}\right) \tag{2.13}
\end{equation*}
$$

where the inequality is understood in the sense of positive definiteness.
Return to the discussion on the univariate $\theta$ setup. Under the condition $\int x^{2 k} d F(x)<\infty$ for some integer $k \geq 1$, the above arguments are extended word for word to the polynomial Pitman estimators $t_{n}^{(k)}$. The polynomial Pitman estimator $t_{n \backslash j}^{(k)}$ of degree $k$ from $\left(X_{1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{n}\right)$ is equidistributed with $t_{n-1}^{(k)}$ and thus

$$
\operatorname{Var}\left(t_{n \backslash j}^{(k)}\right)=\operatorname{Var}\left(t_{n-1}^{(k)}\right)
$$

The above inequalities hold with $t_{n}, t_{n-1}, t_{n \backslash j}$ replaced with $t_{n}^{(k)}, t_{n-1}^{(k)}, t_{n \backslash j}^{(k)}$. Hence, $n \operatorname{Var}\left(t_{n}^{(k)}\right)$ decreases with $n$. The family of estimators under consideration grows with $k$. For fixed $n, \operatorname{Var}\left(t_{n}^{(k)}\right)$ decrease with $k$. Therefore, for any increasing infinite sequence $\left\{k_{1}, k_{2}, \ldots\right\}$, we have $n \operatorname{Var}\left(t_{n}^{\left(k_{n}\right)}\right)$ monotonically decrease with $n$.

The above proof of monotonicity is due to the fact that the classes in which $t_{n}$ and $t_{n}^{(k)}$ are optimal are rather large. To illustrate this, consider a simplified version
of the polynomial Pitman estimator (1.38):

$$
\tau_{n}^{(k)}=\bar{X}-\hat{E}_{0}\left(\bar{X} \mid 1, m_{2}, \ldots, m_{k}\right),
$$

where $m_{j}=(1 / n) \sum_{1}^{n}\left(X_{i}-\bar{X}\right)^{j}$. Of the two estimators $\tau_{n}^{(k)}$ and $\sum_{j=1}^{n} \tau_{n \backslash j}^{(k)} / n$, the latter is a polynomial equivariant estimator but not of the form $\bar{X}-\sum_{j=0}^{k} a_{j, n} m_{j}$. The inequality (2.12) is not guaranteed in this case. It seems not very likely that $n \operatorname{Var}\left(\tau_{n}^{(k)}\right)$ monotonically decreases in $n$.

The proof of the last claim of Theorem 2.1.1 used the fact that $t_{n}(n \geq 3)$ is additively decomposable if and only if the underlying distribution is Gaussian. Combined with Theorem 2.1.1, this characterization property of the Gaussian distribution can be refined.

Corollary 2.1.1 Let both $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ and $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{m}\right), n, m \geq 2$, be independent samples from the same population distribution $F(x-\theta)$. Then the Pitman estimator from the pooled sample $(\mathbf{X}, \mathbf{Y})$ is a linear combination of the Pitman estimators from $\mathbf{X}$ and $\mathbf{Y}$, i.e.,

$$
t_{\mathbf{X}, \mathbf{Y}}=w_{1} t_{\mathbf{X}}+w_{2} t_{\mathbf{Y}}, \quad w_{1}+w_{2}=1
$$

if and only if $F$ is Gaussian.

Proof. For sufficiency, simply notice that when $F$ is Gaussian

$$
t_{\mathbf{X}}=\bar{X}, \quad t_{\mathbf{Y}}=\bar{Y}
$$

and

$$
t_{\mathbf{X}, \mathbf{Y}}=\frac{n}{n+m} \bar{X}+\frac{m}{n+m} \bar{Y}
$$

To prove the necessity, we start with the following fact

$$
\begin{equation*}
\operatorname{Var}\left(t_{\mathbf{X}}\right) \geq \frac{n+m}{n} \operatorname{Var}\left(t_{\mathbf{X}, \mathbf{Y}}\right), \quad \operatorname{Var}\left(t_{\mathbf{Y}}\right) \geq \frac{n+m}{m} \operatorname{Var}\left(t_{\mathbf{X}, \mathbf{Y}}\right) \tag{2.14}
\end{equation*}
$$

by Theorem 2.1.1. Combined together they imply

$$
w_{1}^{2} \operatorname{Var}\left(t_{\mathbf{X}}\right)+w_{2}^{2} \operatorname{Var}\left(t_{\mathbf{Y}}\right) \geq\left[w_{1}^{2} \frac{n+m}{n}+\left(1-w_{1}\right)^{2} \frac{n+m}{m}\right] \operatorname{Var}\left(t_{\mathbf{X}, \mathbf{Y}}\right)
$$

The right hand side of the inequality is maximized with respect to $w_{1}$ when

$$
w_{1}=n /(m+n)
$$

such that

$$
w_{1}^{2} \operatorname{Var}\left(t_{\mathbf{X}}\right)+w_{2}^{2} \operatorname{Var}\left(t_{\mathbf{Y}}\right) \geq \operatorname{Var}\left(t_{\mathbf{X}, \mathbf{Y}}\right)
$$

The equality sign holds only if both inequalities in (2.14) become equalities. By Theorem 2.1.1 $F$ is Gaussian.

The coefficients $\left(w_{1}, w_{2}\right)$ are not specified in the statement of the corollary. Nevertheless, the choice that minimizes $\operatorname{Var}\left(w_{1} t_{\mathbf{X}}+w_{2} t_{\mathbf{Y}}\right)$ is uniquely determined by the variances of $t_{\mathbf{X}}$ and $t_{\mathbf{Y}}$ :

$$
w_{1}=\frac{1 / \operatorname{Var}\left(t_{\mathbf{X}}\right)}{1 / \operatorname{Var}\left(t_{\mathbf{X}}\right)+1 / \operatorname{Var}\left(t_{\mathbf{Y}}\right)}
$$

When $F$ is Gaussian, the above equality gives $w_{1}=n /(n+m)$.

### 2.2 Superadditivity of $1 / \operatorname{Var}\left(t_{n}\right)$

In this section an inequality for $1 / \operatorname{Var}\left(t_{n}\right)$ is proved, a special case of which is a small sample version of additivity of the Fisher information. Additivity of the

Fisher information (see (1.2)) means that for independent random vectors $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ with distributions $F_{1}(\mathbf{x}-\theta \cdot \mathbf{1})$ and $F_{2}(\mathbf{x}-\theta \cdot \mathbf{1})$,

$$
I_{\mathbf{X}_{1}, \mathbf{X}_{2}}=I_{\mathbf{X}_{1}}+I_{\mathbf{X}_{2}} .
$$

Consider a more general setup: let $\mathbf{X}_{k}=\left(X_{k 1}, \ldots, X_{k n_{k}}\right), k=1, \ldots, N$, be independent samples from populations $F_{k}(x-\theta)$ with a common (but unknown) location parameter $\theta$. For an arbitrary index set $\mathbf{s} \subset\{1, \ldots, N\}$, denote by $t_{\mathbf{s}}$ the Pitman estimator of $\theta$ constructed from the pooled sample $\left\{\mathbf{X}_{i}, i \in \mathbf{s}\right\}$, and by $t_{[N]}$ the Pitman estimator from the complete data set $\left(X_{11}, \ldots, X_{N n_{N}}\right)$. The monotonicity of $\operatorname{Var}\left(t_{\mathbf{s}}\right)$ in its index $\mathbf{s}$ is obvious:

$$
\operatorname{Var}\left(t_{\mathbf{s}_{1}}\right) \leq \operatorname{Var}\left(t_{\mathbf{s}_{2}}\right), \quad \mathbf{s}_{1} \subset \mathbf{s}_{2},
$$

so that trivially the best equivariant estimator of $\theta$ from the data is $t_{[N]}$. The following result is much stronger.

Theorem 2.2.1 Suppose $\mathfrak{S}$ is an arbitrary collection of index sets. Then

$$
\begin{equation*}
\frac{1}{\operatorname{Var}\left(t_{[N]}\right)} \geq \frac{1}{r(\mathfrak{S})} \sum_{\mathbf{s} \in \mathfrak{S}} \frac{1}{\operatorname{Var}\left(t_{\mathbf{s}}\right)} \tag{2.15}
\end{equation*}
$$

Note that no regularity condition is required.
Proof. Set $\psi_{\mathbf{s}}=t_{\mathbf{s}}$ in Lemma 2.1.1. For any choice of weights $\sum_{\mathbf{s}} w_{\mathbf{s}}=1$, one has

$$
\begin{equation*}
r(\mathfrak{S}) \sum_{\mathbf{s}} w_{\mathbf{s}}^{2} \operatorname{Var}\left(t_{\mathbf{s}}\right) \geq \operatorname{Var}\left(\sum_{\mathbf{s}} w_{\mathbf{s}} t_{\mathbf{s}}\right) \tag{2.16}
\end{equation*}
$$

To minimize the expression on the left, one needs to choose the weights

$$
w_{\mathrm{s}}=\frac{\pi_{\mathbf{s}}}{\sum_{\mathbf{c} \in \mathfrak{S}} \pi_{\mathbf{c}}}
$$

where $\pi_{\mathbf{s}}=1 / \operatorname{Var}\left(t_{\mathbf{s}}\right)$. Hence the inequality becomes

$$
r(\mathfrak{S}) \frac{1}{\sum_{\mathrm{s}} 1 / \operatorname{Var}\left(t_{\mathbf{s}}\right)} \geq \operatorname{Var}\left(\sum_{\mathrm{s}} w_{\mathrm{s}} t_{\mathrm{s}}\right)
$$

Finally, note that $\sum_{\mathrm{s}} w_{\mathrm{s}} t_{\mathbf{s}}$ is an equivariant estimator of $\theta$ from the complete data set $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{N}\right)$, and thus its variance is not less than $\operatorname{Var}\left(t_{[N]}\right)$ :

$$
\operatorname{Var}\left(\sum_{\mathbf{s}} w_{\mathbf{s}} t_{\mathbf{s}}\right) \geq \operatorname{Var}\left(t_{[N]}\right)
$$

Combining the last two inequalities gives (2.15).
For disjoint index sets, for example $\mathbf{s}_{1}=\{1\}, \ldots, \mathbf{s}_{N}=\{N\}$, (2.15) reduces to

$$
\frac{1}{\operatorname{Var}\left(t_{[N]}\right)} \geq \frac{1}{\operatorname{Var}\left(t_{\mathbf{X}_{1}}\right)}+\ldots+\frac{1}{\operatorname{Var}\left(t_{\mathbf{X}_{N}}\right)}
$$

It is a small sample counterpart of the additivity of the Fisher information (1.2).
When all the samples come from the same population $F_{k}(x-\theta)=F(x-\theta)$, $k=1, \ldots, N,(2.15)$ means superadditivity of $1 / \operatorname{Var}\left(t_{n}\right)$ with respect to the sample size.

Corollary 2.2.1 Let $t_{n}$ be the Pitman estimator from a sample of size $n$ from population $F(x-\theta)$. If $\operatorname{Var}\left(t_{1}\right)<\infty$, in particular, if $\int x^{2} d F(x)<\infty$, then for any $n_{1}$ and $n_{2}$ with $n_{1}, n_{2} \geq 2$

$$
\begin{equation*}
\frac{1}{\operatorname{Var}\left(t_{n_{1}+n_{2}}\right)} \geq \frac{1}{\operatorname{Var}\left(t_{n_{1}}\right)}+\frac{1}{\operatorname{Var}\left(t_{n_{2}}\right)} \tag{2.17}
\end{equation*}
$$

The equality sign holds if and only if $F$ is Gaussian.

Proof. Inequality (2.17) is a special case of (2.15), when $N=2$ and the two samples $\mathbf{X}_{1}=\left(X_{1}, \ldots, X_{n_{1}}\right), \mathbf{X}_{2}=\left(X_{n_{1}+1}, \ldots, X_{n_{1}+n_{2}}\right)$ are independently drawn from the same population.

For the equality sign in (2.17) to hold, the equality sign must hold in (2.16):

$$
\operatorname{Var}\left[w_{1} t_{\mathbf{x}_{1}}+w_{2} t_{\mathbf{x}_{2}}\right]=\operatorname{Var}\left(t_{\mathbf{x}_{1}+\mathbf{x}_{2}}\right)
$$

where $w_{1}=\operatorname{Var}\left(t_{n_{2}}\right) /\left(\operatorname{Var}\left(t_{n_{1}}\right)+\operatorname{Var}\left(t_{n_{2}}\right)\right), w_{2}=1-w_{1}$. By virtue of the uniqueness of the Pitman estimator,

$$
w_{1} t_{\mathbf{X}_{1}}+w_{2} t_{\mathbf{X}_{2}}=t_{\mathbf{X}_{1}+\mathbf{X}_{2}}
$$

with probability 1. According to Corollary 2.1.1, this equation holds only if $F$ is Gaussian.

Conversely, for samples from a Gaussian population with variance $\sigma^{2}$ and $\operatorname{Var}\left(t_{n}\right)=\sigma^{2} / n$ so that

$$
\frac{1}{\operatorname{Var}\left(t_{n_{1}+n_{2}}\right)}=\frac{n_{1}}{\sigma^{2}}+\frac{n_{2}}{\sigma^{2}}=\frac{1}{\operatorname{Var}\left(t_{n_{1}}\right)}+\frac{1}{\operatorname{Var}\left(t_{n_{2}}\right)} .
$$

The same arguments work for the polynomial Pitman estimators. Indeed, from the definition of $t_{n}^{(k)}$ one can see that it is the best in the class of estimators

$$
\bar{X}+q\left(X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right)
$$

where $q\left(u_{1}, \ldots, u_{n}\right)$ is a polynomial of degree $k$.
Both $t_{m}^{(k)}$ and $t_{n}^{(k)}$ are equivariant polynomials and thus for $w_{1}, w_{2}$ satisfying $w_{1}+w_{2}=1$, one has

$$
\operatorname{Var}\left(t_{m+n}^{(k)}\right) \leq w_{1}^{2} \operatorname{Var}\left(t_{m}^{(k)}\right)+w_{2}^{2} \operatorname{Var}\left(t_{n}^{(k)}\right)
$$

so that the optimal choice of $w_{1}, w_{2}$ leads to

$$
\frac{1}{\operatorname{Var}\left(t_{m+n}^{(k)}\right)} \geq \frac{1}{\operatorname{Var}\left(t_{m}^{(k)}\right)}+\frac{1}{\operatorname{Var}\left(t_{n}^{(k)}\right)}
$$

The results are easily extended to the case of a multivariate parameter. If $V_{n}$ is the covariance matrix of the Pitman estimator of a multivariate parameter $\boldsymbol{\theta}$ from a sample of size $n$ with distribution $F(\mathbf{x}-\boldsymbol{\theta})$, then

$$
V_{m+n}^{-1} \geq V_{m}^{-1}+V_{n}^{-1}
$$

Note that commutativity of $V_{m}$ and $V_{n}$ is not assumed. Moreover, the covariance matrix $V_{n}$ is invertible for any $n$ if the information matrix $I_{\mathbf{X}_{1}}$ is well defined as the Cramér-Rao inequality indicates:

$$
n V_{n} \geq I_{\mathbf{X}_{1}}^{-1}>\mathbf{0}
$$

### 2.3 Additive perturbations

We first compare the variance of the Pitman estimators from samples from populations $F_{1}(x-\theta), \ldots, F_{N}(x-\theta)$ and $F(x-\theta)$ where $F=F_{1} * \ldots * F_{N}$, and then turn to some generalizations of this setup.

### 2.3.1 Superadditivity of $\operatorname{Var}\left(t_{n}\right)$

First we discuss the superadditivity of $\operatorname{Var}\left(t_{n}\right)$ with respect to the "addition in the samples". Let $F_{1}, F_{2}$ be distribution functions with finite second moments; set $F=F_{1} * F_{2}$. Denote by $t_{n}^{\prime}, t_{n}^{\prime \prime}$ the Pitman estimators from independent samples $\left(X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right),\left(X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}\right)$ with distributions $F_{1}(x-\theta), F_{2}(x-\theta)$ respectively, and by $t_{n}$ the Pitman estimator from a sample $\left(X_{1}, \ldots, X_{n}\right)$ from population $F(x-\theta)$. We have the following result:

Theorem 2.3.1 Suppose $\int x^{2} d F(x)<+\infty$. For any $n \geq 2$

$$
\begin{equation*}
\operatorname{Var}\left(t_{n}\right) \geq \operatorname{Var}\left(t_{n}^{\prime}\right)+\operatorname{Var}\left(t_{n}^{\prime \prime}\right) \tag{2.18}
\end{equation*}
$$

Proof. To simplify the notations, we define the residuals

$$
\begin{aligned}
R_{n} & =\left(X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right) \\
R_{n}^{\prime} & =\left(X_{1}^{\prime}-\bar{X}^{\prime}, \ldots, X_{n}^{\prime}-\bar{X}^{\prime}\right), \\
R_{n}^{\prime \prime} & =\left(X_{1}^{\prime \prime}-\bar{X}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}-\bar{X}^{\prime \prime}\right) .
\end{aligned}
$$

From (1.16),

$$
\operatorname{Var}\left(t_{n}\right)=\operatorname{Var}(\bar{X})-\operatorname{Var}\left\{E_{0}\left[\bar{X} \mid R_{n}\right]\right\}
$$

The variances do not depend on $\theta$ so that one may assume $\theta=0$.

$$
\begin{aligned}
\operatorname{Var}\left(t_{n}\right) & =\operatorname{Var}(\bar{X})-\operatorname{Var}\left\{E_{0}\left[\bar{X} \mid R_{n}\right]\right\} \\
& =\operatorname{Var}\left(\bar{X}^{\prime}\right)+\operatorname{Var}\left(\bar{X}^{\prime \prime}\right)-\operatorname{Var}\left\{E_{0}\left[\bar{X} \mid R_{n}\right]\right\} \\
\operatorname{Var}\left(t_{n}^{\prime}\right) & =\operatorname{Var}\left(\bar{X}^{\prime}\right)-\operatorname{Var}\left\{E_{0}\left[\bar{X}^{\prime} \mid R_{n}^{\prime}\right]\right\} \\
\operatorname{Var}\left(t_{n}^{\prime \prime}\right) & =\operatorname{Var}\left(\bar{X}^{\prime \prime}\right)-\operatorname{Var}\left\{E_{0}\left[\bar{X}^{\prime \prime} \mid R_{n}^{\prime \prime}\right]\right\} .
\end{aligned}
$$

Since $F=F_{1} * F_{2}$,

$$
X_{1}-\bar{X} \stackrel{d}{=} X_{1}^{\prime}-\bar{X}^{\prime}+X_{1}^{\prime \prime}-\bar{X}^{\prime \prime}, \ldots, X_{n}-\bar{X}=X_{n}^{\prime}-\bar{X}^{\prime}+X_{n}^{\prime \prime}-\bar{X}^{\prime \prime}
$$

that is, $R_{n}=R_{n}^{\prime}+R_{n}^{\prime \prime}$. Here $\stackrel{d}{=}$ means "equidistributed". The $\sigma$-algebra generated by $R_{n}, \mathscr{R}=\sigma\left\{R_{n}\right\}=\sigma\left\{R_{n}^{\prime}+R_{n}^{\prime \prime}\right\}=\sigma\left\{X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right\}$, is a subalgebra of $\tilde{\mathscr{R}}=\sigma\left\{R_{n}^{\prime}, R_{n}^{\prime \prime}\right\}=\sigma\left\{X_{1}^{\prime}-\bar{X}^{\prime}, X_{1}^{\prime \prime}-\bar{X}^{\prime \prime}, \ldots, X_{n}^{\prime}-\bar{X}^{\prime}, X_{n}^{\prime \prime}-\bar{X}^{\prime \prime}\right\}$.

That is why

$$
E_{0}(\bar{X} \mid \mathscr{R})=E_{0}\left\{E_{0}(\bar{X} \mid \tilde{\mathscr{R}}) \mid \mathscr{R}\right\} .
$$

By virtue of a well known property of the conditional expectation,

$$
\operatorname{Var}\left[E_{0}(\bar{X} \mid \mathscr{R})\right] \leq \operatorname{Var}\left[E_{0}(\bar{X} \mid \tilde{\mathscr{R}})\right]
$$

Applying Lemma 2.1.2 first to

$$
\xi=\bar{X}^{\prime}, \eta_{1}=R_{n}^{\prime}, \eta_{2}=R_{n}^{\prime \prime}
$$

and second to

$$
\xi=\bar{X}^{\prime \prime}, \eta_{1}=R_{n}^{\prime \prime}, \eta_{2}=R_{n}^{\prime \prime}
$$

we get

$$
\begin{aligned}
\operatorname{Var}\left[E_{0}\left(\bar{X} \mid R_{n}\right)\right] & =\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime}+\bar{X}^{\prime \prime} \mid \mathscr{R}\right)\right] \\
& \leq \operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime}+\bar{X}^{\prime \prime} \mid \tilde{\mathscr{R}}\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime} \mid R_{n}^{\prime}, R_{n}^{\prime \prime}\right)\right]+\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime \prime} \mid R_{n}^{\prime}, R_{n}^{\prime \prime}\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime} \mid R_{n}^{\prime}\right)\right]+\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime \prime} \mid R_{n}^{\prime \prime}\right)\right]
\end{aligned}
$$

since $R_{n}^{\prime}$ and $R_{n}^{\prime \prime}$ are independent. Hence,

$$
\begin{aligned}
\operatorname{Var}\left(t_{n}\right) & \geq \operatorname{Var}\left(\bar{X}^{\prime}\right)+\operatorname{Var}\left(\bar{X}^{\prime \prime}\right)-\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime} \mid R_{n}^{\prime}\right)\right]-\operatorname{Var}\left[E_{0}\left(X^{\prime \prime} \mid R_{n}^{\prime \prime}\right)\right] \\
& =\operatorname{Var}\left(t_{n}^{\prime}\right)+\operatorname{Var}\left(t_{n}^{\prime \prime}\right) .
\end{aligned}
$$

This is a result for small samples that requires only the existence of the second moments of the observations (even the absolute continuity of distributions is not assumed).

It is worthwhile to notice that (2.18) follows directly from a general property of the Pitman estimator of a multivariate parameter. Suppose the random elements remain the same, that is, $\epsilon_{i}^{\prime} \sim F_{1}, \epsilon_{i}^{\prime \prime} \sim F_{2}$, but the location parameters in the first and second samples are different:

$$
\begin{aligned}
X_{i}^{\prime} & =\theta_{1}+\epsilon_{i}^{\prime}, \epsilon_{i}^{\prime} \sim F_{1} \\
X_{i}^{\prime \prime} & =\theta_{2}+\epsilon_{i}^{\prime \prime}, \epsilon_{i}^{\prime \prime} \sim F_{2}
\end{aligned}
$$

Let $t_{n}^{\prime}$ be the Pitman estimator of $\theta_{1}$ from the sample $\left(X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right)$, and let $t_{n}^{\prime \prime}$ be the Pitman estimator of $\theta_{2}$ from $\left(X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}\right)$. By definition (1.20) one can easily see that $\left(t_{n}^{\prime}, t_{n}^{\prime \prime}\right)$ is the Pitman estimator of the bivariate parameter $\left(\theta_{1}, \theta_{2}\right)$. That is, $\left(t_{n}^{\prime}, t_{n}^{\prime \prime}\right)$ minimizes the covariance matrix in the class. By virtue of (1.21) $t_{n}^{\prime}+t_{n}^{\prime \prime}$ is the best equivariant estimator of the sum $\theta_{1}+\theta_{2}$, while $t_{n}$ is an equivariant estimator of $\theta_{1}+\theta_{2}$ from the same data $\left\{\left(X_{1}^{\prime}, X_{1}^{\prime \prime}\right), \ldots,\left(X_{n}^{\prime}, X_{n}^{\prime \prime}\right)\right\}$. Thus (2.18) follows immediately:

$$
\operatorname{Var}\left(t_{n}^{\prime}+t_{n}^{\prime \prime}\right)=\operatorname{Var}\left(t_{n}^{\prime}\right)+\operatorname{Var}\left(t_{n}^{\prime \prime}\right) \leq \operatorname{Var}\left(t_{n}\right)
$$

The Pitman estimator of $\theta_{1}+\theta_{2}$ is unique with probability 1 . If the equality sign in the above inequality holds true so that

$$
\operatorname{Var}\left[t_{n}^{\prime}\left(X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right)+t_{n}^{\prime \prime}\left(X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}\right)\right]=\operatorname{Var}\left(t_{n}\left(X_{1}^{\prime}+X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime}+X_{n}^{\prime \prime}\right)\right)
$$

then

$$
\begin{equation*}
t_{n}^{\prime}\left(X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right)+t_{n}^{\prime \prime}\left(X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}\right)=t_{n}\left(X_{1}^{\prime}+X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime}+X_{n}^{\prime \prime}\right) \text { a.s. } \tag{2.19}
\end{equation*}
$$

This is a Cauchy type functional equation. If the equality sign holds for all real values $X_{i}^{\prime}$ and $X_{i}^{\prime \prime}$, then the traditional theory of functional equations guarantees that the
functions $t_{n}^{\prime}, t_{n}^{\prime \prime}$ and $t_{n}$ are all linear in their arguments (see Aczél (1966)). However, the Cauchy type functional equations for random variables have special features. Let $X, Y$ be independent random variables having continuous distributions. The question of whether an equation

$$
\begin{equation*}
f(X)+g(Y)=h(X+Y) \tag{2.20}
\end{equation*}
$$

holding with probability 1 where $f, g$ and $h$ are measurable functions implies

$$
P\left\{f(X)=a_{1} X+b_{1}\right\}=1, P\left\{g(Y)=a_{2} Y+b_{2}\right\}=1
$$

for some constants $a_{1}, b_{1}, a_{2}, b_{2}$ has a negative answer.
Indeed, let $\xi$ be a uniform random variable on $(0,1)$. Consider its dyadic expression

$$
\xi=\sum_{k=1}^{\infty} \frac{\xi_{k}}{2^{k}}
$$

where $\xi_{1}, \xi_{2}, \ldots$ are independent binary random variables with $P\left(\xi_{k}=0\right)=P\left(\xi_{k}=\right.$ $1)=1 / 2$. Now set

$$
X=\sum_{k \text { even }} \frac{\xi_{k}}{2^{k}}, Y=\sum_{k \text { odd }} \frac{\xi_{k}}{2^{k}} .
$$

Then $X$ and $Y$ are independent random variables with continuous (though singular) distributions and they both are functions of $X+Y=\xi(X$ and $Y$ are strong components of $\xi$ in terminology of Hoffmann-Jorgensen et al. (2007)). Thus, for any measurable functions $f$ and $g$, the relation (2.20) holds.

On the other hand, if both $X$ and $Y$ have almost everywhere positive (with respect to the Lebesgue measure) densities and if $f, g$ and $h$ are measurable locally integrable functions, then the equation (2.20) has only linear solutions $f, g$ (and certainly $h$ ). The proof is as follows.

Under the above assumptions, one has

$$
\begin{equation*}
f(x)+g(y)=h(x+y) \tag{2.21}
\end{equation*}
$$

almost everywhere with respect to the Lebesgue measure. Take a smooth function $k(x)$ with compact support, multiply both sides of (2.21) by $k(x)$ and integrate over $x$. Then

$$
\int_{-\infty}^{+\infty} f(x) k(x) d x+g(y) \int_{-\infty}^{+\infty} k(x) d x=\int_{-\infty}^{+\infty} h(x+y) k(x) d x=\int_{-\infty}^{+\infty} h(u) k(u-y) d u
$$

where the right hand side is continuous in $y$. Thus, $g(y)$ is continuous, and so is $f(x)$, implying that (2.21) holds everywhere. It becomes the classical Cauchy equation that has only linear solutions. This idea is due to Hillel Furstenberg.

Returning to (2.19) and noticing that $E\left|t_{n}^{\prime}\right|<\infty, E\left|t_{n}^{\prime \prime}\right|<\infty$, one concludes that if $F_{1}$ and $F_{2}$ are absolutely continuous with positive densities, then for almost all fixed values $X_{2}^{\prime}=x_{2}^{\prime}, \ldots, X_{n}^{\prime \prime}=x_{n}^{\prime \prime}$

$$
t_{n}^{\prime}\left(X_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)+t_{n}^{\prime \prime}\left(X_{1}^{\prime \prime}, x_{2}^{\prime \prime}, \ldots, x_{n}^{\prime \prime}\right)=t_{n}\left(X_{1}^{\prime}+X_{1}^{\prime \prime}, x_{2}^{\prime}+x_{2}^{\prime \prime}, \ldots, x_{n}^{\prime}+x_{n}^{\prime \prime}\right)
$$

with probability 1 in terms of $X_{1}^{\prime}$ and $X_{1}^{\prime \prime}$. This implies

$$
\begin{aligned}
t_{n}^{\prime}\left(X_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right) & =C X_{1}^{\prime}+D^{\prime} \\
t_{n}^{\prime \prime}\left(X_{1}^{\prime \prime}, x_{2}^{\prime \prime}, \ldots, x_{n}^{\prime \prime}\right) & =C X_{1}^{\prime \prime}+D^{\prime \prime}
\end{aligned}
$$

for some constants $C, D^{\prime}=D^{\prime}\left(x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)$ and $D^{\prime \prime}=D^{\prime \prime}\left(x_{2}^{\prime \prime}, \ldots, x_{n}^{\prime \prime}\right)$. Due to the symmetry within $t_{n}^{\prime}$ and $t_{n}^{\prime \prime}$ with respect to the arguments, the above equations imply the linearity of these Pitman estimators. Thus, (2.19) holding for $n \geq 3$ characterizes the Gaussian distributions $F_{1}$ and $F_{2}$.

Similar results hold for the polynomial versions of the Pitman estimators ( see Section 1.10). Assuming that for some positive integer $k$,

$$
\mu_{2 k}=\int x^{2 k} d F_{i}(x)<\infty, i=1,2 .
$$

The polynomial degree $k$ Pitman estimators are defined as

$$
t_{n}^{(k)}=\bar{X}-\hat{E}_{0}\left(\bar{X} \mid \Lambda_{k}\left(R_{n}\right)\right)
$$

where $\hat{E}_{0}\left(\cdot \mid \Lambda_{k}\left(R_{n}\right)\right)$ is the projector into the space of all polynomials of degree $k$ in the residuals $R_{n}$ with obvious changes for $t_{n}^{(k)^{\prime}}$ and $t_{n}^{(k)^{\prime \prime}}$. With these definitions, we see the following facts:
(i) $\Lambda_{k}\left(R_{n}\right)=\Lambda_{k}\left(R_{n}^{\prime}+R_{n}^{\prime \prime}\right) \subset \Lambda_{k}\left(R_{n}^{\prime}, R_{n}^{\prime \prime}\right)$.

Hence for any random variable $\xi$ with $E|\xi|^{2}<\infty$, its projection into the smaller (Hilbert) space has a smaller norm:

$$
\begin{equation*}
\operatorname{Var}\left[\hat{E}_{0}\left(\xi \mid \Lambda_{k}\left(R_{n}^{\prime}+R_{n}^{\prime \prime}\right)\right)\right] \leq \operatorname{Var}\left[\hat{E}_{0}\left(\xi \mid \Lambda_{k}\left(R_{n}^{\prime}, R_{n}^{\prime \prime}\right)\right)\right] \tag{2.22}
\end{equation*}
$$

(ii) Let $\xi$ be a random variable such that the pair $\left(\xi, R_{n}^{\prime}\right)$ is independent of $R_{n}^{\prime \prime}$. Then

$$
\begin{equation*}
\hat{E}_{0}\left[\xi \mid \Lambda_{k}\left(R_{n}^{\prime}, R_{n}^{\prime \prime}\right)\right]=\hat{E}_{0}\left[\xi \mid \Lambda_{k}\left(R_{n}^{\prime}\right)\right] . \tag{2.23}
\end{equation*}
$$

This is a linear analog of Lemma 2.1.2 and its proof follows directly from the definition of the projection.

Based on (i), (ii), the key step in the proof of Theorem 2.3.1 can be repeated:

$$
\begin{aligned}
\operatorname{Var}\left[\hat{E}_{0}\left(\bar{X} \mid \Lambda_{k}\left(R_{n}\right)\right)\right] & =\operatorname{Var}\left[\hat{E}_{0}\left(\bar{X}^{\prime}+\bar{X}^{\prime \prime} \mid \Lambda_{k}\left(R_{n}\right)\right)\right] \\
& \leq \operatorname{Var}\left[\hat{E}_{0}\left(\bar{X}^{\prime}+\bar{X}^{\prime \prime} \mid \Lambda_{k}\left(R_{n}^{\prime}, R_{n}^{\prime \prime}\right)\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime} \mid \Lambda_{k}\left(R_{n}^{\prime}\right)\right)\right]+\operatorname{Var}\left[E_{0}\left(\bar{X}^{\prime \prime} \mid \Lambda_{k}\left(R_{n}^{\prime \prime}\right)\right)\right]
\end{aligned}
$$

resulting in

$$
\operatorname{Var}\left(t_{n}^{(k)}\right) \geq \operatorname{Var}\left(t_{n}^{(k)^{\prime}}\right)+\operatorname{Var}\left(t_{n}^{(k)^{\prime \prime}}\right)
$$

and

$$
\frac{1}{I_{X_{1}}^{(k)}} \geq \frac{1}{I_{X_{1}^{\prime}}^{(k)}}+\frac{1}{I_{X_{1}^{\prime \prime}}^{(k)}}
$$

where $I^{(k)}$ is the polynomial Fisher information defined in (1.34).

### 2.3.2 Another proof of the Stam inequality

Let us see what it gives in large samples assuming that the Fisher information $I_{X^{\prime}}, I_{X^{\prime \prime}}$ and $I_{X}$ on $\theta$ in $X_{i}^{\prime}, X_{i}^{\prime \prime}$ and $X_{i}$, respectively, is finite. According to (1.30),

$$
\begin{aligned}
\operatorname{Var}\left(t_{n}^{\prime}\right) & =\frac{1}{I_{X^{\prime}}}(1+o(1)) \\
\operatorname{Var}\left(t_{n}^{\prime \prime}\right) & =\frac{1}{I_{X^{\prime \prime}}}(1+o(1)) \\
\operatorname{Var}\left(t_{n}\right) & =\frac{1}{I_{X}}(1+o(1))
\end{aligned}
$$

Thus, combining this with the result of Theorem 2.3.1, one gets the Stam inequality (1.27): for independent $X^{\prime}, X^{\prime \prime}$ and $X=X^{\prime}+X^{\prime \prime}$

$$
\frac{1}{I_{X}} \geq \frac{1}{I_{X^{\prime}}}+\frac{1}{I_{X^{\prime \prime}}}
$$

The original proof of the Stam inequality is based on the following property of the Fisher score $J$ : for independent $X^{\prime}$ and $X^{\prime \prime}$

$$
\begin{equation*}
J\left(X^{\prime} \mid X^{\prime}+X^{\prime \prime}\right)=J\left(X^{\prime}+X^{\prime \prime}\right) \tag{2.24}
\end{equation*}
$$

as one can see from

$$
\begin{aligned}
E\left[J\left(X^{\prime}\right) e^{i t\left(X^{\prime}+X^{\prime \prime}\right)}\right] & =E\left[J\left(X^{\prime}\right) e^{i t X^{\prime}}\right] E\left[e^{i t X^{\prime \prime}}\right]=-E\left[i t e^{i t X^{\prime}}\right] E\left[e^{i t X^{\prime \prime}}\right] \\
& =-E\left[i t e^{i t\left(X^{\prime}+X^{\prime \prime}\right)}\right]=E\left[J\left(X^{\prime}+X^{\prime \prime}\right) e^{i t\left(X^{\prime}+X^{\prime \prime}\right)}\right]
\end{aligned}
$$

which holds for any $t$.
There is a simple and elegant proof by Zamir (1998) where the Stam inequality is obtained directly from the basic properties of the Fisher information (monotonicity, additivity and the reparametrization formula (1.6)).

Zamir's proof of (1.27): Let $w_{1}, w_{2}$ be positive numbers with $w_{1}+w_{2}=1$ and take independent observations $X_{i}^{\prime}$ of the form

$$
X_{i}^{\prime}=w_{i} \theta+X_{i}, i=1,2
$$

with $\theta \in \mathbb{R}$ as a parameter and $X_{1}, X_{2}$ independent. Due to the reparametrization formula (1.6),

$$
I_{X_{i}^{\prime}}(\theta)=w_{i}^{2} I_{X_{i}}(\theta), i=1,2
$$

Consider now a statistic

$$
T\left(X_{1}^{\prime}, X_{2}^{\prime}\right)=X_{1}^{\prime}+X_{2}^{\prime}=\theta+X_{1}+X_{2}
$$

Due to monotonicity and additivity of the Fisher information,

$$
I_{X_{1}+X_{2}}=I_{X_{1}^{\prime}+X_{2}^{\prime}} \leq I_{X_{1}^{\prime}}+I_{X_{2}^{\prime}}=w_{1}^{2} I_{X_{1}}+w_{2}^{2} I_{X_{2}}
$$

On choosing

$$
w_{i}=\frac{1 / I_{X_{i}}}{1 / I_{X_{1}}+1 / I_{X_{2}}}, i=1,2
$$

one immediately gets the Stam inequality

$$
\frac{1}{I_{X_{1}+X_{2}}} \geq \frac{1}{I_{X_{1}}}+\frac{1}{I_{X_{2}}}
$$

Kagan generalized the proof to the multivariate case when $\mathbf{X}=\left(X_{1}, \ldots, X_{s}\right)$ is an $s$-variate random vector with density $p(\mathbf{x}-\boldsymbol{\theta})=p\left(x_{1}-\theta_{1}, \ldots, x_{s}-\theta_{s}\right)$ depending
on an $s$-variate location parameter $\boldsymbol{\theta} \in \mathbb{R}^{s}$. The matrix $\tilde{I}_{\mathbf{X}}$ of Fisher information on $\boldsymbol{\theta}$ in $\mathbf{X}$ does not depend on $\boldsymbol{\theta}$ :

$$
\begin{equation*}
\tilde{I}_{\mathbf{X}}=\left(I_{r q}\right)_{r, q=1, \ldots, s}, I_{r q}=\int_{\mathbf{x}: p(\mathbf{x})>0} \frac{1}{p}\left(\frac{\partial p}{\partial x_{r}}\right)\left(\frac{\partial p}{\partial x_{q}}\right) d \mathbf{x} \tag{2.25}
\end{equation*}
$$

Note that $\tilde{I}_{\mathbf{X}}$ is positive definite (the matrix $\tilde{I}_{\mathbf{X}}(\theta)$ of Fisher information on a general $s$-variate parameter, not necessarily location, is non-negative definite).

Indeed, take a nonzero $\mathbf{c} \in \mathbb{R}^{s}$ and consider a random vector $\tilde{\mathbf{X}}$ with density $p\left(x_{1}-c_{1} \theta, \ldots, x_{s}-c_{s} \theta\right)$. Plainly, $I_{\tilde{\mathbf{X}}}(\theta)=\mathbf{c}^{T} \tilde{I}_{\mathbf{X}} \mathbf{c}$ and due to monotonicity, one has $I_{\tilde{\mathbf{X}}}(\theta) \geq I_{\tilde{X}_{r}}(\theta)$. The density of the $r$-th component $\tilde{X}_{r}$ of $\tilde{\mathbf{X}}$ is $p_{r}\left(x_{r}-c_{r} \theta\right)$ so that $I_{\tilde{X}_{r}}(\theta)>0$ if $c_{r} \neq 0$. Hence $\tilde{I}_{\mathbf{X}}$ is positive definite.

Now let $W_{1}, W_{2}$ be $(s \times s)$ matrices with $W_{1}+W_{2}=I_{s}$, the $(s \times s)$ identity matrix. Set

$$
\mathbf{X}_{i}^{\prime}=W_{i} \theta+\mathbf{X}_{i}, i=1,2
$$

where $\mathbf{X}_{1}, \mathbf{X}_{2}$ are independent $s$-variate random vectors and $\boldsymbol{\theta} \in \mathbb{R}^{s}$. Using the basic properties of the Fisher information, one gets

$$
\tilde{I}_{\mathbf{X}_{1}+\mathbf{X}_{2}}=\tilde{I}_{\mathbf{X}_{1}^{\prime}+\mathbf{X}_{2}^{\prime}} \leq \tilde{I}_{\mathbf{X}_{1}^{\prime}}(\theta)+\tilde{I}_{\mathbf{X}_{2}^{\prime}}(\theta)=W_{1}^{\mathrm{T}} \tilde{I}_{\mathbf{X}_{1}} W_{1}+W_{2}^{\mathrm{T}} \tilde{I}_{\mathbf{X}_{2}} W_{2} .
$$

Choosing

$$
W_{i}=\left(\tilde{I}_{\mathbf{X}_{i}}\right)^{-1}\left\{\left(\tilde{I}_{\mathbf{X}_{1}}\right)^{-1}+\left(\tilde{I}_{\mathbf{X}_{2}}\right)^{-1}\right\}^{-1}, i=1,2
$$

results in

$$
\tilde{I}_{\mathbf{X}_{1}+\mathbf{X}_{2}} \leq\left\{\left(\tilde{I}_{\mathbf{X}_{1}}\right)^{-1}+\left(\tilde{I}_{\mathbf{X}_{2}}\right)^{-1}\right\}^{-1}
$$

whence, by taking the inverse of both sides, one obtains the multivariate Stam
inequality

$$
\left(\tilde{I}_{\mathbf{X}_{1}+\mathbf{X}_{2}}\right)^{-1} \geq\left(\tilde{I}_{\mathbf{X}_{1}}\right)^{-1}+\left(\tilde{I}_{\mathbf{X}_{2}}\right)^{-1} .
$$

On analyzing Zamir's proof of the Stam inequality, one can see that actually the following two properties were used:
(i) The Fisher information on $\theta_{i}$ contained in an observation of $X_{i}$ with density $p_{i}\left(x ; \theta_{i}\right), i=1,2$ does not depend on $\theta_{i} \in \Theta=(a, b), a \leq 0, b>0$ (one needs $\alpha \Theta \subset \Theta$ for any $\alpha, 0<\alpha<1)$,

$$
0<I_{X_{i}}\left(\theta_{i}\right)=I_{i}<\infty, i=1,2 .
$$

This condition plainly holds in case of location parameters $\theta_{1}, \theta_{2}$ but it is much more general. If $X$ has a density $p(x ; \eta)$ and a new parameter $\theta$ is introduced by $\eta=g(\theta)$ so that $\tilde{p}(x ; \theta)=p(x ; g(\theta))$, then $I_{X}(\theta)=\left.\left|g^{\prime}(\theta)\right|^{2} I_{X}(\eta)\right|_{\eta=g(\theta)}$, whence one can construct many families with constant Fisher information. For example, if $X$ has a Poisson distribution with mean $\eta$, the reparametrization $\eta=C \theta^{2}$ stabilizes the information on $\theta$.
(ii) The distribution of a statistic $T=T\left(X_{1}, X_{2}\right)$ depends on $\left(\theta_{1}, \theta_{2}\right)$ only through $\theta_{1}+\theta_{2}$, i. e., if its distribution is given by a density $p\left(t ; \theta_{1}, \theta_{2}\right)$, then

$$
p\left(t ; \theta_{1}, \theta_{2}\right)=p\left(t ; \theta_{1}+\theta_{2}\right), t \in \mathcal{T}
$$

If $p_{i}\left(x ; \theta_{i}\right)=p_{i}\left(x-\theta_{i}\right), i=1,2$ and $T\left(X_{1}+X_{2}\right)=X_{1}+X_{2}$, (ii) is plainly satisfied.

Theorem 2.3.2 Assume $X_{1}, X_{2}$ are independent and conditions (i), (ii) are satisfied. Then the following Stam's type inequality holds for the Fisher information
$I_{T}(\theta)$ on $\theta$ in $T$ :

$$
\frac{1}{I_{T}(\theta)} \geq \frac{1}{I_{1}}+\frac{1}{I_{2}}
$$

Proof. Take positive $w_{1}, w_{2}$ with $w_{1}+w_{2}=1$ and set $\theta_{1}=w_{1} \theta, \theta_{2}=w_{2} \theta$. Then $\theta_{1}+\theta_{2}=\theta$. One has $I_{X_{i}}(\theta)=w_{i}^{2} I_{i}, i=1,2$ and due to monotonicity and additivity of the Fisher information,

$$
I_{T}(\theta) \leq I_{X_{1}}(\theta)+I_{X_{2}}(\theta)=w_{1}^{2} I_{1}+w_{2}^{2} I_{2} .
$$

Choosing

$$
w_{i}=\frac{1 / I_{i}}{1 / I_{1}+1 / I_{2}}, i=1,2
$$

leads to the claim of Theorem 2.3.2.
The idea of Theorem 2.3.2 works in various setups, as the following example demonstrates.

Let independent random variables $X_{1}, X_{2}$ have densities $\theta_{1} p_{1}\left(\theta_{1} x\right), \theta_{2} p_{2}\left(\theta_{2} x\right)$ depending on scale parameters $\theta_{1}, \theta_{2} \in \mathbb{R}_{+}$. If the distributions of $X_{1}$ and $X_{2}$ are concentrated on $\mathbb{R}_{+}$or $\mathbb{R}_{-}$, the setup is reduced to that of location parameters. This assumption is not made here.

Let $T\left(X_{1}, X_{2}\right)=X_{1} X_{2}$. It is easily seen that the distribution of $T$ depends on $\theta_{1}, \theta_{2}$ only through the scale parameter $\theta=\theta_{1} \theta_{2}$,

$$
p(t ; \theta)=\theta p(\theta x)
$$

Simple calculations show that

$$
I_{X_{i}}\left(\theta_{i}\right)=\theta_{i}^{-2} I_{X_{i}}(1), \quad i=1,2 ;
$$

$$
I_{T}(\theta)=\theta^{-2} I_{T}(1) .
$$

Now set $\theta_{1}=\theta^{\gamma_{1}}, \theta_{2}=\theta^{\gamma_{2}}$ with $\gamma_{i}>0, \gamma_{1}+\gamma_{2}=1$. Then $\theta_{1} \theta_{2}=\theta$ and

$$
I_{X_{i}}(\theta)=\left(\gamma_{i} \theta^{\gamma_{i}-1}\right)^{2} I_{X_{i}}\left(\theta_{i}\right)=\gamma_{i}^{2} \theta^{-2} I_{X_{i}}(1), i=1,2 .
$$

One has

$$
I_{T}(\theta) \leq I_{X_{1}}(\theta)+I_{X_{2}}(\theta)
$$

whence

$$
I_{T}(1) \leq \gamma_{1}^{2} I_{X_{1}}(1)+\gamma_{2}^{2} I_{X_{2}}(1)
$$

Recently Madiman and Barron (2006) proved a much stronger version of the Stam inequality: for independent (not necessarily identically) distributed $X_{1}, \ldots, X_{n}$

$$
\begin{equation*}
\frac{1}{I_{X_{1}+\ldots+X_{n}}} \geq \frac{1}{\binom{n-1}{m-1}} \sum_{s \in S} \frac{1}{I_{\sum_{i \in s} X_{i}}}, \tag{2.26}
\end{equation*}
$$

where $S$ is the set of all combinations of $m$ elements chosen from $\{1, \ldots, n\}$.
One of the corollaries of (2.26) is monotone decreasing in $n$ of the information $I_{\left(X_{1}+\ldots+X_{n}\right) / \sqrt{n}}=n I_{X_{1}+\ldots+X_{n}}$ in the normalized sum of independent identically distributed $X_{1}, X_{2}, \ldots$ For $m=n-1$ (2.26) becomes

$$
\frac{1}{I_{X_{1}+\ldots+X_{n}}} \geq \frac{n}{n-1} \frac{1}{I_{X_{1}+\ldots+X_{n-1}}}
$$

whence for those $X_{i}$ 's with finite Fisher information $I_{X}$,

$$
\begin{equation*}
(n-1) I_{X_{1}+\ldots+X_{n-1}} \geq n I_{X_{1}+\ldots+X_{n}}, \text { as } n \rightarrow \infty \tag{2.27}
\end{equation*}
$$

a much stronger result than simple monotone decreasing in $n$ of $I_{X_{1}+\ldots+X_{n}}$. Even further, the equality sign in (2.27) holds true if and only if the observations $X_{i}$ are Gaussian.

As corollary of (2.26) the following facts are worth mentioning.
Fact 1. It provides an alternative ("Fisher information") proof of the Central Limit Theorem (See Barron (1986)).

Fact 2. Suppose $H(X)$ is the (Shannon's) entropy in a random variable $X$ with $\operatorname{Var}(X)=\sigma^{2}$, and $X_{t}=X+\sqrt{t} Z$, where $t$ is an arbitrary constant and $Z \sim N\left(0, \sigma^{2}\right)$ is independent of $X$. Then de Bruijn's identity holds (see, e.g., Madiman and Barron (2005))

$$
H(X)=\frac{1}{2} \ln (2 \pi e)-\frac{1}{2} \int_{0}^{+\infty}\left[I_{X_{t}}-\frac{1}{1+t}\right] d t
$$

Combine this with (2.26), one has the monotonicity in the entropy

$$
H\left(\frac{X_{1}+\ldots+X_{n}}{\sqrt{n}}\right) \geq H\left(\frac{X_{1}+\ldots+X_{n-1}}{\sqrt{n-1}}\right) .
$$

This inequality with $n$ replaced by $2^{k}$, and $n-1$ by $2^{k-1}, k=2,3, \ldots$ was proved in Shannon (1948). However, a proof for an arbitrary $n$ was obtained only in Artstein, Ball, Barthe and Noar (2004).

### 2.3.3 Fisher score under additive perturbations

As mentioned in the last section, the Stam inequality is based on the relation

$$
\begin{equation*}
J(X+Y)=E[J(X) \mid X+Y] \tag{2.24}
\end{equation*}
$$

where $X \sim F_{1}(x-\theta)$ is independent of $Y \sim F_{2}(y)$, and $J(X), J(X+Y)$ are the Fisher scores from $F_{1}$ and $F_{1} * F_{2}$, respectively. In order to generalize the Stam inequality to the case of polynomial information, one needs to find a similar relation for the polynomial score.

Recall that in (1.33) the polynomial score of $X$ is defined as the projection of the Fisher score $J(X)$ onto the polynomial space $\mathbf{P}_{k}(X)=\operatorname{span}\left\{X^{j} \mid j=0, \ldots, k\right\}$ :

$$
J^{(k)}(X)=\hat{E}\left[J(X) \mid \mathbf{P}_{k}(X)\right]=\sum_{i=0}^{k} a_{i} X^{i}
$$

so that for any integer $n, 0 \leq n \leq k$

$$
E\left[J^{(k)}(X) \cdot X^{n}\right]=-E\left[\frac{d}{d X} X^{n}\right]
$$

Following (1.33), it is straightforward to define the polynomial score in the sum

$$
J^{(k)}(X+Y)=\hat{E}\left[J(X+Y) \mid \mathbf{P}_{k}(X+Y)\right] .
$$

Kagan (2002) proved the polynomial version of (2.28)

$$
J^{(k)}(X+Y)=\hat{E}\left[J^{(k)}(X) \mid \mathbf{P}_{k}(X+Y)\right]
$$

by verifying the equality

$$
E\left[J^{(k)}(X) \cdot(X+Y)^{n}\right]=E\left[J^{(k)}(X+Y) \cdot(X+Y)^{n}\right]
$$

for any $n, 0 \leq n \leq k$. All these relations can be demonstrated in the following diagram


Notice that in this diagram, the arrows are commutative.

It is interesting to see that the relation shown in the diagram does not only hold in the polynomial space, but is also true in many other finite dimensional spaces. For instance, in the space spanned by trigonometric functions up to order $k$

$$
\mathbf{T}_{k}(X)=\operatorname{span}\{1, \sin X, \cos X, \sin 2 X, \cos 2 X, \ldots, \sin k X, \cos k X\}
$$

the trigonometric score is defined as

$$
\begin{equation*}
J_{T}^{(k)}(X)=\hat{E}\left[J(X) \mid \mathbf{T}_{k}(X)\right]=\sum_{i=0}^{k} a_{i} \sin (i X)+b_{i} \cos (i X) \tag{2.29}
\end{equation*}
$$

so that $E\left[J_{T}^{(k)}(X)\right]=0$ and for any integer $n, 1 \leq n \leq k$

$$
\begin{gathered}
E\left[J_{T}^{(k)}(X) \cdot \sin (n X)\right]=-n E[\cos (n X)] \\
E\left[J_{T}^{(k)}(X) \cdot \cos (n X)\right]=n E[\sin (n X)]
\end{gathered}
$$

According to definition (2.29), one may calculate

$$
\begin{aligned}
& E\left[J_{T}^{(k)}(X) \cdot \sin n(X+Y)\right] \\
= & E\left[J_{T}^{(k)}(X)(\sin n X \cos n Y+\cos n X \sin n Y)\right] \\
= & E\left[J_{T}^{(k)}(X) \cdot \sin n X\right] E[\cos n Y]+E\left[J_{T}^{(k)}(X) \cdot \cos n X\right] E[\sin n Y] \\
= & -n E[\cos n X] E[\cos n Y]+n E[\sin n X] E[\sin n Y] \\
= & -n E[\cos n(X+Y)] \\
= & E\left[J_{T}^{(k)}(X+Y) \cdot \sin n(X+Y)\right]
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& E\left[J_{T}^{(k)}(X) \cdot \cos n(X+Y)\right] \\
= & E\left[J_{T}^{(k)}(X) \cdot \cos n X\right] E[\cos n Y]-E\left[J_{T}^{(k)}(X) \cdot \sin n X\right] E[\sin n Y] \\
= & n E[\sin n X] E[\cos n Y]+n E[\cos n X] E[\sin n Y] \\
= & n E[\sin n(X+Y)] \\
= & E\left[J_{T}^{(k)}(X+Y) \cdot \cos n(X+Y)\right],
\end{aligned}
$$

whence the trigonometric version of (2.28):

$$
J_{T}^{(k)}(X+Y)=\hat{E}\left[J_{T}^{(k)}(X) \mid \mathbf{T}_{k}(X+Y)\right]
$$

It is very likely that the Stam inequality holds for the information $I_{\text {Trig }}=\operatorname{Var}\left[J_{T}^{(k)}(X)\right]$.
Another example is the space $\mathbf{E}_{k}(X)$ spanned by functions of the form $e^{m X} \sin n X$ and $e^{m X} \cos n X$, with $0 \leq m \leq M, 0 \leq n \leq N$ for some fixed $M, N$. It is easy to verify the relation

$$
\hat{E}\left[J(X+Y) \mid \mathbf{E}_{k}(X+Y)\right]=\hat{E}\left\{\hat{E}\left[J(X) \mid \mathbf{E}_{k}(X)\right] \mid \mathbf{E}_{k}(X+Y)\right\}
$$

### 2.3.4 A strong version of superadditivity of $t_{n}$

Let $\boldsymbol{\epsilon}_{k}=\left(\epsilon_{k 1}, \ldots, \epsilon_{k n}\right), k=1, \ldots, N$, be independent $n$-variate random vectors with distribution $F_{k}\left(x_{1}, \ldots, x_{n}\right)$ respectively. When these random vectors are shifted by an unknown location parameter $\theta$, a statistician can observe

$$
\mathbf{X}_{k}=\left(X_{k 1}, \ldots, X_{k n}\right)=\left(\epsilon_{k 1}+\theta, \ldots, \epsilon_{k n}+\theta\right), k=1, \ldots, N
$$

Or even worse, one can only pick up the information after these sources are summed together. Let $\boldsymbol{\epsilon}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \stackrel{d}{=} \sum_{k=1}^{N} \boldsymbol{\epsilon}_{k} \sim F\left(x_{1}, \ldots, x_{n}\right)$, then the observations
enter as

$$
\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)=\left(\epsilon_{1}+\theta, \ldots, \epsilon_{n}+\theta\right)
$$

Assuming

$$
\sigma_{k}^{2}=\int\left(x_{1}+\ldots+x_{n}\right)^{2} d F_{k}\left(x_{1}, \ldots, x_{n}\right)<\infty, k=1, \ldots, N
$$

(then plainly $\left.\sigma^{2}=\int\left(x_{1}+\ldots+x_{n}\right)^{2} d F\left(x_{1}, \ldots, x_{n}\right)<\infty\right)$, the Pitman estimator $t_{k, n}=t_{k, n}\left(X_{k 1}, \ldots, X_{k n}\right)$ of $\theta$ from the $k$-th sample can be written as

$$
t_{k, n}=\bar{X}_{k}-E_{0}\left(\bar{X}_{k} \mid R_{k}\right)
$$

where $\bar{X}_{k}=\frac{1}{n} \sum_{i=1}^{n} X_{k i}, R_{k}=\left(X_{k 1}-\bar{X}_{k}, \ldots, X_{k n}-\bar{X}_{k}\right)$ is the vector of residuals and $E_{0}$ stands for the expectation taken for $\theta=0$. One can easily see that

$$
\operatorname{Var}\left(t_{k, n}\right)=\sigma_{k}^{2} / n^{2}-\operatorname{Var} E_{0}\left(\bar{X}_{k} \mid R_{k}\right)
$$

Similarly, for the Pitman estimator

$$
t_{n}=\bar{X}-E_{0}(\bar{X} \mid R)
$$

of $\theta$ from $\left(X_{1}, \ldots, X_{n}\right)$ one has

$$
\operatorname{Var}\left(t_{n}\right)=\sigma^{2} / n^{2}-\operatorname{Var} E_{0}(\bar{X} \mid R)
$$

where $\bar{X}$ and $R$ stand for the sample mean and vector of residuals from $\left(X_{1}, \ldots, X_{n}\right)$. For an index set $\mathbf{s} \subset\{1, \ldots, N\}$ we set

$$
\begin{equation*}
\bar{X}_{\mathrm{s}}=\sum_{k \in \mathrm{~s}} \bar{X}_{k}, R_{\mathrm{s}}=\sum_{k \in \mathrm{~s}} R_{k}(\text { componentwise }) \tag{2.30}
\end{equation*}
$$

and

$$
t_{\mathbf{s}, n}=\bar{X}_{\mathbf{s}}-E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)
$$

(Plainly, (2.30) makes sense for any subset $\mathbf{u} \subset\{1, \ldots, N\}$; we will need this later). The latter is the Pitman estimator of $\theta$ from

$$
X_{\mathbf{s}}=\left(X_{\mathbf{s} 1}, \ldots, X_{\mathbf{s} n}\right)=\left(\sum_{k \in \mathbf{s}} \epsilon_{k 1}+\theta, \ldots, \sum_{k \in \mathbf{s}} \epsilon_{k n}+\theta\right)
$$

Theorem 2.3.3 Under only the condition $\sigma_{1}^{2}<\infty, \ldots, \sigma_{N}^{2}<\infty$, for any $n \geq 1$ and $1 \leq m \leq N$,

$$
\begin{equation*}
\operatorname{Var}\left(t_{n}\right) \geq \frac{1}{\binom{N-1}{m-1}} \sum_{\mathbf{s}} \operatorname{Var}\left(t_{\mathbf{s}, n}\right) \tag{2.31}
\end{equation*}
$$

where the summation on the right is extended over all unordered sets (combinations) s of $m$ elements from $\{1, \ldots, N\}$.

Proof. To simplify notations, set $r=\binom{N-1}{m-1}$. One has

$$
\begin{aligned}
\operatorname{Var}\left(t_{n}\right) & =\sigma^{2} / n^{2}-\operatorname{Var}\left[E_{0}(\bar{X} \mid R)\right] \\
& =\sum_{k=1}^{N} \sigma_{k}^{2} / n^{2}-\operatorname{Var}\left[E_{0}\left(\sum_{k=1}^{N} \bar{X}_{k} \mid R\right)\right]
\end{aligned}
$$

for $\bar{X}=\sum_{k=1}^{N} \bar{X}_{k}$, and independence is assumed between the different groups. Also the right hand side of (2.31) can be decomposed as

$$
\begin{align*}
\frac{1}{r} \sum_{\mathbf{s}} \operatorname{Var}\left(t_{\mathbf{s}, n}\right) & =\frac{1}{r} \sum_{\mathbf{s}}\left[\sum_{k \in \mathbf{s}} \sigma_{k}^{2} / n^{2}-\operatorname{Var}\left(E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)\right)\right] \\
& =\frac{1}{r} \sum_{\mathbf{s}} \sum_{k \in \mathbf{s}} \sigma_{k}^{2} / n^{2}-\frac{1}{r} \sum_{\mathbf{s}} \operatorname{Var}\left[E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)\right] \\
& =\sum_{k=1}^{N} \sigma_{k}^{2} / n^{2}-\frac{1}{r} \sum_{\mathbf{s}} \operatorname{Var}\left[E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)\right] \tag{2.32}
\end{align*}
$$

The third equality is due to the fact that each vector $\mathbf{X}_{k}, k=1, \ldots, N$, is used in exactly $r=\binom{N-1}{m-1}$ Pitman estimators $t_{\mathbf{s}, n}$ (in other words, each number $k, 1 \leq k \leq N$ appears in exactly $r$ combinations $\mathbf{s}$ of $m$ elements from $\{1, \ldots, N\}$.

From (2.32) one sees that (2.31) is equivalent to

$$
\begin{equation*}
\operatorname{Var}\left[E_{0}\left(\sum_{k=1}^{N} \bar{X}_{k} \mid R\right)\right] \leq \frac{1}{r} \sum_{\mathbf{s}} \operatorname{Var}\left[E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)\right] \tag{2.33}
\end{equation*}
$$

On setting $\psi_{\mathbf{s}}=E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)$ and $w_{\mathbf{s}}=1 /\binom{N}{m}$ for all $\mathbf{s}$ and noticing that $\psi_{\mathbf{s}}$ so defined depends only on $\mathbf{X}_{k}, k \in \mathbf{s}$, one has by virtue of Lemma 2.1.1

$$
\begin{equation*}
r \sum_{s} \operatorname{Var}\left[E_{0}\left(\bar{X}_{s} \mid R_{s}\right)\right] \geq \operatorname{Var}\left[\sum_{s} E_{0}\left(\bar{X}_{s} \mid R_{s}\right)\right] . \tag{2.34}
\end{equation*}
$$

Denote by $\overline{\mathbf{s}}$ the complement of $\mathbf{s}$ in $\{1, \ldots, N\}$. Then $R_{\mathbf{s}}$ and $R_{\overline{\mathbf{s}}}$ depend on disjoint sets $\left\{\mathbf{X}_{k}, k \in \mathbf{s}\right\}$ and $\left\{\mathbf{X}_{l}, l \in \overline{\mathbf{s}}\right\}$ of independent random vectors $\mathbf{X}_{1}, \ldots, \mathbf{X}_{N}$ and thus are independent.

By virtue of Lemma 2.1.2,

$$
\psi_{\mathbf{s}}=E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}, R_{\overline{\mathbf{s}}}\right)
$$

From the definition (2.30) of $n$-variate vectors $R_{\mathbf{s}}$ and $R_{\overline{\mathbf{s}}}$ one has $R=R_{\mathbf{s}}+R_{\overline{\mathbf{s}}}$.

Now due to a well known property of the conditional expectation,

$$
E_{0}\left(\bar{X}_{\mathbf{s}} \mid R\right)=E_{0}\left[E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}, R_{\overline{\mathbf{s}}}\right) \mid R\right]=E_{0}\left[E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right) \mid R\right] .
$$

Since for any random variable $\xi$ and random element $\eta$

$$
\operatorname{Var}(\xi) \geq \operatorname{Var}(E(\xi \mid \eta)
$$

the previous relation results in

$$
\begin{align*}
\operatorname{Var}\left[\sum_{\mathbf{s}} E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right)\right] & \geq \operatorname{Var}\left[E_{0}\left(\sum_{\mathbf{s}} E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}\right) \mid R\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(\sum_{\mathbf{s}} E_{0}\left(\bar{X}_{\mathbf{s}} \mid R_{\mathbf{s}}, R_{\overline{\mathbf{s}}}\right) \mid R\right)\right] \\
& =\operatorname{Var}\left[\sum_{\mathbf{s}} E_{0}\left(\bar{X}_{\mathbf{s}} \mid R\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(\sum_{\mathbf{s}} \bar{X}_{\mathbf{s}} \mid R\right)\right] \\
& =\operatorname{Var}\left[E_{0}\left(r \sum_{k=1}^{N} \bar{X}_{k} \mid R\right)\right] \\
& =r^{2} \operatorname{Var}\left[E_{0}(\bar{X} \mid R)\right] \tag{2.35}
\end{align*}
$$

The first three equalities follow from the properties of the conditional expectation discussed above and the fourth is due to the fact that each $k$ appears in exactly $r$ combinations s. Combining (2.34) with (2.35) gives (2.33).

It is of special interest to study the simpler setting where independence is also assumed within the $\mathbf{X}_{k}$ 's. Let $\mathbf{X}_{k}=\left(X_{k 1}, \ldots, X_{k n}\right)$ be a sample of iid observations from $G_{k}(x-\theta)$ with $\operatorname{Var}\left(X_{k 1}\right)<\infty, k=1, \ldots, N$. Combining Theorem 2.3.3 with Ibragimov and Has'minskii's asymptotic formula (1.30) for the variance of the Pitman estimators, one gets from (2.33) the strong version (2.26) of the Stam inequality.

Particularly when $G_{1}=\ldots=G_{N}=H$, we have the monotonicity of $\operatorname{Var}\left(t_{n}^{(N)}\right)$ with respect to the group number $N$, in contrast to (2.11) whose monotonicity is with respect to the sample size $n$.

Corollary 2.3.1 Let $\sigma_{H}^{2}=\int x^{2} d H(x)<\infty$. If $t_{n}^{(N)}$ is the Pitman estimator of $\theta$
from a sample of size $n$ from $H^{* N}(x-\theta)$ where $H^{* N}=H * \cdots * H$, then

$$
\begin{equation*}
\frac{\operatorname{Var}\left[t_{n}^{(N)}\right]}{N} \geq \frac{\operatorname{Var}\left[t_{n}^{(N-1)}\right]}{N-1} \tag{2.36}
\end{equation*}
$$

Here $n$ and $N$ are independent parameters. The inequality (2.36) may be considered a small sample version of inequality (2.27) for the Fisher information.

Proof of Corollary. Choose $m=N-1$ in Theorem 1. Under the conditions of the corollary, $\operatorname{Var}\left(t_{\mathbf{s}, n}\right)$ are the same for all $N$ combinations $\mathbf{s}$ of $N-1$ elements so that (2.33) becomes

$$
\operatorname{Var}\left[t_{n}^{(N)}\right] \geq \frac{N}{N-1} \operatorname{Var}\left[t_{n}^{(N-1)}\right]
$$

Assuming $\int|x|^{\delta} d H(x)<+\infty$ for a positive $\delta,(1.30)$ asserts

$$
n \operatorname{Var}\left[t_{n}^{(N)}\right] \xrightarrow{n \rightarrow \infty} \frac{1}{I_{X_{11}+\ldots+X_{N 1}}} .
$$

For $n \rightarrow \infty$, (2.36) becomes Madiman and Barron's inequality (2.27). That is, the monotonicity of Fisher information

$$
(N-1) I_{X_{11}+\ldots+X_{(N-1), 1}} \geq N I_{X_{11}+\ldots+X_{N 1}}
$$

Now that $\left(X_{11}, \ldots, X_{N n}\right)$ is a set of iid data, for any $n$ and $N$, one has

$$
\begin{aligned}
\operatorname{Var}\left[t_{n}^{(N)}\right] & =\operatorname{Var}\left[\sum_{k=1}^{N} \bar{X}_{k}-E_{0}\left(\sum_{k=1}^{N} \bar{X}_{k} \mid R_{1}+\ldots+R_{N}\right)\right] \\
& =\operatorname{Var}\left[\sum_{k=1}^{N} \bar{X}_{k}\right]-\operatorname{Var}\left[E_{0}\left(\sum_{k=1}^{N} \bar{X}_{k} \mid R_{1}+\ldots+R_{N}\right)\right] \\
& =N \sigma_{H}^{2} / n-\operatorname{Var}\left[N E_{0}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N}\right)\right] .
\end{aligned}
$$

Apply this calculation to (2.36), one easily sees a dissipative property of the conditional expectation.

Corollary 2.3.2 Suppose $\sigma_{H}^{2}=\int x^{2} d H(x)<\infty$. For arbitrary $N>1$

$$
\begin{equation*}
(N-1) \operatorname{Var}\left[E_{0}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N-1}\right)\right] \geq N \operatorname{Var}\left[E_{0}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N}\right)\right] . \tag{2.37}
\end{equation*}
$$

Since $\left(\bar{X}_{1}, R_{1}, \ldots, R_{N-1}\right)$ and $\mathbf{X}_{N}$, from which $R_{N}$ is defined, are independent, monotonicity of $\operatorname{Var}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N}\right)$ follows from

$$
\begin{aligned}
\operatorname{Var}\left[E_{0}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N-1}\right)\right] & =\operatorname{Var}\left[E_{0}\left(\bar{X}_{1} \mid R_{1}+\ldots+R_{N-1}, R_{N}\right)\right] \\
& \geq \operatorname{Var}\left[E_{0}\left(X_{11} \mid R_{1}+\ldots+R_{N}\right)\right]
\end{aligned}
$$

Corollary 2.3.2 is much stronger than this.

### 2.3.5 Variance of $t_{X^{\prime}+\lambda X^{\prime \prime}}$ as a function of $\lambda$

Let $X^{\prime}, X^{\prime \prime}$ be independent random variables. Set $X=X^{\prime}+\lambda X^{\prime \prime}$ and denote by $F(x ; \lambda)$ the distribution function of $X$. Hence $X^{\prime \prime}$ is viewed as a source of noise with a scalar $\lambda$. We are interested in studying the behavior of the variance of the Pitman estimator of $\theta$ as a function of $\lambda$.

Let $\left(X_{1}, \ldots, X_{n}\right)$ be a sample from population $F(x-\theta ; \lambda)$ with $\theta \in \mathbb{R}$ as a parameter, $\lambda>0$ known, and construct the Pitman estimator $t_{n, \lambda}$ of $\theta$ from $\left(X_{1}, \ldots, X_{n}\right)$. One would expect that $\operatorname{Var}\left(t_{n, \lambda}\right)$ monotonically decreases as a function of $\lambda$ on $(-\infty, 0)$ and increases on $(0, \infty)$. We can prove this for the so called selfdecomposable $X^{\prime \prime}$. It seems likely that the property does not hold for arbitrary $X^{\prime \prime}$ (even when $X^{\prime}$ is Gaussian) though at the moment we do not have an example.

Recall that a random variable $Y$ is self-decomposable if for any $c, 0<c<1$,
$Y$ is equidistributed with $c Y+Z_{c}$, written

$$
Y \stackrel{d}{=} c Y+Z_{c}
$$

where $Z_{c}$ is independent of $Y$. If $f(t)$ is the characteristic function of $Y$, selfdecomposability is equivalent to a factorization

$$
f(t)=f(c t) g_{c}(t)
$$

where $g_{c}(t)$ is a characteristic function. All random variables having stable distributions are self-decomposable. A self-decomposable random variable is necessarily infinitely divisible. Lukacs (1970) gave necessary and sufficient conditions for selfdecomposability in terms of the Lévy spectral functions.

Theorem 2.3.4 Let $X^{\prime}$ be an arbitrary random variable with $E\left(X^{\prime}\right)^{2}<\infty$ and let $X^{\prime \prime}$ be a self-decomposable random variable with $E\left(X^{\prime \prime}\right)^{2}<\infty$ independent of $X^{\prime}$. Let $F(x ; \lambda)$ be the distribution function of $X^{\prime}+\lambda X^{\prime \prime}$. Then the variance $\operatorname{Var}\left(t_{n, \lambda}\right)$ of the Pitman estimator of $\theta$ from a sample of size $n$ from $F(x-\theta ; \lambda)$ is increasing in $\lambda$ on $(0, \infty)$ and decreasing on $(-\infty, 0)$.

The proof of Theorem 2.3.4 is similar to that of Theorem 2.3.1.
Proof. We start with the definition of the residuals

$$
\begin{aligned}
& R_{n}^{\prime}=\left(X_{1}^{\prime}-\bar{X}^{\prime}, \ldots, X_{n}^{\prime}-\bar{X}^{\prime}\right), \\
& R_{n}^{\prime \prime}=\left(X_{1}^{\prime \prime}-\bar{X}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}-\bar{X}^{\prime \prime}\right) .
\end{aligned}
$$

By definition (1.16)

$$
t_{n, \lambda}=\bar{X}^{\prime}+\lambda \bar{X}^{\prime \prime}-E_{0}\left[\bar{X}^{\prime}+\lambda \bar{X}^{\prime \prime} \mid R_{n}^{\prime}+\lambda R_{n}^{\prime \prime}\right]
$$

and

$$
\operatorname{Var}\left(t_{n, \lambda}\right)=\operatorname{Var}\left(\bar{X}^{\prime}+\lambda \bar{X}^{\prime \prime}\right)-\operatorname{Var}\left\{E_{0}\left[\bar{X}^{\prime}+\lambda \bar{X}^{\prime \prime} \mid R_{n}^{\prime}+\lambda R_{n}^{\prime \prime}\right]\right\}
$$

If $\lambda_{1}>\lambda_{2}>0$, then $\lambda_{2}=c \lambda_{1}$ for some $c, 0<c<1$. Due to self-decomposability of $X^{\prime \prime}$, there exist random variables $Z_{c, 1} \ldots, Z_{c, n}$ such that

$$
X_{i}^{\prime \prime}-\bar{X}^{\prime \prime} \stackrel{d}{=} c\left(X_{i}^{\prime \prime}-\bar{X}^{\prime \prime}\right)+\left(Z_{c, i}-\bar{Z}_{c}\right)
$$

and the random variables $X_{1}^{\prime}, \ldots, X_{n}^{\prime}, X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}, Z_{c, 1}, \ldots, \bar{Z}_{c}$ are independent.
Define $R_{Z_{c}}$ the vector of residuals for $\mathbf{Z}_{c}$ in the traditional way. The $\sigma$-algebra

$$
\sigma\left\{R_{n}^{\prime}+\lambda_{1} R_{n}^{\prime \prime}\right\}=\sigma\left\{R_{n}^{\prime}+\lambda_{1} c R_{n}^{\prime \prime}+\lambda_{1} R_{Z_{c}}\right\}
$$

is smaller than $\sigma$-algebra

$$
\sigma\left\{R_{n}^{\prime}+\lambda_{1} c R_{n}^{\prime \prime}, R_{Z_{c}}\right\}
$$

and thus

$$
\operatorname{Var}\left\{E_{0}\left[\bar{X}^{\prime}+\lambda_{1} \bar{X}^{\prime \prime} \mid R_{n}^{\prime}+\lambda_{1} R_{n}^{\prime \prime}\right]\right\} \leq \operatorname{Var}\left\{E_{0}\left[\bar{X}^{\prime}+\lambda_{1} c \bar{X}^{\prime \prime}+\lambda_{1} \bar{Z}_{c} \mid R_{n}^{\prime}+\lambda_{1} c R_{n}^{\prime \prime}, R_{Z_{c}}\right]\right\} .
$$

The rest of the proof is the same as that of Theorem 2.3.1.
The result can be considered a small sample version of the following property of the Fisher information. Let $I_{\lambda}=I_{X^{\prime}+\lambda X^{\prime \prime}}$ denote the Fisher information on $\theta$ in an observation of $\theta+X^{\prime}+\lambda X^{\prime \prime}$. If $X^{\prime}, X^{\prime \prime}$ are independent, $I\left(X^{\prime}\right)<\infty$ and $X^{\prime \prime}$ self-decomposable, then $I_{\lambda}$ as a function of $\lambda$ increases monotonically on $(-\infty, 0)$ and decreases monotonically on $(0, \infty)$.

There is an example of nonself-decomposable $X^{\prime \prime}$ when $I_{\lambda}$ is not monotone; in the example that follows $X^{\prime}$ is Gaussian and $I_{X^{\prime \prime}}=\infty$.

Example 7 Let $X^{\prime}$ be from a Gaussian distribution $N(\theta, 1)$ and $X^{\prime \prime}$ be a Bernoulli random variable with $P\left(X^{\prime \prime}=1\right)=P\left(X^{\prime \prime}=0\right)=1 / 2$. Then

$$
\begin{aligned}
& I_{X^{\prime}}=1, \\
& I_{X^{\prime}+\lambda X^{\prime \prime}} \longrightarrow 1, \lambda \rightarrow+\infty .
\end{aligned}
$$

Since $I_{X^{\prime}+\lambda X^{\prime \prime}}$ is not a constant in $\lambda$, the two relations indicate that it can not be monotone in $\lambda$.

## Chapter 3

## Multivariate observations with a univariate location parameter

In this chapter we discuss estimating $\theta \in \mathbb{R}$ based on samples $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$ from an $s$-variate population $F(\mathbf{x}-\mathbf{1} \cdot \theta)$. Here $\mathbf{X}_{i}=\left[X_{i 1}, \ldots, X_{i s}\right]^{T}, \mathbf{1}=[1, \ldots, 1]^{T}$ so that $F(\mathbf{x}-\mathbf{1} \cdot \theta)=F\left(x_{1}-\theta, \ldots, x_{s}-\theta\right)$.

Though some results are similar to those in Chapters 1, 2, some others differ from their counterparts obtained for univariate observations depending on a univariate location parameter. For the sake of simplicity of notations, we consider the case of $s=2$. The generalization to higher dimensions is straightforward.

### 3.1 Linearity of the Pitman estimator

Let $(\mathbf{X}, \mathbf{Y})=\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right)$ be a sample from population $F(x-\theta, y-\theta)$ with finite variances $E\left(X_{1}+Y_{1}\right)^{2}<\infty$. Notice that definition (1.16) does not require independence between the observations. Following this definition, the Pitman estimator of $\theta$ is
$t_{n}(\mathbf{X}, \mathbf{Y})=T_{0}(\mathbf{X}, \mathbf{Y})-E_{0}\left[T_{0}(\mathbf{X}, \mathbf{Y}) \mid X_{1}-\bar{Y}, \ldots, X_{n}-\bar{Y}, \ldots, Y_{1}-\bar{X}, \ldots, Y_{n}-\bar{X}\right]$, where $\bar{X}=\sum_{i} X_{i} / n, \bar{Y}=\sum_{i} Y_{i} / n$ and $T_{0}(\mathbf{X}, \mathbf{Y})$ is an arbitrary equivariant estimator of $\theta$. Notice that the residual vector $R_{\mathbf{X}, \mathbf{Y}}=\left(X_{1}-\bar{Y}, \ldots, Y_{n}-\bar{X}\right)$, as a statistic, is equivalent to $\left(X_{1}-(\bar{X}+\bar{Y}) / 2, \ldots, Y_{n}-(\bar{X}+\bar{Y}) / 2\right)$. Also it is worth noticing that the $\sigma$-algebra $\sigma\left\{X_{1}-\bar{Y}, \ldots, Y_{n}-\bar{X}\right\}$ is bigger than the one used in definition
(1.20) for multivariate parameters: $\sigma\left\{X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}, Y_{1}-\bar{Y}, \ldots, Y_{n}-\bar{Y}\right\}$.

On noticing that for a bivariate Gaussian $F(x, y)$, the Pitman estimator of $\theta$ is

$$
t_{n}\left(X_{1}, \ldots, Y_{n}\right)=w_{1} \bar{X}+w_{2} \bar{Y}
$$

where

$$
\begin{aligned}
w_{1} & =\arg \min _{w_{1}} \operatorname{Var}\left[w_{1} \bar{X}+\left(1-w_{1}\right) \bar{Y}\right] \\
& =\frac{\operatorname{Var}\left(Y_{1}\right)-\operatorname{Cov}\left(X_{1}, Y_{1}\right)}{\operatorname{Var}\left(X_{1}\right)+\operatorname{Var}\left(Y_{1}\right)-2 \operatorname{Cov}\left(X_{1}, Y_{1}\right)}, \text { and } \\
w_{2} & =1-w_{1},
\end{aligned}
$$

and having in mind the problem to be discussed, let us represent $t_{n}(\mathbf{X}, \mathbf{Y})$ as

$$
t_{n}(\mathbf{X}, \mathbf{Y})=w_{1} \bar{X}+w_{2} \bar{Y}-E_{0}\left(w_{1} \bar{X}+w_{2} \bar{Y} \mid R_{\mathbf{X}, \mathbf{Y}}\right)
$$

The first question to be answered about $t_{n}(\mathbf{X}, \mathbf{Y})$ is when it is linear in $X_{1}, \ldots, Y_{n}$. In other words, when does the relation

$$
\begin{equation*}
t_{n}(\mathbf{X}, \mathbf{Y})=w_{1} \bar{X}+w_{2} \bar{Y} \tag{3.1}
\end{equation*}
$$

hold? By definition, (3.1) is equivalent to the zero regression of $w_{1} \bar{X}+w_{2} \bar{Y}$ against the residual

$$
\begin{equation*}
E_{0}\left(w_{1} \bar{X}+w_{2} \bar{Y} \mid R_{\mathbf{X}, \mathbf{Y}}\right)=0 \tag{3.2}
\end{equation*}
$$

In the univariate case it was answered by the KLR theorem (see Section 1.9) claiming that for $n \geq 3$ the relation

$$
E\left(\bar{X} \mid X_{1}-\bar{X}, \ldots, X_{n}-\bar{X}\right)=\mathrm{const}
$$

holds if and only if $X_{i}$ is Gaussian (for $n=2$, it holds for any symmetric $X_{i}$ ). In the bivariate case, by virtue of the KLR theorem, the relation (3.1) for $n \geq 3$ implies that $w_{1} X_{i}+w_{2} Y_{i}=Z_{i}$ is Gaussian. Indeed, since

$$
\sigma\left\{Z_{1}-\bar{Z}, \ldots, Z_{n}-\bar{Z}\right\} \subset \sigma\left\{X_{1}-\bar{Y}, \ldots, Y_{n}-\bar{X}\right\}
$$

from (3.1) one has

$$
E\left(\bar{Z} \mid Z_{1}-\bar{Z}, \ldots, Z_{n}-\bar{Z}\right)=\text { const }
$$

whence $Z_{i}$ is Gaussian. But unless $X_{i}, Y_{i}$ are independent, Gaussianity of the linear transformation $w_{1} X_{i}+w_{2} Y_{i}$ does not imply (bivariate) Gaussianity of ( $X_{i}, Y_{i}$ ). And as one sees in the following theorem, in the multivariate case linearity of the Pitman estimator is no longer a characteristic property of the Gaussian distribution.

Theorem 3.1.1 Let $\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right)$ with $n \geq 3$ be a sample from population $F(x-\theta, y-\theta)$ with finite variances $E\left(X_{1}+Y_{1}\right)^{2}<\infty$. Denote the characteristic function of $F$ by $\varphi\left(u_{1}, u_{2}\right)=\int \exp \left(i u_{1} x+i u_{2} y\right) d F(x, y)$. Then (3.1) or (3.2) holds if and only if the following relation holds in a neighborhood of $(0,0)$

$$
\begin{equation*}
\varphi\left(u_{1}, u_{2}\right)=\exp \left(Q\left(u_{1}, u_{2}\right)+V\left(w_{2} u_{1}-w_{1} u_{2}\right)\right) \tag{3.3}
\end{equation*}
$$

where $V$ is an arbitrary function and $Q$ is a quadratic form

$$
Q\left(u_{1}, u_{2}\right) \propto\left[u_{1} u_{2}\right]\left[\begin{array}{ll}
-5 w_{1}^{2}+4 w_{1}^{3}+2 w_{1} & 3 w_{1}^{2}-3 w_{1}+1  \tag{3.4}\\
3 w_{1}^{2}-3 w_{1}+1 & -4 w_{1}^{3}+7 w_{1}^{2}-4 w_{1}+1
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

Proof. Without loss of generality, we may assume $\theta=0$ throughout the proof. For any $\mathbf{t}, \mathbf{s} \in \mathbb{R}^{n},(3.2)$ is equivalent to

$$
E\left\{\left(w_{1} \bar{X}+w_{2} \bar{Y}\right) \exp \left(i\left(\sum_{j} t_{j}\left(X_{j}-\bar{Y}\right)+\sum_{j} s_{j}\left(Y_{j}-\bar{X}\right)\right)\right)\right\}=0 .
$$

Rewrite the left hand side by separating the independent variables

$$
\begin{aligned}
& E\left\{\left(w_{1} \bar{X}+w_{2} \bar{Y}\right) \exp \left(i\left(\sum_{j} t_{j}\left(X_{j}-\bar{Y}\right)+\sum_{j} s_{j}\left(Y_{j}-\bar{X}\right)\right)\right)\right\} \\
= & E\left\{\left(w_{1} \bar{X}+w_{2} \bar{Y}\right) \exp \left(i\left(\sum_{j} X_{j}\left(t_{j}-\bar{s}\right)+\sum_{j} Y_{j}\left(s_{j}-\bar{t}\right)\right)\right)\right\} \\
= & \frac{1}{n} \sum_{k} E\left\{w_{1} X_{k} \exp \left(i\left(\sum_{j} X_{j}\left(t_{j}-\bar{s}\right)+\sum_{j} Y_{j}\left(s_{j}-\bar{t}\right)\right)\right)+\right. \\
& \left.\cdot w_{2} Y_{k} \exp \left(i\left(\sum_{j} X_{j}\left(t_{j}-\bar{s}\right)+\sum_{j} Y_{j}\left(s_{j}-\bar{t}\right)\right)\right)\right\} \\
= & \frac{1}{n} \sum_{k}\left\{E \left[w_{1} X_{k} \exp \left(i\left(X_{k}\left(t_{k}-\bar{s}\right)+Y_{k}\left(s_{k}-\bar{t}\right)\right)\right)+\right.\right. \\
= & \frac{1}{n} \prod_{j} \varphi\left(t_{j}-\bar{s}, s_{j}-\bar{t}\right) \sum_{k} \frac{1}{\varphi\left(t_{k}-\bar{s}, s_{k}-\bar{t}\right)}\left\{w_{1} E\left[X_{k} \exp \left(i\left(X_{k}\left(t_{k}-\bar{s}\right)+Y_{k}\left(t_{k}-\bar{t}\right)\right)\right)\right] \prod_{j \neq k} \varphi\left(t_{j}-\bar{s}, s_{j}-\bar{t}\right)\right\} \\
& \left.\left.\left.\left.Y_{k}\left(s_{k}-\bar{t}\right)\right)\right)\right]+w_{2} E\left[Y_{k} \exp \left(i\left(X_{k}\left(t_{k}-\bar{s}\right)+Y_{k}\left(s_{k}-\bar{t}\right)\right)\right)\right]\right\} \\
= & \frac{1}{n} \prod_{j} \varphi\left(t_{j}-\bar{s}, s_{j}-\bar{t}\right) \sum_{k}\left[w_{1} \partial_{1} \ln \varphi\left(t_{k}-\bar{s}, s_{k}-\bar{t}\right)+w_{2} \partial_{2} \ln \varphi\left(t_{k}-\bar{s}, s_{k}-\bar{t}\right)\right] / i,
\end{aligned}
$$

where the subscripts of the partial differentiation denote the component to which the differentiation is applied.

By assumption the distribution $F$ admits finite second moments, and the characteristic function does not vanish in a neighborhood of $(0,0)$. The function $\ln \varphi$ is at least twice continuously differentiable. The above calculation implies

$$
\begin{equation*}
\sum_{k=1}^{n} w_{1} \partial_{1} \ln \varphi\left(t_{k}-\bar{s}, s_{k}-\bar{t}\right)+w_{2} \partial_{2} \ln \varphi\left(t_{k}-\bar{s}, s_{k}-\bar{t}\right)=0, \forall \mathbf{s}, \mathbf{t} \tag{3.5}
\end{equation*}
$$

Denote $h(a, b)=w_{1} \partial_{1} \ln \varphi(a, b)+w_{2} \partial_{2} \ln \varphi(a, b)$. (3.5) becomes a Cauchy type functional equation after a substitution $a_{k}=t_{k}-\bar{s}, b_{k}=s_{k}-\bar{t}$ :

$$
\begin{equation*}
\sum_{k=1}^{n} h\left(a_{k}, b_{k}\right)=0 \tag{3.6}
\end{equation*}
$$

for any $\left(a_{1}, \ldots, b_{n}\right)$ with $\sum_{k} a_{k}+\sum_{k} b_{k}=0$. To solve for the function $h$, we notice the following facts:
(i) $\sum_{k=1}^{n} h(0,0)=0 \Rightarrow h(0,0)=0$.
(ii) Fix all $b_{k}=B$. Then (3.6) implies

$$
\sum_{k=1}^{n} h\left(A_{k}-B, B\right)=0
$$

for any $\left(A_{1}, \ldots, A_{n}\right)$ with $\sum_{k=1}^{n} A_{k}=0$. When $n \geq 3$ and $B$ fixed, this is a Cauchy functional equation (see Aczél (1966)). Its only (measurable) solution is linear in $A$.

$$
h(A-B, B)=C_{B} A
$$

for some constant $C_{B}$. Change the variables by taking $a=A-B, b=B$. We have a solution to (3.6)

$$
h(a, b)=C_{b}(a+b),
$$

though the functional form of $C_{b}$ is to be determined. By virtue of the symmetry in the notations $a$ and $b$, we have

$$
h(a, b)=C_{b}(a+b)=C_{a}(a+b)
$$

where $C_{a}$ is supposedly a function of $a$. The above equation holds true for all $a, b$. Hence $C_{a} \equiv C_{b}$ is a constant independent of the choices of $a$ and $b$.

Combined with (i) and (ii), (3.5) indicates

$$
w_{1} \partial_{1} \ln \varphi\left(u_{1}, u_{2}\right)+w_{2} \partial_{2} \ln \varphi\left(u_{1}, u_{2}\right)=C\left(u_{1}+u_{2}\right), \forall u_{1}, u_{2} \in \mathbb{R}
$$

for some constant $C$. The PDE can be solved by making the following substitutions

$$
\left\{\begin{array}{l}
x_{1}=w_{1} u_{1}+w_{2} u_{2} \\
x_{2}=w_{2} u_{1}-w_{1} u_{2}
\end{array}\right.
$$

which is a rotation of the axis such that the direction of the derivative $w_{1} \partial_{1}+w_{2} \partial_{2}$ lies on the $x_{1}$ axis:

$$
\partial_{x_{1}} \ln \varphi\left(\frac{w_{1} x_{1}+w_{2} x_{2}}{w_{1}^{2}+w_{2}^{2}}, \frac{w_{2} x-w_{1} x_{2}}{w_{1}^{2}+w_{2}^{2}}\right)=C\left[\left(w_{1}+w_{2}\right) x_{1}+\left(w_{2}-w_{1}\right) x_{2}\right]
$$

Take $x_{2}$ as a parameter and solve the first order ODE. Finally we have a formula for the characteristic function

$$
\begin{aligned}
& \ln \varphi\left(u_{1}, u_{2}\right) \\
= & C\left[\frac{\left(w_{1} u_{1}+w_{2} u_{2}\right)^{2}}{2}+\left(w_{2}-w_{1}\right)\left(w_{1} u_{1}+w_{2} u_{2}\right)\left(w_{2} u_{1}-w_{1} u_{2}\right)\right]+V\left(w_{2} u_{1}-w_{1} u_{2}\right) .
\end{aligned}
$$

The first term is a quadratic form in $u_{1}, u_{2}$. Simply expand the quantity within the parentheses, and substitute $w_{2}=1-w_{1}$. Then (3.4) follows immediately.

Remark 1. If $\varphi$ does not vanish, then under this assumption the representation (3.3) holds not only in a neighborhood of $(0,0)$ but also for every $\left(u_{1}, u_{2}\right)$.

Remark 2. We pointed out that (3.1) implies Gaussianity of $w_{1} X_{i}+w_{2} Y_{i}$. Certainly, this follows directly from Theorem 3.1.1 since

$$
\begin{aligned}
E\left[e^{i t\left(w_{1} X_{1}+w_{2} X_{2}\right)}\right] & =\varphi\left(w_{1} t, w_{2} t\right) \\
& =\exp \left[Q\left(w_{1}, w_{2}\right) t^{2}+V\left(w_{2} w_{1} t-w_{1} w_{2} t\right)\right] \\
& =\exp \left[Q\left(w_{1}, w_{2}\right) t^{2}\right]
\end{aligned}
$$

which is a characteristic function of a Gaussian distribution.
Remark 3. Not every function $V$ makes (3.3) a characteristic function. Trivially, $V \equiv 1$ is such a counterexample. It is necessary to have $V(0)=0$ in order that
$\varphi(0,0)=1$. Beyond this, we hardly have any criterion in pointing out the complete class of distributions defined by (3.3). The characteristic functions of bivariate Gaussian random vectors are plainly of the form (3.3). But there are non-Gaussian random vectors whose characteristic functions are of this form. Here is a simple example.

Example 8 Let $Z_{1} \sim N\left(0, \sigma_{1}^{2}\right)$ be independent of $Z_{2} \sim N\left(0, \sigma_{2}^{2}\right)$, and $W$ a nonGaussian random variable independent of the pair $\left(Z_{1}, Z_{2}\right)$. Suppose $W$ has a characteristic function $\varphi_{W}(t)=e^{V(t)}$. Then the random vector $\left(Z_{1}+W, Z_{2}-W\right)$ has a joint characteristic function

$$
\varphi\left(u_{1}, u_{2}\right)=\exp \left(-\frac{1}{2}\left(u_{1}^{2}+u_{2}^{2}\right)+V\left(u_{1}-u_{2}\right)\right)
$$

Theorem 3.1.1 asserts that a sample of random copies of this vector with a location shift $\theta$ admits a linear Pitman estimator with $w_{1}=w_{2}=1 / 2$.

Naturally one may try to break the characteristic function into a Gaussian component $\exp \left(Q\left(u_{1}, u_{2}\right)\right)$, which needs a little technical modification to become a characteristic function of a Gaussian distribution, and an independent additive noise $\exp \left(V\left(w_{2} u_{1}-w_{1} u_{2}\right)\right)$. However, these are not all the distributions with their characteristic functions in the form of (3.3). There may exist some characteristic functions of the form (3.3) which can not be represented as $\exp \left(Q^{\prime}\left(u_{1}, u_{2}\right)\right) f(\mathbf{u})$, such that $Q^{\prime}$ is a nonpositive definite quadratic form and $f$ is a valid characteristic function.

Remark 4. A few comments were given on the quadratic form $Q$ in the proof. We put aside all the details with the fact that $\varphi\left(u_{1}, u_{2}\right)$ has to be a characteristic
function. Denote $Q\left(u_{1}, u_{2}\right)=\sum_{i, j=1,2} q_{i j} u_{i} u_{j}$. One sees from (3.4) that

$$
\begin{aligned}
& q_{11}=C \cdot w_{1}\left(4 w_{1}^{2}-5 w_{1}+2\right), \\
& \operatorname{det}\left[\begin{array}{ll}
q_{11} & q_{12} \\
q_{21} & q_{22}
\end{array}\right]=-C^{2}\left(2 w_{1}-1\right)^{2}\left(2 w_{1}^{2}-2 w_{1}+1\right)^{2} .
\end{aligned}
$$

For all choices of $C$ and $w_{1}, Q$ is non definite. We need to modify the definition of $Q$ and $V$ in order to justify the normal characteristic in the factor $\exp \left(Q\left(u_{1}, u_{2}\right)\right)$. For some constant $C^{\prime}$, we can write

$$
\begin{aligned}
& Q\left(u_{1}, u_{2}\right)+V\left(w_{2} u_{1}-w_{1} u_{2}\right) \\
= & {\left[Q\left(u_{1}, u_{2}\right)-C^{\prime}\left(w_{2} u_{1}-w_{1} u_{2}\right)^{2}\right]+\left[C^{\prime}\left(w_{2} u_{1}-w_{1} u_{2}\right)^{2}+V\left(w_{2} u_{1}-w_{1} u_{2}\right)\right] } \\
\triangleq & Q^{\prime}\left(u_{1}, u_{2}\right)+V^{\prime}\left(w_{2} u_{1}-w_{1} u_{2}\right) .
\end{aligned}
$$

Now that there are three independent variables $C, C^{\prime}$ and $w_{1}$ in the definition of the quadratic form $Q^{\prime}$, on choosing them in an appropriate way one can get an arbitrary (particularly nonpositive definite) quadratic form $Q^{\prime}$.

It is also interesting to see the following fact about $Q$ :

$$
\begin{align*}
\frac{q_{22}-q_{12}}{q_{22}+q_{11}-2 * q_{12}} & =w_{1}  \tag{3.7}\\
& =\frac{\operatorname{Var}\left(Y_{1}\right)-\operatorname{Cov}\left(X_{1}, Y_{1}\right)}{\operatorname{Var}\left(X_{1}\right)+\operatorname{Var}\left(Y_{1}\right)-2 \operatorname{Cov}\left(X_{1}, Y_{1}\right)} .
\end{align*}
$$

The coefficient $w_{1}$ (and accordingly $w_{2}$ ) is simultaneously defined by the the population variance and the "partial variance" from the Gaussian component in a similar way. This observation leads to the answer to a characterization problem in the next section.

Remark 5. Generally for arbitrary $s \geq 2$, let $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$ be a sample of $s$-variate
observations, $\mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i s}\right)^{T}, i=1, \ldots, n$, and hence $\bar{X}_{i}=\sum_{k=1}^{n} X_{k i} / n$. One can generalize Theorem 3.1.1 and show that

$$
t_{n}\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)=w_{1} \bar{X}_{1}+\ldots+w_{s} \bar{X}_{s}
$$

for some $w_{1}, \ldots, w_{s}$ with $w_{1}+\ldots+w_{s}=1$ if and only if the characteristic function of $\mathbf{X}_{i}$ is in the following form:

$$
\varphi\left(u_{1}, \ldots, u_{s}\right)=\exp \left(\mathbf{u}^{T} Q \mathbf{u}+V\left(\mathbf{u}^{T}\left[\mathbf{b}_{1}, \ldots, \mathbf{b}_{s-1}\right]\right)\right)
$$

for some symmetric $s \times s$ matrix $Q$ and measurable function $V$. In particular, $\mathbf{b}_{i}$, $i=1, \ldots, s-1$, are $s$-variate vectors chosen according to $\mathbf{w}=\left(w_{1}, \ldots, w_{s}\right)^{T}$ such that they are mutually orthogonal and $\left[\mathbf{w}, \mathbf{b}_{1}, \ldots, \mathbf{b}_{s-1}\right]$ is a projection matrix.

Remark 6. In Kagan and Rao (2005), a problem similar to (3.1) was studied. Let $\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right), n \geq 3$ be a sample from $F(x-\theta, y)$ with finite second moment $\int x^{2} d F(x)<\infty$. The components $Y_{i}$ are ancillary with respect to of $\theta$. They studied the linear condition of the Pitman estimator

$$
\begin{equation*}
t_{n}(\mathbf{X}, \mathbf{Y})=\bar{X}-C \bar{Y}-C_{0} \tag{3.8}
\end{equation*}
$$

where $C$ and $C_{0}$ are constants. They showed that (3.8) implies the following equation for the characteristic function of $\left(X_{i}, Y_{i}\right)$ :

$$
u_{1} \varphi\left(u_{1}, u_{2}\right)=C_{1} \frac{\partial \varphi\left(u_{1}, u_{2}\right)}{\partial u_{1}}+C_{2} \frac{\partial \varphi\left(u_{1}, u_{2}\right)}{\partial u_{2}}+i C_{3} \varphi\left(u_{1}, u_{2}\right),
$$

for some constants $C_{1}, C_{2}$ and $C_{3}$. Moreover, if $F$ is absolutely continuous and the density function $f$ is differentiable, then

$$
f(x, y)=\exp \left(A_{1} x+A_{2} x^{2}+B x y+C(y)\right)
$$

where $A_{1}, A_{2}$ and $B$ are constants and $C$ is an arbitrary function.
3.2 Some related characterization problems for the linear Pitman estimator

Nice results of characterization problems, particularly those associated with the Gaussian distribution, are abundant in the classic univariate setting. It turns out that those distributions defined by (3.3) play the same role in the multivariate setting as the univariate Gaussian distribution does in one dimension.

Given a univariate sample $\left(X_{1}, \ldots, X_{n}\right), n \geq 3$, it is well known that the independence between the sample mean $\bar{X}$ and the residual $R_{X}$ characterizes the Gaussian distribution. The following corollary of Theorem 3.1.1 is an analog of this fact in the multivariate setting.

Corollary 3.2.1 Let $\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right), n \geq 3$, be a sample from $F(x-\theta, y-\theta)$. Then the linear combination $w_{1} \bar{X}+w_{2} \bar{Y}, w_{1}+w_{2}=1$ is independent of the residual $R_{\mathbf{X}, \mathbf{Y}}$ if and only if the characteristic function of $F$ is in the form (3.3).

Proof. Necessity of the condition trivially follows the fact that the independence between $w_{1} \bar{X}+w_{2} \bar{Y}$ and $R_{\mathbf{X}, \mathbf{Y}}$ implies the zero regression equation (3.2) and hence (3.3) by Theorem 3.1.1. We only prove the sufficiency.

Assume $\theta=0$ throughout this proof. Then look at the joint characteristic function of $w_{1} \bar{X}+w_{2} \bar{Y}$ and $R_{\mathbf{X}, \mathbf{Y}}$

$$
\begin{align*}
& E\left[\exp \left(i\left(\left(w_{1} \bar{X}+w_{2} \bar{Y}\right) r+\sum_{k}\left(X_{k}-\bar{Y}\right) t_{k}+\left(Y_{k}-\bar{X}\right) s_{k}\right)\right)\right] \\
= & E\left[\exp \left(i\left(\sum_{k}\left(\frac{w_{1}}{n} r+t_{k}-\bar{s}\right)+Y_{k}\left(\frac{w_{2}}{n} r+s_{k}-\bar{t}\right)\right)\right)\right] \\
= & \prod_{k=1}^{n} \varphi\left(\frac{w_{1}}{n} r+t_{k}-\bar{s}, \frac{w_{2}}{n} r+s_{k}-\bar{t}\right), \tag{3.9}
\end{align*}
$$

where $\varphi$ as defined in (3.3) is the characteristic function of $F$. Then $w_{1} \bar{X}+w_{2} \bar{Y}$ is independent of $R_{\mathbf{X}, \mathbf{Y}}$ if and only if the above expression can be factored into a product of two functions in $r$ and ( $\mathbf{t}, \mathbf{s}$ ) respectively.

Denote $u_{k}=w_{1} r / n+t_{k}-\bar{s}, v_{k}=w_{2} r / n+s_{k}-\bar{t}$. Then (3.9) can be written explicitly according to (3.3):

$$
\begin{equation*}
\prod_{k=1}^{n} \exp \left(Q\left(u_{k}, v_{k}\right)+V\left(w_{2} u_{k}-w_{1} v_{k}\right)\right) \tag{3.10}
\end{equation*}
$$

Note that $w_{2} u_{k}-w_{1} v_{k}=w_{2}\left(w_{1} r / n+t_{k}-\bar{s}\right)-w_{1}\left(w_{2} r / n+s_{k}-\bar{t}\right)$ is independent of $r$. Hence $\prod_{k} \exp \left\{V\left(w_{2} u_{k}-w_{1} v_{k}\right)\right\}$ is plainly a function of the pair ( $\mathbf{t}, \mathbf{s}$ ). (3.10) can be factored properly if and only if there are no cross terms between $r$ and ( $\mathbf{t}, \mathbf{s}$ ) in the quadratic form $Q\left(u_{k}, v_{k}\right)$. Expand the definition

$$
\sum_{k} q_{11}\left(\frac{w_{1}}{n} r+t_{k}-\bar{s}\right)^{2}+2 q_{12}\left(\frac{w_{1}}{n} r+t_{k}-\bar{s}\right)\left(\frac{w_{2}}{n} r+s_{k}-\bar{t}\right)+q_{22}\left(\frac{w_{2}}{n} r+s_{k}-\bar{t}\right)^{2}
$$

The only cross terms are

$$
\left(q_{11} w_{1}-q_{12} w_{1}+q_{12} w_{2}-q_{22} w_{2}\right) r \bar{t}+\left(q_{12} w_{1}-q_{11} w_{1}-q_{12} w_{2}+q_{22} w_{2}\right) r \bar{s}
$$

Recall that $w_{1}$ is defined by the matrix $Q$ in (3.7). Substitute both $w_{1}$ and $w_{2}$ with their definitions then both terms in the above expression vanish. The proof is complete.

Next, we will show that sufficiency of a linear statistic $w_{1} \bar{X}+w_{2} \bar{Y}$ characterizes those distributions with characteristic function (3.3).

Corollary 3.2.2 Suppose that $n \geq 2$ and the distribution of $w_{1} \bar{X}+w_{2} \bar{Y}$ is absolutely continuous. Then $w_{1} \bar{X}+w_{2} \bar{Y}$ is sufficient for $\theta$ only if $F$ has a characteristic function (3.3).

Proof. Sufficiency of $w_{1} \bar{X}+w_{2} \bar{Y}$ for $\theta$ means that the conditional distribution of $\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right)$ given $w_{1} \bar{X}+w_{2} \bar{Y}$ is independent of $\theta$. In terms of the characteristic function, the conditional characteristic function of the sample is independent of $\theta$ :

$$
\begin{equation*}
E_{\theta}\left[e^{i(\mathbf{t} \cdot \mathbf{X}+\mathbf{s} \cdot \mathbf{Y})} \mid w_{1} \bar{X}+w_{2} \bar{Y}\right]=\phi_{\mathbf{t}, \mathbf{s}}\left(w_{1} \bar{X}+w_{2} \bar{Y}\right) \tag{3.11}
\end{equation*}
$$

for some measurable function $\phi_{\mathbf{t}, \mathbf{s}}$. Setting $\xi_{k}=X_{k}-\theta$ and $\eta_{k}=Y_{k}-\theta$. Equality (3.11) leads to a functional equation for $\phi_{\mathbf{t}, \mathbf{s}}$

$$
\begin{aligned}
& \phi_{\mathbf{t}, \mathbf{s}}\left(w_{1} \bar{\xi}+w_{2} \bar{\eta}\right) \\
= & E\left[\exp (i(\mathbf{t} \cdot \boldsymbol{\xi}+\mathbf{s} \cdot \boldsymbol{\eta})) \mid w_{1} \bar{\xi}+w_{2} \bar{\eta}\right] \\
= & E\left[\cdot \exp \left(i\left(\mathbf{t} \cdot \mathbf{X}-\sum_{k} t_{k} \theta+\mathbf{s} \cdot \mathbf{Y}-\sum_{k} s_{k} \theta\right)\right) \mid w_{1} \bar{X}+w_{2} \bar{Y}-\theta\right] \\
= & \exp \left(-i \sum_{k}\left(t_{k}+s_{k}\right) \theta\right) E\left[\exp (i(\mathbf{t} \cdot \mathbf{X}+\mathbf{s} \cdot \mathbf{Y})) \mid w_{1} \bar{X}+w_{2} \bar{Y}\right] \\
= & \exp \left(-i \sum_{k}\left(t_{k}+s_{k}\right) \theta\right) \phi_{\mathbf{t}, \mathbf{s}}\left(w_{1} \bar{\xi}+w_{2} \bar{\eta}+\theta\right) .
\end{aligned}
$$

Substituting $u=w_{1} \bar{\xi}+w_{2} \bar{\eta}$ on both ends

$$
\phi_{\mathbf{t}, \mathbf{s}}(u) \exp \left(i \sum_{k}\left(t_{k}+s_{k}\right) \theta\right)=\phi_{\mathbf{t}, \mathbf{s}}(u+\theta)
$$

Fix the value of $\theta$. The equality may hold only on a set of probability 1 , and the exceptional set actually depends on $\theta$. It was shown in Kagan et al. (1973) page 284 that if $w_{1} \bar{X}+w_{2} \bar{Y}$ has an absolutely continuous distribution, then there exist a set of probability 1 on which the above equality holds for all $\theta$.

Fix $u$ for some value in its domain, and let $v=u+\theta$. Due to the arbitrariness of $\theta$, one may get the following relation for all $v \in \mathbb{R}$

$$
\begin{aligned}
\phi_{\mathbf{t}, \mathbf{s}}(v) & =\phi_{\mathbf{t}, \mathbf{s}}(u) \exp \left(i \sum\left(t_{k}+s_{k}\right)(v-u)\right) \\
& =C_{\mathbf{t}, \mathbf{s}} \exp \left(i \sum\left(t_{k}+s_{k}\right) v\right)
\end{aligned}
$$

where $C_{\mathbf{t}, \mathbf{s}}=\phi_{\mathbf{t}, \mathbf{s}}(u) \exp \left(-i \sum\left(t_{k}+s_{k}\right) u\right)$ is a function of $(\mathbf{t}, \mathbf{s})$.
The joint characteristic function of $\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right)$ and $w_{1} \bar{X}+w_{2} \bar{Y}$ is

$$
\begin{align*}
& E\left[\exp \left(i r\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)+i(\mathbf{t} \cdot \mathbf{X}+\mathbf{s} \cdot \mathbf{Y})\right)\right] \\
= & E\left[\exp \left(\sum_{k} i\left(w_{1} r / n+t_{k}\right) X_{k}+i\left(w_{2} r / n+s_{k}\right) Y_{k}\right)\right]  \tag{3.12}\\
= & \prod_{k=1}^{n} \varphi\left(\frac{w_{1} r}{n}+t_{k}, \frac{w_{2} r}{n}+s_{k}\right),
\end{align*}
$$

where $\varphi$ is the characteristic function of the distribution $F$. On the other hand, rewrite the expectation in (3.12) by conditioning on $w_{1} \bar{X}+w_{2} \bar{Y}$ :

$$
\begin{align*}
& E\left[\exp \left(i r\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)+i(\mathbf{t} \cdot \mathbf{X}+\mathbf{s} \cdot \mathbf{Y})\right)\right] \\
= & E\left\{E\left[\exp \left(i r\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right) \exp (i(\mathbf{t} \cdot \mathbf{X}+\mathbf{s} \cdot \mathbf{Y})) \mid w_{1} \bar{X}+w_{2} \bar{Y}\right]\right\} \\
= & E\left[\exp \left(i r\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right) \phi\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right] \\
= & E\left[\exp \left(i r\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right) C_{\mathbf{t}, \mathbf{s}} \exp \left(i\left(\sum_{k} t_{k}+s_{k}\right)\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right)\right] \\
= & C_{\mathbf{t}, \mathbf{s}} E\left[\exp \left(i\left(r+\sum_{k} t_{k}+s_{k}\right)\left(w_{1} \bar{X}+w_{2} \bar{Y}\right)\right)\right] \\
= & C_{\mathbf{t}, \mathbf{s}} \varphi\left[w_{1}\left(r+\sum_{k} t_{k}+s_{k}\right) / n, w_{2}\left(r+\sum_{k} t_{k}+s_{k}\right) / n\right]^{n} . \tag{3.13}
\end{align*}
$$

Combining (3.12) and (3.13) gives a functional equation for $\varphi$

$$
\begin{equation*}
\prod_{k=1}^{n} \varphi\left(\frac{w_{1} r}{n}+t_{k}, \frac{w_{2} r}{n}+s_{k}\right)=C_{\mathbf{t}, \mathbf{s}} \varphi\left[\frac{w_{1}}{n}\left(r+\sum_{k} t_{k}+s_{k}\right), \frac{w_{2}}{n}\left(r+\sum_{k} t_{k}+s_{k}\right)\right]^{n} \tag{3.14}
\end{equation*}
$$

For shorter notations, we denote

$$
u_{k}=\frac{w_{1}}{n} r+t_{k}, v_{k}=\frac{w_{2}}{n} r+s_{k} .
$$

Hence

$$
\frac{w_{1}}{n}\left(r+\sum_{k} t_{k}+s_{k}\right)=w_{1}(\bar{u}+\bar{v}), \frac{w_{2}}{n}\left(r+\sum_{k} t_{k}+s_{k}\right)=w_{2}(\bar{u}+\bar{v}) .
$$

In a neighborhood of $(0,0), \varphi$ does not vanish. Take logarithms on both sides of (3.14) and then differentiate with respect to $r$ :

$$
\begin{array}{r}
n\left\{w_{1} \partial_{1} \ln \varphi\left[w_{1}(\bar{u}+\bar{v}), w_{2}(\bar{u}+\bar{v})\right]+w_{2} \partial_{2} \ln \varphi\left[w_{1}(\bar{u}+\bar{v}), w_{2}(\bar{u}+\bar{v})\right]\right\} \\
=\sum_{k}\left[w_{1} \partial_{1} \ln \varphi\left(u_{k}, v_{k}\right)+w_{2} \partial_{2} \ln \varphi\left(u_{k}, v_{k}\right)\right]
\end{array}
$$

Denote $h(u, v)=w_{1} \partial_{1} \ln \varphi(u, v)+w_{2} \partial_{2} \ln \varphi(u, v)$. We have a Cauchy type functional equation

$$
\begin{equation*}
n h\left[w_{1}(\bar{u}+\bar{v}), w_{2}(\bar{u}+\bar{v})\right]=\sum_{k=1}^{n} h\left(u_{k}, v_{k}\right), \forall u_{1}, \ldots, v_{n} . \tag{3.15}
\end{equation*}
$$

By definition, $h(0,0)=0$. Then fix $u_{2}=\ldots=u_{n}=v_{2}=\ldots=v_{n}=0$. We have

$$
h\left(u_{1}, v_{1}\right)=n h\left(w_{1} \frac{u_{1}+v_{1}}{n}, w_{2} \frac{u_{1}+v_{1}}{n}\right) ;
$$

that is, for arbitrary $(u, v), h(u, v)=\tilde{h}(u+v)$ is a measurable function in $u+v$. It is sufficient to consider only the sums $z_{k}=u_{k}+v_{k}, k=1, \ldots, n$. Then (3.15) becomes

$$
n \tilde{h}(\bar{z})=\sum_{k=1}^{n} \tilde{h}\left(z_{k}\right), \forall z_{1}, \ldots, z_{n}
$$

Differentiate both sides with respect to $z_{1}$. For arbitrary $z_{1}$ and $\bar{z}$ we have

$$
\tilde{h}^{\prime}\left(z_{1}\right)=\tilde{h}^{\prime}(\bar{z}) .
$$

Therefore $\tilde{h}^{\prime}=$ constant. We get a differential equation defining the characteristic function $\varphi$

$$
w_{1} \partial_{1} \ln \varphi(u, v)+w_{2} \partial_{2} \ln \varphi(u, v)=\tilde{h}(u+v)=C(u+v)
$$

for some constant $C$. It is the same differential equation as in the proof of Theorem 3.1.1, leading to the unique solution (3.3).

The converse of Corollary 3.2 .2 is proved in the next section when $F$ has a positive density $p(x-\theta, y-\theta)$ and finite information $I_{X, Y}$. In Theorem 3.3.1, we will show that if $F$ is given by (3.3), then the Fisher information in the linear function $I_{w_{1} \bar{X}+w_{2} \bar{Y}}$ is equal to that in the complete sample $I_{\mathbf{X}, \mathbf{Y}}$. As mentioned in Chapter 1 , under the assumption of positive density, only sufficient statistics preserve the Fisher information. Therefore $w_{1} \bar{X}+w_{2} \bar{Y}$ is sufficient if $F$ is given by (3.3) and has a positive density.

### 3.3 Linearity of the Fisher score

Suppose $F$ has an absolutely continuous density $p(x-\theta, y-\theta)$. Then the Fisher score is

$$
J(X, Y)=\frac{\partial}{\partial \theta} \ln p(X-\theta, Y-\theta)
$$

and hence the Fisher information is

$$
I_{X, Y}=\operatorname{Var}\left[J(X, Y)^{2}\right]=\iint \frac{\left[\partial_{1} p(x, y)+\partial_{2} p(x, y)\right]^{2}}{p(x, y)} d x d y
$$

Denote by $\tilde{I}_{X_{1}, Y_{1}}$ the matrix of Fisher information on $\left(\theta_{1}, \theta_{2}\right)$ associated with an observation $(X, Y) \sim F\left(x-\theta_{1}, y-\theta_{2}\right),\left(\theta_{1}, \theta_{2}\right) \in \mathbb{R}^{2}$. One can easily see that

$$
\begin{equation*}
I_{X, Y}=\mathbf{1}^{T} \tilde{I}_{X, Y} \mathbf{1} \tag{3.16}
\end{equation*}
$$

where $\mathbf{1}=(1,1)^{T}$.
As shown in Section 1, if the Pitman estimator of $\theta$ from a sample $\left(X_{1}, Y_{1} ; \ldots\right.$; $\left.X_{n}, Y_{n}\right)$ from population $F(x-\theta, y-\theta)$ is linear:

$$
t_{n}(\mathbf{X}, \mathbf{Y})=w_{1} \bar{X}+w_{2} \bar{Y}
$$

then is in a neighborhood of zero the characteristic function of $F$, of the form (3.3), and if the characteristic function does not vanish, it is of the form (3.3) for all $t, s$. Here a similar property of the Fisher score is proved.

Theorem 3.3.1 The Fisher score in the setup $(X, Y) \sim F(x-\theta, y-\theta)$ with finite second moments $E(X+Y)^{2}<\infty$ is linear. That is,

$$
\begin{equation*}
J(X, Y)=\frac{w_{1} X+w_{2} Y-\theta}{c} \tag{3.17}
\end{equation*}
$$

for some constant $c$ if and only if $F$ has a characteristic function (3.3).

Proof. Assuming $E(X+Y)^{2}<\infty$, the characteristic function $\varphi$ of $F$ is differentiable. One has (for $\theta=0$ )

$$
\begin{equation*}
E\left[\exp \left(i u_{1} X+i u_{2} Y\right) \frac{w_{1} X+w_{2} Y}{c}\right]=-\frac{i}{c}\left[w_{1} \partial_{1} \varphi\left(u_{1}, u_{2}\right)+w_{2} \partial_{2} \varphi\left(u_{1}, u_{2}\right)\right] \tag{3.18}
\end{equation*}
$$

On the other hand, by virtue of a well known property of the Fisher score, the covariance between the Fisher score and an arbitrary random element is equivalent
to the negative derivative of the expected value of the same random element:

$$
\begin{align*}
& E\left[\exp \left(i u_{1} X+i u_{2} Y\right) J(X, Y)\right] \\
= & -i\left(u_{1}+u_{2}\right) E\left(\exp \left(i u_{1} X+i u_{2} Y\right)\right) \\
= & -i\left(u_{1}+u_{2}\right) \varphi\left(u_{1}, u_{2}\right) . \tag{3.19}
\end{align*}
$$

Now (3.17) holds if and only if (3.18) and (3.19) are equal. Divide both equations by $\varphi\left(u_{1}, u_{2}\right)$. One gets a differential equation for $\varphi$ :

$$
w_{1} \partial_{1} \ln \varphi\left(u_{1}, u_{2}\right)+w_{2} \partial_{2} \ln \varphi\left(u_{1}, u_{2}\right)=c\left(u_{1}+u_{2}\right)
$$

Recall that in the proof of Theorem 3.1.1, this same differential equation led to the characteristic function (3.3).

The linear form in (3.17) is uniquely determined by the underlying distribution $F$, particularly by the covariance matrix of $(X, Y)$. Since $w_{1} X+w_{2} Y$ is an unbiased estimator of $\theta$, one has

$$
E\left[\left(w_{1} X+w_{2} Y\right) J(X, Y)\right]=1
$$

Combined with (3.17),

$$
\begin{aligned}
\left\{E\left[\left(w_{1} X+w_{2} Y\right) J(X, Y)\right]\right\}^{2} & =\operatorname{Var}\left(w_{1} X+w_{2} Y\right) \operatorname{Var}[J(X, Y)] \\
& =\frac{\left[\operatorname{Var}\left(w_{1} X+w_{2} Y\right)\right]^{2}}{c^{2}}=1
\end{aligned}
$$

Hence the constant $c$ is

$$
c=\operatorname{Var}\left(w_{1} X+w_{2} Y\right)
$$

so that from (3.17), one may calculate the Fisher information

$$
\begin{equation*}
I_{X, Y}=\operatorname{Var}[J(X, Y)]=\frac{1}{\operatorname{Var}\left(w_{1} X+w_{2} Y\right)} \tag{3.20}
\end{equation*}
$$

Moreover, if we consider an arbitrary linear estimator $\lambda_{1} X+\lambda_{2} Y$ with $\lambda_{1}+\lambda_{2}=1$, then by the Cramér-Rao inequality and (3.20)

$$
\operatorname{Var}\left(\lambda_{1} X+\lambda_{2} Y\right) \geq \frac{1}{I_{X, Y}}=\operatorname{Var}\left(w_{1} X+w_{2} Y\right)
$$

It turns out that $w_{1}$ and $w_{2}$ depends on $F$ as in (3.7):

$$
\left(w_{1}, w_{2}\right)=\arg \min _{\lambda_{1}+\lambda_{2}=1} \operatorname{Var}\left(\lambda_{1} X+\lambda_{2} Y\right) .
$$

Next we will study the Fisher information associated with the linear function $w_{1} \bar{X}+w_{2} \bar{Y}$. For $(X, Y) \sim F(x-\theta, y-\theta)$, the distribution function of the sum $w_{1} \bar{X}+w_{2} \bar{Y} \sim H(z-\theta)$ depends on a location parameter, and the Fisher score from $H$ is a projection of the score from $F$ :

$$
J\left(w_{1} X+w_{2} Y\right)=E\left[J(X, Y) \mid w_{1} X+w_{2} Y\right]
$$

Assuming (3.17), $J(X, Y)$ is a function of $w_{1} X+w_{2} Y$. Therefore

$$
J\left(w_{1} X+w_{2} Y\right)=J(X, Y)
$$

and it leads to the following result

$$
\begin{equation*}
I_{X, Y}=\operatorname{Var}[J(X, Y)]=\operatorname{Var}\left[J\left(w_{1} X+w_{2} Y\right)\right]=I_{w_{1} X+w_{2} Y} \tag{3.21}
\end{equation*}
$$

When we have a sample of size $n,\left(X_{1}, Y_{1} ; \ldots ; X_{n}, Y_{n}\right),(3.21)$ becomes

$$
I_{\mathbf{X}, \mathbf{Y}}=n I_{X, Y}=I_{w_{1} \bar{X}+w_{2} \bar{Y}}
$$

because $w_{1} X+w_{2} Y$ is normally distributed as Theorem 3.3.1 claims.
Conversely, (3.21) is not sufficient to characterize the linear score (3.17) or the distributions given by (3.3). $I_{X, Y}=I_{w_{1} X+w_{2} Y}$ implies that $J(X, Y)$ is a function of $w_{1} X+w_{2} Y$, but not necessarily linear.

Corollary 3.3.1 Suppose $(X, Y) \sim F(x-\theta, y-\theta)$ with finite second moments $E(X+Y)^{2}<\infty$. If

$$
I_{X, Y}=I_{w_{1} X+w_{2} Y}
$$

and $w_{1} X+w_{2} Y$ is normally distributed, then the characteristic function of $F$ satisfies (3.3) in a neighborhood of $(0,0)$.

### 3.4 Different versions of the Stam inequalities

Let $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}$ be $s$-variate random vectors. If

$$
\mathbf{X}_{1} \sim F_{1}(\mathbf{x}-\boldsymbol{\theta}), \mathbf{X}_{2} \sim F_{2}(\mathbf{x}-\boldsymbol{\theta}), \mathbf{X} \sim F(\mathbf{x}-\boldsymbol{\theta})
$$

with a location vector $\boldsymbol{\theta} \in \mathbb{R}^{s}$, where $F=F_{1} * F_{2}$, and $\tilde{I}_{1}, \tilde{I}_{2}, \tilde{I}$ are the matrices of Fisher information on $\boldsymbol{\theta}$ in $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}$ respectively, then the multivariate Stam inequality claims (see Section 2.3.2)

$$
\begin{equation*}
\tilde{I}^{-1} \geq \tilde{I}_{1}^{-1}+\tilde{I}_{2}^{-1} \tag{3.22}
\end{equation*}
$$

Suppose now that $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}$ are vectors whose distribution depends on a univariate location parameter $\theta$. That is,

$$
\mathbf{X}_{1} \sim F_{1}(\mathbf{x}-\theta \cdot \mathbf{1}), \mathbf{X}_{2} \sim F_{2}(\mathbf{x}-\theta \cdot \mathbf{1}), \mathbf{X} \sim F(\mathbf{x}-\theta \cdot \mathbf{1})
$$

The Fisher information on $\theta$ in $\mathbf{X}_{1}$ is

$$
I_{1}=\mathbf{1}^{T} \tilde{I}_{1} \mathbf{1}
$$

and similarly for $\mathbf{X}_{2}$ and $\mathbf{X}$

$$
I_{2}=\mathbf{1}^{T} \tilde{I}_{2} \mathbf{1}, \quad I=\mathbf{1}^{T} \tilde{I} \mathbf{1}
$$

Repeating verbatim the proof of (1.27) in Section 2.3.2, one gets the Stam inequality

$$
\begin{equation*}
\frac{1}{\mathbf{1}^{T} \tilde{I} \mathbf{1}} \geq \frac{1}{\mathbf{1}^{T} \tilde{I}_{1} \mathbf{1}}+\frac{1}{\mathbf{1}^{T} \tilde{I}_{2} \mathbf{1}} \tag{3.23}
\end{equation*}
$$

Notice that this inequality differs from a special case of (3.22)

$$
\begin{equation*}
\mathbf{1}^{T} \tilde{I}^{-1} \mathbf{1} \geq \mathbf{1}^{T} \tilde{I}_{1}^{-1} \mathbf{1}+\mathbf{1}^{T} \tilde{I}_{2}^{-1} \mathbf{1} \tag{3.24}
\end{equation*}
$$

in light of the fact that

$$
\frac{1}{\mathbf{1}^{T} \tilde{I} \mathbf{1}} \leq \mathbf{1}^{T} \tilde{I}^{-1} \mathbf{1}
$$

Indeed, due to the Cauchy-Schwarz inequality, for any vector $\mathbf{w}=\left(w_{1}, \ldots, w_{s}\right)^{T}$ with $\mathbf{w}^{T} \mathbf{w}=1$ and symmetric positive definite matrix $\tilde{I}$

$$
1=\mathbf{w}^{T} \mathbf{w}=\mathbf{w}^{T} \tilde{I}^{1 / 2} \tilde{I}^{-1 / 2} \mathbf{w} \leq\left|\mathbf{w}^{T} \tilde{I}^{1 / 2}\left(\tilde{I}^{1 / 2}\right)^{T} \mathbf{w}\right|^{1 / 2}\left|\mathbf{w}^{T} \tilde{I}^{-1 / 2}\left(\tilde{I}^{-1 / 2}\right)^{T} \mathbf{w}\right|^{1 / 2}
$$

whence

$$
\begin{equation*}
\frac{1}{\mathbf{w}^{T} \tilde{I} \mathbf{w}} \leq \mathbf{w}^{T} \tilde{I}^{-1} \mathbf{w} \tag{3.25}
\end{equation*}
$$

Here $\tilde{I}^{1 / 2}$ is the (unique) square root matrix of $\tilde{I}$. Both of these two matrices are positive definite because of the definiteness in $\tilde{I}$.

The inequality (3.25) has a simple statistical interpretation. Let the sample be from $F\left(x_{1}-w_{1} \theta_{1}, \ldots, x_{s}-w_{s} \theta_{s}\right)$. Then $\tilde{I}^{-1}$ is the asymptotic variance matrix of the Pitman estimator for $\left(w_{1} \theta_{1}, \ldots, w_{s} \theta_{s}\right)$. In case of $\theta_{1}=\ldots=\theta_{s}=\theta, \mathbf{w}^{T} t_{n}$ estimates $\theta$ with variance $\mathbf{w}^{T} \tilde{I}^{-1} \mathbf{w}$. On the other hand, if starting with the distribution $F\left(x_{1}-w_{1} \theta, \ldots, x_{s}-w_{s} \theta\right)$, the information on $\theta$ is $\mathbf{w}^{T} \tilde{I} \mathbf{w}$. Hence the asymptotic variance of the Pitman estimator becomes $1 / \mathbf{w}^{T} \tilde{I} \mathbf{w}$. In summary, (3.25) implies that there is no advantage to estimate a (location) parameter with a model of a dimension higher than necessary.

### 3.5 An analog of Huber's definition of the Fisher information

Our goal here is developing a definition of the Fisher information $I_{X, Y}$ on $\theta$ contained in $(X, Y)$ with distribution $F(x-\theta, y-\theta)$ that does not require absolute continuity of $F$.

For $X \sim F(x-\theta)$, such a definition was suggested in Huber (1964) (see Section 1.7 (1.23)), who proved, in particular, that for $I_{X}<\infty F$ must be absolutely continuous. In the setup considered in this chapter, this is not true any more as the following example demonstrates.

Example 9 Let $\xi$ be an arbitrary random variable. Set

$$
(X, Y)=(\xi+\theta, \xi+\theta)
$$

The random vector $(X, Y)$ takes values on the diagonal $X=Y$ and, thus, is not absolutely continuous while the Fisher information on $\theta$ in $(X, Y)$ is the same as that in $X$ and is finite if the density $p(x)$ of $\xi$ is such that

$$
\int\left[\frac{p^{\prime}(x)}{p(x)}\right]^{2} p(x) d x<\infty
$$

The definition of $I_{X, Y}$ for $(X, Y) \sim F(x-\theta, y-\theta)$ is inspired by Huber's idea of considering smooth estimating functions to which a little modification is added (borrowed from Port and Stone (1974)). Set

$$
\begin{equation*}
I_{X, Y}=\sup _{\psi \in C_{c}^{1}\left(\mathbb{R}^{2}\right)} \frac{\left\{E_{0}\left[\partial_{X} \psi(X, Y)+\partial_{Y} \psi(X, Y)\right]\right\}^{2}}{E_{0}[\psi(X, Y)]^{2}} \tag{3.26}
\end{equation*}
$$

where $C_{c}^{1}\left(\mathbb{R}^{2}\right)$ is the space of test functions, that is, the collection of continuously differentiable functions with compact support and $E_{0} \psi^{2}>0$. It is a dense subset of
the complete space of square integrable functions

$$
L^{2}(F)=\left\{\psi(X, Y) \mid E\left[\psi(X, Y)^{2}\right]<\infty\right\}
$$

Let $\psi(X-\theta, Y-\theta) \in C_{c}^{1}\left(\mathbb{R}^{2}\right)$ be an estimating function for $\theta$. If $\left(X_{1}, Y_{1} ; \ldots\right.$; $\left.X_{n}, Y_{n}\right)$ is a sample from population $F(x-\theta, y-\theta)$, the estimating equation

$$
\begin{equation*}
\sum_{k=1}^{n} \psi\left(X_{k}-\theta, Y_{k}-\theta\right)=0 \tag{3.27}
\end{equation*}
$$

has a solution $\tilde{\theta}_{n}=\tilde{\theta}_{n}\left(X_{1}, \ldots, Y_{n}\right)$ such that

$$
\sqrt{n}(\tilde{\theta}-\theta) \longrightarrow{ }_{d} N\left(0, \sigma_{\psi}^{2}\right), n \rightarrow \infty
$$

where $1 / \sigma_{\psi}^{2}=\left\{E_{0}\left[\partial_{X} \psi(X, Y)+\partial_{Y} \psi(X, Y)\right]\right\}^{2} / E_{0}[\psi(X, Y)]^{2}$ is, in a sense, the information associated with the estimating function $\psi$, and (3.26) is the information associated with the optimal estimating equation (its solutions are equivariant).

It is convenient to consider the following one-to-one transformation of $(X, Y)$,

$$
U=\frac{X+Y}{2}, V=\frac{X-Y}{2} .
$$

The distribution function of $(U, V)$ is $H(u-\theta, v)$ so that $V$ is ancillary for $\theta$ and this is the principal reason for replacing $(X, Y)$ with $(U, V)$. One can consider estimating functions $\phi(U-\theta, V)$ and estimating equations

$$
\sum_{k=1}^{n} \phi\left(U_{k}-\theta, V_{k}\right)=0
$$

whose solution behaves similarly to the solution of (3.27). There is one-to-one correspondence between estimating functions $\psi(X-\theta, Y-\theta)$ and $\phi(U-\theta, V)$ that
preserves the property of having compact supports. As a statistic, $(U, V)$ is equivalent to $(X, Y)$ so that

$$
\begin{equation*}
I_{X, Y}=I_{U, V}=\sup _{\phi \in C_{c}^{1}\left(\mathbb{R}^{2}\right)} \frac{\left\{E_{0}\left[\partial_{U} \phi(U, V)\right]\right\}^{2}}{E_{0}[\phi(U, V)]^{2}} \tag{3.28}
\end{equation*}
$$

Theorem 3.5.1 Let $(U, V)$ be a pair of random variables with a distribution function $H(u-\theta, v)$. The Fisher information $I_{U, V}$ on $\theta$ contained in the pair is defined as in (3.28). Then $I_{U, V}<\infty$ if and only if the conditional distribution $H_{U \mid V}(u \mid V)$ of $U$ given $V$ has an absolutely continuous density $p(u \mid V)$ with probability 1:

$$
\begin{equation*}
H_{U \mid V}(d u)=p(u \mid V) d u \text { a.s. }\left[\mathrm{H}_{\mathrm{V}}\right] \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint_{\mathbb{R}^{2}}\left[\partial_{u} \ln p(u \mid v)\right]^{2} d H_{U \mid V}(u, v) d H_{V}(v)<+\infty \tag{3.30}
\end{equation*}
$$

where $H_{V}$ is the marginal distribution function of $V$. In this case,

$$
\begin{equation*}
I_{U, V}=E\left(I_{U \mid V}\right)=\iint_{\mathbb{R}^{2}}\left[\partial_{u} \ln p(u \mid v)\right]^{2} d H_{U \mid V}(u, v) d H_{V}(v) \tag{3.31}
\end{equation*}
$$

Proof. In (3.28), it is sufficient to consider the supremum over all those $\phi$ 's with fixed second moments $E_{0}[\phi(U, V)]^{2}=1$. Assuming (3.29) and (3.30), we have

$$
\begin{aligned}
I_{X, Y} & =\sup _{E_{0}\left(\phi^{2}\right)=1}\left[\iint \partial_{u} \phi(u, v) H_{U, V}(d u d v)\right]^{2} \\
& =\sup _{E_{0}\left(\phi^{2}\right)=1}\left[\iint \partial_{u} \phi(u, v) p(u \mid v) d u H_{V}(d v)\right]^{2} \\
& =\sup _{E_{0}\left(\phi^{2}\right)=1}\left[\iint \phi(u, v) \partial_{u} p(u \mid v) d u H_{V}(d v)\right]^{2} \\
& =\sup _{E_{0}\left(\phi^{2}\right)=1}\left[\iint \phi(u, v) \frac{\partial_{u} p(u \mid v)}{p(u \mid v)} H_{U \mid V}(d u) H_{V}(d v)\right]^{2} \\
& \leq \iint \phi(u, v)^{2} H_{U, V}(d u d v) \iint\left(\partial_{u} \ln p(u \mid v)\right)^{2} H_{U, V}(d u d v)<+\infty .
\end{aligned}
$$

The third equality is obtained by integration by parts, and the fact that $\psi$ has compact support. The inequality sign in the last row follows the Cauchy-Schwarz inequality. An equality sign holds, so that the supremum is attained, if and only if $\phi(U, V)$ is proportional to $\partial_{U} \ln p(U \mid V)$ :

$$
\phi(U, V)=\frac{\partial_{U} \ln p(U \mid V)}{\left\{E_{0}\left[\partial_{U} \ln p(U \mid V)\right]^{2}\right\}^{1 / 2}}
$$

Implying (3.31).
Conversely, define a linear operator $A$ on the set of test functions $C_{c}^{1}\left(\mathbb{R}^{2}\right)$ :

$$
\begin{equation*}
A \phi=\iint \partial_{u} \phi(u, v) H_{U, V}(d u d v) \tag{3.32}
\end{equation*}
$$

Consider the norm induced by the inner product

$$
<\phi_{1}, \phi_{2}>=\iint \phi_{1}(u, v) \phi_{2}(u, v) H_{U, V}(d u d v)
$$

Hence the information $I_{U, V}$ can be viewed as the operator norm of $A$ :

$$
\|A\|^{2}=\sup _{\phi} \frac{|A \phi|^{2}}{\|\phi\|^{2}}=\sup _{\phi} \frac{\left[\iint \partial_{u} \phi(u, v) H_{U, V}(d u d v)\right]^{2}}{\iint \phi(u, v)^{2} H_{U, V}(d u d v)} .
$$

Provided $I_{U, V}<\infty, A$ is a bounded linear operator defined on the dense subset $C_{c}^{1}\left(\mathbb{R}^{2}\right)$ of the Banach space $L^{2}(F)$. Extend $A$ continuously onto the whole $L^{2}$ space. By the Riesz representation Theorem there exists (with probability 1) a unique function $g \in L^{2}(F)$ such that $A$ can be written into an integral

$$
\begin{equation*}
A \phi=\iint \phi(u, v) g(u, v) H_{U, V}(d u d v) \tag{3.33}
\end{equation*}
$$

For almost all $V, g$ is square integrable with respect to the conditional distribution $H_{U \mid V}$. It remains to show that $g(u, v)=\partial_{u} \ln p(u \mid v)$. On setting

$$
\begin{equation*}
f(u, v)=\int_{-\infty}^{u} g(t, v) H_{U \mid V}(d t) \tag{3.34}
\end{equation*}
$$

Then proceed to check the following integral

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \partial_{u} \phi(u, v) f(u, v) d u H_{V}(d v) \\
= & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \partial_{u} \phi(u, v) \int_{-\infty}^{u} g(t, v) H_{U \mid V}(d t) d u H_{V}(d v) \\
= & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{t} \partial_{u} \phi(u, v) g(t, v) d u H_{U \mid V}(d t) H_{V}(d v) \\
= & \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \phi(t, v) g(t, v) H_{U, V}(d u d v) .
\end{aligned}
$$

By (3.33), the last row becomes $A \psi$. Combining the above computation with the original definition (3.32), one obtains

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \partial_{u} \phi(u, v) f(u, v) d u H_{V}(d v)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \partial_{u} \phi(u, v) H_{U, V}(d u d v)
$$

for an arbitrary test function $\phi$. It implies the equivalence between the measures on which the integrals are taken on both sides:

$$
f(u, v) d u H_{V}(d v)=H_{U, V}(d u d v)=H_{U \mid V}(d u) H_{V}(d v)
$$

Now (3.29) follows immediately from the above equation, implying

$$
f(u, V)=p(u \mid V) \text { a.s }\left[F_{V}\right] .
$$

By (3.33), $p(u \mid V)$ is absolutely continuous in $u$, such that $g$ is explicitly defined

$$
g(u, V)=\partial_{u} \ln p(u \mid V) \text { a.s. }\left[H_{V}\right] .
$$

This completes the proof.
Remark 1. Suppose $(U, V)$ is a pair of random variables with an absolutely continuous joint density $p(u, v ; \theta)$ depending on a general (not necessarily location)
parameter $\theta$. If the Fisher information $I_{U, V}(\theta)$ on $\theta$ in the pair $(U, V)$ is finite, i.e., the Fisher score $\partial_{\theta} \ln p(U, V ; \theta)$ has finite variance, then simple calculations give

$$
\begin{equation*}
I_{U, V}(\theta)=I_{V}(\theta)+E\left(I_{U \mid V}(\theta \mid V)\right) \tag{3.35}
\end{equation*}
$$

If $p(u, v ; \theta)=p(u-\theta, v)$, then $I_{V}=0$ since $V$ is ancillary for $\theta$. Thus, (3.31) is a special case of (3.35) when $\theta$ is a location parameter and the Fisher score is well defined. However, (3.31) also covers the case when the joint distribution of ( $U, V$ ) is not absolutely continuous.

Remark 2. One may consider the original setting $(X, Y)=(U+V, U-V) \sim$ $F_{X, Y}(x-\theta, y-\theta)$. Theorem 3.5.1 claims that the information $I_{X, Y}$ is finite only if the conditional distribution of $X+Y$ given $X-Y$ has (with probability 1) an absolutely continuous density whose logarithm is square integrable. It means that $I_{X, Y}<\infty$ does not necessarily imply absolute continuity of $(X, Y)$ but the conditional distributions of $(X, Y)$ on the straight lines parallel to the main diagonal $X=Y$ must be absolutely continuous (with respect to the linear Lebesgue measure) with probability 1.

This observation can be generalized to a higher dimensional setting. Suppose that $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ is a random vector with distribution $F\left(x_{1}-\theta, \ldots, x_{n}-\theta\right)$. Then the Fisher information is finite

$$
I_{X_{1}, \ldots, X_{n}}<\infty
$$

only if the conditional distributions of $\left(X_{1}, \ldots, X_{n}\right)$ on the straight lines parallel to the main diagonal

$$
X_{1}=X_{2}=\ldots=X_{n}
$$

have absolutely continuous densities admitting finite information with probability 1.

Kagan (unpublished manuscript) studied the case of $\mathbf{X} \sim N_{n}(\theta \cdot \mathbf{1}, \mathbf{V})$ with a singular variance-covariance matrix $\mathbf{V}$, and got a necessary and sufficient condition for $I_{\mathbf{X}}=\infty$, in which case there exists some unbiased constant estimator of $\theta$. In terms of $\mathbf{V}, I_{\mathbf{X}}=\infty$ if and only if

$$
\begin{equation*}
\operatorname{rank}(\mathbf{C})<\operatorname{rank}(\tilde{\mathbf{C}}) \tag{3.36}
\end{equation*}
$$

where $\mathbf{C}=\left[c_{i, j}\right]_{i, j=1, \ldots, n}$ is the root matrix such that $\mathbf{V}=(\mathbf{C})^{T} \mathbf{C}$ and

$$
\tilde{\mathbf{C}}=\left[\begin{array}{ccc}
1 & \ldots & 1 \\
c_{11} & \ldots & c_{n 1} \\
& \vdots & \\
c_{1 n} & \ldots & c_{n n}
\end{array}\right]
$$

Notice that (3.36) holds true if and only if the vector $[1, \ldots, 1]$ is not in the row space of $\mathbf{C}$, say, the probability of $\mathbf{X}$ concentrates on a hyperplane not parallel to the main diagonal. It is an example demonstrating Theorem 3.5.1

Remark 3. Port and Stone(1974) also dealt with the Fisher information $I_{U, V}$ as defined in (3.28). In order to eliminate the singularity, they started with the pair $(U+\sigma Z, V)$, where $\sigma$ is a positive constant and $Z$ is an independent standard normal random variable. By adding this smoothing factor, $U+\sigma Z$ always contains finite Fisher information on $\theta$, and they proved that

$$
\lim _{\sigma \rightarrow 0^{+}} I_{U+\sigma Z, V}=\sup _{\phi \in C_{c}^{1}\left(\mathbb{R}^{2}\right)} \frac{\left\{E_{0}\left[\partial_{U} \phi(U, V)\right]\right\}^{2}}{E_{0}[\phi(U, V)]^{2}}
$$

They also proved the following important properties of the information:
(i) Additivity. If $\left(U_{i}, V_{i}\right) \sim F_{i}(u-\theta, v), i=1, \ldots, n$, is an independent sequence of random vectors, then

$$
I_{U_{1}, V_{1}, \ldots, U_{n}, V_{n}}=\sum_{i=1}^{n} I_{U_{i}, V_{i}} .
$$

(ii) Monotonicity. If $W$ is independent of $(U, V)$ and does not depend on $\theta$, then

$$
I_{U, V, W}=I_{U, V}
$$

Additionally, if $W$ is a measurable function of $V$, then

$$
I_{U+W, V}=I_{U, V} \text { and } I_{U, W} \leq I_{U, V}
$$

It remains an open problem to prove the classic monotonicity formula of the information. That is, if $\left(U^{\prime}, V^{\prime}\right)$ is a measurable function of $(U, V)$, then $I_{U^{\prime}, V^{\prime}}(\theta) \leq I_{U, V}$. The inequality becomes an equality if $\left(U^{\prime}, V^{\prime}\right)$ is a sufficient statistic of $\theta$.
(iii) Reparametrization formula. If $c \neq 0$ and $\left(U^{\prime}, V^{\prime}\right) \sim H((u-\theta) / c, v)$, then $c^{2} I_{U^{\prime}, V^{\prime}}=I_{U, V}$, where $(U, V) \sim H(u-\theta, v)$. When the reparametrization is not linear, the formula is not known to us.
(iv) Cramér-Rao inequality. Notice that the information in (3.26) and (3.28) are both defined as the reciprocal of the variance of the optimal equivariant estimator. It remains an open problem whether the variance of an arbitrary, not necessarily equivariant, estimator is also bounded by the same quantity. Port and Stone proved the following inequality, which casts some light on the question: if $\operatorname{Var}(U)<\infty$ and $\hat{\theta}(\sigma)$ is an unbiased estimator of $\theta$ from the observation $(U+\sigma Z, V)$, then for any $\sigma>0$

$$
\operatorname{Var}[\hat{\theta}(\sigma)] \geq \frac{1}{I_{U+\sigma Z, V}}
$$

It is unknown whether a similar inequality holds true for the limiting case where $\sigma=0$.

## Chapter 4

## Unsolved Problems

There are some open problems related to the above results. All those problems of certain interest will be formulated in this chapter.

1. If $X_{1}, \ldots, X_{n}$ is a sample of size $n$ from $F(x-\theta)$ with an unknown location parameter $\theta$, then there is no general proof of monotone decrease in $n$ of $\operatorname{Var}\left(\hat{\theta}_{n}\right)$ for the MLE $\hat{\theta}_{n}$. Is there a proof in situations like $F$ belongs to a (natural) exponential family?
2. If $F$ is absolutely continuous, and $S\left(X_{1}, \ldots, X_{n}\right)$ is a sufficient statistic for $\theta$, then one can easily prove that $t_{n}$ is a measurable function of $S$. Give a proof of the same statement when $F$ is not absolutely continuous.
3. Given a sample of size 1: $X \sim F(x-\theta), X$ is the Pitman estimator of $\theta$. Is $X$ also the UMVUE for $\theta$ ? Moreover, one may wonder if $X$ is a complete statistic for $\theta$. By definition, $X$ is complete sufficient for $\theta$ if and only if

$$
\begin{gathered}
\int_{-\infty}^{+\infty} f(x) d F(x-\theta)=0, \forall \theta \\
\Rightarrow P_{\theta}\{f(X)=0\}=1 \forall \theta
\end{gathered}
$$

Is this statement true for any probability distribution $F$ ? If not, how can one characterize those $F$ admitting such a statement? This analytical problem itself is of some independent interest in real function theory.
4. In the setup of linear regression, independent (but no longer identically
distributed) observations are of the form

$$
X_{i}=a_{i 1} \theta_{1}+\ldots+a_{i s} \theta_{s}+\epsilon_{i}, i=1, \ldots, n
$$

with a design matrix $\left(a_{i r}\right)$ assumed known. Then $\theta \in \mathbb{R}^{s}$ can be considered, in a sense, a multivariate location parameter. Extend the idea of equivariance to the regression problems.
5. In Section 2.1, it is shown that if $\operatorname{Var}\left(t_{n}\right)<\infty$ for some $n$ and $I_{X_{1}}<\infty$, then

$$
n \operatorname{Var}\left(t_{n}\right) \longrightarrow \frac{1}{I_{X_{1}}}, n \rightarrow \infty
$$

Does it still hold in the case of $I_{X}=\infty$ ?
6. In Corollary 2.1.1, the result is proved for samples $\mathbf{X}$ and $\mathbf{Y}$ from the same population distribution. Is it possible to be generalized to the case where $\mathbf{X}$ and $\mathbf{Y}$ are from two independent but not necessarily identically distributed populations?
7. In Theorem 2.3.1, it is proved that for independent samples $\left(X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right)$ and $\left(X_{1}^{\prime \prime}, \ldots, X_{n}^{\prime \prime}\right)$

$$
\operatorname{Var}\left[t_{n}\left(X_{1}^{\prime}+X_{1}^{\prime \prime}, \ldots\right)\right] \geq \operatorname{Var}\left[t_{n}^{\prime}\left(X_{1}^{\prime}, \ldots\right)\right]+\operatorname{Var}\left[t_{n}^{\prime \prime}\left(X_{1}^{\prime \prime}, \ldots\right)\right]
$$

A stronger version of the same inequality (2.31) allows dependence between the samples in the following way:

$$
X_{k}^{\prime}=U_{k}+W_{k}, X_{k}^{\prime \prime}=V_{k}+W_{k}, 1 \leq k \leq n
$$

where $U_{k}, V_{k}$ and $W_{k}$ are some independent random variables. Can we strengthen the inequality such that it requires only certain conditions in the moments of the samples?
8. In section 2.3.3, we studied the linear approximations of the Fisher score $J(X+Y)$ in some finite dimensional spaces. They possess a property similar to equation (2.28), which is the basis of the classical Stam inequality. Does the Stam inequality holds true for the information associated with these approximate scores?
9. In Theorem 2.3.4, it is proved that $\operatorname{Var}\left(t_{X^{\prime}+\lambda X^{\prime \prime}}\right)$ is monotone in $\lambda$ when $X^{\prime \prime}$ is self-decomposable. Prove or disprove the statement when $X^{\prime \prime}$ is not selfdecomposable.

When $X^{\prime \prime}$ is Gaussian, Port and Stone (1974) proved that

$$
I_{X^{\prime}+\lambda X^{\prime \prime}} \longrightarrow I_{X^{\prime}}, \lambda \rightarrow 0^{+}
$$

where $I_{X^{\prime}}$ on the right hand side is Huber's information defined in (1.23). Try to analyze the expression when $X^{\prime \prime}$ is self-decomposable, but not necessarily Gaussian.
10. In Chapter 3, the characteristic function (3.3) defines a family of distributions. Describe these distributions in terms of their distribution functions.
11. In Remark 3, Section 3.5, there is a list of open problems associated with the information $I_{X, Y}$ defined in (3.26). $I_{X, Y}$ shares some common properties with the classical Fisher information. The proof to some of them are not obvious.
12. Extend the conclusions from this thesis to the case of a general parameter.
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