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When metallic alloys solidify, various microstructures form inside the alloys.

Most solidified alloys have a polycrystalline structure, which is an assembly of crys-

talline grains with boundaries between any two grains. Each grain is a single crystal

with a unique crystalline orientation. Many physical properties of polycrystalline

alloys are determined by the arrangement of these grains and grain boundaries.

During solidification of a single crystal, microstructures with even smaller micro-

scopic lengthscales form, such as dendritic and eutectic structures. The physical

properties of single crystal alloys are largely influenced by the lengthscales of these

structures. Therefore, the understanding and control of microstructure formation

in solidification is important in order to achieve desired properties.

Microstructures form while the system is not in equilibrium. What microstruc-

tures form is not based on minimization of free energy of the system, but depends

on the dynamics of the solidification process, which is the focus of our study. We

used an alloy model system, succinonitrile-coumarin152 (SCN-C152), to experimen-

tally investigate dynamic selection and control of grain boundary structures and



dendritic structures in binary alloys. We found that in a temperature gradient the

grain boundaries drift toward the high temperature region in addition to the migra-

tion due to grain coarsening. We show how we can control grain boundary orienta-

tions by generating local temperature gradient through UV or laser heatings. We

show that perturbations also permit accurate control of the microstructure within

a single crystal during the directional solidification process. Dendritic patterns can

be controlled either by guiding the initial formation of the pattern or by trigger-

ing subcritical transitions between stable microstructures. We also investigated the

role of surface tension anisotropy on the stability of cellular/dendritic arrays using

three crystals of different growth orientations with respect to the surface tension

anisotropy. We found that the surface tension anisotropy affects the spacing be-

tween dendrites and stability via the surface tension perpendicular to the growth

direction.
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Chapter 1

Introduction

An alloy is a material consisting of two or more metals (e.g. brass is an alloy of copper

and zinc) or a metal and a nonmetal (e.g. steel is an alloy of iron and carbon). A

binary alloy in the form of a solid solution, which we focus on this study, is a mixture

of two components with one component replacing some of the other component in

its normal crystal lattice. As most metallic products made with alloys are in a

solid state, they solidify from the melt at some stage of manufacturing. During

this solidification various microstructures form in alloys. While alloy properties are

largely determined by the components used and the composition of the components,

microstructure formed during solidification of alloy is also important in improving

the properties.

The form of solidification microstructure generally depends on the alloy com-

position. At a low concentration of the second alloy component (dilute binary alloy),

the microstructure is single-phase dendritic (Fig. 1.1 (from [1])). At a concentra-

tion near the eutectic point, two-phase eutectic structure forms (Fig. 1.2 (from [2]))

. In between the two, dendrites with interdendritic eutectic form. These crystal

morphologies are not often visible in alloy microstructures because of their small

length scale. Instead, we observe crystalline grains (Fig. 1.3 (from [1])), which are

made of dendrites or eutectic. Fig. 1.4 (from [3]) illustrates the various stages of

1



solidification -from nucleus to grain- for the dendritic growth morphology.

The creation of alloy microstructures causes a local change in the composition

and this is the reason why alloy properties are influenced by the microstructures.

In ordinary alloys, solute is more soluble in liquid than in solid at a given temper-

ature. Therefore, as an alloy solidifies, solute is rejected from solid and piles up in

front of the solidification front. This gives rise to microstructure on lengthscales of

submicron and up. In this thesis, we consider two microstructures, grain boundary

structures and dendritic (treelike) microstructures within grains. In polycrystalline

materials the main segregation of composition happens on grain boundaries.

Most metal products are made with polycrystalline materials (Fig. 1.3 (from

[1]) shows a polished cross section through a metal, each region is a single crystal,

each has different crystalline orientation and reflects differently). The size, shape,

and arrangement of crystalline grains determine the mechanical, electrical and other

properties of the material. For example ductility and impact resistance of a material

get lower as grain size increases. It is also found that a reduction of the grain size

in thin films results in electrical resistivity increase since grain boundaries scatter

electrons [4]. The electrical resistivity in a certain direction can be influenced by

grain boundary orientation.

The grain boundary orientation is also important in brittle fracture [5] and

creep failure mechanism [6]. Brittle fracture is static failure caused by crack propa-

gation. If the segregation on grain boundaries is large, cracks propagate along the

grain boundaries causing an intergranular fracture as shown in Fig. 1.5 (from [7]).

Therefore, the crack growth direction strongly depends on the grain boundary orien-
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Figure 1.1: Iron dendrites obtained in a steel ingot. (from [1])

3



Figure 1.2: Al-Cu Al2 lamellar eutectic normal to the growth direction. (from [2])

tation. Depending on the grain boundary orientation with respect to applied stress,

creep failure (continuous deformation under steady load) can be either intergran-

ular or transgranular. Because voids form more easily along the grain boundaries,

creep failure is usually intergranular as shown in Fig. 1.6 (from [8]). If the grain

boundary orientation is parallel to the applied stress, creep failure can be greatly

reduced due to the lack of intergranular failure. Therefore, it is desirable to con-

trol the microstructure of polycrystalline materials in order to improve the material

properties. In this thesis, we show how we can control grain boundary orientation

through a local temperature gradient.

In some applications, we want to completely remove the grain boundaries. For

example, some high performance turbine blades, which operate under a strong tensile
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Figure 1.3: Polycrystalline grains in zinc-5.2% aluminum alloy. (from [1])
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Figure 1.4: When metallic alloys solidify, many nuclei form initially. The nuclei

then grow into spherical crystals which become unstable and dendritic in form.

These dendrites grow in the melt and impinge on one another. These points of

impingement become grain boundaries. Each grain originates from a nucleus and

has different crystal orientation. (from [3])
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Figure 1.5: A intergranular fracture caused by brittle grain boundaries. (from [7])

Figure 1.6: Examples of intergranular creep fracture. (from [8])
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stress, are made with a directionally solidified single crystal [9] to avoid intergranular

failure (Fig. 1.7 (from [1])) and to avoid gradual lengthening of the turbine blade

due to intergranular creep. A single crystal is usually obtained by solidifying an

alloy through a corkscrew-shaped channel called a grain selector. Only one grain

with a particular crystalline orientation emerges from the selector. This grain is

then grown further in a directional solidification setup, where the alloy is pulled

through a temperature gradient at a constant speed. This process ensures that a

whole cast is made of a single crystal with controlled orientation. In a single crystal,

the distribution of the second alloy component is also inhomogeneous and leads to

intragrain microstructures.

One of the most frequently encountered microstructures in a single crystal is a

dendritic (tree-like) structure. Like a tree the dendrite is a branched structure with

primary, secondary, tertiary, and even higher order branches as shown in Fig. 1.8

(from [3]). The microscopic length scales of dendrites of the order of a few µm to

mm, such as primary and secondary arm spacings, control the segregation pattern

that again influences many macroscopic properties of the material. For example,

the cracking rate is higher in coarser microstructures and the cracking probability

is a function of the primary spacings [10, 11]. It was also found that the primary

branches of dendrites contribute to ductility and strength if they are in the direction

of tensile stress [12].

Microstructures form while the system is not in equilibrium. Patterns are

not selected based on equilibrium minimization of free energy, but depend on the

dynamics of the microstructure formation process. Dynamic control of interface pat-
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Figure 1.7: A directionally solidified single crystal (tin-1% lead alloy). The black

lines indicate the segregation of composition resulted from dendritic growth. (from

[1])
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Figure 1.8: An illustrated branched structure of a dendrite growing upward. A

primary trunk, secondary and tertiary branches are shown. λ1 and λ2 denote the

primary and secondary arm spacings respectively. (from [3])
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terns during solidification was investigated by Cummins and Losert [68]. In their

study doublet cellular patterns are dynamically selected by applying spatially peri-

odic perturbations to the planar interface during the planar-cellular transient. Also,

dynamic control of the system in a non-equilibrium state has been used in other

systems such as optical selection and control of microscale fluid flow patterns [13].

Here, we use this method to control grain boundary structure and intragrain den-

dritic structure, and to select grains of arbitrary orientations for detailed studies.

Since Jackson and Hunt introduced transparent organic materials that effec-

tively solidify like a metal [14, 15], remarkable progress has been made in experi-

mental study of microstructure formation because the dynamics of microstructure

formation can be visualized directly under the microscope in these systems. Var-

ious types of organic materials such as pivalic acid [16, 17, 18], carbon tetrabro-

mide [19, 20], and succinonitrile [16, 17, 18, 21, 22, 23] with an added impurity

have been used as alloy model systems. With these model systems the evolution

of interfacial instabilities has been studied in situ in thin samples under an ordi-

nary optical microscope. Also, grain structures in polycrystalline materials has been

studied with pure succinonitrile [24, 25, 26, 27]. The experimental results obtained

from the study with these model systems were found to be applicable to metallic

alloys [28, 29]. In most of the experiments discussed in this thesis we use succinoni-

trile (SCN) with coumarin 152 (C152) added in small concentration as a solute. The

fluorescent dye C152 enables us to visualize the microstructure using fluorescence

microscopy, to perturb the interface pattern, and to control the microstructure. For

the study of eutectic growth we used CBr4-C2Cl6.
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The outline of this thesis is as follows. In Chapter 2 a brief background of alloy

microstructure study is presented. Chapter 3 is a description of the instruments for

microstructure imaging and control. First, we describe the alloy model systems used

in this study. Second, the experimental setup for directional solidification study is

described. It includes a motor-driven temperature gradient stage and apparatus

of thermal perturbation used in control of microstructures. Then, basic principle

and advantages of the imaging instruments, that are laser scanning confocal micro-

scope and two-photon laser scanning microscope, are given. Last, the basic concept

of holographic optical tweezer array and advantages of using it in microstructure

study are discussed. In Chapter 4 we discuss the effect of temperature gradient on

grain boundary motion of dilute binary alloys. We show that grain boundary orien-

tation can be controlled through local heating. In Chapter 5 we present the results

on control of cellular/dendritic primary spacings through local perturbations. It

is shown that spatially periodic thermal perturbations during the initial instability

create cellular/dendritic arrays with a desired primary spacing in the stable range.

Moreover, perturbations can trigger a subcritical transition from one stable state to

another stable state. We show that control of microstructure through perturbation

allows us to investigate the modes of instability that limits the array stability of

crystal growth patterns. In Chapter 6 we present experimental results on the role

of anisotropy and sidebranches in stability of cellular/dendritic arrays. Compari-

son of cellular/dendritic arrays with different crystal orientations indicate that the

anisotropy at the tip is an important factor of spacing selection. In Appendix A

we present some preliminary results on imaging and control of eutectic structure.
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In Appendix B we describe the sample preparation procedure. In Appendix C our

method of image analysis is presented.
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Chapter 2

Background

Grain growth associated with grain boundary migration is the most important pro-

cess in the aging of the microstructure. The fundamental mechanism for grain

growth is curvature driven grain growth [30], in which the surface tension difference

between two grains caused by a curved boundary creates a difference in free energy

that drives the atoms across the boundary. The overall result of boundary migration

is to reduce the number of grains, thus increasing the mean grain size and reducing

the total grain boundary energy.

Under the assumption of ideal grain growth, in which all grain boundaries

have the same surface energy independent of boundary orientation relative to the

crystal orientation, grain growth in a two-dimensional structure obeys the Mullins-

von Neumann rule [31, 32]. The rule obtained through an integral of the curvature

over the surface of a grain states that the growth rate of an individual grain depends

only on the number of neighbors. Grains with more than six sides grow in area,

and grains with fewer sides shrink. Grain growth also follows a parabolic growth

law proposed by Burke and Turnbull [33], i.e. the mean grain size increases linearly

in the square root of time. Recent study [34] has found that the neighbor-switching

and the disappearance of two-sided grain are the only mechanisms of topological

rearrangement of grain boundaries in a two-dimensional system. However, the grain
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growth in a temperature gradient has not been studied experimentally.

The grain growth mechanism in 3-D is not fully understood. For example,

no simple three-dimensional analog of the Mullins-von Neumann rule has been de-

veloped for grain growth. At present a widely accepted rule is that the growth

rate of an individual 3-D grain depends on the number of faces. Grains with the

number of faces larger than f0 grow in volume, and grains with fewer faces shrink,

where f0 ranges from 15.7 to 16.1 according to numerical calculations [35, 36] and

simulations [37]. Recent analytical results by Hilgenfeldt et al. [41] give 13.7 for

f0. Only a few experimental studies have investigated 3-D grain growth, mainly the

distribution of grain sizes [38, 39]. The experimental system closest to grain growth

is soap froths (foams). The dynamics of 3-D foam coarsening was experimentally

investigated by Monnereau and Vignes-Adler [40], giving 13.5 for f0. However, there

has been no experimental observation of the dynamics of 3-D grain coarsening.

In Chapter 4 we present results on curvature driven grain growth and the effect

of temperature gradient on grain boundary motion in 2-D and 3-D. As far as we

know, this is the first time the dynamics of 3-D grain coarsening has been observed.

In Chapters 5 and 6 we investigate the dendritic microstructure within a single

crystal. Although there have been extensive studies on the solidification pattern,

there are still many questions to be solved. For example, we still do not have

complete understanding of spacing selection mechanism in dendritic arrays. There

have been no experimental results or theoretical predictions on the role of surface

tension anisotropy in spacing selection.

In directional solidification, which we focus on in this study, a crystal grows in

15



liquidus line

s
o
lid

u
s lin

e

liquid

C0 C0/k

solid

C

T

T0

Figure 2.1: A typical phase diagram of dilute binary alloys. C is the concentration

of the second alloy component, T is the equilibrium temperature, and k is the

segregation coefficient.

a well defined direction. As a single crystal grows, heat is produced at the interface

and solute is rejected from the interface. The growth of dendrites is primarily

controlled by the transport of solute from the moving solid-liquid interface. The

latent heat of fusion can be neglected since thermal diffusion is much faster than

chemical diffusion.

Fig. 2.1 shows a typical phase diagram of dilute binary alloys. C is the con-

centration of the second alloy component and T is the equilibrium temperature. In

the region between the liquid phase and the solid phase, phase separation occurs.
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The line between the liquid phase and the phase-separation region is the liquidus

line and the line between the solid phase and the phase-separation region is the

solidus line. In dilute alloys the liquidus line and the solidus line are assumed to be

straight lines. At the solidification front the alloy is phase-separated into solid with

C = C0 and liquid with C = C0/k, where k is the segregation coefficient. Under

the assumption of local thermodynamic equilibrium, the interface temperature Ti is

given by [3]

Ti = Tm − mC − d0KTm, (2.1)

where Tm is the melting temperature of pure material, m is the slope of the liquidus

line, C is the concentration on the liquid side of the interface, d0 is the capillary

length (characteristic length due to capillarity effect, d0 = σ/L where σ is the surface

free energy density and L is the latent heat), and K is the local interface curvature.

The second and third terms on the right hand side of Eq. (2.1) are the melting

temperature depression due to the solute and the interface curvature respectively.

Most metallic alloys including our model system have microscopically rough

interfaces due to the weak anisotropy in the interface energy, thus generating non-

faceted growth patterns. However, the presence of even weak anisotropy leads to

the growth of dendrite arms in specific directions. The origin of anisotropy is the

capillary length, which is proportional to the surface stiffness τ as [42, 43]

τ(α) = γ(n) +
∂2γ(n)

∂α2
, (2.2)

where γ is the surface tension and α is the angle between the normal to the interface

n and the pulling direction in the plane of 2-D sample. The surface tension for a
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cubic crystal (up to the fourth-order cubic spherical harmonics) is represented in

3-D as [42]

γ(n) = γ0

[

1 + ε0(n
4
1 + n4

2 + n4
3)

]

, (2.3)

where γ0 is the isotropic part of the surface tension and ε0 is the degree of anisotropy.

The anisotropy has been measured for SCN as ε0 = 0.0055 [44]. n1, n2, and n3 are

the components of a unit vector n. In general, dendrite trunks and arms tend to

grow toward maximum surface tension. In thin sample directional solidification

the crystal is constrained to grow in a plane. Therefore, the in-plane anisotropy is

equivalent to a slice through the 3-D projection of γ(n) (see Fig. 6.3).

Why is the solid-liquid interface not planar? The solute rejected from the solid

during solidification piles up ahead of the solidification front and lowers the local

equilibrium melting point. If the imposed temperature gradient at the interface is

lower than the gradient of the melting temperature, the liquid in front of the solid-

ification front exists below its equilibrium freezing temperature. This undercooling

arising from constitutional effect, therefore known as constitutional undercooling, is

a driving force for the development of the interfacial perturbations.

What determines the solidification pattern? Solidification morphologies are

determined by the interplay of two effects acting at the solid-liquid interface. These

are the diffusion of solute or heat, which tends to minimize the scale of the pattern,

and capillarity effects, which tend to maximize the scale. The crystal morphologies

observed are thus a compromise between these two tendencies. Another important

factor in the crystal morphologies is the crystalline anisotropy of the surface tension.
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The characteristic length scale of the microstructure is governed by the competition

of a long diffusive length scale of the second alloy component and a short length

scale introduced by surface tension. However, since the length scales differ by many

orders of magnitude, both analytical calculations and simulations are difficult.

Over the last two decades, significant advances have been made in understand-

ing fundamental aspects of dendritic microstructures. The onset of morphological

instability in directional solidification, which was originally modeled by the classic

Mullins-Sekerka instability [45], was studied in Warren-Langer time dependent lin-

ear stability analysis [46]. By analyzing the morphological stability of the planar

interface during the transient build-up of the solute boundary layer, and by taking

into account that the instability takes time to grow from natural modulations to

until it becomes observable, it predicted the onset instability wavelength, in good

quantitative agreement with experiments [47, 48, 49].

One of the main achievements of using organic model systems was the discovery

of the critical role of crystalline anisotropy in interface dynamics. Experiments

employing the ability to control the orientation of the crystal grown in a thin sample

showed that with the 〈100〉 direction oriented parallel to the direction of temperature

gradient the stable cellular/dendritic structures are obtained, whereas with 〈111〉

direction oriented normal to the sample plane a seaweed structure with no preferred

growth orientation is observed due to no effective in-plane anisotropy [42, 43]. It was

also found that cellular structures are linearly unstable in the absence of crystalline

anisotropy, except in a very narrow range of velocity near onset of instability [50].

Much recent progress has been made to characterize some aspects of the in-
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terface pattern of arrays of cells or dendrites, such as the shape of the dendrite tip,

and the role of noise in sidebranching [51, 52]. However, few models exist for the

spacing between cells and dendrites, even though it is one of the key characteristic

features of the interface pattern.

One model by Spencer and Huppert [53, 54] develops a connection between

the interdendritic spacing λ and the roughly parabolic shape of a single dendrite

tip. While the tip radius r of a single dendrite can not be inferred from surface

tension and diffusion of the second alloy component (solute) alone [55], r is directly

connected to λ for an array of dendrites. The tip radius determines the diffusion

field of the solute and thus yields a minimum spacing λMin, at which neighboring

dendrites affect each other so strongly that they overgrow each other. The tip

radius r increases with increasing λ. Since tips with too large radius are unstable,

the maximum possible spacing λMax is given in this model by the marginal stability

for a dendrite tip. Larger spacings would lead to a tip splitting instability.

Simulations by Lu and Hunt [56] of arrays of dendrites include the effect of sur-

face energy and of neighboring dendrites. The simulations compute smooth shapes

without sidebranches and predict a lower limit for λ for both cells and dendrites and

an upper limit for cells. For dendrites the upper limit is suggested to be twice the

lower limit.

For analytical descriptions, further simplifications were needed. A stability

analysis of dendritic arrays was carried out by Warren and Langer [57]. The theory

models dendritic arrays as rows of parabolic tips, which serve as sources of the

second alloy component. The tip radius is determined from surface free energy
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considerations, using microscopic solvability theory. These calculations, derived for

the limit in which dendrites only interact weakly, also ignore the role of sidebranches.

The model yields a range of stable spacings, and indicates that period doubling is

the most unstable mode of the system. The existence of the most unstable mode

and the assumption of a range of stable primary spacings used in the Warren-Langer

stability analysis have been confirmed by experimental observations [58, 59, 22, 60].

The prediction of average primary spacing was made based on the model of history-

dependent selection of the primary spacing, in which dendrites are continuously

eliminated during the long transient from the initial morphological instability of the

planar interface until the steady state with every spacing being in the stable range.

Spacing selection and array stability are discussed in Chapter 5 and 6.

Sidebranching was not included in any of the calculations. Indeed, the na-

ture of the sidebranching mechanism is still somewhat uncertain: Both a noise-

amplification mechanism [61] and nonlinear global oscillations [62] have been pro-

posed. Earlier experiments showed that noise can trigger sidebranching under many

circumstances [63, 64]. However, van Saarloos [65] and Caroli [66] predicted that

tip oscillations can occur, caused by strong coupling between tips and sidebranches.

Recently, similar oscillatory modes of the dendrite tip have been observed in sim-

ulations [67]. Sidebranches become visible close to the tip and are synchronized in

space and time, if created by tip oscillations.

The relationship between sidebranching and the dendritic spacing has not been

studied directly, but studies of the cell to dendrite transition provide important

insights. Experiments by Georgelin and Pocheau [23] showed that an increase of
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Figure 2.2: Schematic phase diagram of the solid-liquid interface pattern as a func-

tion of growth speed V and interdendritic spacing λ.

the thermal gradient at fixed growth speed and spacing enhances sidebranching.

This is opposite to the well-known primary effect of the thermal gradient stabilizing

the growth front by narrowing the isothermal lines. No jump of order parameter

(maximum sidebranching amplitude) is observed at the transition to sidebranching,

indicating that the sidebranching instability is supercritical for the parameter range

investigated in their study.

A schematic phase diagram based on experimental observations [22, 60] and

consistent with numerical results [56, 67] is shown in Fig. 2.2. It shows the solid-

liquid interface pattern as a function of growth speed V and interdendritic spacing λ.

A range of λ of cellular and dendritic arrays is stable at a given V , and the stable λ

decreases with increasing V . The transition from stable cellular to dendritic regions

(critical surface marked as a dotted line) was found to be supercritical [23]. Within
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the range of stable λ, the selected λ and structure exhibit strong hysteresis [16].

The arrows I, II, III, and IV indicate transitions from one state to another, and will

be discussed in Chapter 4.
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Chapter 3

Instruments for Microstructure Imaging and Control

3.1 The Alloy Model System

For the study of grain boundaries and dendrites, we used the organic crystal suc-

cinonitrile (SCN) (Sigma-Aldrich, St. Louis, MO) with the laser dye coumarin152

(C152) (Sigma-Aldrich, St. Louis, MO) added in small concentration of ≤ 0.51

wt% as a dilute alloy model system, which was first introduced by Qian and Cum-

mins. [21]. When solidified, SCN forms a body-centered cubic crystal. Because the

solute C152 is a fluorescent dye, the local variation in composition of the alloy can

be measured directly by fluorescence imaging. In addition, C152 can absorb suffi-

cient energy under UV light or laser illumination to locally heat the sample. This

local heating perturbs the interface pattern and thus the C152 concentration field as

explained in more detail in [48, 68]. Such local perturbations through heating were

first employed in solidification experiments by Qian and Cummins [21]. We use this

local heating to perturb the interface pattern or to control the microstructure.

Because SCN-C152 degrades quickly under contact with air by absorbing wa-

ter, the sample needs to be filled and sealed under vacuum (Appendix B). SCN with

99% purity is three times vacuum distilled (P < 200mTorr) and then mixed with

C152 powder under vacuum. The mixture is filled under vacuum into precleaned

glass capillaries (Vitro Dynamics, Mountain Lakes, NJ) with inner dimensions 100
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µm × 2 mm × 30 cm or 200 µm × 4 mm × 30 cm. Since epoxies also cause

degradation of SCN-C152, the capillaries are sealed with a torch while connected

to the vacuum pump. Details of the sample preparation procedure are described in

Appendix B.

In the study of eutectic growth (Appendix A) we used the CBr4-C2Cl6 sys-

tem, which solidifies into transparent, nonfaceted, cubic phases (α: hypoeutectic,

face-centered cubic phase; β: hypereutectic, body-centered cubic phase) (sample

prepared by a collaborator in France, S. Akamatsu). The alloys are prepared by mix-

ing zone-refined and outgased CBr4 and C2Cl6 (TE = 84.4oC ; λ2
mV ≈ 185µm3s−1)

[19]. Thin samples (8 mm x 70 mm x 12 µm) are filled under controlled Ar at-

mosphere (≈ 10mbar), and sealed after a rapid cooling at room temperature. The

amount of residual impurities in the samples is of about 10−4 (mole fraction) [20],

and its influence on the phenomena shown in this study is weak, unless otherwise

noted.

3.2 Directional Solidification Setup

In directional solidification, the material is solidified by pulling it through a linear

temperature gradient. Therefore, it is important to have a well-established temper-

ature gradient and an accurate control of sample movement.

A schematic of the temperature gradient setup is shown in Fig. 3.1. The glass

capillary sample glued to a holder is inserted into an oil-filled stainless steel chamber

that has two sapphire windows for visual observation of the microstructure. The
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Figure 3.1: A schematic of a temperature gradient setup.

chamber is surrounded by hot and cold copper blocks and brought into good thermal

contact with both blocks so that a linear temperature gradient is established in the

chamber between the blocks. The gap between the hot and the cold blocks is 5mm.

The glass capillary sample is immersed in light mineral oil, which approximately

matches the index of refraction of the glass capillary, for uniform thermal conduction

and good imaging. The whole system is enclosed by a acrylic box for thermal

insulation.

The hot block is held at constant temperature by an electronic proportional

temperature controller (YSI Model 72, Yellow Springs Instruments, Yellow Springs,

OH). The range of available temperature is 30 ◦C to 120 ◦C with an accuracy of

±0.01K. The cold block is cooled with a water bath (Lauda RM6, Lauda GmbH,

Lauda-Konigshofen, Germany). The available temperature range is 10 ◦C to 80 ◦C

with an accuracy of ±0.01K. We measured the actual temperature profile in the

chamber by pulling a thermocouple through the temperature gradient and found

a linear temperature gradient across the region of observation. The actual tem-
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perature gradient inside is about four times smaller than the one expected by the

temperatures of the blocks because of constant heat loss to surroundings. For ex-

ample, when the temperatures of the cold and hot blocks (with the gap 5mm) are

45 ◦C and 70 ◦C respectively, the actual temperature gradient is 12.7K/cm.

In the directional solidification experiments, the glass capillary holder is at-

tached to a translation stage (CTC 462-1S by Micro Kinetics, Laguna Hills, CA)

that is driven with a computer-controlled DC motor (MicroMo Electronics Inc., St.

Petersburg, FL). The motor is controlled by a feedback motor controller (GCA/

McPherson Instrument, Acton, MA) connected to a PC and held at constant speed

with an optical decoder with an accuracy of ±0.5%. The motor is attached through

a gearhead to the translation stage, which controls the sample position to within

0.5µm. The pulling speed can be set in 127 increments and ranges from 0.05µm/s to

more than 100µm/s depending on the gearhead used. In grain growth experiments,

the glass capillary sample is securely attached to the translation stage without the

motor drive.

3.3 Laser Scanning Confocal Microscope

We use a laser scanning confocal microscope for imaging of grain boundaries and

dendrites. The fluorescent dye C152 offers a chance to image the concentration field

directly [48]. Fig. 3.2a shows a confocal microscope image of growing dendrites. As

mentioned in Chapter 1, the solute is rejected from solid and piles up in front of

the solidification front. The intensity profile along the green line directly gives the
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concentration field in the liquid ahead of the dendrite tip as shown in Fig. 3.2b. A

confocal microscope can image thin cross-sections of a thick sample and enables us

to obtain the concentration field in 3-D. However, due to the mismatch of refractive

index between liquid and solid, we could not image details of dendritic structures

in 3-D. Imaging 3-D grain boundaries is still possible because of their relatively

simple structure. Also, we use reflection confocal microscopy for imaging eutectic

samples without any fluorescent dye. Due to its capability of obtaining 3-D struc-

tures confocal microscopy has been used in many areas of materials science research.

For example, the 3-D pore structure of geomaterials was imaged by filling the void

space with an epoxy doped with a fluorochrome [69]. Also, the liquid fraction of a

liquid foam was three-dimensionally imaged by adding a fluorescent material to the

liquid to study the foam structure [70] and the foam drainage [71]. However, the

three-dimensional evolution of grain boundaries in polycrystalline materials have

never been visualized until this study.

The principle of laser scanning confocal microscope is schematically presented

in Fig. 3.3. A laser is reflected by a dichroic mirror (a mirror that reflects a particular

band of wavelengths and transmits all others) and scanned across the sample by the

movement of the mirror. Then, fluorescence emitted from the sample passes back

through the dichroic mirror and comes toward the photomultiplier. The pinhole

placed in front of the photomultiplier blocks out-of-focus light and allows only the

light emitted from the focal point to be detected [72, 73]. Therefore, we can obtain

a series of thin optical sections of a thick sample to reconstruct 3-D structures.

The resolution of the laser scanning confocal microscope depends on many
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Figure 3.2: (a) A confocal microscope image of growing dendrites. (b) A plot of

concentration field along the green line in (a). An exponential fit yields a diffusion

length of approximately 78µm in the liquid ahead of the dendrite tip.
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Figure 3.3: Schematic diagram showing the principle of a laser scanning confocal

microscope.
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factors. The lateral resolution is determined by the numerical aperture NA of the

objective and the wavelength λ of the light as follows [74]:

Rlateral =
0.4 · λ

NA
. (3.1)

For this resolution to be fully appreciated we need to use a proper pixel size, which

is determined by the electronic zoom factor and the scan format. The optimum

pixel size is a third to a half of Rlateral.

The axial (the direction normal to the sample plane) resolution depends on the

pinhole size in addition to the numerical aperture of the objective and the wavelength

of the light. The optimum pinhole size dAiry (the Airy disk) for the best axial

resolution depends on the wavelength, the numerical aperture, the magnification M

of the objective and the beam expansion factor B as [74]:

dAiry =
1.22 · λ · M · B

NA
. (3.2)

B is dependent on the set beam expander, which determines the diameter of the

laser beam to the lens of the objective: In our system B = 3.6 for beam expander

number 6, B = 1.8 for beam expander number 3, and B = 0.6 for beam expander

number 1. For the optimum pinhole size the axial resolution for NA< 0.5 is given

by

Raxial =
1.67 · λ · n

NA2
, (3.3)

where n is the index of refraction of the sample. We can see that using a high

NA objective is crucial for the resolutions in confocal microscopy. For the best 3-D

image the optimum axial pixel size, i.e. the step size between two optical sections,

is half the axial resolution.
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The laser scanning confocal microscope used in this study (Leica TCS SP2) has

multiple laser excitation sources (458, 488, 514 and 543nm). In most experiments, a

Nikon 10×, 0.25 NA dry objective is used due to its relatively long working distance

(WD 10.5mm) despite its low NA. The laser of wavelength 458nm is found to be

enough to excite C152 because of its broad absorption spectrum with the peak at

394nm. The beam expander 6 and the optimum pinhole size (1 Airy disk) are

used for the best axial resolution (7µm for the objective used). With an in-plane

resolution 512× 512 pixels and 8-bit grayscale, images can be captured at a rate of

up to 3 frames per second. Digital images collected by the microscope are processed

by the Leica Confocal Software for three-dimensional reconstructions.

3.4 Two-photon Laser Scanning Microscope

In Chapter 4 we will use a two-photon laser scanning microscope to heat the interior

of bulk samples. 3-D grain boundary structures are controlled through a local

temperature gradient generated by this heating. In two-photon microscopy, two-

photon excitation is confined to the focal region because the probability of two-

photon absorption decreases as the fourth power of the distance from the focal

plane [75]. Therefore, we can heat the interior spot of a bulk material by focusing

and holding the laser beam at the spot.

This highly localized two-photon absorption process has been used in mate-

rials science for 3-D fabrication purposes. In two-photon photopolymerization [77],

the laser is focused into a photopolymerizable liquid and due to the two-photon
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absorption process solidification occurs only at the focal region. Therefore, a 3-D

solidified structure is formed by placing the focal point in a controlled way. With

this method, various micromachines [78, 79] and photonic crystals [80, 81, 82, 83]

have been produced. While in these applications the two-photon absorption process

is used for direct shaping of 3-D structures, in our study it is used for guiding the

formation of 3-D structures in an area near the heating spot.

The principle of two-photon absorption process [75] is illustrated in Fig. 3.3a

(from [76]). At high photon densities, two photons can be simultaneously absorbed

(mediated by a virtual state) with a combined energy. Since each photon contributes

a half of the excitation energy, the wavelength of the photon is about twice that

required for single-photon excitation. For example, in our experiments two photons

having a wavelength of 788nm combine to excite C152 in the 394nm excitation

region.

The high photon densities required for the two-photon process is provided by a

mode-locked pulsed femtosecond laser, which generates a stream of high-peak-power

laser pulses. When the beam is focused, the beam intensity drops as the square of

the distance from the focal plane. Because the energy is proportional to the square

of the photon intensity, the probability of two-photon absorption outside the focal

region decreases as the fourth power of the distance along the optical axis. This is

illustrated in Fig. 3.3b compared with the case of single-photon absorption.

The two-photon laser scanning microscope used in this study consists of a

scan head, a computer (the same ones as for the laser scanning confocal micro-

scope), and a Tsunami Ti:sapphire mode-locked pulsed laser (82MHz pulse rate).
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Figure 3.4: (a) Schematic diagram showing the principle of two-photon absorption

process. (b) Two-photon absorption process occurs only at near the focal point thus

heating the interior of a sample. (from [76])
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The laser provides a large wavelength tuning range, from 690 to 1080nm, with pulses

approximately 100 femtoseconds in length. In the experiments with samples con-

taining C152, the wavelength is tuned to 788nm and the average power of 1.5W is

used. Again, a Nikon 10×, 0.25 NA dry objective is used due to its relatively long

working distance (WD 10.5mm). Imaging procedure is similar to that of confocal

microscopy except for the beam expander and the pinhole settings. The beam ex-

pander is not used because it lowers the photon densities at the focal point. Since

there is no out-of-focus light to block, we open the pinhole all the way.

3.5 Holographic Optical Tweezer Array

A holographic optical tweezer array generates multiple laser traps to trap and move

micrometer scale particles. Due to its capability of manipulating particles, it has

been widely used for nanofabrication [83, 84, 85, 86, 87] in the physical sciences. In

our study we use the optical traps as independently movable spatio-temporal sources

of local heating. With this technique we control dendritic spacings (Chapter 5) and

trigger instabilities in eutectic growth (Appendix A).

Fig. 3.5 shows a schematic of a typical holographic optical tweezer array [88].

Holographic optical tweezers (HOT) first bounce the beam off of a spatial light

modulator, which is a liquid crystal display designed to modulate the phase of

the laser front. The modulator serves to introduce a complex diffraction pattern

(Fig. 3.5(a)) to the laser light distribution, producing a hologram. This hologram

then enters the objective lens to be focused to a diffraction-limited spot. Fig. 3.5(b)
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a) b)

wavefront

modification 

Figure 3.5: A schematic of a typical holographic optical tweezer array. a) The phase

pattern generated by the programmable phase modulator(DOE). b) Melting around

individual grains near the solid-liquid interface using multiple laser spots. (from

[88])
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shows multiple laser spots used to melt around individual grains near the solid-liquid

interface.

The holographic optical tweezer array used in this study (Bioryx200 from

Arryx Inc.) can create up to 200 independently movable laser spots. The range of

the laser power is 0.2W to 2W, which is evenly distributed to the spots created.

The laser with the wavelength 532nm is absorbed by C152 and CBr4-C2Cl6. The

sizes of the heated region depends on the magnification of the microscope objective.

With 4x magnification objectives laser spot sizes are of the order of 10 µm.
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Chapter 4

Controlled Dynamics of Grain Boundaries in Binary Alloys

4.1 Overview

Grain boundaries in polycrystalline materials have been extensively studied because

of the importance of their effects on various material properties. While many prop-

erties are simply dependent on the average grain size, thus the total area of grain

boundaries, grain boundary orientation also plays an important role in certain prop-

erties such as the creep fracture mechanism [6] and the crack growth direction [5].

Also, the electrical resistivity can be influenced by grain boundary orientation since

grain boundaries scatter electrons and increase resistivity. In this study we focus on

the effect of a temperature gradient on grain boundary motion. We show how we

can control grain boundary orientations by generating a local temperature gradient.

We also show the dynamics of 3-D grain coarsening imaged by a two-photon laser

scanning microscope.

4.2 Experimental Detail

We use 100 µm × 2 mm × 20 cm and 200 µm × 4 mm × 10 cm sample capillaries

filled with succinonitrile-coumarin152 (SCN-C152) (C=0.31wt%). For observation

of grain coarsening the sample is melted and cooled rapidly to produce small grains
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distributed uniformly throughout the sample as an initial state. Then, it is placed

in a temperature gradient stage under a microscope. An optical microscope with a

CCD camera is used to capture the two-dimensional (2-D) dynamics of grain coars-

ening with the 100µm-thick sample, and a two-photon laser scanning microscope is

used to capture the three-dimensional (3-D) dynamics with the 200µm-thick sam-

ple. We use UV light (100W mercury lamp) to locally heat the two-dimensional

sample. A two-photon laser scanning microscope is used to locally heat the quasi

three-dimensional sample. The grain boundaries are extracted from the captured

images and analyzed using our image analysis programs (Appendix C).

4.3 Results and Discussion

Normal Grain Growth at a Uniform Temperature: Fig. 4.1 shows two-

dimensional grain growth at a uniform temperature, similar to the one observed

with pure SCN by Palmer et al. [24, 25]. The grain boundary energy is independent

of the orientation of the boundaries because all grain boundaries are wet. Since

the surface tension forces acting at a trijunction must be in equilibrium, the angles

between the boundaries strictly at the trijunction have to be 120 ◦ [2, 34, 93]. Some

of the angles in our images do not look like 120 ◦, but when zoomed in, exactly at

the trijunction the boundaries form 120 ◦ angle with high curvature. We observe

that the grain growth satisfies the Burke - Turnbull law [33]:

Ā(t) − Ā(0) = KAt, (4.1)
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where Ā is the average grain area and KA is a constant which is proportional to

the grain boundary mobility [25]. The average grain area grows linearly in time as

shown in Fig. 4.2 (the fluctuations are due to measurement errors in extracting grain

areas). The slope of the fit to the data yields K = 3.53(µm)2/s. This indicates our

model system mimics metallic alloys in the realm of ideal grain growth.

Another indication is that the grains with number of sides larger than six grow

and smaller than six shrink, satisfying the Mullins - von Neumann law [31, 32]:

dA

dt
= KN (N − 6), (4.2)

where A is the area of a grain, KN is a constant which is proportional to the grain

boundary mobility [25], and N is the number of sides of the grain. Fig. 4.3 shows

the individual grain area change in time for ten grains. The grains with the same

number of sides have similar slopes. Note that the slope of the curve changes when

the number of the grain sides changes. The slopes, i.e. the grain growth rates,

are obtained from fitting of linear portions of the curves (during which the grain

maintains the same number of sides), and are plotted against N − 6 in Fig. 4.4,

which is in a good agreement with the Mullins - von Neumann law. The slope of

the fit to the data yields KN = 3.27(µm)2/s.

One interesting observation from this experiment is the metastability of a

quadrijunction in the 2-D grain growth with a single surface energy, which has been

pointed out by J.W. Cahn [93]. Fig. 4.5 shows shrinking of a usual four-sided grain.

Two pairs of trijunctions merge separately as the grain vanishes, and then the two

resulting trijunctions recede immediately due to the high curvature as shown in
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Figure 4.1: Ideal grain growth at a uniform temperature (T=55 ◦C). The grains with

number of sides larger than six grow and smaller than six shrink.
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Figure 4.2: A plot of the average grain area vs. time. The fluctuations are due

to measurement errors in extracting grain areas. The average grain area increases

linearly in time. The black line is a linear fit.
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Figure 4.3: A plot of the grain area vs. time for ten grains. The grain with number

of sides larger than six grows and smaller than six shrinks. The black lines are fits of

the linear portions of the curves (during which the grain maintains the same number

of sides).
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Figure 4.4: A plot of the rate of grain area change (the slope of the fit in Fig. 4.3)

vs. N − 6, where N is the number of sides. The blue line is a linear fit.
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Fig. 4.6. However, when four trijunctions meet at one point as in Fig. 4.7, the

resulting quadrijunction stays in that metastable state for several minutes before it

finally dissociates into two trijunctions (Fig. 4.8). This is because the energy of the

boundary between the two trijunctions created by the dissociation of the quadri-

junction is high enough to temporarily keep the qudrijunction stable to dissociation.

The quadrijunction eventually dissociates confirming that the trijunctions are the

only stable line junctions when all the grain boundary energies are equal.

Grain Boundary Motion in a Temperature Gradient: When the sample

is placed in a temperature gradient, in addition to curvature-driven grain growth,

the grain boundaries drift toward the high temperature region (Fig. 4.9). Note that

the apparent movement of grains in the direction of the temperature gradient is

due to melting and solidification at grain boundaries, not motion of the bulk of the

grains. The grains become more elongated in the temperature gradient direction as

they move, indicating that the motion of the grain boundary is accelerated.

Using boundary extraction and tracking programs [developed using the Inter-

active Data Language (IDL from RSI, Inc.)], we obtain the velocity component V (of

the grain boundary) parallel to the temperature gradient. This process is explained

in Appendix C.

Curvature-driven grain growth is isotropic and generally slow compared to

temperature gradient driven growth. While the boundary speed of disappearing

grains due to curvature-driven grain growth is comparable to the one due to the tem-

perature gradient, such events are rare and do not notably affect the time averaged

V . Fig. 4.10 shows the plot of the average velocity V divided by the temperature
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50 µm

Figure 4.5: As a rectangular grain shrinks, two pairs of trijunctions merge. The

resulting trijunctions move apart. (The picture has low quality because it has been

magnified.)
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Figure 4.6: A plot of the distance between a trijunction and the merging point

versus time for Fig. 4.5. After two pairs of trijunctions (blue lines) merge, two

newly created trijunctions (red lines) immediately move away from the merging

point.
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50 µm

Figure 4.7: As a four-sided grain shrinks into a point, four trijunctions become one

quadrijunction. (The picture has low quality because it has been magnified.)
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Figure 4.8: A plot of the distance between a trijunction and the merging point versus

time for Fig. 4.7. The quadrijunction formed from merging of four trijunctions stays

at the merging point for a while (blue lines) before it dissociates into two trijunctions

(red lines).
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gradient G as a function of local temperature T in the sample, which is obtained

from the grain boundary position in the temperature gradient field. Six different

data sets, which have either different temperature gradient or different range of local

temperature, collapse on a single curve that can be fit to [95]:

V =
DG

(1 − k)(T0 − T )
, (4.3)

where D is the solute diffusion coefficient in the liquid, T0 is the melting point of

pure SCN. We assume that the temperature dependence of D is negligible in this

case, because the range of temperature investigated is narrow. The segregation

coefficient k of SCN-C152 is 0.05 [48]. Fitting of all data points in Fig. 4.10 yields:

D = 300± 30 µm2/s and T0 = 57.9± 0.1 K, in a good agreement with experimental

values determined independently [48].

We suggest that measurement of grain coarsening in a temperature gradient

may be useful to obtain a effective D and T0 of the material studied. The equation

for the drift speed V can be theoretically derived if the grain boundary is considered

as a liquid channel in a solid subjected to a temperature gradient [94]. If we assume

local thermodynamic equilibrium at the solid-liquid interface, the concentration at

the cold side of the boundary is higher than that of the hot side, leading to a

concentration gradient across the grain boundary (Fig. 4.11). Therefore, solute

diffuses from the cold side to the hot side, which causes solidification at the cold

side and melting at the hot side. Eq. (4.3) is then obtained from the solute balance

at the solid-liquid interface [95].

Fig. 4.12 shows a four-sided grain shrinking in a temperature gradient. If
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Figure 4.9: In a temperature gradient (G=2.5K/cm) the grain boundaries drift

toward the high temperature region. As grains approach the hot side, they become

larger and elongate in the direction of motion.
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Figure 4.10: Speed of grain boundary motion divided by temperature gradient vs.

local temperature for six different data sets. All data sets fall on the same curve fit

to V = DG/ {(1 − k)(T0 − T )}.
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Figure 4.11: A schematic showing a grain boundary considered as a liquid channel.

The concentration gradient across the wet grain boundary induces diffusion of the

solute.
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the average drift toward the high temperature region is subtracted, the shrinking

behavior is similar to that of normal grain coarsening at a uniform temperature.

When the effect of the drift due to the temperature gradient is separated out, the

trijunctions follow qualitatively the same trajectories (Fig. 4.13) as in the case of

a uniform temperature (Fig. 4.6). Log-log plots of the trajectories for the case of

a uniform temperature and the case of a temperature gradient (again the effect

of the drift is separated out) are shown in Fig. 4.14 (a) and (b) respectively. In

both cases, after the transient near merging points the trajectories exhibit power

law behaviors, s ∝ |t − t0|
α, where s is the distance between a trijunction and the

merging point and t0 is the time when the trijunctions merge. The average α for

the initial trijunctions are similar for both cases: 0.55 and 0.52 for the case of a

uniform temperature and the case of a temperature gradient respectively. The aver-

age α for the final trijunctions are different for the two cases: 0.30 and 0.60 for the

case of a uniform temperature and the case of a temperature gradient respectively.

The difference in α for the final trijunctions between the two cases may arise from

the difference in geometry of surrounding grains. More investigation is needed to

explain this observation. Also, the temperature dependence of the surface tension

may alter the balance of the boundary tensions at the trijunction influencing the

trijunction movement. At present, the crude conclusion from our observations is

that the motion of grain boundaries in a temperature gradient can be approximated

by a superposition of the drift due to the temperature gradient and the migration

associated with the normal grain coarsening.

Control of Grain Boundaries Through Local Temperature Gradients:
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100 µm

Figure 4.12: A four-sided grain shrinks while drifting in a temperature gradient.

(The picture has low quality because it has been magnified.)
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Figure 4.13: A plot of the distance between a trijunction and the merging point

versus time after subtracting the effect of motion in a temperature gradient for

Fig. 4.12. After two pairs of trijunctions (blue lines) merge, two newly created

trijunctions (red lines) immediately move away from the merging point.
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Figure 4.14: Log-log plots of the trajectories for (a) the case of a uniform tempera-

ture and (b) the case of a temperature gradient.
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Since the speed of grain boundaries is proportional to the local temperature, grain

boundaries tend to align with the temperature gradient. We can thus control grain

boundary orientation by applying a local temperature gradient. Fig. 4.15 shows

grain growth with a UV spot illumination applied to grains subjected to a uniform

temperature. The UV spot locally heats the sample and creates a local temperature

gradient around it causing grain boundaries to move toward the spot. Fig. 4.16

shows a plot of the mean absolute angle 〈|φ|〉 between the grain boundaries and the

radial line as a function of time. For comparison it also shows the plot for the case

without UV spot heating. When there is no local spot heating, 〈|φ|〉 stays around

π/4 (the horizontal line), which means that the grain boundaries are randomly

oriented all the time. In the case of spot heating, 〈|φ|〉 decreases continuously in

time, indicating that the grain boundaries gradually align along the radial direction.

We also measure the distance from the heated spot over which grain boundaries

align. Fig. 4.17 shows a plot of 〈|φ|〉 vs. R at four different time intervals. In each

time interval, the circular range of radius 600µm around the heating spot is divided

into ten concentric rings with same ∆R and 〈|φ|〉 is averaged over each ring. We

applied binomial smoothing on each curve to smooth out local fluctuations. Initially

〈|φ|〉 for all R is about π/4, i.e. grain boundaries are randomly oriented throughout

the sample. In the next time interval the boundaries adjacent to the heating spot

starts to align in the radial direction. The curves in the following time intervals show

that the boundaries adjacent to the heating spot align more strongly in the radial

direction (〈|φ|〉 = 0). We also note that as time goes on, more distant boundaries

are affected by the local heating.
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R

Figure 4.15: The UV spot heating causes the boundaries to align along the radial

line. At each point on a grain boundary, we define φ as an angle between the

tangential line to the boundary and the radial line from the UV spot. R is the

distance between the center of the spot and the point.
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Figure 4.16: With the UV spot heating the mean absolute angle 〈|φ|〉 decreases in

time, while it stays around π/4 (indicated by a black line) in the absence of UV

spot heating.
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Figure 4.17: A plot of 〈|φ|〉 vs. R at four different time intervals shows that the

distance over which grain boundaries become radially aligned (lower 〈|φ|〉) due to

local heating increases with time.
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Fig. 4.18 shows another example of controlling grain boundary orientation with

local heating. A UV line illumination is applied to grains in a uniform temperature.

The grain boundaries move toward the line from both sides, and become more per-

pendicular to the heating line. Fig. 4.19 shows a histogram of mean absolute angle

〈|θ|〉 between the grain boundary and the heating line for initial and final states.

The initially uniform distribution of boundary orientation changes into a distribu-

tion with peaks around 0 and π/2. Note that grain boundaries run along the heating

line in the final state. Thus, placing the lines of heat source in desired orientations

seems the most efficient way of controlling the grain boundary orientations.

We were also able to heat a spot in the interior of a 3-D sample using two-

photon absorption, as explained in Chapter 3. Fig. 4.20 shows the change of grain

structure around a heating spot in 3-D obtained by a series of alternate heating

and imaging. Each heating is applied for five seconds at the same spot. After each

heating we imaged 50 cross-sections around the spot to visualize the 3-D structure.

We observe grain boundaries drifting toward the spot from all directions. The grains

become three-dimensionally elongated and the boundaries become more parallel to

the direction of the local temperature gradient.

4.4 Conclusion

In summary, we have studied experimentally how to control grain boundary orien-

tations with a model binary alloy SCN-C152. In a temperature gradient the motion

of the grain boundaries can be approximated by a superposition of normal grain
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Figure 4.18: The UV line heating causes the boundaries to align along the UV line.

At each point on a grain boundary, we define θ as an angle between the tangential

line to the boundary and the heating line.
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Figure 4.19: The histogram of the mean absolute angle 〈|θ|〉 shows the development

of preferred orientation due to the line heating. The black line indicates a uniform

distribution.

growth and drift due to the temperature gradient. The drift speed V is a function

of temperature gradient G and local temperature T as in Eq. (4.3). We use this drift

to control the grain boundary orientations by applying local temperature gradients

through UV heating in 2-D samples. We also demonstrate the potential of nonlinear

absorption, the two-photon technique to control grain growth in 3-D samples.

There are still many interesting open questions in the dynamics of grain coars-

ening and control of grain structures that can be studied using the model binary

alloy system. In 2-D grain growth, the power law behavior of trijunction move-

ment has not been fully understood. In a temperature gradient, the temperature

dependence of the surface tension may play an important role in the behavior of

trijunction movement. Also, we need to check the validity of the assumption that
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Figure 4.20: Two-photon laser scanning microscope image of 3-D grain structure

around a heating spot generated by focusing the laser beam. The front view and

the corresponding side view are shown.
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the temperature dependence of the surface tension is negligible in the drift of grain

boundaries in a temperature gradient. In 3-D grain growth, analyzing the data

is the most critical part. Since only the edges of grain boundaries appear in the

images of grain structures obtained by confocal laser scanning microscopy or two-

photon microscopy, we need algorithms to reconstruct grains from the edges. Two

candidates are Mousse software (Noesis Inc.), which was used by Monnereau and

Vignes-Adler [40] to analyze 3-D foam structures, and the Surface Evolver devel-

oped by Ken Brakke [89]. Once the grains are reconstructed from the edges, the

total number of grains, the number of faces of a grain, and the approximate (due to

the lack of exact boundary shapes) volume of a grain can be obtained to study 3-D

grain coarsening mechanism. Also, it will be interesting to apply feedback-controlled

heatings to obtain desired grain boundary orientations in more systematic ways.
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Chapter 5

Local Control of the Dendritic Microstructure Through Perturbation

5.1 Overview

This chapter focuses on control of microstructures within an individual grain. Our

aim is to control cellular and dendritic microstructures which develop during direc-

tional solidification of binary alloys. Changes in pulling speed, temperature gradient,

or alloy composition alter the microstructure. However, at a given pulling speed,

temperature gradient, and alloy composition there are still often many microstruc-

tures possible. For example, the spacing between cells or dendrites λ (see Fig. 2.2)

can only be controlled within a factor two or less and with great uncertainties at

transitions between patterns such as the cell-dendrite transition, since they often

exhibit strong hysteresis. Here we demonstrate that a local perturbation technique

can provide accurate control of the microstructure. We show that this technique also

provides valuable quantitative data on microstructure stability. Our study shows

how the primary dendritic spacing λ can be selected in a controlled way at the start

of solidification, and how it can be adjusted dynamically. The investigation focuses

on the regime close to the cell to dendrite transition (see Fig. 2.2), where dendrites

interact strongly with each other.
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5.2 Experimental Detail

We used a 100 µm × 2 mm × 20 cm sample capillary filled with succinonitrile-

coumarin152 (SCN-C152) (C=0.31wt%). The temperature gradient G is varied

from 4.4 K/cm to 30.2 K/cm, and the pulling speed is varied from 0.9 µm/s to 31.0

µm/s.

We use UV light spots (100W mercury lamp) with controlled masks that gen-

erate UV light patterns or laser spots from a holographic laser tweezer to locally

heat the sample. The sizes of the heated region depends on the magnification of

the microscope objective, through which both UV and laser light is guided to the

sample. Laser spot sizes are of the order of 10 µm and UV spot sizes are 65-350 µm

with 4x magnification objectives.

We emphasize that we use thermal perturbations to control an interface whose

shape is otherwise determined from solute diffusion. In order to allow the solute

field to adjust to the altered interface shape, it is hence necessary to apply the

perturbations for some time comparable to the solute diffusion time between two

laser spots, i.e. of order 1 min for 200 µm separated spots (diffusion time t = L2/D,

where L is a length scale and D is the diffusion coefficient). This approach should

generally work if the perturbation is applied long enough to allow adjustment of the

solute field.
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Figure 5.1: Uniform dendritic arrays with controlled interdendritic spacing λ are

obtained through spatially periodic UV perturbations (bright spots). UV spots:

(a) spacing 235 µm, Gaussian width 70 µm, duration 247 s; (b) spacing 190 µm,

Gaussian width 65 µm, duration 434 s.
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zero more rapidly under perturbations than in a reference experiment without per-

turbation. (same run as in Fig. 5.1; small and large λ correspond to (a) and (b)

respectively) (b) The number of dendrites reaches a steady state at an early stage

while δλ shows continuous adjustment toward uniform λ before and after that.

(G = 7.5 K/cm, V = 8.8 µm/s)
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5.3 Results and Discussion

Planar to pattern transitions: The best time to control λ of cellular or den-

dritic arrays accurately is during the initial instability, when crystal growth starts.

Here, we selectively heat regions in the liquid ahead of the solid-liquid interface by

applying a row of uniformly spaced UV spots while the interface undergoes a pla-

nar to dendritic transition (Fig. 5.1). The UV light spots have Gaussian intensity

profile with width of about a quarter of the distance between the spots, which effec-

tively form a sinusoidal perturbation. We have not yet investigated the dependence

on spot size systematically, but we find that for spot sizes much smaller than the

spacing between spots (e.g. using laser spots), the resulting interdendritic spacing

becomes less uniform. Simulations and theoretical analyses have indicated that for

optimal control of the shape of the planar front perturbations should be applied

a distance of the order of the diffusion length ahead of the front [96]. Here, we

find that positioning the UV perturbations approximately one diffusion length (45

µm at V = 10 µm/s) ahead of the interface works best for triggering a controlled

instability of a planar interface. The position of UV spots is manually adjusted in

the z-direction, but fixed in the x-direction (see axes in Fig. 5.1). Although the UV

spots heat the sample by less than ∼ 0.2 K (<0.1% of the melting temperature and

<1.2% of the latent heat/specific heat ratio of SCN) the dendrites align between UV

spots and form a regular array. When the perturbation is removed, the dendritic

array remains uniform and stable. Different λ can be selected by varying the spacing

of UV spots. Through such perturbations any λ in the stable regime of the phase
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diagram can be accurately selected.

With time an initially broad distribution of λ of the order of the wavelength

of the planar instability changes into a sharp distribution peaked at the spacing

imposed by the UV spot array. The standard deviation of interdendritic spacings

δλ (Fig. 5.2a) for the controlled arrays approaches nearly zero while δλ for the

non-controlled array decreases more slowly and stays far from zero. In general, the

appropriate number of dendrites, i.e. the average spacing 〈λ〉 , is established at an

early stage but the variations in spacing δλ are initially large and gradually reach a

steady state as the system adjusts λ continuously (Fig. 5.2b). This control of λ is

more powerful in dendritic arrays at low temperature gradients, where the range of

stable λ is broad due to the strong interaction between sidebranches [22].

Pattern to pattern transitions: Transitions from one stable pattern to

another are also possible. Fig. 5.3a shows an array of cells close to the cell to

dendrite transition. This pattern is stable; small perturbations like the ones applied

to a planar front are no longer sufficient to control the microstructure. Instead,

large perturbations are needed to alter the microstructure as shown in Fig. 5.3.

Under strong spatially periodic perturbation of every other cell a transition to a

stable dendritic array is observed (Fig. 5.3c). This corresponds to the transition I

in Fig. 2.2.

The necessary perturbation strength can be quantified from the response to

small perturbations [59]. Fig. 5.4 shows a plot of the modulation amplitude ξ,

i.e. the difference in tip position between perturbed and unperturbed cells (see

Fig. 5.3a), after perturbations of various strengths are applied to every other tip.
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Figure 5.3: Guiding the crystal growth pattern through perturbations: A stable

cellular interface pattern (a) is perturbed through localized perturbation of every

other tip (UV spots: spacing 386 µm, Gaussian width 96 µm, duration 40 s). This

triggers a transition (b) to another stable microstructure, a dendritic array (c).
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A third order amplitude equation suffices to characterize the time evolution of ξ

during this cell-dendrite transition:

dξ(t)

dt
= a0ξ(t) + a1 |ξ(t)|

2 ξ(t). (5.1)

Here a0 and a1 are linear and third order growth coefficients respectively. Both

a0 and a1 depend on the wavelength of the perturbation (i.e. the spacing between

UV spots) and the spacing between cells or dendrites, but do not depend on the

strength of the perturbation.

Small ξ decay exponentially. When ξ starts above a critical value, ξ grows

with time, leading to the period doubling transition shown in Fig. 5.3 (note that

the third order amplitude equation can only describe that initial amplitudes above a

critical threshold grow, and does not capture the transition to a new stable pattern).

The critical initial amplitude from Eq. (5.1) is given by ξC =
√

−a0/a1. Nonlinear

fitting [59] of the decaying ξ for the dashed line shown in Fig. 5.4 yields a value of

ξC = 78±2.4µm (shown as a band), in good agreement with the amplitude at which

perturbations grow.

Other transitions: It is also possible to trigger a transition from a stable

dendritic array to a period doubled dendritic array as indicated by the arrow II in

Fig. 2.2. Experimentally transitions to other than period doubled patterns require

stronger perturbations, which is not surprising since period doubling has been found

to be the most unstable mode of the system [58].

In addition, a period halving transition from a dendritic to a cellular array can
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Figure 5.5: A period halving transition from a dendritic to a cellular array is trig-

gered through very strong UV perturbation on every tip. UV spots: spacing 386

µm, Gaussian width 96 µm, duration 76 s.

be triggered through very strong UV perturbation on every tip but this transition

is less accurately controllable (Fig. 5.5).

We could not trigger a cell to cell transition in several experiments in a pa-

rameter range, which corresponds to the transition III in Fig. 2.2, where one might

most likely expect such a period doubling instability. This observation, and the

visual indication e.g. in Fig. 5.3b that sidebranches prevent the perturbed cells

from recovering, point to the important role of sidebranches for array stability and

selection. We will present other experimental results in support of this assumption

in detail in Chapter 6.

Transient structures: Perturbations can transiently generate microstruc-

tures with unsustainably large or small λ (for example, the transition IV in Fig. 2.2).
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Figure 5.6: Arrays with λ larger than the stable range can be generated transiently

through perturbations (second image from below) but the unstable array returns to

smaller λ by growing sidebranches (a) or tip splitting (b).

77



This allows us to study what instability modes limit the range of stable λ. In Fig. 5.6

dendritic and cellular arrays are forced to have λ larger than the upper limit of sta-

ble spacings λMax under spatially periodic perturbation of every other dendrite or

cell.

For dendrites λ is limited above λMax by sidebranches that lead to additional

dendrites (Fig. 5.6a). For cells, λ is limited by a tip splitting instability (Fig. 5.6b).

For both cells and dendrites, a period doubling instability provides a minimum stable

λMin. Through repeated perturbations on cellular or dendritic arrays of different

interdendritic spacing, the perturbation technique can indicate the range of stable

λ and the mode of instability (sidebranch growing or tip splitting) that limits stable

λ.

The generation of transient structures also allow us to investigate the mode

of instability that is not normally observed. Fig. 5.7a is a magnified image of a

transient dendrite in Fig. 5.6a. The tip position x and the tip radius of this den-

drite oscillate until sidebranch overgrowth occurs as shown in Fig. 5.7c. This reveals

the existence of a sideway tip oscillation instability which precedes the sidebranch

growing instability. The same instability is also observed in simulations. Fig. 5.7b

(simulation by A. Karma, Northeastern Univ.) shows a dendrite in a stable limit

cycle state that exists over a finite range of spacing in the absence of noise. The

tip exhibits symmetric oscillation. When noise is introduced to this state, the tip

oscillates asymmetrically (sideway) and the limit cycle decays through growing side-

branches, exactly same as our observation.

Non-periodic structures: Control of non-periodic microstructures requires
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more complex spatio-temporal perturbations as e.g. generated by our holographic

laser tweezer system (Chapter 3). Fig. 5.8 shows the laser spots applied to a cellular

front. Through appropriate positioning and motion of the perturbation points as

indicated by the arrows, we continuously increase the local interdendritic spacing

λ around a dendrite or a cell in an array. When the local λ reaches a threshold

value, the array reduces λ by either growing sidebranches (again preceded by side-

way tip oscillations) or tip splitting. The critical λ where these instabilities occur is

in good agreement with λMax obtained by the method of step-increase of the growth

speed [22]. This indicates that in our parameter range of strongly interacting den-

drites, array stability is mostly determined by nearest neighbor interactions.

5.4 Conclusion

In summary, we have studied experimentally how to use thermal perturbations to ac-

curately control solute diffusion generated cellular and dendritic arrays in directional

solidification of a model binary alloy SCN-C152. Spatially periodic thermal pertur-

bations during the initial instability create controlled arrays of cells or dendrites

with any desired interdendritic spacing in the stable range. Large perturbations can

trigger a transition from one stable state to another stable state. Finally, pertur-

bations allow us to temporarily trigger λ that is outside of the stable range. This

has allowed us to find tip splitting and sidebranching as the modes of instability

at λ greater than λMax, and period doubling instabilities at λ smaller than λMin.

Holographic techniques are used to generate controlled, non-periodic structures.
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Figure 5.8: Control of non-periodic structures: The local λ is continuously increased

by independently movable laser spots (40 µm in diameter) until the system adjusts

λ through instabilities - (a) sidebranch growing and (b) tip splitting. The arrows

indicate the controlled motion of laser spots.
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Recent experimental results point to the possibility of controlling real metal-

lic alloys using similar techniques. Global perturbations through pressure pulses

might be sufficient for control of periodic microstructures by exploiting temporal

resonances [97]. X-ray imaging of dendritic growth has provided in-situ imaging of

pattern formation [98]. We thus anticipate that the control and analysis techniques

shown in this paper could be applied to metallic alloys using interference patterns of

X-rays of a wavelength that gets partially absorbed, or using other means of pertur-

bations that can penetrate the material such as ultrasound or microwave radiation.
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Chapter 6

Studies on Cellular/Dendritic Arrays with Different Crystal

Orientations

6.1 Overview

The characteristic shape of dendrites is due to the anisotropy in surface tension.

Although the role of crystalline anisotropy in interface dynamics has been studied

by some experimental groups [42, 43], the studies were mainly focused on the sea-

weed and ordinary dendritic structures. In this study we investigate the role of

surface tension anisotropy on stability of arrays of cells and dendrites during direc-

tional solidification (DS) of binary alloys. We use three crystals of different growth

orientations with respect to the surface tension anisotropy to study the relative im-

portance of surface tension in the growth direction and in the direction normal to

the growth direction for microstructure selection and stability.

As discussed in Chapter 2, the surface tension is represented in 3-D as Eq.

(2.3). Because of the presence of anisotropy there exists a preferred orientation for

crystal growth, which is the direction of maximum surface tension. In our thin sam-

ple directional solidification because the crystal is constrained to grow in the sample

plane, the orientation of the sample plane with respect to the 3-D surface tension

anisotropy becomes important. In addition, the growth direction with respect to

83



the anisotropy in the sample plane, which is equivalent to a slice through the 3-D

anisotropy, determines the overall growth patterns.

6.2 Experimental Detail

We used 100µm thin, 2mm wide samples filled with succinonitrile-coumarin152

(SCN-C152) (C = 0.51wt% and C = 0.31wt%). The temperature gradient G used

are 4.4 K/cm and 12.7 K/cm, and the pulling speed is varied from 0.9 µm/s to 31.0

µm/s.

Creating different crystal orientations is at present very difficult and limits

more detailed studies. One promising approach for more detailed studies would be

a rotating stage that permits directional solidification in any directions in the sample

plane [43]. In our experiment the sample is rapidly cooled to develop multiple nuclei.

Crystal orientations are selected from the random orientations of spontaneously

nucleated crystals. Each nucleus is grown until discernible dendrites appear. Once

a suitably oriented nucleus is found, all neighboring nuclei are selectively melted

back using laser and UV light spots, giving the desired nucleus space to overgrow

all neighbors and completely fill the sample cell. In order to be able to make follow

up measurements with each orientation, we used separate samples for the different

orientations, but all the samples were made from the same mixture of SCN and

C152 during a single sample filling procedure. Note that we produce three samples

in a batch as shown in Appendix B. We verified some results on one of the samples,

for which we selected more than one orientation.
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The physical quantities we measured with the three crystals are the average

spacing 〈λ〉 , the average tip radius 〈R〉 , the average maximum spacing 〈λmax〉

, and the average minimum spacing 〈λmin〉 of cellular/dendritic arrays. For the

measurement of 〈λ〉 and 〈R〉 crystal growth is started from a planar solid-liquid

interface at constant speed V . When the cellular/dendritic array reaches the steady

state, the spacings and the tip radii are measured and averaged to give 〈λ〉 and

〈R〉 for that V . 〈λmax〉 is obtained by the method of step-increase of the growth

speed [22]. A stable cellular/dendritic array is first formed at a low pulling speed and

then the speed is increased in steps and maintained for enough time at each speed

step for the array to stabilize. The spacings of the stable array at each speed are

measured and averaged. Similarly, the average minimum spacing 〈λmin〉 is obtained

by step-decreasing the growth speed of a dendritic array which is first formed at a

high pulling speed. Therefore, an approximate range of stable spacings is provided

by 〈λmax〉 and 〈λmin〉 .

6.3 Results and Discussion

We adopt the notation used by Akamatsu et al. [42] to denote the crystal orientation

of the cells/dendrites. A lattice plane {hkl} is parallel to the plane of the sample and

a lattice axis 〈uvw〉 is parallel to the growth direction (Fig. 6.1). The cell/dendrite

will be said to be {hkl} 〈uvw〉-oriented.

The typical shapes of the dendrites of three crystal orientations are shown in

Fig. 6.2: (a) {001} 〈100〉-oriented dendrites are the ordinary dendrites that have
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Figure 6.1: {hkl} 〈uvw〉-oriented crystal.

been observed and studied. Two sidebranches grow toward the sidebranches of

neighboring dendrites and the other two grow directly into the wall with 90 ◦ angle.

(b) {011} 〈100〉-oriented dendrites have sidebranches growing into the wall with 45 ◦

angle. (c) {1̄01} 〈101〉-oriented dendrites have sidebranches growing toward other

sidebranches as {001} 〈100〉-oriented dendrites, but have no sidebranches growing

into the wall.

Moreover, each crystal has different (tip) growth direction with respect to

the orientation of surface tension anisotropy. Fig. 6.3a, Fig. 6.4a, and Fig. 6.5a

shows the growth direction and the surface tension anisotropy in three dimensions

for {001} 〈100〉-, {011} 〈100〉-, and {1̄01} 〈101〉-oriented crystals respectively. The

figures are exaggerated for clarity as the surface tension anisotropy of SCN is very

small.
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Figure 6.2: (a) {001} 〈100〉dendrites have sidebranches growing toward each other

and growing directly into the wall with 90 ◦ angle. (b) {011} 〈100〉-oriented dendrites

have sidebranches growing into the wall with 45 ◦ angle. (c) {1̄01} 〈101〉-oriented

dendrites have sidebranches growing toward other sidebranches but have no side-

branches growing into the wall.
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Figure 6.3: {001} 〈100〉-oriented crystal have the strong tip and strong transverse

surface tensions.
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Figure 6.4: {011} 〈100〉-oriented crystal have the strong tip and weak transverse

surface tensions.
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Figure 6.5: {011} 〈100〉-oriented crystal have the weak tip and strong transverse

surface tensions.
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In thin sample directional solidification the two-dimensional in-plane surface

tension anisotropy is important. As shown in Fig. 6.3b the in-plane surface tension

anisotropy for {001} 〈100〉-oriented crystal has a four-fold symmetry. During direc-

tional solidification the tip grows in one of the strong surface tension directions and

the two in-plane sidebranches also grow in other directions of strong surface ten-

sion. The {011} 〈100〉- and {1̄01} 〈101〉-oriented crystals have the in-plane surface

tension anisotropy that does not have a four-fold symmetry as shown in Fig. 6.4b

and Fig. 6.5b respectively. The {011} 〈100〉-oriented crystal has tips growing in the

direction of strong surface tension as the {001} 〈100〉-oriented crystal, but it has

weak surface tension on the sides of tips, where sidebranches would have appeared

if it were the {001} 〈100〉-oriented crystal. In contrast, the situation is exactly op-

posite for the {1̄01} 〈101〉-oriented crystal. The tips grow in the direction of weak

surface tension while sidebranches grow in the strong surface tension direction. Note

that Fig. 6.4b matches Fig. 6.5b if rotated 90 ◦. Thus, the in-plane surface tension

anisotropy for the two crystals are the same except for the orientation with respect

to the growth direction. The consequence is that the {1̄01} 〈101〉-oriented crystal is

forced to still grow along the sample plane with a tip in the direction of weak surface

tension whereas the {011} 〈100〉-oriented crystal does not have sidebranches growing

along the sample plane in the direction of weak surface tension. In the following

discussions, the surface tension on the sides of tips in two-dimensional growth, i.e.

surface tension in the direction normal to the growth direction, will be called the

transverse surface tension. The surface tension in the growth direction will be called

the tip surface tension.
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Fig. 6.6 shows 〈λ〉 as a function of V for {001} 〈100〉- and {011} 〈100〉-oriented

arrays (C = 0.51 wt%) at two temperature gradients. 〈λ〉 decreases with increasing

V in all cases. At low temperature gradient (G = 12.7 K/cm) both {001} 〈100〉-

oriented and {011} 〈100〉-oriented crystals form dendrites at the range of pulling

speed we investigated (from 1.2 µm/s to 22.9 µm/s). At high temperature gradient

(G = 30.2 K/cm) we observe a cell-dendrite transition at the pulling speed between

1.2 µm/s and 2.2 µm/s for the {011} 〈100〉-oriented crystal. The cell-dendrite tran-

sition for the {001} 〈100〉-oriented crystal occurs at slightly lower speed between 1.2

µm/s and 0.9 µm/s. This shift of the cell-dendrite transition at high temperature

gradient to higher pulling speeds is consistent with other experiments [23]. When

both crystals are dendritic, the {011} 〈100〉-oriented dendrites have larger 〈λ〉 than

the {001} 〈100〉-oriented dendrites regardless of temperature gradients. However,

as the {011} 〈100〉-oriented crystal becomes cellular, the {011} 〈100〉-oriented cells

have smaller 〈λ〉 than the {001} 〈100〉-oriented dendrites. There are no prior mea-

surements of how 〈λ〉 depends on growth direction with respect to anisotropy, and

no theoretical predictions or simple arguments we are aware of, of what one may

expect.

One possible reason for different 〈λ〉 between dendrites may be that the range

of stable dendritic spacings (see Fig. 2.2) is different. Fig. 6.7 shows 〈λ〉 , 〈λmax〉 , and

〈λmin〉 as a function of V for {001} 〈100〉- and {011} 〈100〉-oriented arrays (C = 0.51

wt%) at the same temperature gradient, G = 12.7 K/cm. 〈λ〉 is near 〈λmin〉 at high

V and approaches 〈λmax〉 as V decreases. 〈λmin〉 of both crystals decreases with

increasing V , whereas two crystals show completely different behavior in 〈λmax〉 . As

93



7

8

9

100

2

3

<
λ>

 (
µm

)

2 3 4 5 6 7 8 9
10

2 3

V (µm/s)

 {001}<100> <λ>
 {001}<100> max. <λ>
 {001}<100> min. <λ>
 {011}<100> <λ>
 {011}<100> max. <λ>
 {011}<100> min. <λ>

Figure 6.7: A plot of 〈λ〉 , 〈λmax〉 , and 〈λmin〉 vs.f V for {001} 〈100〉- and

{011} 〈100〉-oriented arrays. C = 0.51 wt%, G = 12.7 K/cm.

94



8

9

100

2

3

<
λ>

 (µ
m

)

2 3 4 5 6 7 8 9
10

2

V (µm/s)

 {001}<100> C=0.51wt%
 {011}<100> C=0.51wt%
 {001}<100> C=0.31wt%
 {011}<100> C=0.31wt%
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V increases, the {001} 〈100〉-oriented dendritic array reduces its spacing through the

growth of sidebranches, leading to the decrease in 〈λmax〉 . However, the maximum

average spacing of the {011} 〈100〉-oriented dendritic array does not decrease with

increasing V , which makes the range of stable spacing significantly large. Our

observations indicate that in the {011} 〈100〉-oriented dendritic array the mechanism

of reducing the spacings through the growth of sidebranches is not allowed because

all the sidebranches are growing up or down against the top and bottom glass walls

with a 45 ◦ angle. Also, we do not observe any tip splitting, which is the only other

possible mechanism to reduce the spacings.
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Fig. 6.8 shows a plot of 〈λ〉 vs. V for {001} 〈100〉- and {011} 〈100〉-oriented

arrays for two different concentrations (C = 0.31 wt% and C = 0.51 wt%). In

the whole explored range of V , a {011} 〈100〉-oriented crystal with low concentra-

tion forms cells while a {011} 〈100〉-oriented crystal with high concentration forms

dendrites. {001} 〈100〉-oriented crystals form dendrites for both concentrations. To

explain this, we need to consider two different effects on the cell-dendrite tran-

sition speed. First, the cell-dendrite transition speed increases as concentration

decreases [60]. Second, low surface tension anisotropy makes the cell-dendrite tran-

sition speed higher [18]. In addition, since two crystals are different only in the trans-

verse surface tension, our conjecture is that surface tension anisotropy affects the

cell-dendrite transition speed via the transverse surface tension. When concentra-

tion is low, the transition speed of {011} 〈100〉-oriented crystal with low transverse

surface tension is significantly increased, thus we observe only cells. The transition

speed of {001} 〈100〉-oriented crystal with low concentration is not increased as much

because of its high transverse surface tension. The low transverse surface tension

makes it harder for the cells to develop sidebranches and to become dendrites even

if they have the strong tip surface tension. In our experiments instabilities out of

the sample plane are hindered by the presence of sidewalls.

Fig. 6.8 shows that {011} 〈100〉-oriented cells have smaller average spacing

than {001} 〈100〉-oriented dendrites, whereas {011} 〈100〉-oriented dendrites have

larger average spacing than {001} 〈100〉-oriented dendrites. Fig. 6.9 shows a plot

of 〈R〉 vs. V for the samples of Fig. 6.8. 〈λ〉 and 〈R〉 have exactly opposite be-

havior. 〈R〉 of {011} 〈100〉-oriented cells is larger than 〈R〉 of {001} 〈100〉-oriented
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Figure 6.9: A plot of 〈R〉 vs. V for the samples of Fig. 6.8. G = 12.7 K/cm.

dendrites, while {011} 〈100〉-oriented dendrites have smaller 〈R〉 than {001} 〈100〉-

oriented dendrites. When the spacing and the tip radius are multiplied together

as shown in Fig. 6.10, interestingly the curves of two crystals with the same con-

centration collapse onto each other. More investigation is needed to explain this

observation.

Fig. 6.11 shows a plot of 〈λ〉 vs. V for arrays of {001} 〈100〉- and {1̄01} 〈101〉-

oriented dendrites. They show almost identical behavior in the overlapped region.

Two crystals have the same transverse surface tension, but the {1̄01} 〈101〉-oriented

crystal has weak tip surface tension. This indicates that the transverse surface

tension plays an important role in spacing selection and the tip surface tension has
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Figure 6.10: A plot of 〈λ〉 ·〈R〉 vs. V for the samples of Fig. 6.8. G = 12.7 K/cm.
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dendrites. C = 0.31 wt%, G = 4.4 K/cm.

no effect.

{1̄01} 〈101〉-oriented dendrites have very regular sidebranches on both sides

of the tips, which are out-of-phase as shown in Fig. 6.12a (also see Fig. 6.2c). In

addition, there is a sideway tip oscillation that couples the two out-of-phase side-

branchings (Fig. 6.12b). We suspect this is also because of the weak tip surface

tension and the strong transverse surface tension. The sideway tip oscillation is

very similar to the one that happens when {001} 〈100〉-oriented dendrites have un-

sustainable large spacings (see Chapter 4).
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Figure 6.12: (a) A magnified image of a {1̄01} 〈101〉-oriented dendrite. (b) A plot

of the tip position y and the tip radius vs. time for the dendrite in (a).
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6.4 Conclusion

We investigated the role of surface tension anisotropy on the stability of cellu-

lar/dendritic arrays using three crystals of different growth orientations with respect

to the surface tension anisotropy. The conventional four-fold symmetric surface ten-

sion is decomposed into two normal components, the tip surface tension, which is

in the growth direction, and the transverse surface tension, which is in the normal

direction to the growth direction. The crystal with low transverse surface tension

and high tip surface tension has a larger dendritic spacing and a smaller tip radius

than a crystal with high transverse and tip surface tension. On the other hand, the

crystal with low tip surface tension and high transverse surface tension exhibits the

same spacing as ordinary crystals but the tip is less stable and exhibits oscillations.

From these observations, we deduce that the transverse surface tension affects the

selection of the dendritic spacing while the tip radius is determined by both tip and

transverse surface tension.

We need further investigations to fully understand the role of surface tension

anisotropy on cellular/dendritic structures. For example, we have not compared

〈λ〉 for {001} 〈100〉- and {011} 〈100〉-oriented arrays when both arrays are cellu-

lar. Also, {1̄01} 〈101〉-oriented cellular array needs to be included in the discussion

and compared with other crystals. The range of stable spacings for {1̄01} 〈101〉-

oriented crystal should be compared with {001} 〈100〉-oriented crystal. The possi-

ble presence of 3-D effects on cellular/dendritic structures of three crystals can be

investigated with thinner samples. In this study we have also encountered some
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interesting questions such as why {011} 〈100〉-oriented dendritic array has larger

〈λ〉 than {001} 〈100〉-oriented dendritic array and, why 〈λ〉 times 〈R〉 is same for

{001} 〈100〉- and {011} 〈100〉-oriented cellular/dendritic arrays. It will be also in-

teresting to study the role of surface tension anisotropy on the stability of arrays by

using perturbation methods described in Chapter 5.
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Appendix A

Preliminary Studies on Eutectic Microstructure

(This work is done by collaboration with S. Akamatsu, S. Bottin-Rousseau, and

G. Faivre, Groupe de Physique des Solides, Universités Denis-Diderot et Pierre-et-

Marie-Curie, Paris, France

A.1 Overview

Prediction and control of the formation of lamellar eutectics is a challenging subject

in applied metallurgy [3, 51] and in fundamental physics [99, 100]. Lamellar mi-

crostructures –a more or less regular alternation of lamellae of two different crystal

phases– form during the solidification of nonfaceted binary eutectic alloys. This

finely spaced microstructure greatly enhances the mechanical strength of the al-

loy. The morphology and the size distribution of the frozen-in two-phase structures

are determined by dynamic phenomena on the growth front, namely, a competition

between diffusion in the liquid and capillarity. This is a complex problem of out-of-

equilibrium, nonlinear pattern formation, hence the microstructure cannot be

predicted by any general minimization principle. Simulations are also difficult, since

microstructure formation involves physical processes operating on a large range of

spatial scales [101].

Nearly periodic lamellar microstructures can be obtained by directional so-
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lidification of eutectic alloys, i.e., by pulling the crucible containing the alloy at a

constant speed V in an imposed thermal gradient G. During steady state solidi-

fication, the crystal growth front presents a modulated shape on the scale of the

interlamellar spacing λ, but is planar on larger scales (Fig. A.1). The problem, as

it was formulated fifty years ago [102], was to know whether it is possible to predict

the value of the spacing as a function of V , G, the concentration C0 and the physical

constants of the alloy. Decades of metallographic studies did not allow one to solve

this “selection problem”. These studies invariably found an average spacing value

λav close to the spacing λm that leads to minimum undercooling (see Fig. A.2), and

thus roughly varying as V −1/2 –which speaks for the presence of a pattern selection

mechanism. However, these studies also found a very large width of the spacing dis-

tribution about λav (from 20 to 50% in the most carefully controlled solidification

conditions), which is clearly unfavorable to the selection hypothesis.

For a complete understanding of these phenomena, the spatio-temporal dy-

namics of the solidification front, including stationary and transient regimes, must

be observed in real time. This can be achieved for two-dimensional (2-D) systems

by using thin-sample directional solidification (TDS) [104, 105, 106] of a transpar-

ent model of nonfaceted metallic eutectics, namely CBr4-C2Cl6. The crucible is

made of two glass plates separated by calibrated spacers. When a sample thickness

smaller than about 10 µm is chosen, the lamellae are forced to remain normal to

the glass plates by wall effects. This imposes a strong 2-D character on the growth

dynamics and allows observation in side view with an optical microscope. A small

sample thickness also serves to block the thermo-solutal convection flows in the
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Figure A.1: Lamellar eutectic pattern observed in TDS of CBr4-C2Cl6 (C0 ≈

11.6 mol%; V = 0.5 µms−1). The growth direction is upward (axis z). The solid-

solid interfaces, which trace the trajectories of the three-phase coexistence lines

(trijunctions), provide a natural spatiotemporal diagram of the growth front. Here,

these interfaces are aligned along the growth axis: the pattern is stationary. Inset:

coexistence of a stationary pattern and a drifting pattern (tilt domain).

liquid, which are known to greatly perturb solidification in bulk samples, though

three-dimensional (3-D) structures can be obtained at intermediate thickness before

the onset of convection as described below.

Thin-sample directional solidification (TDS): The CBr4-C2Cl6 system

solidifies into transparent, nonfaceted, cubic phases (α: hypoeutectic, f.c.c phase;

β: hypereutectic, b.c.c phase). The alloys are prepared by mixing zone-refined and

outgased CBr4 and C2Cl6 (TE = 84.4oC ; λ2
mV ≈ 185µm3s−1) [19]. Thin samples

(8 mm x 70 mm x 12 µm) are filled under controlled Ar atmosphere (≈ 10mbar),

and sealed after a rapid cooling at room temperature. The amount of residual

impurities in the samples is of about 10−4 (mole fraction) [20], and its influence on

the phenomena shown in this study is weak, unless otherwise noted.

The samples are placed in a horizontal temperature gradient G (40 − 110 ±
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Figure A.2: (a) Large-magnification micrograph of a lamellar pattern. The average

temperature of the front Tav is close to the eutectic temperature TE, due to the

coexistence of the two solids and the liquid. The departure from equilibrium is

measured by the undercooling ∆T = TE − Tav > 0, and is determined by the

mean curvature of the interface imposed by the equilibrium of the surface tensions

on trijunctions and by the modulated concentration field in the liquid. ∆T is a

function of λ and V , and presents a minimum, at given V , for a spacing value λm

(minimum-undercooling spacing), which varies as V −1/2 [102, 103]. (b) Numerical

simulation of a stationary pattern; courtesy of M. Plapp [see M. Plapp and A.

Karma, Phys. Rev. E 66, 061608 (2002)]. The gray levels represent the diffusion

field in the liquid.
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10% Kcm−1) realized between two well regulated copper blocks (within 0.01 K), and

pulled toward the cold block at a constant velocity (V = 0.125 − 30µms−1 ± 2%).

The growth front is continuously observed along the y direction (side view) with an

optical microscope, and the images of the front are recorded with a CCD camera

on video tapes, and analyzed numerically. The spacing distribution and the front

profile are measured with a sensitivity of 0.05− 0.1µm (optical resolution is limited

to about 1µm, but interpolation allows us to reach subpixel resolution) [107].

For the observation of homogeneous, extended patterns, large (containing 100–

150 pairs of lamellae) eutectic grains (i.e., regions of a lamellar eutectic solid in

which all the lamellae of each phase have the same crystal orientation) with a weak

interfacial anisotropy were prepared following a procedure explained in Ref. [108].

The average spacing value is generally close to, but smaller than λm at the chosen

V .

Stationary lamellae: Recent TDS studies, in conjunction with numerical

simulations, have essentially solved the selection problem for one-dimensional (1D)

fronts [105, 106, 107]. They have shown that, at given V , stationary lamellar fronts

are stable for a finite-width range of spacings. Moreover, the lower and upper

bounds of the stability interval (about 0.8λm and 2.3λm, respectively, at the eutectic

concentration for CBr4-C2Cl6) approximately follow the similarity law λ ∝ V −1/2.

This clearly provides the theoretical framework within which metallographic data

can be interpreted. In brief, the distribution of spacings found in a sample depends

on initial and boundary conditions (among which the eutectic grain structure plays

a prominent role) of the solidification run. These dependencies are in addition to
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the dependence on “standard” solidification parameters such as V and G, which

provide a range of stable patterns. Since the stability interval varies as V −1/2, the

variation of λav over a sufficiently large V range also roughly follows a V −1/2 law for

standard solidification runs, whatever the detail of the spacing distribution may be.

Dynamic patterns: In addition to the preceding, prior TDS and numeri-

cal studies have revealed a wealth of new dynamical phenomena, in particular, the

existence of a number of low-symmetry (drifting, and/or oscillatory) growth pat-

terns, on top of the stationary patterns [105, 106]. These nonlinear patterns can

emerge from stationary patterns through the spontaneous development of symme-

try breaking instability modes without any change of the average spacing value, and

independently of any crystallographic influence. For instance, the inset of Fig. A.1

shows a domain of a drifting pattern traveling inside a stationary pattern. The

stability domains of these patterns in parameter space (morphology diagram) were

determined both experimentally [106] and numerically [109] for CBr4-C2Cl6. The

quantitative agreement between experiments and numerical simulations performed

without adjustable parameter is very good.

Open questions: These encouraging results have brought us closer to a

fundamental understanding, but for predictive ab-initio modeling and accurate con-

trol of eutectic growth microstructures, many open questions still remain to be

addressed:

1. Microstructure control: The standard solidification parameters only set the

microstructure scale to within a factor of about 2. In addition, oscillatory or
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chaotic patterns (or transients) often occur. What should one do if more accu-

rate control is needed, especially in complex cast geometries? How could one

adjust the microstructure locally, e.g. near edges in a cast? How can dynami-

cal instabilities (which appear spontaneously under certain growth conditions)

be triggered or suppressed in a more controlled fashion?

2. Interfacial-anisotropy effects: The influence of capillary anisotropy (i.e., the

fact that surface tension of the solid-liquid and solid-solid interfaces depend

on the orientation of these interfaces with respect to the crystal lattices of

the solid phases) on eutectic patterns still has open questions. How strong is

the influence of a weak anisotropy of the (nonfaceted) solid-liquid interfaces

? Is it possible to gain information about the physics of solid-solid interphase

boundaries ?

A.2 Microstructure Control Through Adaptive Holograms

Background: Prior TDS investigations mostly utilized velocity jumps to trigger

transitions from a homogeneous growth pattern to another. This is a strong, global

perturbation method. For basic research, it has allowed investigation of non-linear

phenomena (phase diffusion, domains, solitary waves), which appear during the

transients, and sometimes persist for a long time, giving rise to chaotic patterns

(Fig. A.3; also see ref. [110]).

More accurate control of the lamellae structure, and further insights into the

chaotic dynamics described above can be achieved by applying local or patterned
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Figure A.3: Nonstationary, intermittent-like pattern in a CBr4-C2Cl6 sample of

concentration close to the eutectic one, observed after a velocity jump far above the

threshold of the so-called period-doubling oscillatory instability (C0 ≈ 11.6 mol%;

G = 80 Kcm−1; V = 0.5 µms−1). Horizontal dimension: 830 µm.
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perturbations controlled in space and time. Prior experimental work by some of

us has demonstrated basic control schemes for dendritic arrays in dilute binary

alloys [92]. Theoretical work has demonstrated the possibility to use perturbations

to e.g. stabilize an unstable planar growth front [96].

Method: Local perturbations of a growth front by a single laser beam [21]

or by an array of fixed, regularly spaced spots of UV light [48] have been used

previously for the study of sidebranching in dendritic growth and the dynamics of

cellular fronts in dilute alloys. Then, the heating effect was due to the absorption

of energy by a dye molecule, which is used as the second alloy component. The

released heat diffuses in the liquid. The size of the heated region depends on the

diameter of the spot and on (heat and solute) diffusion coefficients. Our thin samples

were similar to those used in standard TDS experiments. Though the absorption

of CBr4 and C2Cl6 in the wavelength of the laser is extremely weak (less than a

percent), it is sufficient to perturb the front. We utilize multiple independently

movable local heating spots generated by an adaptive hologram that is incorporated

into a microscope. A laser reflected off that hologram generates complex 3-D laser

light patterns that locally heat or otherwise alter the sample. Such a holographic

laser tweezer array has been available commercially since the summer of 2002 (Arryx

Bioryx200) with up to 200 independently movable laser spots. The laser power can

be varied from 0.2W to 2W, and the wavelength of the laser is 532nm.

Results: We studied the response of a well-stabilized stationary pattern (e.g.,

Fig. A.4a) to perturbations of varying amplitudes (Figs. A.5 and A.6). In Fig. A.4b,

a single laser spot was targeted close to a trijunction during a short time period (a
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50 µm

Figure A.4: Perturbation of a lamellar eutectic front by a single, small-power laser

spot. (a) Initial, unperturbed stationary pattern; (b) Perturbation; (c) Recovery of

the perturbation after 200 s (V = 0.5 µms−1).

few seconds), causing the melting of a small portion of an α and a β lamellae. The

short-scale perturbation thus induced relaxed rapidly, and was totally damped out

within a few 10 s (Fig. A.4c).This observation (the very small size of the heated

spot) clearly shows that laser light absorption occurs in the thin alloy layer, and not

in the 300-µm thick glass walls enclosing the alloy.

In Fig. A.5a, a solidification front is exposed to a single spot moving contin-

uously (at a velocity much larger than V ) toward the front along the solidification

axis. A large portion of the solid melts. The melting and the initial deformation

of the front are essentially due to a strong deformation of the isotherms. Note that

the α lamellae melt further back than the β lamellae (Fig. A.5) due to the fact that

the constitutional undercooling in the diffusion layer favors the majority phase (β

in the hypereutectic case), the liquidus temperature of which is much higher than

that of the minority phase. After the perturbation is switched off, the excess heat

diffuses rapidly over the whole sample. During this stage, a lamella is eliminated.

Thereafter, the front slowly restabilizes by a “phase diffusion” process, meaning
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that the time evolution of the spacing distribution λ(x, t) obeys a diffusion law [99].

Here, a perturbation of characteristic length δ ≈ 200µm relaxes within about 100 s.

This corresponds to a phase diffusion coefficient Dλ ≈ 2.5µm2s−1, which is in good

agreement with previous estimates of Dλ [107]. Note that, for a perturbation of

characteristic length of δ = 30µm as in Fig. A.4, and for Dλ (which depends on V

and λ) of the order of 1 µm2s−1, the characteristic relaxation time Dλ(2π/δ)2 should

be a few seconds. This rough estimate is also consistent with our observations.

In the case of Fig. A.5b, we melted a very large area of the solid with a

moving laser spot for a long time. The relaxation process was very slow, and the

long-lasting deformation of the front cannot be explained simply by thermal effects,

but implies the presence of residual impurities - possibly generated by material de-

composition due to excessive heating. No such effect of impurities was detected in

the other examples described above (except for Fig. A.6a). The overall process in

Fig. A.5b presents striking similarities with transient regimes preceding the forma-

tion of eutectic colonies [111]. Nevertheless, the front is stable against the formation

of colonies, and a quasi stationary pattern with a gradually varying spacing forms.

One example of dynamical control is presented in Fig. A.6, which shows how a

laser spot of appropriate size and location, and turned on at due time can start and

stop a traveling wave. The initial stationary pattern was created at values of λ and

V close to the threshold of the tilt instability. It can be seen that a perturbation

can trigger or stop a localized instability such as a tilt domain (also see Fig. A.1)

[105]. This indicates that various types of spatio-temporal laser perturbations can

be applied to study the different modes of instabilities as well as to dynamically
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Figure A.5: Perturbation of a lamellar eutectic front by a single, small-power laser

spot moving along the solidification axis toward the front (a) for 5 seconds (V =

1.3 µms−1); (b) for 40 seconds (V = 1.0 µms−1); note the spontaneous appearance

of tilt domains.
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Figure A.6: Control of lamellar structure through localized laser perturbations. (a)

Triggering local tilt instability (V = 1.3 µms−1). (b) Stopping local tilt instability

(V = 0.7 µms−1).

control the microstructure.

These control techniques could be applied to real metallic alloys using holo-

grams suitable for higher frequency light that can be partly transmitted through

some materials, or (if less complex shaped perturbations are needed) interference

patterns using ultrasound, X-rays, or microwave radiation of a frequency that gets

partly absorbed by the material.
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A.3 Analyzing Interface Anisotropy Through Confocal Microscopy

Background: Capillary anisotropy (which does not play a role in the phenomena

described above) can strongly influence eutectic patterns. Previous studies pointed

out that locking and faceting of the solid-solid interface occur when its anisotropy is

large. These phenomena have a marked influence on the macroscopic dynamics, but

their basic mechanisms occur on too small a scale to be observed with a conventional

optical microscope, where interfaces appear broader, since they are not perfectly flat

in the third dimension over which standard microscopy averages.

Method: We used reflection scanning confocal microscopy (with a Leica TCS

SP2) which has the capability of eliminating out-of-focus light and collecting only

the reflected light from the focal plane, therefore, reproducing sharp interfaces with

resolution down to hundreds of nm.

Results: The micrograph of Fig. A.7 shows an oscillating pattern observed

in TDS of a nearly eutectic CBr4-C2Cl6 alloy. This kind of pattern, called “giant

oscillation”, is obtained at relatively low solidification rate for large values of the

spacing (λ/λm > 3) [106]. The large amplitude (nearly equal to λ) of the oscillation

imposes, in addition to relatively large deformations of the solid-liquid interfaces,

that the solid-solid interfaces explore all orientations from -90o to 90o with respect to

z. In the right hand side of the micrograph of Fig. A.7a, the shape of α-β interfaces

exhibits small kinks and facets, which are absent in the remainder of the image,

i.e., in a different eutectic grain. We recall that the α- and β-liquid interfaces are

nonfaceted. Therefore, the formation of facets can only be attributed to a strong
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Figure A.7: (a) Giant-oscillation pattern in a thin sample of a nearly eutectic CBr4-

C2Cl6alloy observed in reflected-light confocal microscopy (V = 1.1 µms−1). (b) A

magnified detail of the front (square portion in (a)).

anisotropy of the α-β surface tension. This anisotropy depends critically on the

relative orientation of the two crystal lattices, and facets form only for singular α-β

orientation relationships.

It can also be seen in a magnified detail of the front (Fig. A.7b) that, at some

moments, a very small finger of the α phase overhangs transiently the neighboring

lamella, which indicates that the α-β interface cannot turn continuously during the

oscillation. We think that the presence of kinks (or edges) in the shape of the α-β

interface is due to the existence of a finite angular sector of forbidden orientations

for the interface. This detail of the shape of the front could not have been resolved

with classical microscopy.

Large-scale perturbations causing an ample modulation of the front shape as

shown in Fig. A.5 can also be used, in principle, to tilt phase boundaries and
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reveal the possible existence of preferred orientations of the solid-solid interface.

This also may be an indirect means, based on mesoscale observations, to determine

the orientation of the two solid phases (and singular orientations of the solid-solid

interface), if combined with independent crystallographic measurements.

Finally, if one adds a laser dye in the eutectic alloy, one can use high-resolution

fluorescence imaging microscopy such as fluorescence confocal or two-photon mi-

croscopy to image the impurity(dye) concentration field directly. A study of impu-

rity segregation at phase boundaries with this technique is under consideration.

A.4 Conclusion

We have shown two applications of advanced optical techniques (holographic laser

spots and confocal microscopy) to laboratory experimental research on fundamental

aspects of the dynamics of lamellar eutectic fronts. These results show encouraging

prospects in the following directions:

1- The possibility of triggering at will localized instabilities should allow us to

gain a deeper insight into spatio-temporal chaotic or intermittent regimes, and help

in the design of new microstructure control techniques.

2- The use of high-resolution, reflected-light confocal microscopy gives a unique

means of investigation into the physics of anisotropic solid-liquid and solid-solid

interfaces.

In addition, the feasibility of imaging slow growing 3-D eutectic structure by

confocal microscopy is under consideration.
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These are only preliminary results for most of these new instruments. They

point to the potential to directly probe microstructure stability, to investigate 3-D

structures, and to develop new techniques that may be used to accurately control

lamellar patterns. These studies also aim to close the gap between fundamental

investigations of nonequilibrium dynamics of pattern formation, which has investi-

gated a rich phase space of patterns and dynamical phenomena, and their practical

application in real casts.
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Appendix B

Sample Preparation

B.1 Capillary Cleaning

The thin (100 µm × 2 mm × 30 cm or 200 µm × 4 mm × 30 cm) glass capillaries

(Vitro Dynamics) need to be cleaned before filling in with SCN/C152 (Fig. B.1). We

connect one end of the capillary to a funnel through a Teflon holder. The other end

of the capillary is connected to a flask through a Teflon holder and a rubber stopper.

We connect the flask to a venturi pump and keep it constantly at low pressure so

that the fluid we pour in the funnel is pulled through the inside of the capillary due

to the pressure difference. First, we pour warm soapy water (1% Alconox solution)

twice and let it flow through. Then, we let distilled water flow through. At last, we

let a little amount of aceton flow in to remove water. We then put the capillary in

a vacuum oven (130 ◦C, 400 mmHg) overnight. We seal both ends of the capillary

with a torch.

B.2 Distillation of SCN

SCN (99%, 500g, Sigma-Aldrich, St. Louis, MO) is distilled three times before

mixing with C152. In the first distillation the middle third is collected and used as

a source for the second distillation. In the second distillation again the middle third

is collected and used as a source for the third distillation. In the third distillation
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Figure B.1: Schematic of the capillary cleaning.
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the middle third is collected into a 25ml graded glass buret for sample filling.

The distillation setup is shown in Fig. B.2. We put SCN in a big funnel

and melt it with a heatgun under a fume hood so that it flows into a flask. We

connect the flask to the distillation setup (the flask 1 in Fig. B.2). An empty flask

with a stopper is connected (the flask 2 in Fig. B.2). We establish a vacuum (100-

200mTorr) throughout the system with valves A,C, and D open, and B and E closed.

The temperature of the condenser is constantly held at 75 ◦C by water circulation.

The shaded parts of the setup are heated by electrical heating tapes. The shaded

part on the side of the flask 1 is held at the temperature 95 ◦C, and the the flask 2

side is held at 80 ◦C. We put an electrical heater (120 ◦C) under the flask 1 to melt

SCN. When one third of the original amount of SCN is collected in the flask 2, we

stop heating the flask 1 and wait until SCN solidifies. Then, we close the stopper

of the flask 1 and wait until all the SCN is cleared from the passage. We close the

stopper of the flask 2 and close valves A and C and open valve B. Then, we open

valve E and remove the stopper next to valve E to let the air in. We place another

flask with the stopper open for collecting SCN. We put the stopper back in and

close valve E. We close valve B and open valves A and C to establish the vacuum

throughout the system. We follow the same procedure to collect the second third

into the flask 2, which will be the source for the second distillation. We follow the

same procedure for the second and third distillations.
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Figure B.2: Schematic of the distillation of SCN.
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Figure B.3: Schematic of the sample capillary filling.
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B.3 Filling the Sample Capillaries

A schematic of the sample capillary filling setup is shown in Fig. B.3. We connect

the buret with distilled SCN to the system and wrap heating tapes around the shade

part of the system. Before installing the capillaries we put plugs in the three necks

of the mixing flask and establish a vacuum (100-200mTorr) by opening valve B. We

let a small amount of Ar gas into the system to remove the possibility of mixing

vacuum grease with SCN. The pressure of Ar is greatly lowered by triple valves (the

first two Ar valves are kept open to give 10 psi before the last Ar valve). To let the

Ar gas in, we open valve A and then the last Ar valve. We put screw caps with

rubber covers on three inlet adapters. The rubber covers have are clamped between

the screw caps and the inlet adapters for for a vacuum tight seal of the inlet. We

dip one end of the cleaned and sealed capillary in vacuum grease and insert into

the inlet adapter through a small slit in the rubber in the outward direction so that

the clean end of the capillary can go into the flask. We put a measured amount of

C152 (3-30mg, depending on the concentration we want) and a magnetic stirrer into

the flask. Then, we break off the clean ends of the capillaries and insert the inlet

adapters into the three necks of the flask. The capillary end is positioned above

the expected level of SCN filling. We ice cool the flask to minimize the possible

sublimation losses. We establish the vacuum again by opening valve B. We heat

the buret with a heatgun to melt SCN. Then, we close valve B and open the buret

valve. As soon as a measured amount (8ml) of SCN flows into the flask, we open

valve B. SCN immediately solidifies due to ice cooled flask. We put an electrical
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heater (80 ◦C) to melt SCN. As soon as SCN melts, we close valve B and make

C152 mix with SCN using the magnetic stirrer for 3-5 minutes. Once in a while we

stop the stirrer and open valve B to ensure the vacuum. When mixing is complete,

we stop the stirrer and open valve B. We clean the exposed part of capillaries and

heat the capillaries with the heatgun. Then, we lower the capillaries and dip the

open ends into SCN-C152 mixture. Capillary action fills approximately one third

of the capillaries. While heating the capillaries we open valve A and carefully the

Ar valve to let Ar gas in. As soon as the Ar pressure fills the capillaries completely,

we close the Ar valve. We stop heating the capillaries and ice cool the flask so

that the mixture inside the capillaries quickly solidifies. We raise the capillaries and

heat carefully the parts still inside the inlet adapter with the heatgun to remove the

mixture from the parts. We raise the capillaries a little more so that a portion of

the part from which the mixture is removed is outside of the inlet adapter (see the

rightmost capillary in Fig. B.3). We wipe the area to be sealed and also heat the

area by several quick swipes across the capillary with a torch to remove residues

sticking to the glass. We tip off and seal the capillary with the torch. If the buret

still has SCN for next sample filling, we remove SCN-C152 residues from the buret

with the heatgun.
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Appendix C

Image Analysis

We used the commercial software Interactive Data Language (IDL from RSI Inc.)

to write our image analysis routines. In the following sections, our IDL programs

(*.pro) used for extracting shapes and physical quantities are listed with a brief

description, inputs, outputs, important parameters and typical values of the param-

eters.

C.1 Programs for Dendrite Tip Extraction

qcell dendrite.pro This program is used to extract the shapes of dendrites from a

sequence of original images (from Fig. C.1a to b). The intensity profile obtained by

scanning along the x and y directions over the interface is fit to a parabola to give

the position (with subpixel resolution), brightness, and thickness of the interface.

INPUTS:

a sequence of TIF image files

OUTPUTS:

x, y, intensity (brightness of interface), radius of curvature of parabola (thickness of

interface)

PARAMETERS:

bpass1=1 (characteristic lengthscale of noise in pixels)
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bpass2=4 (characteristic width of boundary in pixels)

thresh=40 (minimum intensity value of pixels which will be taken into account)

qtip finder.pro This program is used to find the tips of dendrites (from Fig. C.1b

to c and d). The tip is fit to a parabola to give the position and radius of curvature

of the tip.

INPUTS:

gdf files created by qcell dendrite.pro

OUTPUTS:

x, y, R (radius of curvature of tip), frame number, uncertainty in radius

PARAMETERS:

dx=7 (x-range of pixels used for fitting, depends on tip size in consideration)

std tol=.1 (standard tolerance in fitting)

min num feat=14 (minimum number of points required to be fit, about two times

dx)

max curvature=.4 (maximum curvature to be considered as a tip)

min curvature=.04 (minimum curvature to be considered as a tip)

tip track.pro This program is used to track dendrite tips in time. Each tip is

identified with a tip track number and the position, radius, and velocity of the tip

is given at each frame.

INPUTS:

a gdf file created by qtip finder.pro
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Figure C.1: (a) An original image. (b) Extracted dendrite shape. (c) Obtaining tip

positions. (d) Obtaining tip radius.
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OUTPUTS:

x, y, R (radius of curvature of tip), frame number, tip track number, Vx, Vy, V

PARAMETERS:

deltacut=10 (number of pixels on fringe that will be ignored) deltamax=3 (maxi-

mum displacement between frames)

goodenough=50 (minimum length of trajectory)

steps memory=3 (number of time steps that dendrite tip is remembered if tem-

porarily obscured)

dendrite spacing.pro This program is used to obtain the spacings between neigh-

boring dendrites (Fig. C.1c). At each frame the differences in tip positions and tip

radii between every pair of neighboring dendrites are calculated.

INPUTS:

gdf file created by tip track.pro

OUTPUTS:

frame number, ∆x, ∆y, ∆R for two neighboring tips

PARAMETERS:

None
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Figure C.2: (a) An original image. (b) Extracted grain boundaries with noises. (c)

Extracted grain boundaries after noises are removed.
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C.2 Programs for Grain Boundary Extraction

grain boundary scan.pro This program is used to extract grain boundaries

from a sequence of original images (from Fig. C.2a to b). This is the same as

qcell dendrite.pro except that the output includes the direction of scanning, which

will be needed in

grain boundary track.pro.

INPUTS:

a sequence of TIF image files

OUTPUTS:

x, y, radius of curvature of tip, frame number, uncertainty in radius, scan direction

PARAMETERS:

bpass1=1 (characteristic lengthscale of noise in pixels)

bpass2=4 (characteristic lengthscale of boundary in pixels)

thresh=40 (minimum intensity value of pixels which will be taken into account)

grain boundary track.pro This program is used to remove noises that are still

present in the grain boundary data obtained by

grain boundary scan.pro (from Fig. C.2b to c). At each frame the points on grain

boundaries are spatially tracked in the x and y directions to eliminate the points

not on the boundaries and to give the slopes of the boundaries.

INPUTS:

gdf files created by grain boundary scan.pro
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OUTPUTS:

x, y, boundary points track number, slope, frame number

PARAMETERS:

deltacut=2 (number of pixels on fringe that will be ignored) deltamax=5 (maximum

displacement between frames)

goodenough=20 (minimum length of trajectory)

steps memory=500 (number of time steps that a grain boundary point is remem-

bered if temporarily obscured)

smoothvel=10 (number of points over which to smooth the velocity vector)

C.3 Programs for Obtaining Speed of Grain Boundaries

grain boundary scan x.pro This program is used to extract grain boundaries

from a sequence of original images. This is the same as grain boundary scan.pro

except that the scanning is done only in the x direction for the purpose of boundary

points tracking in the y direction in the next step grain boundary track y.pro.

INPUTS:

a sequence of TIF image files

OUTPUTS:

x, y, radius of curvature of tip, frame number, uncertainty in radius, scan direction

PARAMETERS:

bpass1=1 (characteristic lengthscale of noise in pixels)
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bpass2=4 (characteristic lengthscale of boundary in pixels)

thresh=40 (minimum intensity value of pixels which will be taken into account)

grain boundary track y.pro This program is used to remove noises that are still

present in the grain boundary data obtained by qcell dendrite xscan.pro. This is

the same as grain boundary track.pro except that the points on grain boundaries

are tracked only in the y direction for the purpose of temporal boundary tracking

in the x direction in the next step grain boundary speed.pro.

INPUTS:

gdf files created by grain boundary scan x.pro

OUTPUTS:

x, y, boundary track number, frame number

PARAMETERS:

deltacut=2 (number of pixels on fringe that will be ignored) deltamax=5 (maximum

displacement between frames)

goodenough=20 (minimum length of trajectory)

steps memory=500 (number of steps that particle is remembered if temporarily ob-

scured)

grain boundary speed.pro This program is used to obtain grain boundary speeds

in the x direction (Fig. C.3). All the points on the boundaries are tracked from frame

to frame. Since we are interested in the speed in the x direction, in order to avoid

tracking in the y-direction, the y-coordinates of boundary points are multiplied by
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Figure C.3: Extracting grain boundary speed and slope. The colors represent time.
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a large number to separate them apart in the y direction.

INPUTS:

a gdf file created by grain boundary track y.pro

OUTPUTS:

x, y, Vx, frame number

PARAMETERS:

deltacut=10 (number of pixels on fringe that will be ignored) deltamax=2 (maxi-

mum displacement between frames)

goodenough=50 (minimum length of trajectory)

steps memory=20 (number of steps that particle is remembered if temporarily ob-

scured)

yexpand=10000 (factor multiplied to y-coordinates)
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