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Tracking moving objects is a commonly used approach for understanding surveillance video. However, by focusing on only a few key-frames, it is possible to effectively perform tasks such as image segmentation, recognition, object detection, and so on. In this dissertation we describe several methods for appearance analysis of key-frames, which includes region-based background subtraction, a new method for recognizing persons based on their overall extrinsic appearance, regardless of their (upright) pose, and appearance-based local change detection.

To encode the spatial information into an appearance model, we introduce a new feature, path-length, which is defined as the normalized length of the shortest path in the silhouette. The method of appearance recognition uses kernel density estimation (KDE) of probabilities associated with color/path-length profiles and the Kullback-Leibler (KL) distance to compare such profiles with possible models. When there are more than one profile to match in one frame, we adopt multiple matching algorithm enforcing a 1 -to- 1 constraint to improve performance. Through a comprehensive set of experiments, we show that with suitable normalization of


color variables this method is robust under conditions varying viewpoints, complex illumination, and multiple cameras. Using probabilities from KDE we also show that it is possible to easily spot changes in appearance, for instance caused by carried packages.

Lastly, an approach for constructing a gallery of people observed in a video stream is described. We consider two scenarios that require determining the number and identity of participants: outdoor surveillance and meeting rooms. In these applications face identification is typically not feasible due to the low resolution across the face. The proposed approach automatically computes an appearance model based on the clothing of people and employs this model in constructing and matching the gallery of participants. In the meeting room scenario we exploit the fact that the relative locations of subjects are likely to remain unchanged for the whole sequence to construct more a compact gallery.
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## Chapter 1

## Introduction

### 1.1 Motivation

There are many ways to understand events in surveillance video data. One of main trends is tracking across frames and acquiring necessary features from tracked objects to recognize events. However, human we can understand events in the video data when viewing only several important "key" frames. For example, Figure 1.1 shows a series of 10 frames which were picked from a 17 -second long video clip.

As human, we can conclude that there is an event, "delivery" in this footage based on the following two facts

1. The person who came into the room is the same as the person who left the room.
2. He was carrying a package when he entered the room, but left without it.

In addition to the basic event, it is also possible to infer more things from the video clip, if we carefully analyze the frames. For instance, the frame with timestamp 14.23 shows a human figure at the end of hallway, and it implies there can be a witness of the delivery event. By comparing the first three frames with the


Figure 1.1: These are ten frames of a man who delivers a package to a room. Without tracking him continuously, we know that he approaches with a package, enters a room, comes out, and leaves without the package.
fifth frame (timestamp 8.01), we can see that the door is ajar before he enters the room and there might a security problem with this room. Similarly, after he leaves, the door is not closed perfectly. The frames we can concentrate on for analysis are called key-frames or snapshots. Our research focuses on algorithms for analyzing key frames, as opposed to key frame selection.

### 1.2 Related Work

Various key-frame extraction methods based on shot boundary detection have been studied citeBoreczkyR96,Girgensohn1999,Smoliar1993 and the purpose of most research is to summarize a full length video in a more compact way. In contrast, we are interested in indentifying interactive frames to which we can apply computationally intensive, but accurate, image analysis. We do not consider the key-frame selection process in this dissertation, although it is a topic for future research.

Background subtraction (BGS) is a typical first step in surveillance. There have been many pixel-based approaches using single Gaussian distribution [30, 60],
mixture of Gaussian distributions [54, 26], kernel density estimation based nonparametric technique [19], and so on. Evaluation of some of those algorithms can be found in [7].

While most background models are based on pixels, there have been a few studies employing region or frame information by segmenting an image into uniform size regions or by refining low-level classification obtained at the pixel level [15, 26, 56]. Our region-based background subtraction method is different from these methods in that we employ a color segmentation algorithm to obtain "natural" regions, and then the aggregation of deviation values are used in the detection phase to detect foreground elements at the region level.

Considering the recognition of people, exhaustive studies using biometric features have been done. Biometric features of a person are intrinsic values that are not likely to change under different environments. Some of those features are face $[8,61]$, gait [4, 10, 62], finger print [6, 23], iris [59, 63], and sound of walking [38, 40] etc. In contrast, non-biometric models of full bodies of people based on appearance have been used for recognition [45] and tracking [18]. We describe an approach to model people's appearance that combines color and intrinsic geometry.

We are interested in identifying changes in people's appearance due to objects that they acquire and deliver. For local change detection, in Haritaoglu's Backpack [24] system, both shape and motion cues are used to locate outlier areas which are usually significantly protruding regions of the silhouette. BenAbdelkader [4] suggested a method to determine whether or not a walking person is carrying an object prior to applying gait recognition to a video sequence. We show how our color
appearance model can be used to detect structural changes to people's appearance, and illustrate its use for detecting carried objects.

### 1.3 Contribution

The contributions of the thesis include:

- We show how pixel-based background subtraction can be improved by introducing segmentation information.
- We propose a new feature, path-length, to encode spatial information into color appearance model.
- Comprehensive experiments using the new method show that it outperforms previous approaches that do not consider geometry.
- We propose a method to locate local change areas usually caused by carried packages.
- We propose and perform experiments to construct a gallery of human models for a given video clip or a set of images.


### 1.4 Overview of Dissertation

In this thesis, we describe a collection of key-frame based appearance analysis algorithms for video surveillance. In Chapter 2, region-based background subtraction is described. This involves hierarchical segmentation of enhanced image using SNF and an improved approach for better background subtraction. In Chapter 3, a
new approach to represent an appearance of a person based on path-length and an effective way to match them for recognition and local change detection is presented. As an application of the recognition method, we suggest an algorithm to build a compact gallery for given video clips or a set of frame images in Chapter 4. In Chapter 5, conclusion and future work is discussed.

## Chapter 2

## Region-Based Background Subtraction

### 2.1 Background Subtraction

Extracting moving objects from a video clip is the first step in video surveillance. The most popular approach to acquiring moving objects, or foreground objects, is background subtraction. In the process of background subtraction (BGS), a reference background model is subtracted from the current image. Although various background models have been suggested, most of them are based on pixels, and segmentation information is not used.

If we have good segmentation information, we can use it to improve the quality of background subtraction. Figure 2.1 contains an example showing how pixel-based BGS can be improved by employing segmentation information.

For a given frame, Figure 2.1 shows the difference between the results of a pixel-based method and region-based method. The image in 2.1(a) is the original frame image, and 2.1(d) is a segmentation image. The codebook BGS algorithm is used in this example [31, 34]. After a training period, background models using codewords are constructed. In the detection period, a deviation value, which is the difference between a new color at a pixel and the nearest codeword in the codebook


Figure 2.1: Comparison between pixel-based and segmentation-based BGS. Images from pixel-based approach are in the top row. Images using segmentation-based method are in the bottom row.
for that pixel, is calculated for each pixel in the image. Because foreground regions are decided based on these values, it is important to obtain deviation values which can be thresholded easily depending on which region the pixel belongs to.

Figure 2.1(b) is an image showing the pixel-based deviation values. By applying a proper threshold value, Figure 2.1(c) is acquired from 2.1(b). Without any special post-processing, the result has a high false alarm rate. In contrast, 2.1(e) and 2.1(f) were generated based on the segmented image 2.1(d). For each segmented blob, a new value is assigned by aggregating the deviation values of pixels in the blob. The simplest way is averaging the deviation values, and image 2.1(e) shows the average values. 2.1(f) is a thresholded image of 2.1(e). Unlike pixel-based case, there are few false alarms in the image even without any post-processing.

There are two important issues in this approach as following.

1. How to segment a given image
2. How to aggregate the deviation values in a segmented blob

In the following sections, we discuss these two issues.

### 2.2 Segmentation based on Hierarchical Connected Component Analysis

Image segmentation is a process to partition a given image into different regions such that each region is visually distinct from the others but uniform within itself with respect to some property, such as grey level, texture or color. The problem of segmentation has been an important research field and many segmentation methods have been proposed in the literature. In most segmentation methods, two basic properties of the pixels with respect to their local neighborhood are used: discontinuity and similarity. Methods using discontinuity property of the pixels are called boundary-based methods, whereas methods using similarity property are called region-based methods. Unfortunately, both techniques often fail to produce accurate segmentation results. To improve the segmentation result, a large number of new algorithms which integrate region and boundary information have been proposed [21].

We use the hierarchical segmentation method introduced in [58]. It consists of several steps to generate a basic segmentation and the construction of the full hierarchy of segmentation. The first step is an image enhancement procedure using the symmetric neighborhood filter (SNF). SNF was introduced in [28]; it deblurs
edges and reduces local interior variation. By applying SNF in three separate stages, an enhanced image can be obtained [3].

The next step of the segmentation is applying a 1-nearest neighbor filter (1NN). Single pixel regions rarely can be segmented even under the best circumstances. 1-NN filters these out by replacing them with the mean of its value and the value of an adjacent pixel which is closest to the pixel in terms of color distance.

Connected component analysis (CCA) is the next step, and it builds a basic segmentation. After SNF and 1-NN, the image is primitively segmented. The CCA step works as follows: For each pixel, it is determined whether the difference between an adjacent pixel and itself is smaller that a certain threshold value. When the difference is less than the threshold, those two pixels are given the same label. By using a different threshold value, we obtain a basic segmentation with a different level.

By changing the level in the hierarchy, a different degree of segmentation can be acquired. Figure 2.2 shows each segmentation step and segmentations of three different level for an image used in Figure 2.1.

Image (c) in Figure 2.2 shows the result of 1-NN on (b). Connected component analysis (CCA) is the next step in segmentation, and the last step is to build a basic segmentation. As seen in (c) of Figure 2.2, after SNF and 1-NN, the image is primitively segmented. The CCA step is a labeling process based on this result. For each pixel, it is determined whether the difference between adjacent pixels and itself is smaller that a given threshold. When the difference is less than the threshold, those two pixels will be given the same label. By varying the threshold value, it is
possible to get various levels of segmentation. In Figure 2.2, (d) is the result after CCA is done on (c).

The basic segmentation is used to build a hierarchy of segmentations. The average boundary contrast of adjacent regions is computed, and the pair with the smallest average contrast is merged into one region. The boundary contrasts are recalculated and the same procedure is done repeatedly until there are no remaining regions to be merged.

For example, Figure 2.2 shows four images including the basic segmentation which is the result of CCA in Figure 2.2. The basic segmentation, (a), has 1443 components. By changing the level, a different segmentation can be acquired, and (b), (c) and (d) are the examples. They have 728, 301, and 58 regions respectively. (b) is the highest level of segmentation which has a human silhouette. The important thing in this approach is how to pick a correct level of segmentation automatically, since it is not feasible to use the entire hierarchy. In this example, there are 1443 different segmentations and it is hard to decide what the most proper level of segmentation is.

It is important to select a good level of segmentation, since it is not feasible to use the entire hierarchy. The best level of segmentation is chosen manually from the full hierarchy to generate final segmentation image in this paper. It is possible to find a proper level of segmentation based on the two-stage segmentation proposed in [58].


Figure 2.2: Images in segmentation process of 2.1(a). 2.2(a) is the image after SNF. $2.2(\mathrm{~b})$ is the image after $1-\mathrm{NN}$, and $2.2(\mathrm{c})$ is basic segmentation result after CCA, where there are 1443 basic components. 2.2(d), 2.2(e), and 2.2(f) are segmented image with higher threshold values. Numbers of regions in three images are 728, 301 , and 58 respectively

### 2.3 Aggregation of Deviation Values

In a pixel-based BGS [7], during the training period codewords are assigned to each pixel. In the detection phase, if a pixel in a given image has a greater distance to any codeword than a threshold, the pixel is detected as foreground. In region-based BGS, a similar process should be done in the detection phase for each region. Therefore, the aggregation of distance information of pixels in a region is a critical step. The simplest way to do this is to average the deviation values of all the pixels in a region. In addition to averaging, there are several possibilities such as using root-mean-square (2.1), calculating binomial probability for all the pixels and so on. Although the best aggregation method for all the cases cannot be easily determined, root-mean-square value works reasonably well in most cases.

$$
\begin{equation*}
R_{d e v}=\sqrt{\frac{1}{n} \sum_{p \in R} p_{d e v}^{2}} \tag{2.1}
\end{equation*}
$$

### 2.4 Experiments

In Figure 2.1, the difference between pixel-based BGS and segmentation based BGS is shown. In this section, we also present two more examples which are extremely hard to segment using BGS without segmentation. Those are shown in Figure 2.3 and Figure 2.4.

In Figure 2.3, the original image has a human figure which is almost indistinguishable from the background wall because the color of his pants is very similar to the wall. As before, the top row has results from the pixel-based approach, and
the bottom row from the segmentation-based approach. The images in the third column present a clear difference of the two BGS methods.

In both cases, we could obtain a segmentation in which the area of pants are segmented into one region. Although there are no differences between deviation values of the pants and the wall, the big deviation values around the ankle area where the wall has a black band makes the aggregated value distinguishable from the background. Note that the pants area is detected as foreground in the segmentationbased BGS. Also, false detection on the door in Figure 2.3(c) has disappeared in Figure 2.3(f), and the falsely detected pixels in Figure 2.4(c) have been successfully removed in Figure 2.4(f).

Figure 2.5, Figure 2.6, and Figure 2.7 show more experimental results, and consistently the segmentation-based method performs better than the pixel-based method. The improvement by the segmentation-based method is described in the caption of each figure.

### 2.5 Conclusion

In this chapter we presented a segmentation-based BGS method that improves the performance of pixel-based BGS method by using spatial information. This approach is not limited to any specific BGS algorithm as long as it generates a deviation value for each pixel. We used a hierarchical segmentation method to obtain a good level of segmentation of a frame. We applied this method to the frames that have nearly indistinguishable foreground objects, and showed that improvement can


Figure 2.3: An example to compare results of pixel-based BGS and region-based BGS. Images are arranged in the same layout as Figure 2.1.


Figure 2.4: Another example to compare results of pixel-based BGS and regionbased BGS.


Figure 2.5: In (f), area under ankle is detected, and noise pixels in (c) disappeared. The pants and the carpet have almost the same color, and correct detection failed in (c).


Figure 2.6: The bottom part of the body is detected successfully in (f), which is not detected in (c).


Figure 2.7: The back of the body is detected correctly. It is not detected in (c), because the color of the shirt is similar to the color of inside of the room through the door window.
be obtained compared to pixel-based BGS.

## Chapter 3

## Appearance-Based Recognition and Change

## Detection

Recognizing a person is a basic task in video understanding. As seen in Figure 1.1 of section 1.1, if a person is recognized correctly in key-frames, there are many types of events which can be detected. In this section, we present a method for recognizing persons based on their overall extrinsic appearance, regardless of their upright pose. The appearance is that of their visible clothing and bodies seen in silhouette obtained by background subtraction.

Our method of appearance recognition uses kernel density estimation (KDE) of probabilities associated with color/path-length profiles and uses Kullback-Leibler (KL) distance to compare such profiles with possible models.

Although there have been many approaches focusing on biometric features in people recognition and identification, it should be possible to use non-biometric features such as appearance for recognition. Modeling the color distribution of a foreground region or a homogeneous blob has been successful in tracking non-rigid bodies such as head, hand, or whole body [5, 13, 42, 43, 60]. Especially, Elgammal used kernel density estimation technique to model background and foreground color
distribution. By segmenting a foreground region into three parts, he successfully built models for tracking and recognition [18]. However, in his method, the human body is assumed upright and three separate distributions are modeled and kept separately. We propose appearance modeling based on color/path-length (CPL) profile to overcome this issue.

In Nakajima et. al [45], a full-body recognition system based on color and shape features has been suggested. In the system, support vector machine (SVM) classifier was used to categorize appearances, and recognize persons against trained models. They used several features such as color histogram, normalized color histogram, combined histogram of shape and color, and local shape features. They showed that the approach can successfully categorize person in a short period. Their approach starts from the same assumption as ours-that appearance is the key feature for recognition, and all the features are constructed based on appearance of people. However, they did not combine spatial information with color as effectively as we do.

### 3.1 Appearance Model using Color/Path-Length Profile

We represent appearances of persons from silhouettes obtained by background subtraction [30]. In a short period of time, we assume appearances of the same person remain unchanged, except for small, local changes, for instance due to carried packages.

We want to model appearance based on its color as well as spatial information.


Figure 3.1: This is a simplified drawing of human body by Leonardo da Vinci. The red lines show shortest path inside the body. The path-length is the distance from the top of the head to a given point on the path. The path-length to the end of hand or foot is relatively unchanged by the motion of the arms and legs.

Elgammal used three blob segmentation, and built separate color distribution for each blob [18]. In his method, head, torso, and bottom parts are segmented by horizontal lines with the assumption that humans are in upright position. Hence, three separate distributions are modeled and kept for one appearance. To build a more general appearance model, we propose a simple, efficient feature path-length, which represents spatial information of a pixel. An easy measure of spatial location of parts of the body within a silhouette is height from the ground [44]. However, this varies when there is a motion such as waving arms, bending knees, or bending at the waist.

The path-length of a pixel is defined as the normalized length of the shortest path from the top of head to the pixel inside a silhouette. Starting from the top head point, the length of the shortest path can be calculated easily. Once all the points are processed, the length is normalized with respect to the maximum length in the silhouette. By normalizing, path-length can be used as scale-invariant feature.

Figure 3.1 shows the idea of path-length.
There are three reasons why the top of head is a good base point for path-length. Firstly, usually human body and clothing has bilateral symmetry. To combine the distribution at the same path-length, the base point should be on the center vertical axis. Secondly, path-length should discriminate parts of appearance. In other words, we do not want two different parts to have the same path-length. If we choose a middle point such as centroid as the base point, the upper and lower body will have similar path-length. Hence, only possible points are either topmost or bottommost points of a silhouette. Finally, the head is usually prominent when tracking a person [25].

To compute the path-length of each pixel, we need the foreground segmentation and the head point. We use the code-book based background subtraction algorithm to get the segmentation [30]. After training with a short period of video segments, we can successfully acquire the segmentation of each frame. In Figure 3.8-Figure 3.22, all the models are shown in silhouettes obtained by the background subtraction algorithm.

Once we have the segmentation, we need to locate the head point for each segmented region. As described in [25], the head point can be predicted using the major axis of the silhouette, the hull vertices, and the topology of the estimated body posture. However, we found that the topmost point of the silhouette is the head point in most cases. When there is more than one point at the topmost position, we use the middle point. Although this simple method could be wrong when there are some parts above the head point, it is usually correct with ordinary postures.


Figure 3.2: Three examples of path-length are shown. The longest path is drawn as a yellow line in each image. Silhouettes of these images are acquired manually.

In our implementation, path-length of each pixel is computed based on a propagation algorithm. Each pixel is visited in breadth first manner using a queue. When a pixel is dequeued, the path-length of all the unvisited neighbor pixels are computed and they are inserted to the queue. Euclidean path-length could be defined in special cases [39]; however it is not generally possible to compute the pure Euclidean distance in an arbitrary region without defining junction areas. Hence, the path-length is the sum of the distances between adjacent pixels on the path in our case. Some examples are shown in Figure 3.2.

In addition to path-length, color information is used to model appearance. Three color components, RED, GREEN, and BLUE can be used directly. It is also possible to separate brightness and color proportions. Brightness is the sum of the three components, as in (3.1) [2].

$$
\begin{equation*}
\text { Brightness }=R E D+G R E E N+B L U E . \tag{3.1}
\end{equation*}
$$

Two of three color proportions are used (red and green usually), since the third is dependent:

$$
\begin{equation*}
\text { red }=\frac{R E D}{\text { Brightness }}, \text { green }=\frac{G R E E N}{\text { Brightness }}, \text { blue }=\frac{B L U E}{\text { Brightness }} . \tag{3.2}
\end{equation*}
$$

To perform more robust comparison, rank order can be used. Especially when multiple cameras are involved, it performs better. Rank order can be applied to either brightness or original color components. In our experiments, we found that the best combinations were as follows:

1. (path-length, brightness, red, green)
2. (path-length, rank of brightness, red, green)
3. (path-length, RED, GREEN, BLUE)
4. (path-length, rank of RED, rank of GREEN, rank of BLUE)

Combination 1 includes brightness and two color proportions. Combination 2 replaces brightness with rank of brightness. Combination 3 uses original RGB values. In combination 4, ranks of the three components are used. Several experiments have been conducted to show the result when we use these features, and the results are summarized in section 3.4.2.

To show the improvement due to the introduction of path-length, six images for three people in Figure 3.3 are used. The result graph is shown in Figure 3.4. All the images are used both as models and test appearances. Distances are plotted on the graph and the same model is connected as a line. Test appearances are marked on the x-axis. The distance between a test appearance and model represents how different they are from each other. When a test appearance is compared to the same image as a model, the distance is 0 . We expect the distance between the appearances of the same person will have smaller distance than other cases.


Figure 3.3: For three people, two different images are selected each to test how much the discrimination power improves.

In section 3.2, we will see how to compute distances between appearance. The graph in Figure 3.4 plots 12 tests. The 6 tests done with path-length are plotted in solid lines, and the other 6 without path-length in dotted lines. It is noticeable that the distances are much larger when path-length is used. More comprehensive experiments to show the impact by introducing path-length are given in section 3.4.1.

### 3.2 Distance metric between Models

When a test image is given, we need to compute the distance to an appearance model. In this section, we describe hoow to calculate the distance using KDE and KL.


Figure 3.4: Result graph using six images from Figure 3.3. Solid lines are plots when path-length is included: (path-length, brightness, red, green). Dotted lines are without path-length: (brightness, red, green).

### 3.2.1 Kernel Density Estimation

Kernel density estimation is a general nonparametric technique to estimate underlying density using data points. In KDE, the probability for given feature $x$ is estimated as

$$
\begin{equation*}
\hat{f}(x)=\sum_{i} \alpha_{i} K\left(x-x_{i}\right), \tag{3.3}
\end{equation*}
$$

where K is a kernel function centered at data points $x_{i}, i=1 . . n$, and $\alpha_{i}$ are weighting coefficients. Typically, a Gaussian is used for kernel function, and uniform weights are used, i.e., $\mathrm{i}=1 / \mathrm{n}$. The Gaussian is only used as a weighting function around the data points. Theoretically, suitable kernel density estimators can converge to any density function with enough samples [51, 17].

For a given model image $I=\left\{x_{i}\right\}, i=1 . . N$ from a distribution $p(x)$, we can
build an estimated density function $\hat{p}(x)$ using

$$
\begin{equation*}
\hat{p}(x)=\frac{1}{N} \sum_{i=1}^{N} K_{\sigma}\left(x-x_{i}\right), \tag{3.4}
\end{equation*}
$$

where $K_{\sigma}$ is a kernel function with a bandwidth $\sigma$ such that $K_{\sigma}(t)=\frac{1}{\sigma} K\left(\frac{t}{\sigma}\right)$. Although various kernel functions can be used with different properties in the literature, Gaussian kernel is generally used because of its continuity, differentiability, and locality properties [51].

As discussed before, data points have four dimensional feature values. We can estimate the density function using the product of one dimensional kernel based on the following [50].

$$
\begin{equation*}
\hat{p}(\mathbf{x})=\frac{1}{N h_{1} \ldots h_{d}} \sum_{i=1}^{N} \prod_{j=1}^{d} K\left(\frac{x_{j}-x_{i j}}{h_{j}}\right) . \tag{3.5}
\end{equation*}
$$

where $d$ is the dimension of the feature space and $h_{j}$ is the bandwidth of the j-th kernel.

Using the Gaussian kernels, i.e., $K_{\sigma}(t)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2}\left(\frac{t}{\sigma}\right)^{2}}$ with different bandwidth in each dimension, the density estimation can be calculated for a given point $x=$ $(d, x, y, z)$ as following

$$
\begin{equation*}
\hat{p}(d, x, y, z)=\frac{1}{N} \sum_{j=1}^{N} K_{\sigma_{d}}\left(d-d_{j}\right) \cdot K_{\sigma_{x}}\left(x-x_{j}\right) \cdot K_{\sigma_{y}}\left(y-y_{j}\right) \cdot K_{\sigma_{z}}\left(z-z_{j}\right) \tag{3.6}
\end{equation*}
$$

where $\sigma_{d}, \sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ are bandwidths for each dimension. The probability is defined using all the $N$ data points; however, practically data points which are far from the given point can be ignored. Here, we ignore data more than $3 \sigma$ away which contribute negligible weight in the implementation.

### 3.2.2 Bandwidths

The extent to which data points are weighted in the probability calculation depends on the standard deviation of the Gaussian distribution, which is called the bandwidth. Selecting a proper bandwidth is critical to build a correct distribution. When the bandwidth is too large, the number of participating points in computation is greater than necessary. When the bandwidth is too small we will have too many unnecessary modes in the estimated distribution. Appropriate bandwidths are dependent on the characteristics of variables. Experiments to find reasonable bandwidth foe each variable were done and described in section 3.4.3.

### 3.2.3 Kullback-Leibler Distance

To compare a given appearance to a known appearance model, we need to compute the distance between two distributions which are represented by kernel density estimation. Since the feature space is four dimensional, Kolmogorov-Smirnov test is not appropriate [48]. The distribution is represented as the sum of Gaussian functions, and we can compute estimated probabilities for all the points in the given appearance profile using (3.6) against a model.

Assume that we are to compute the distance between model $M=\left\{x_{i} \mid i=\right.$ $\left.1, \ldots, N_{p}\right\}$, where $N_{p}$ is the number of data points in the appearance model, and current instance $I=\left\{y_{i} \mid i=1, \ldots, N_{q}\right\}$, where $N_{q}$ is the number of data points in the current instance. The estimated probability distribution of model $M$ is

$$
\begin{equation*}
\hat{f}_{M}(x)=\sum_{i=1}^{N_{p}} \frac{1}{N_{p}} K_{\sigma}\left(x-x_{i}\right) \tag{3.7}
\end{equation*}
$$

and the distribution of the current instance, $I$ is (3.8).

$$
\begin{equation*}
\hat{f}_{I}(x)=\sum_{i=1}^{N_{q}} \frac{1}{N_{q}} K_{\sigma}\left(x-y_{i}\right) . \tag{3.8}
\end{equation*}
$$

The distance between the instance and the model can be thought of as the distance between two distributions represented by $\operatorname{KDE}, \hat{f}_{M}(x)$ and $\hat{f}_{I}(x)$. The two most frequently used methods for comparing two distributions are Chi-Square test and Kolmogorov-Smirnov test [48]. In our case, neither method is appropriate. Since the feature space is four dimensional, the Kolmogorov-Smirnov test is not suitable. The Chi-Square test involves dividing the data points into a number of bins; it is a good approximation when the number of bins is large ( $\gg 1$ ), and number of events in each bin is large ( $\gg 1$ ). However, for human appearance, the color distribution is very skewed, leading to many empty bins.

We instead use the Kullback-Leibler (KL) distance to compare $\hat{f}_{M}(x)$ and $\hat{f}_{I}(x)$. Based on the KL distance defined on two probability distributions [33, 36, 14], the distance measure, $d$, can be defined as

$$
\begin{equation*}
d=D(q, p)=\sum_{i=1}^{N_{q}} q_{i} \log \frac{q_{i}}{p_{i}} \tag{3.9}
\end{equation*}
$$

where $p_{i}=\hat{f}_{M}\left(y_{i}\right)$ and $q_{i}=\hat{f}_{I}\left(y_{i}\right)$.
In other words, we can think of $d$ as the summation of weighted log likelihood values on all the points in the current instance.

However, when we use all the points in the test image, the cost is prohibitively expensive. Since most data points repeatedly exist in the distribution, it would be possible to estimate the distance with a small number of samples. When we sample
points from the given image, we need to reconsider the distance measure, and (3.10) can be used as the estimator of $d$.

$$
\begin{equation*}
\hat{d}=\hat{D}(q, p)=\sum_{i=1}^{n} \log \frac{q_{i}}{p_{i}} \tag{3.10}
\end{equation*}
$$

where $n$ is the number of sample points.
As long as the sample points are from the current instance, $\hat{d}$ is an unbiased estimator of $d$. To prove that $\hat{d}$ is an unbiased estimator, we can introduce an indicator function $\delta($.$) :$

$$
\delta(i)= \begin{cases}1 & \text { if } y_{i} \text { is sampled }  \tag{3.11}\\ 0 & \text { otherwise }\end{cases}
$$

Then we can compute the expectation value of $\hat{d}$ as following.

$$
\begin{aligned}
E(\hat{d}) & =E\left(\sum_{i=1}^{n} \log \frac{q_{i}}{p_{i}}\right) \\
& =E\left(\sum_{i=1}^{N_{q}} \delta(i) \log \frac{q_{i}}{p_{i}}\right) \\
& =\sum_{i=1}^{N_{q}} E(\delta(i)) \log \frac{q_{i}}{p_{i}} \\
& =c \sum_{i=1}^{N_{q}} q_{i} \log \frac{q_{i}}{p_{i}}
\end{aligned}
$$

Notice that $E(\delta(i))$ is $c q_{i}$ ( $c$ is a constant), when we sample points from the given instance. So, when we need to find the best matching model, $\hat{d}$ can be used as an unbiased estimator of $d$.

How to select sample points and how many points are used is also important. We tried several different approaches, and they are described in section 3.4.4 with experiments. Practically, when we use more than 50 points, the results are almost equivalent to the result when using all the data points.

### 3.2.4 Multiple Matching and Gallery Management

When there is more than one person to match in a frame, we have to impose a one-to-one constraint on the matching. Assume that there are two people seen in one frame. It is clear that they can not be matched to a single person. Each person should be matched to a different model. Another example can be found in temporal domain too. If there is a surveillance camera at the door of a room capturing all the people coming in and out, it is desirable to match all the people coming in at the same time to the gallery, since it is clear that no one can appear twice.

Figure 3.5 shows the possible difference when we use one-to-one constraint on the matching. Three top images are used as model appearances. The image (b) shows the result of multiple appearances matching algorithm, and (c) is the result without considering the one-to-one constraint. The first person has different matched model in two methods. In the second method, two different persons (first and fourth) are matched to the model $C$. We employ the Hungarian method for the multiple appearance matching [35].

It is possible that we have a solution with partial matching. For the instances without matched models, new models can be built based on the appearances and added to the gallery. The gallery is extended while new models are added using unmatched instances. How to maintain the gallery is dependent on the application. For example, when we process all the frames, we would have to remove noisy models. On the other hand, if we have a smaller number of key-frames and they are accurately segmented, we would probably not need to remove any models. Also, we can start


Figure 3.5: Comparison of multiple instances matching with one-to-one constraint (b) and greedy matching without the constrain (c). Three images are used for appearance models, and five models are shown in (a).
from an empty gallery and extend it while processing frames.
Figure 3.6 shows a simple case of the dynamic gallery with two key-frames. The first frame is processed with an empty gallery, and five models are built. The second frame has six people. All the five models in the gallery are matched successfully, and the one new person (the first person) is introduced as a new model. A red boundary means that the person is matched to an existing model in the current gallery. For a new model, the green boundary is used. In chapter 4, a more general way to construct a gallery for a given video clip is discussed.


Figure 3.6: (a) shows five models built in the 1st key-frame. in (b), those five models are matched, and a new model for the first person is built. Red boundary means that the person is matched to an existing model in the current gallery. A new model has green boundary.

### 3.3 Local Change Detection

When an appearance profile is determined to be an instance of one of our known models, we can analyze the profile further to discover if there are any local changes. This idea is especially useful for the case when either package delivery or pickup occurs. As seen in Figure 1.1, when a person delivers a package, we should be able to determine two things to understand the event.

The first is the recognition of person, which is based on the distance measure discussed in section 3.2.3. The second is to localize the difference. For recognition of the person, a set of small number of sample points from the test appearance is enough. However, we need to examine the probability of all the pixels in the given appearance to see where the difference takes place.

In most cases, the difference comes from a carried package (or the empty hand after package delivery), and we would want to identify the package with a clear boundary. To achieve this, we use the segmentation information of the image based
on the hierarchical approach in [27]. Figure 3.7 illustrates how to detect local changes using the profile. Image (a) with no package is used as a model, and image (b) is a test image in which he is carrying a package. In the bottom row, two probability images are shown. (c) is a raw pixel-based probability image, and (d) is regenerated probability image based on segmentation by aggregating the probabilities of pixels in a region.

Image (c) shows low probability in the head part as well as the package area. (The brighter a pixel is, the lower probability it has.) The head part in the model image (a) and (b) are different from each other because of viewing direction.

An important advantage of using segmentation information is that we can localize the difference more clearly. In Figure 3.7 (c), areas of change seem highlighted; however it is hard to extract a clear boundary of the object. On the contrary, in the Figure 3.7 (d), two highlighted areas are detected with clear boundaries as connected components and marked by rectangles. More examples of segmentation based local change detection are shown in section 3.4.7.

### 3.4 Experiments

Several different sets of experiments have been conducted to evaluate the performance of color/path-length based recognition. There are four different categories which have different goals as following.

- Finding the best parameters
- Features Path-length encodes the spatial information of appearance, and


Figure 3.7: Local change detection using profile. (a) Model, (b) current instance, (c) pixel-based probability image, (d) segmentation-based probability image.
it is clear that brightness and color information should be used together. Several different ways to combine those features are tested. Also, the impact of path-length is shown by comparing the result to matching without it.

- Bandwidths To find the appropriate bandwidths, several tests have been conducted using different bandwidths.
- Sampling methods We want to have reliable results with only a small number of samples points.
- Multiple matching When the one-to-one constraint is employed, we can achieve much higher performance. Video clips that have multiple people in each frame are used to show the effectiveness of the one-to-one constraint.
- Robustness test
- Our approach is quite robust under various environment changes such as illumination changes, view changes, and even multiple cameras. Several video clips with different conditions are used to show the robustness.
- Comparison with other methods
- The histogram method is a fairly simple and popular method. The performance of our method is compared to the histogram method.
- Local change detection

Table 3.1: Data sets for recognition experiments.

| ID | Name | $N_{f}$ | $N_{M}$ | $N_{P}$ | Description |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $D_{1}$ | 0720 | 3707 | 4 | 3707 | Indoor. <br> Various light conditions. <br> Frontal, side, and back views. <br>  |
|  |  |  |  |  |  |
| 16 separate video clips. |  |  |  |  |  |

- Several experiments have been performed which successfully locate the package area.

To perform the experiments, several data sets were captured and used as in
Table 3.1. For each data set, $N_{f}$ is the number of frames, $N_{M}$ the number of models, and $N_{P}$ the number of foreground regions. Three collections of sets are used for multiple camera cases. $D_{12}$ and $D_{13}$ were captured simultaneously using two cameras. $D_{14}$ and $D_{15}$ were captured with the same gear. The last three sets, $D_{16}, D_{17}$, and $D_{18}$ were captured using three different surveillance cameras.


Figure 3.8: Model images from the test set $D_{1}$


Figure 3.9: Model images from the test set $D_{2}$


Figure 3.10: Model images from the test set $D_{3}$


Figure 3.11: Model images from the test set $D_{4}$


Figure 3.12: Model images from the test set $D_{5}$


Figure 3.13: Model images from the test set $D_{6}$


Figure 3.14: Model images from the test set $D_{7}$


Figure 3.15: Model images from the test set $D_{8}$


Figure 3.16: Model images from the test set $D_{9}$


Figure 3.17: Model images from the test set $D_{10}$


Figure 3.18: Model images from the test set $D_{11}$


Figure 3.19: Model images from the test set $D_{12}$. These models can be used for $D_{13}$, $D_{14}$, and $D_{15}$.


Figure 3.20: Model images from the test set $D_{16}$


Figure 3.21: Model images from the test set $D_{17}$


Figure 3.22: Model images from the test set $D_{18}$

Table 3.2: Matching results showing the impact of path-length.

| Data Set | Number <br> of Frames | Number <br> of Appearances | Feature | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{1}$ | 400 | 400 | With PL | 0 | $100 \%$ |
|  |  |  | Without PL | 0 | $100 \%$ |
| $D_{2}$ | 571 | 1223 | With PL | 25 | $98.0 \%$ |
|  |  |  | Without PL | 132 | $89.2 \%$ |
| $D_{3}$ | 1070 | 2389 | With PL | 155 | $93.5 \%$ |
|  |  |  | Without PL | 331 | $86.0 \%$ |

### 3.4.1 Impact of Path-Length

To show the impact of spatial information encoded in path-length, we tested the same frame set with two features as following.

- Feature1: (path-length, brightness, red, green)
- Feature2: (brightness, red, green)

As seen, the two features are the same except the second doesn't have the path-length variable. We use data set $D_{1}, D_{2}$, and $D_{3}$, and Table 3.2 summarizes the result. The result shows that employing path-length gives better performance when using the set $D_{2}$ and $D_{3}\left(8.8 \%\right.$ for $D_{2}, 7.5 \%$ for $\left.D_{3}\right)$. Both tests with set $D_{1}$ have perfect matching. In $D_{1}$, only one person appears in each frame, and four people have clearly different appearances from each other. The models used in $D_{1}$ test are in Figure 3.8. Only 400 frames ( 100 frames for each model) were used out of 3707 frames since most of frames have the same structure.

In $D_{2}$ and $D_{3}$, more than one person show in frames randomly. Also the background subtraction results are not as good as in $D_{1}$ because they are outdoor videos and have much more clutter. As we can see in Figure 3.9 and Figure 3.10,
models have very jagged boundaries and it is challenging to match an appearance to a correct model.

Figure 3.23 shows graphs of distances between models and appearances. For each data set, we selected several frames that have all the possible appearances, and generated graphs for both cases. As for set $D_{1}$, there is little difference in both cases. However, for set $D_{2}$ and $D_{3}$, we find it is hard to find the correct models for some appearances. For instance, Person5 and Person6 (Figure 3.9) have similar color distributions, and if we do not employ path-length, we can not easily tell the difference between two. Figure 3.24 shows some frames that have incorrect matches when we use features without path-length.

### 3.4.2 Feature Selection

As discussed in section 3.1, the best features we found after trying many different combinations are as following.

1. (path-length, brightness, red, green)
2. (path-length, rank of brightness, red, green)
3. (path-length, RED, GREEN, BLUE)
4. (path-length, rank of RED, rank of GREEN, rank of BLUE)

To show the results using the features, data set $D_{1}, D_{6}, D_{12}{ }^{\sim} D_{15}$ are used. The initial gallery was built with 4 models from $D_{1}, 6$ models from $D_{6}$, and 5 models from $D_{12}$. Since $D_{13}, D_{14}$, and $D_{15}$ have basically the same scenes as $D_{12}$, no models


Figure 3.23: Three pairs of graphs to show the impact of path-length. The first pair of graphs from $D_{1}$ does not show big difference. The second and the third pair show that we can have more discrimination power when we use path-length.


Figure 3.24: Example frames that have mismatched appearances when features without path-length are used. The first and second images are from $D_{2}$, and the third and fourth images are from $D_{3}$. In both data sets, Person5 and Person6 are not clearly distinguishable.
from those sets were used. Figure 3.25 shows the results of the experiment. For each model, we selected 4 frames so that we have 60 test images in total. We arranged them in order of models so that the first four images have the instance of the first model, the next four images have the instance of the second model and so on. Hence, the graph in Figure 3.25 have 60 instances marked on X axis. Each group of adjacent four instances are expected to match the same model.

Experiments are done with four features sets, and four graphs are shown in Figure 3.25. It is clear that the first and the second graphs have better result. However, we should notice that it shows an interesting result for the $D_{12}{ }^{\sim} D_{15}$ (right bottom part of the last graph). Four images chosen for the sets are from two different cameras, and it seems desirable to use the feature, (path-length, rank of RED, rank of GREEN, rank of BLUE), when multiple cameras are involved. Although different cameras would be expected to have different pixel values, the relative order (rank order) are expected to remain the same in an appearance. More experiment results are shown in section 3.4.6.

### 3.4.3 Bandwidths

In this experiment, we try to find appropriate bandwidths for each variable. We use the feature, (path-length, brightness, red, green) in the experiments of this section and following sections unless specified.

To find a good bandwidth for each variable, we change the bandwidth of one variable while the bandwidths of the other variables are fixed. We use 10 models from data set $D_{1}$ and $D_{6}$ and 40 test images which is the subset of data used


Figure 3.25: Result graphs showing the best four feature sets. (a):(path-length, brightness, red, green), (b):(path-length, rank of brightness, red, green), (c):(pathlength, RED, GREEN, BLUE), (d):(path-length, rank of RED, rank of GREEN, rank of BLUE)
in section 3.4.2. The bandwidths we tested are $0.001,0.003,0.005,0.007,0.01$, $0.03,0.05,0.07,0.1,0.15,0.2$, and 0.4 . Figure 3.26, Figure 3.27, Figure 3.28, and Figure 3.29 are four sets of result graphs that have varying bandwidths for each variable, path-length, brightness, red, and green.

Figure 3.26 show results when we change the bandwidth of path-length while the bandwidths of the other variables remain unchanged. We can recognize that most cases have almost identical results as long as the bandwidth is greater than 0.005 . This is because most appearances in the data set are in the upright pose. We can safely use 0.05 or 0.07 as the bandwidth of path-length. Figure 3.27 show results with brightness. Because the brightness is not an intrinsic property of an object [29], it is mainly affected by the illumination condition and exhibits bigger variation. We can predict that the appropriate bandwidth would be greater than other variables, and the graphs show that we need at least a bandwidth of 0.07 to generate acceptable results.

On the contrary, color is an intrinsic characteristics of an object, and a much smaller bandwidth should be appropriate to generate good matching results. As seen in Figure 3.28 and Figure 3.29, 0.01 or 0.03 make the result acceptable.

In conclusion, we summarize the proper bandwidth for each variable as follows:

- Path-length: 0.05-0.07
- Brightness, rank of brightness: 0.07-0.1
- Color proportion (red, green): 0.02
- Original color (RED, GREEN, BLUE) or its rank: 0.07-0.1


Figure 3.26: Varying bandwidth of path-length while fixing bandwidths of other variables. Except for 0.001 and 0.005 , most graphs have identical results.


Figure 3.27: Varying bandwidth of brightness while fixing bandwidths of other variables. Acceptable results can be acquired at least bandwidth 0.07.


Figure 3.28: Varying bandwidth of red while fixing bandwidths of other variables. The best result can be obtained when 0.01 or 0.03 is used.


Figure 3.29: Varying bandwidth of green while fixing bandwidths of other variables. When the bandwidth is greater than 0.01 , we can have reasonable results.

Table 3.3: Results for different number of sample points. The test data set is $D_{16}$ with 608 frames.

| Number of <br> Frames | Number of <br> Sample Points | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 608 | All Points | 2 | $99.7 \%$ |
|  | 200 | 6 | $99.0 \%$ |
|  | 100 | 17 | $97.2 \%$ |
|  | 50 | 37 | $93.9 \%$ |
|  | 20 | 80 | $86.8 \%$ |
|  | 10 | 109 | $82.1 \%$ |
|  | 5 | 135 | $77.8 \%$ |

### 3.4.4 Sampling Method

Because using all the points of the test appearance is computationally prohibitive, we sample points and use them to compute the distance between the given test appearance and model. How the result can vary depending on the number of sample points and sampling method is shown in this experiment.

For the experiment in this section, we use data set, $D_{16}$. First of all, we changed the number of sample points to see how it affects the results. The tested number of samples are $5,10,20,100,200$, and all points. The result of the experiment is described in Table 3.3.

From Table 3.3, we can see how the number of sample points is related to the accuracy of matching. As long as we have 50 sample points, the matching rate is above $90 \%$. Even when we use all the points in the test appearance, there are 2 mismatched frames. Those two frames with matched models are shown in Figure 3.30. We can notice that although the matched model is not the same person, their appearances look very similar.

The next experiment investigates another aspect of the sampling method. In


Figure 3.30: Two mismatched frames even when all the points are used to compute the distance.
the previous experiment, sample points are obtained evenly with respect to pathlength. In other words, when we sample 10 points, we randomly select one sample point for points in each $10 \%$ path-length interval. This method guarantees that points are evenly sampled along the path-length. However, notice that the number of real points in each path-length interval is not the same. Hence, we tried two more sampling method as following.

1. Full random sampling: Points are randomly selected all over the area.
2. Stratified random sampling: This is intermediate method between "full random" and "along path-length". For each path-length interval, points are randomly selected. However it is chosen with the probability proportional to the number of points in the interval. For example, when we need 2 sample points, one point is sampled from the upper part (half of points from the shortest path-length) and the other from the lower part (rest of points). Depending on the shape of the appearance, path-length dividing the appearance is not

Table 3.4: Results for sampling method. Three sampling methods are compared. PL: Along path-length, FR: Full random, ST: Stratified random. The test data set is $D_{16}$ with 608 frames. Number of incorrect matching.

| Number of <br> Samples | PL | FR | ST |
| :---: | :---: | :---: | :---: |
| 100 | $17(97.2 \%)$ | $17(97.2 \%)$ | $10(98.4 \%)$ |
| 50 | $37(93.9 \%)$ | $33(94.6 \%)$ | $23(96.2 \%)$ |
| 20 | $80(86.8 \%)$ | $62(89.8 \%)$ | $52(91.4 \%)$ |

necessarily 0.5 .

Table 3.4 show the results with different sampling method. We have tested all three sampling method with several number of sample points, 20,50 , and 100 . In a nutshell, stratified random sampling performs the best. Only with 20 sample points, the matching rate is $91.4 \%$. This is about $5 \%$ better than original sampling method.

### 3.4.5 Comparison to Histogram Method

In this section, we perform comparisons between our approach and another method. The most popular method to compare two distributions is a histogram method. After two separate histograms are built from the distributions, the Bhattacharyya distance can be used to compare the histograms $[12,11]$.

We used data set $D_{2}$ and $D_{4}$ for this experiment. The result of the first experiment with $D_{2}$ is shown in Table 3.5. For the histogram method, we tested both 3-D and 4-D features. For 3-D histograms, (RED, GREEN, BLUE) was used as the feature vector. In 4-D histogram test, (path-length, brightness, red, green) was used. As seen in the table, the 3-D histogram is outperformed by the 4-D histogram and KL distance method. However, there is no significant difference between our

Table 3.5: Comparison between KL and histogram method using data set $D_{2}$. 4D histogram method shows better result than our method.

| Number of <br> Appearances | Method | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 1223 | 3D Histogram | 60 | $95.1 \%$ |
|  | 4D Histogram | 15 | $98.8 \%$ |
|  | KL distance (100 sample points) | 21 | $98.3 \%$ |

Table 3.6: Comparison between KL and histogram method using $1 / 4$ size reduced data set $D_{2}$. KL distance shows the best result though it uses only 30 sample points.

| Number of <br> Appearances | Method | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 1223 | 3D Histogram | 158 | $87.1 \%$ |
|  | 4D Histogram | 43 | $96.5 \%$ |
|  | KL distance (30 sample points) | 42 | $96.6 \%$ |

method and 4-D histogram approach.
One of reasons would be the sampling. If we use all the points, the performance of KL method will be at least as good as 4-D histogram case. Another more important reason is that when there are many data points in the model and test appearance, there is no benefit to use kernel density estimation. Hence, we performed another experiment on much more difficult data sets. We prepared test data by reducing the size of images in $D_{2}$. The result with the new data set (resized $D_{2}$ ) is shown Table 3.6. We resized all the images to a quarter of their original size (the dimension of image in $D_{2}$ is $352 \times 240$, and the reduced size is $88 \times 60$ ). In this test, though we used only 30 sample points, the performance of our method and 4-D histogram are almost the same.

Another experiment with data set $D_{4}$ is shown in Table 3.7 and Table 3.8. We used all points from the resized data set in this experiment. As we can see in Table 3.8, our method clearly outperforms the histogram method.

Table 3.7: Comparison between KL and histogram method using data set $D_{4}$.

| Number of <br> Appearances | Method | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 1359 | 3D Histogram | 61 | $95.5 \%$ |
|  | 4D Histogram | 47 | $96.5 \%$ |
|  | KL distance (100 sample points) | 38 | $97.2 \%$ |

Table 3.8: Comparison between KL and histogram method using $1 / 4$ size reduced data set $D_{4}$. By using all points in the appearance, we can acquire much better result with KL distance method.

| Number of <br> Appearances | Method | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 1359 | 3D Histogram | 92 | $93.2 \%$ |
|  | 4D Histogram | 76 | $94.4 \%$ |
|  | KL distance (All points) | 13 | $99.0 \%$ |

The last experiment in this section is conducted in the compressed domain. We showed that better result can be acquired by our method based on KDE when we have models for only a small number of data points. This happens very often in the compressed domain. When a video is compressed, because of its quantization process, the distribution of data is very spiky and simple histogram comparison might be unstable. However, KDE has an advantage that it can generate a smooth and stable model distribution even with small number of data points. Hence, we compressed the video clip of data set $D_{4}$ with data a rate around 70 KBps , and regenerated frame images. The same frames were used as models as in the original setup. The result is shown in Table 3.9 and some frames with result matching and model frames are in Figure 3.31.

Table 3.9: Comparison between KL and histogram method using data set $D_{4}$ from compressed video.

| Number of <br> Appearances | Method | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: |
| 1359 | 3D Histogram | 141 | $89.6 \%$ |
|  | 4D Histogram | 91 | $93.3 \%$ |
|  | KL distance (100 sample points) | 69 | $94.9 \%$ |



Figure 3.31: Sample images of compressed domain experiments. (a) and (b) are two sample model images. (c) and (d) are examples of matching results.


Figure 3.32: Four people under various illumination conditions. All the people have the same front views. Illumination condition is controlled by two sets of lights. Each person stands on the cross-section of two hallways and both hallways have lights on ceiling. Both lights are on in the first row images. One of them is on in the second and the third row, and both off in the last row.

### 3.4.6 Robustness Test Under Various Conditions

In this section, several test results are presented to show the robustness of the profiles under various environmental conditions. Some conditions we have tested in this section are illumination, viewpoints, multiple cameras, and so on. Also we present more experimental results under one-to-one matching constraint and different gallery management method.

Figure 3.32 shows the sample frames from data set $D_{1}$ which have various illumination conditions. Four different people were captured with four different


Figure 3.33: Result from data of Figure 3.32. The x-axis labels are appearances. For instance, 2F11 means person 2, frontal image, and both lights on. Graphs were generated using variables (path-length, brightness, red, green).


Figure 3.34: Four people with three different views. All the cases have the same illumination conditions.


Figure 3.35: Four result graphs for four people with different views of Figure 3.34 Four variable sets of section 3.1 are used for (a), (b), (c), and (d) respectively.
illumination conditions. In this example only frontal view was used and Figure 3.33 represents a result from all 16 images in Figure 3.32. Since there are four people, appearances are categorized into four different groups. As seen in the graph, four consecutive images along the x -axis constitute a group and they have lower intragroup distances than inter-group distances.

The first group (person 1) is marked with a rectangle in Figure 3.33. The dotted line in the graph is a tentative threshold value to separate groups. As discussed in section 3.2.2, $7 \%$ for path-length, $10 \%$ for (rank of) brightness, and $2 \%$ for color proportion are used as bandwidths.

The next experiment shows the robustness with respect to view points. Figure 3.34 has 12 frames which have 4 people with 3 different views. The illumination condition is fixed, and each person has three views, frontal view, side view, and back view. When the view point changes, one possible problem is caused by the head part. While frontal view and side view have some skin part, the back view has only hair color. However, the head part is relatively small. The result graphs in Figure 3.35 show that there are no difficulties in matching people. All four variable sets described in section 3.4.2 are used, and they generate similar results except for (path-length, rank of RED, rank of GREEN, rank of BLUE) case.

Figure 3.36 has appearance images with varying views and illuminations simultaneously. Two people were captured and each person has three different views under four different illumination conditions. In total there are 24 images of the two people. All four variable sets are applied. The result graphs are shown in Figure 3.37.

Person 1



Person 2


Figure 3.36: Two people with three different views under four varying illuminations.

The next experiment is performed to evaluate the robustness with respect to multiple cameras. Figure 3.38 shows all five different people of data set $D_{12}$ and $D_{13}$ with two different views (front and side) using two different cameras at the same time. Without calibration, the color of different camera has different characteristics. In this case, using the rank order is better than using the original color values. The result graphs are shown in Figure 3.39, and the best result in this case is (path-length, rank of RED, rank of GREEN, rank of BLUE).

A similar experiment is done with $D_{12}, D_{13}, D_{14}$, and $D_{15}$ more comprehensively. 20 models from the data set are shown in Figure 3.40. For each data set, five people were captured separately with two cameras, and 20 video clips were generated in total. Each person moves from left to right in the scene, and they stop at the middle and turn around to show all the views.

We chose 4280 frames from $D_{12} \sim D_{15}$, where their foreground regions are not


Figure 3.37: Four result graphs for two people with different views and illuminations of Figure 3.36. Four variable sets in section 3.1 are used for (a), (b), (c), and (d) respectively.

Camera 1


Figure 3.38: Multiple cameras multiple view case data from $D_{12}$ and $D_{13}$. Five people were captured using two different cameras with two different views. To avoid too much complexity, only two views (front and right side) are used here.


Figure 3.39: The result of multiple cameras multiple view case data (Figure 3.38).


Figure 3.40: 20 frames used for models of $D_{12}, D_{13}, D_{14}$, and $D_{15}$. In the first test with static gallery and test with dynamic gallery, only 5 models in the first row were used. In the second test with static gallery all 20 appearances are used as models.

Table 3.10: Experimental results of gallery management and multiple cameras with 4280 frames of $D_{12}, D_{13}, D_{14}$, and $D_{15}$. (Figure 3.40)

| Gallery | Matched | Mismatched | New | Rates |
| ---: | :---: | :---: | :---: | :---: |
| Static (5 models) | 3766 | 514 |  | 87.9 |
| (20 models) | 4229 | 51 |  | 98.8 |
| Dynamic | 4245 | 35 | 15 | 99.1 |

clipped by boundaries. The number of appearances is also 4280 because only one person is visible in any frame. Table 3.10 shows the test results. Two tests were performed: the first with a static gallery, and the other with a dynamic gallery. In the first test, only 5 models were kept in the gallery, while all 20 models from 20 clips were used in the second test. The matching rate is much higher in the second test. In the test of dynamic gallery, 15 new models were built while processing frames, and more than $99 \%$ of appearances have been matched correctly.

The data set $D_{7}, D_{8}, D_{9}$, and $D_{10}$ are used for multiple appearances matching.


Figure 3.41: Four sets of model appearances. (a), (b) are models of $D_{7}$, (c), (d), and (e) are models of $D_{8}$. (f) is for $D_{9}$, and $(\mathrm{g})$ is for $D_{10}$.

Five or six people were captured outdoor, and they passed twice through the scene.
Also, they can appear in one frame at the same time, and it is necessary to run multiple appearances matching algorithm. Figure 3.41 shows initial models for the four test sets.

Table 3.11 shows the result of the experiment. For each set, four tests were performed. Label 1-1 in the table means that the test uses multiple appearances matching with one-to-one constraint. The number of appearances for each test set is in parenthesis in the first column. The results of data set $D_{9}$ show that enforcing one-to-one constraint has better performance because the set has six appearances in one frame at maximum and the foreground regions are relatively small and noisy as seen in Figure 3.41. A collection of randomly chosen result images of tests with $D_{7}-D_{10}$ and $D_{12}-D_{15}$ are shown in Figure 3.42. In each result image, the matched model appearances are drawn over the top of the person.


Figure 3.42: Example result images of tests in this section.

Table 3.11: Experimental results four test sets (Figure 3.41)

| Test Set | Gallery | $1-1$ | Matched | Mismatched | New | Rates |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{7}$ | Static | No | 875 | 24 |  | 97.3 |
| $(899)$ |  | Yes | 874 | 25 |  | 97.2 |
|  | Dynamic | No | 877 | 22 | 4 | 97.5 |
|  |  | Yes | 884 | 15 | 4 | 98.3 |
| $D_{8}$ | Static | No | 743 | 29 |  | 96.2 |
| $(772)$ |  | Yes | 748 | 24 |  | 96.9 |
|  | Dynamic | No | 756 | 16 | 2 | 97.9 |
|  |  | Yes | 756 | 16 | 3 | 97.9 |
| $D_{9}$ | Static | No | 1809 | 139 |  | 92.9 |
| $(1948)$ |  | Yes | 1887 | 61 |  | 96.9 |
|  | Dynamic | No | 1907 | 41 | 84 | 97.9 |
|  |  | Yes | 1916 | 32 | 67 | 98.4 |
| $D_{10}$ | Static | No | 1406 | 16 |  | 98.9 |
| $(1422)$ |  | Yes | 1404 | 18 |  | 98.7 |
|  | Dynamic | No | 1404 | 18 | 1 | 98.7 |
|  |  | Yes | 1402 | 20 | 0 | 98.7 |

### 3.4.7 Local Change Detection

In this section, the usefulness of local change detection based on appearance is shown with examples. Once an instance is matched to a model, we can localize the difference as described in section 3.3.

The local change is likely caused by a carried package in the case of delivery or pickup event. In Figure 3.43, there are four columns, where the first and second column are two frames for the same person, one without, the other with a package. The snapshot in the first column is used as a model and the second snapshot is used as a test image. Pixel-based probability images are on the third column, and on the last column improved probability images using segmentation are shown. In all the cases, segmentation gives one connected detection area of local changes with clear boundaries.


Figure 3.43: Frame images and results for local change detection. In the first and second column are two appearances. The first column is used as a model, and the second column as a test image. In model images people do not have anything, while they carry a package in test images. Two types of result probability images are in the third and fourth columns. The third column has pixel-based probability images, and the segmentation-based results are in the fourth column.

### 3.5 Conclusion

We have presented a novel way to recognize people by introducing path-length as a new feature for spatial information based on profiles of appearance. The KDE and KL distance were used to calculate distance between appearances. Many possible combinations of variables were tested and four variable sets of four dimension turned out the best. Using the variable sets, we can successfully match people in the case of various illuminations, viewpoints, and multiple cameras.

Also, local changes can be detected. We showed that the segmentation of the image can improve the result so that detected areas have one connected blob and clear boundaries. When there is more than one person in a frame, we used multiple appearance matching with a one-to-one constraint, and obtain better performance.

## Chapter 4

## Gallery Construction using Appearance Model

In many areas of computer vision, databases for reference models are frequently used. Those databases include faces [22, 41, 49, 52], pedestrians [53], vehicles $[1,16,37]$, and general objects $[46,55]$ etc. There have been few studies about how to build a reference database automatically. In this chapter, an approach for constructing a gallery of people observed in a video stream is described. We consider two scenarios that require determining the number and identity of participants: outdoor surveillance and meeting rooms. In these applications face identification is typically not feasible due to the low resolution across the face. The proposed approach automatically computes an appearance model based on the clothing of people and employs this model in constructing and matching the gallery of participants. The appearance model uses color/path-length profile and a robust distance measure based on Kernel Density Estimation (KDE) and Kullback-Leibler (KL) distance, to evaluate similarity between people and add models to the gallery as described in Chapter 3. A one-to-one constraint is enforced to correctly match instances to models at each frame. In the meeting room scenario we exploit the fact that the relative locations of subjects are likely to remain unchanged for the whole sequence.

### 4.1 Introduction

One aspect of video surveillance of indoor meetings involves matching a person against a gallery of known people. Such a gallery is tedious to construct manually. We describe an approach to automatically construct a gallery of participants based on clothing-appearance. The gallery directly supports the human identification task but it can also be used to answer questions such as how many people were observed, when each has appeared and how people interacted in video sequences.

We assume that people do not change clothing, although our method does tolerate localized appearance changes such as a person holding a package at one time, but not at another. We employ well-known approaches for human detection in video and focus on the modelling and matching of human appearance.

We consider two application areas: surveillance and meetings video. Here, it is difficult to employ faces for identification since the resolution across the face is too small and faces typically appear in off-frontal poses or profile views. Instead, we model the clothing of people and acquire quantitative models that support matching.

We represent appearances of people from silhouettes obtained by background subtraction or from torso areas computed based on detected faces. Over short periods of time, we assume that the appearance of the person remains unchanged, except for small, local changes, for instance due to carried packages or illumination variation.

We model human appearance based on clothing-color and spatial information as in Chapter 3.

### 4.2 Robust Distance Measure

The foreground region representing a person is used to construct an appearance model that is compared to models in the gallery. The distance between the current appearance and existing appearance models in the gallery determines if a new model should be added to the gallery or the current appearance is an instance of a model already present in the gallery.

Human appearance in video streams varies over time. In outdoor scenes, lighting, human pose variation and carried objects may lead to changes in the foreground region. Similarly, in the meeting scenario people move their arms in front of their torso as well as handle objects that may occlude parts of their torso. To cope with such variations we employ a robust estimation norm that adjusts the weighting of points within the distance metric based on whether points are inliers or outliers.

For the robust estimation, we employ the general M -estimator, which minimizes the objective function [32]

$$
\begin{equation*}
\sum_{i=1}^{n} \rho\left(e_{i}\right)=\sum_{i=1}^{n} \rho\left(y_{i}-\mathbf{x}_{\mathbf{i}}^{T} \mathbf{b}\right) \tag{4.1}
\end{equation*}
$$

where $\mathbf{x}_{\mathbf{i}}{ }^{\prime}$ 's are independent variables, $y_{i}$ 's are data points, $\mathbf{b}$ is a coefficient vector, $\rho$ is the influence function, and $n$ is the number of data points.

Let $\psi=\rho^{\prime}$ be the derivative of $\rho$. We need to solve the following equation to minimize (4.1).

$$
\sum_{i=1}^{n} \psi\left(y_{i}-\mathbf{x}_{\mathbf{i}}^{T} \mathbf{b}\right) \mathbf{x}_{\mathbf{i}}^{\mathbf{T}}=0
$$

If we define the weight function $\omega(e)=\psi(e) / e$, and let $\omega_{i}=\omega\left(e_{i}\right)$. Then the
equation can be written as

$$
\begin{equation*}
\sum_{i=1}^{n} \omega_{i}\left(y_{i}-\mathbf{x}_{\mathbf{i}}^{\mathbf{T}} \mathbf{b}\right) \mathbf{x}_{\mathbf{i}}^{\mathbf{T}}=0 \tag{4.2}
\end{equation*}
$$

For each sample point, we define a new feature, $\delta_{i}$ using $p_{i}$ and $q_{i}$ (defined in (3.9)):

$$
\delta_{i}=\frac{\left|q_{i}-p_{i}\right|}{\max \left(p_{i}, q_{i}\right)}
$$

When the current instance is correctly matched to a model, most $p_{i}$ 's are similar to $q_{i}$ 's leading the $\delta_{i}$ 's to be close to 0 . On the other hand, when the instance and model are mismatched, most $\delta_{i}$ 's will be greater than 0 . The mean of $\delta_{i}$ will roughly represent how much the current instance is matched to the model correctly. We apply the robust fitting (4.2) to compute the robust mean of the $\delta_{i}{ }^{\prime} s, \mu$; it can be written as

$$
\sum_{i=1}^{n} \omega_{i}\left(\delta_{i}-\mu\right)=0
$$

Notice that weights are designed to minimize the influence of outliers. In other words, the weight of each data point depends on how far the point is from the mean. Data points near to the estimated mean get high weight. Points that are far from the mean have smaller weights. When points are farther from the mean than would be expected by random chance, they get zero weight.

The weights depend upon the residuals and the residuals depend upon the estimated mean, and the estimated mean depend upon the weights. The iteratively re-weighted least square (IRLS) method is employed to get a robust mean $[9,20]$.

The bisquare weight function used in our approach is defined as in [9, 20]:

$$
\omega_{B}(u)= \begin{cases}{\left[1-\left(\frac{u}{B}\right)^{2}\right]^{2}} & |u| \leq B \\ 0 & |u|>B\end{cases}
$$



Figure 4.1: Detection of outliers. The image in the first column is the model image. Second column images are used as instances. To synthesize outliers, a $15 \%$ size block with red color pixels is created. In the third column the inliers and outliers are shown as white and black points, respectively.
where the default tuning cost $B=4.685$, and $u$ is the scaled residual.
We use the final weights at the last iteration after the estimated mean converges as the degree of inliers. Only data points with the weight greater than a certain threshold value, e.g. 0.1, are regarded as inliers. The KL distance is recomputed only using inliers. Figure 4.1 shows examples of outliers and inliers as determined using robust fitting method for a sample region that has been manually altered by changing its color. About $15 \%$ of the points in the region have been manually changed but the match between the model region and the instance remained strong.

### 4.3 Multiple Matching and Dynamic Gallery

The uniqueness constraint (e.g. two people seen simultaneously must be different) is important in the gallery construction process. The gallery is built starting
from an empty set while frames are processed. Whenever the system processes a frame, it tries to match all the instances to models in the current gallery. When it fails to find a matched model for an instance, a new model is added to the gallery. This matter is described in section 3.2.4.

### 4.4 Spatial Analysis

In meeting room videos, the spatial order of people's positions is likely to remain stable over the whole sequence because participants are mostly seated and do not walk around. It is possible to improve the accuracy of the models in the gallery and the identification performance by utilizing the relative order of participants. We do this as follows.

For each model, $M_{i}$, we compute an adjacency matrix, $F_{i}$ that captures the frequency of spatial ordering among models. An adjacency matrix, $F_{i}$ is $m \times n$, where $n$ is the number of models and $m$ indexes relative positions. For example, if $N$ is the maximum number of people in one frame and people are arranged in a "linear" configuration, then $m=2 *(N-1)$.

To build the adjacency matrix $F_{i}$, all the frames which have a person matched to model $M_{i}$ are employed. The $(j, k)$-th element of $F_{i}$ is the number of occurrences of model $M_{k}$ at the relative horizontal position, $\operatorname{pos}(j) \cdot \operatorname{pos}($.$) is defined as$

$$
\operatorname{pos}(j)= \begin{cases}j-\frac{m}{2}-1 & \text { if } j<\frac{m}{2}  \tag{4.3}\\ j-\frac{m}{2} & \text { otherwise }\end{cases}
$$

The upper half of an adjacency matrix, $F_{i}$, represents the frequencies of models

## M1 M2 M3 M4


(a)

(b)

Figure 4.2: Simple example of constructing adjacency matrices. If there is only one frame with four people like in (a), we can have four adjacency matrices in (b). In this example, the number of models, $n$, is 4 , and $m$ is 6 since $N$ is 4 .
to the "left" of $M_{i}$; the bottom the "right" side. Figure 4.2 shows an example of adjacency matrices from a single frame.

The difference between adjacency matrices represents how similar two models are to each other. To compute the distance between adjacency matrices the sum of absolute differences is used. Before computing $d_{i j}$, each $F_{i}$ is normalized by the $\max _{j, k}\left(\left(F_{i}\right)_{j, k}\right)$, so we have

$$
\begin{equation*}
d_{i j}=\sum_{k=1}^{n} \sum_{l=1}^{n}\left|\left(F_{i}\right)_{k, l}-\left(F_{j}\right)_{k, l}\right| \tag{4.4}
\end{equation*}
$$

Figure 4.3 shows the adjacency matrices from the experiment described in


Figure 4.3: Adjacency matrices for 15 models in the experiment of section 4.5.2
section 4.5.2. 15 models were found after the first pass. Distances between adjacency matrices are computed and are plotted in Figure 4.4. The pairs with distance less than threshold (1.5) are circled in the figure.

In the example in Figure 4.3 and Figure 4.4, we can easily see that $M_{6}$ and $M_{7}$ must be the same model. Similarly pairs such as $\left(M_{1}, M_{12}\right)$ and $\left(M_{5}, M_{11}\right)$ appear to be the same model. More detailed result are discussed in section 4.5.2.

### 4.5 Experiments

We present two experiments. The first was conducted on a video set of 1212 frames from four video clips $\left(D_{6}, D_{7}, D_{9}\right.$, and $D_{10}$ in section 3.4) collected at different locations and under different illumination conditions. The second experiment


Figure 4.4: Differences between adjacency matrices in Figure 4.3. When two models are similar, the distance is very low and it is plotted dark. Low distance values are circled.
analyzes an 18 minute long video clip ${ }^{1}$ of a meeting. In this meeting room video experiment, a face detection algorithm was used to determine an approximate torso area. In each experiment, we show the final gallery and the matching results based on the gallery.

The gallery construction process consists of two passes.

1. Construct an initial gallery. From an empty set, a gallery is built while processing all the frames. After this pass, the gallery has all the tentative models.
2. Refine the gallery. Using the gallery built in the first pass, all the frames are processed again. The gallery is not extended in this pass. Using the matching result, redundant models are removed based on frequency and spatial analysis (for meeting videos) to build a more compact and accurate gallery.

[^0]

Figure 4.5: Sample frames of the full body gallery test.

### 4.5.1 Full Body Gallery - Experiment 1

For this experiment, 1212 frames were collected from four different video clips.
Three clips were outdoor video, and one clip was captured in a room monitoring people coming and going. The number of people in the test set is 12 . We employed a background subtraction algorithm to detect the foreground regions, and the detected regions are considered as full-body appearance of human. Figure 4.5 shows some of the images in this test set.

After the first pass, we have 24 models in the gallery. The second pass uses the static gallery of the 24 models. In this experiment, most redundancy comes from the inaccuracies of human silhouettes created by background subtraction. After the second pass, we have a final gallery of 16 models as shown in Figure 4.6. All 12 people were modelled, however 2 people have two models and 1 person has 3 models respectively. Models (a), (g), and (h) were constructed based on one person. Also, ((c), (i)) and ((n), (o)) are redundant model pairs.

Table 4.1: Matching result - Full body

| Gallery | Number <br> of Models | Correct <br> Matching | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: | :---: |
| Initial | 24 | 1609 | 291 | $85.1 \%$ |
| Refined | 16 | 1583 | 307 | $83.7 \%$ |

In this data set, 1890 foreground areas are detected from the 1212 frames. Using the the final gallery with 16 models, we could match 1583 regions correctly, while 307 are mismatched ( $83.7 \%$ success). When we use the 24 model gallery before removing redundant models, the number of correct matches is 1609 and 291 regions are not matched correctly ( $85.1 \%$ success). The representation power of the gallery is dependent on data set and foreground segmentation results. When using the same segmentation results, the final gallery has similar representation power compared to the gallery before redundant model removal (Table 4.1).

### 4.5.2 Upper Body Gallery - Experiment 2

An 18 minute long video clip which has 8 people is used for this experiment. Although the number of total frames is 32,400 , only one frame out of every five frames were processed. This video clip was captured in a meeting room, and people remain seated without position changes. The cameras pan and tilt as the meeting progresses, so that at any one time we see a different subset of the participants. Only the upper bodies of people are seen.

We employ a face detection algorithm to locate people [57]. Based on the detected face areas, the torso areas were computed as in Figure 4.8 and appearance model is built using the torso areas. Since the relative positions between people


Figure 4.6: The final gallery built with a test set of Figure 4.5. The number of models in the gallery is 16 .


Figure 4.7: Some frames showing matching results with the final gallery.
remain unchanged for the entire clip, we perform the spatial analysis described in section 4.4.

Several frames are shown in Figure 4.9. The first pass constructed a 15 model gallery excluding false alarms from the face detector. Figure 4.10 shows these models.

In the second pass, the spatial analysis of relative horizontal positions was carried out. The adjacency matrices of the 15 models were shown in Figure 4.3 and the difference between the adjacency matrices was shown in Figure 4.4.

Before calculating the differences between adjacency matrices, the total frequency for each model is used to eliminate some models. The total number of face occurrences is 13,709 , and some models have very low frequency. Table 4.2 shows


Figure 4.8: A torso area can be assumed based on detected face area. Experimentally, $2 \times$ (width of face) for top width of torso, the same with for bottom width, and $3 / 4$ of face height for torso height are used.


Figure 4.9: Sample frame images from the video clip used in upper body gallery test


Figure 4.10: 15 models after the first pass.

Table 4.2: Frequency of each model

| Model | $M_{1}$ | $M_{2}$ | $M_{3}$ | $M_{4}$ | $M_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Freq. | 910 | 703 | 370 | 277 | 1945 |
| Model | $M_{6}$ | $M_{7}$ | $M_{8}$ | $M_{9}$ | $M_{10}$ |
| Freq. | 426 | 1892 | 2997 | 9 | 3359 |
| Model | $M_{11}$ | $M_{12}$ | $M_{13}$ | $M_{14}$ | $M_{15}$ |
| Freq. | 97 | 221 | 16 | 18 | 7 |

the frequency of each model.
As seen in Table 4.2, $M_{9}, M_{13}, M_{14}, M_{15}$ can be eliminated since their frequencies are very low. Most of the dropped models were built separately due to folders and hands which occlude the torso area. Next, by thresholding the differences between adjacency matrices, we select pairs of models, which can be merged into one.

$$
\begin{aligned}
& \left(M_{6}, M_{7}\right),\left(M_{5}, M_{15}\right),\left(M_{1}, M_{12}\right),\left(M_{11}, M_{13}\right),\left(M_{5}, M_{13}\right) \\
& \left(M_{9}, M_{15}\right),\left(M_{5}, M_{11}\right),\left(M_{8}, M_{14}\right),\left(M_{11}, M_{15}\right),\left(M_{5}, M_{9}\right)
\end{aligned}
$$

The final gallery has 8 models. In the video clip, although there are nine people appearing, the ninth person shows only side view and she was not detected by the face recognition algorithm. The eighth person was not included in the gallery, and two models were found for the first person. Table 4.3 shows the gallery we acquired. The merged models are shown in parentheses.

Figure 4.12 shows some of the matching results using the final gallery. To investigate the identification accuracy of matching, we randomly chose 100 frames which were found to have 210 face areas. The total number of faces is 13709 and 210 is around $1.5 \%$ of the data. Table 4.4 summarized the result. Just like in the

Table 4.3: Final Gallery

| Person | Model |
| :---: | :---: |
| $P_{1}$ | $M_{3}, M_{4}$ |
| $P_{2}$ | $M_{2}$ |
| $P_{3}$ | $\left(M_{1}, M_{12}\right)$ |
| $P_{4}$ | $\left(M_{5}, M_{9}, M_{11}, M_{13}, M_{15}\right)$ |
| $P_{5}$ | $\left(M_{6}, M_{7}\right)$ |
| $P_{6}$ | $M_{10}$ |
| $P_{7}$ | $\left(M_{8}, M_{14}\right)$ |
| $P_{8}$ | NONE |



Figure 4.11: 8 models in the final gallery after the spatial analysis.

Table 4.4: Matching result - Upper body

| Gallery | Number <br> of Models | Correct <br> Matching | Incorrect <br> Matching | Matching <br> Rate |
| :---: | :---: | :---: | :---: | :---: |
| Initial | 15 | 198 | 12 | $94.3 \%$ |
| Refined | 8 | 194 | 16 | $92.4 \%$ |



Figure 4.12: Some frames showing matching results with the final gallery in the second experiment.
experiment in Section 4.5.1, even with the smaller number of models the gallery shows the similar performance.

### 4.6 Conclusion

We proposed an approach for constructing a dynamic gallery of people from a video clip or a set of frame images based on appearance model using color/pathlength profile. Kullback-Leibler distance is used to robustly compare models and
a one-to-one constraint is enforced when more than one instance is present and matched at a frame. When the order of people rarely changes, the relative spatial order is analyzed and used to reduce the redundant models from the gallery.

## Chapter 5

## Conclusion and Future Work

### 5.1 Summary

We presented a region-based BGS which improves the performance of pixelbased BGS by employing spatial information in the detection phase. For recognition of people, we introduced a new feature, path-length, and used KDE and KL distance as the distance measure between appearances. We showed that the appearance model can be used to locate the local changes which might be caused by carried packages. Through a set of experiments, we showed the robustness of our recognition method. Lastly, we presented a method to construct a human gallery from a given video clip using the appearance model and dynamic gallery management.

### 5.2 Future Directions

For region-Based BGS, more systematic and comprehensive performance evaluation of segmentation based BGS should be done. Also, there is no established metric that guarantees best segmentation. We will study more about various metrics to obtain a better segmentation hierarchy, and it could use two separate metrics
in generating basic segmentation and in building the hierarchy of segmentation. The selection of best segmentation from the hierarchy and finding better aggregation method are other issues that should be considered.

In appearance-based recognition and gallery construction, the following is the list of open issues which should be studied in the future.

1. Using a better color models in appearance model
2. Automatic estimation of threshold values in appearance comparison
3. Multiple frame based model - how can we combine appearance information as a person is tracked continuously?
4. Multiple frame based comparison - how can we improve matching as a person is tracked continuously?
5. Better use of segmentation information in local change detection
6. More effective gallery management, using the methods developed in 3 and 4

## Appendix A

## Symmetric Neighborhood Filter (SNF)

We use SNF as the first step to segment an image. The SNF is an image enhancement filter first introduced by Harwood et. al in [28]. It is designed to smooth the interiors of homogeneous regions while simultaneously enhancing blurred edges. Although it has been employed in several approaches [27, 58, 3, 47], it has not been described in detail. Hence, we summarize the algorithm here.

For each pixel, the SNF selects half the number of pixels in its neighborhood by selecting one pixel nearest in gray level to the center pixel from each pair of pixels located symmetrically opposite the center. When two pixels are equidistant to the center pixel or the nearest distance is greater than the given parameter $(\epsilon)$, the center pixel is selected. The collection of four pixels are averaged together, and finally the center pixel is replaced by the mean of the center pixel value and this average.

The following is the SNF $((2 n+1) \times(2 n+1)$ size $)$ algorithm for one iteration.

```
Algorithm: SNF-One-Iteration
for each pixel \((x, y)\)
    \(s \leftarrow 0\)
    for each pair of pixels \(\{(x+i, y+j),(x-i, y-j)\}\) where \(-n \leq i, j \leq n\)
        \(d=\min (|g(x+i, y+j)-g(x, y)|,|g(x-i, y-j)-g(x, y)|) ;\)
        if \(d>\epsilon\)
            \(s \leftarrow s+g(x, y)\)
        else if \((|g(x+i, y+j)-g(x, y)|<|g(x-i, y-j)-g(x, y)|)\)
            \(s \leftarrow s+g(x+i, y+i)\)
        else if \((|g(x+i, y+j)-g(x, y)|>|g(x-i, y-j)-g(x, y)|)\)
                \(s \leftarrow s+g(x-i, y-j)\)
        otherwise
                \(s \leftarrow s+g(x, y)\)
        endif
    endfor
    \(m \leftarrow((2 n+1) \times(2 n+1)-1) / 2\)
    \(g(x, y) \leftarrow(s / m+g(x, y)) / 2\)
endfor
```

$g(x, y)$ is the pixel value of pixel $(x, y)$, and $\epsilon$ is a single parameter of SNF filter. Although SNF can be applied with any $n \times n$ neighborhood, we use $3 \times 3$ SNF in our approach.

Three steps of the SNF is applied with different parameters. The first step runs with $\epsilon=0$ for four iterations to preserve edges. The second step runs to flatten the interior of regions with $\epsilon=\kappa \sigma$ for 200 iterations. If the all the pixels are fixed, it stops even before 200 iterations. Here, $\sigma$ is the noise level of the image, which is the median of the standard deviation of all $(2 n+1) \times(2 n+1)$ neighborhoods. $\kappa$ is a constant, usually 2.0 . To sharpen the borders of regions, the third step runs with $\epsilon=0$ and maximum number of iterations is 200 .


Figure A.1: An example image of SNF. (a) is the original image, and the result of SNF is (b). (c) and (d) show the difference in detail.

## Appendix B

## Algorithm for Path-length

We compute path-length of pixels in the given foreground region using a queue. The following algorithm computes path-length of all the points, sorts and stores them in a list.

```
Algorithm: Path-Length Computation
Q.insert(head point)
\(L \leftarrow 0\)
repeat
    \(p \leftarrow Q\).remove ()
    L.insert \((p)\)
    for each neighbor of \(p, q\)
            if ( \(q\) is in the silhouette) and ( \(q\) is unvisited)
                compute path-length of \(q\) using path-length of \(p\)
                Q.insertAtCorrectPosition(q)
            endif
    endfor
until \(Q\) is empty
```

$Q$ is a temporary queue, and $L$ is the result list with all the points in the silhouette sorted with respect with path-length. Q.insertAtCorrectPosition finds the correct position from $Q$, and guarantees that points in $Q$ are in order all the time.
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