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Billiard orbits in smooth (C∞) strictly convex domains in R2 are a special class of

smooth area preserving twist diffeomorphisms of the cylinder. These maps are determined

by the domain Ω on which the billiard orbit resides, and properties of the billiard map can

thus lead to conclusions on various mathematical objects which involve the same domain.

For instance, properties of the periodic orbits of the billiard map such as (1) the degeneracy

of a periodic orbit or (2) the measure of the set of all periodic orbits can lead to conclusions

on the asymptotic expansion of the Laplace spectrum of the domain.

In this work we show that by an arbitrarily small perturbation in the C∞ norm of the

domain can create a domain containing a periodic orbit which is highly degenerate. This

result can be viewed as extending Newhouse phenomena which was previously obtained

within the class of smooth area preserving diffeomorphisms to the more restricted class of

billiard maps. The methods used to carry these perturbations over to the class of billiard



maps is by perturbations of the domain Ω. Thus in this work we also explore how high order

perturbations of the boundary of the domain, specifically the curvature κ of the boundary,

effect the higher order jets of the corresponding billiard map.

The billiard map near the boundary is almost integrable for smooth strictly convex

domains. We use this fact to perform a small preliminary perturbation which yields a

domains with a periodic orbit containing a (quadratic) Homoclinic Tangency. The main

technique in obtaining Newhouse phenomena is by unfolding generically these Homoclinic

Tangencies. We thus show how one is able to unfold these Homoclinic Tangencies by

perturbations of the curvature. At the same time, we show how one is able to perform

these perturbations without destroying other billiard orbits in consideration.
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Chapter 1: Introduction

1.1 General Overview

There are many ways to begin the discussion of billiard orbits. One way is to begin

by considering a bounded domain Ω ⊂ R2 with boundary ∂Ω, and examine the eigenvalue

problem for the laplacian, i.e. solutions φ to

∆φ = λφ, φ = 0 on ∂Ω

for some eigenvalue λ, and consider the set of all the eigenvalues {λ1 < λ2 ≤ λ3 ≤ ... ≤

λn ≤ ...} which admit solutions. This is called the Laplace spectrum of Ω, and is denoted

by Sp(Ω). Obviously, the boundary Ω completely determines the spectrum Sp(Ω). This

has some interesting consequences however. For example, consider the counting function

of the Laplace spectrum, defined by N(λ) = |{λi ≤ λ}|. Weyl was able to prove in [39]

that the first term in the asymptotic expansion of N depends only on the area of Ω. For

the second term in the expansion, there is the following conjecture (named after Weyl):

Conjecture 1 (Weyl’s Conjecture). Let Ω have a C∞ smooth boundary. Then,

N(λ) =
area(Ω)

4π
· λ+

L(∂Ω)

8π
· λ1/2 + o(λ1/2),

where L(∂Ω) is the length of ∂Ω.
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What we mean by "C∞ smooth boundary" is that the curvature of the boundary,

κ : R/Λ(∂Ω) → R, is a C∞ function. What is interesting in this result is that purely

geometric properties of Ω are found inside the expansion of the counting function. One

might imagine that if you continue to expand the counting function, you continue to obtain

more quantities determined by Ω at each step (thus restricting which potential Ω may

produce any given Laplace spectrum). Indeed, prompted by Weyl’s result, this inverse

spectral problem was famously phrased by M. Kac in [24] as "Can one hear the shape of a

drum:"

Question 1 ("Can one hear the shape of a drum?"). Given a spectrum S = {λ1 < λ2 ≤

λ3 ≤ ...}, is there a unique Ω which produces S?

The answer depends on which class of domains one examines. For example, if one

examines non-convex domains with non-smooth boundaries, there are indeed well-known

counterexamples (see [7]). On the other hand, there is a positive answer in the space of

2 symmetric analytic domains [36]. However, if one restricts their view to domains which

have only smooth boundaries, the question remains open.

Interestingly, there is also a natural connection between the Laplace spectrum and

another quantity derived from Ω called the length spectrum. To define the length spectrum,

first we need to define what is called a closed geodesic in Ω. A geodesic in Ω is defined as

an orbit which travels in straight lines within Ω and reflects at the boundary ∂Ω with the

rule "the angle of incidence is equal to the angle of reflection." Such a geodesic is called

closed if it comes back to itself in a finite number of steps (i.e. is periodic). Then, the
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Length spectrum, denoted by L(Ω), is defined as

L(Ω) = N{length of all closed geodesics of Ω} ∪ N{Λ(∂Ω)}.

For instance, one way this is related to the Laplace spectrum is as follows:

sing supp

(
t →

∑
λ∈Sp(ω)

exp(iλ1/2t)

)
⊂ ±L(Ω) ∪ {0}.

Thus, one can imagine that much information on questions related to the Laplace spectrum

can be obtained through also studying the length spectrum (see [18], [32]). Indeed, Weyl’s

conjecture was proven by Ivrii in [19], provided Ivrii’s conjecture holds, which states:

Conjecture 2 (Ivrii’s Conjecture). For any Ω with boundary in C∞(R), the set of periodic

billiard orbits in Ω has measure zero .

Ivrii’s conjecture has been proven when one restricts their view to specific families of

billiards (for example in [9]), and can be considered when one restricts their view to specific

sets of periodic orbits (e.g. if one restricts their view to only k-periodic orbits for fixed

values of k). Another question which is one step down from Ivrii’s conjecture is whether or

not there are open sets of periodic orbits in some family of domains. For example, recently

it was proven in [6] that for projective billiards (which are a generalization of billiards -

see [34], [35]) there are no open subsets of 3-periodic orbits in higher dimension1. This has

also been proven for the case of convex domains in the plane with smooth boundary up to

periods of period 4 (see [1], [2]).

In this view, it makes sense to study the prevalence of periodic orbits in smooth

billiard systems. An obvious corollary of Ivrii’s conjecture would be that there are no
1He also proves that in the plane, the only counterexample is the so called right spherical billiard.
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open sets of periodic orbits. Considering that seemingly wild possibility, we observe that

if one were to somehow find an open set of q-periodic points in a billiard system, then the

differential at any point in this set must be the identity, i.e. df q(x0) = Id for each x0 in

this open set, where f is the billiard map.

We make the definition (following the definition given in [40]2), that a q−periodic

orbit is called absolutely periodic if the differential of f q is the identity and all second

order and higher partial derivatives of f q are 0 at any point in the orbit. Stated with this

definition, in [40] there is also the following conjecture3:

Conjecture 3 (Safarov-Vassiliev). There are no absolutely periodic orbits for euclidean

billiards.

This has been proven in the case of convex domains with analytic boundary ( [40]),

and in a few other cases ( [10]). Considering all the discussion so far, if one were to find

such an orbit, it would be quite surprising.

In this thesis, we detail a proof on the existence of billiard systems exhibiting an

absolutely periodic orbit of order n, which we define to be an orbit such that df q(x0) =

Id + F (x0), where F (x0) = 0 up to order n. Hence, with these definitions, an absolutely

periodic orbit is an absolutely periodic orbit of infinite order.

Before delving further into the result, we first describe in more detail the domains
2Note that in [40], the definition of absolutely periodic is given in terms of geodesic flows. We prove the

equivalence of our definition and theirs in Appendix C.
3Note that in the discussion around their conjecture they note that it should be possible to obtain such

orbits as we do in this thesis, though they do not make any mention on how often they appear (e.g. their

density among smooth convex domains).
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we consider. Denote by Dr the space of unit length strictly convex domains in R2 with

Cr+1 smooth boundary endowed with the Cr+1 topology, for r ∈ N or r = ∞. We label a

parameterization of a boundary ∂Ω by γ(s), the curvature at γ(s) by κ(s) = θ′(s) (where

θ(s) is the angle the tangent vector of ∂Ω at γ(s) makes with the horizontal axis), and

the radius of curvature ρ(s) = 1
κ(θ−1(s))

, with arc-length parameterization s. We identify

each domain Ω with the curvature of its boundary. Thus the domains in Dr correspond to

curvatures satisfying (see [20])

• L(∂Ω) = 1

• κ(s) ∈ Cr(R/Z)

• κ(s) > 0

•
∫ 1

0

ρ(t) cos(2πt)dt =

∫ 1

0

ρ(t) sin(2πt)dt = 0

(1.1)

Also, by abuse of notation (whenever it causes no difficulties) we say the billiard map

f associated to Ω is in Dr when Ω is in Dr. Additionally, when there is an orbit under the

map f , we sometimes say Ω ’has’ that orbit or f ’has’ that orbit. With these definitions

given, we may now state our main result:

Theorem 1. For any n ∈ N, and any Ω ∈ D∞, there exists a domain Ω̃ ∈ D∞ arbitrarily

close to Ω in the C∞ topology such that Ω̃ has an absolutely periodic orbit of order n.

To prove this we seek to use the methods from [15] to obtain a similar result for billiard

maps. In their setting, something stronger is proven that involves what are called Newhouse

domains. The notion of Newhouse domains comes from another field of dynamical systems

- that of homoclinic orbits and their bifurcations. Newhouse proved in [27], [28], [29],

5



that there exist open sets (Newhouse domains) in which maps that exhibit homoclinic

tangencies are dense. Moreover, it was shown that these domains exist around any map

that exhibits a homoclinic tangency. Later, this result was extended by Duarte to the class

of area-preserving maps in [12].

In these regions, one can create many interesting phenomenon by perturbing the

map so that these homoclinic orbits move in such a way we call "unfolding." For instance,

in [16] (see also [17]) they were able to find invariant hyperbolic sets of arbitrarily large

Hausdorff dimension by studying these generic unfoldings. Related to our thesis, by

studying unfoldings it was shown in ( [15], Theorem 3) that in the Newhouse domains in the

space of area preserving C∞(R2) maps, maps with infinitely many homoclinic tangencies

of all orders are dense in the Cr-topology for any r > 0, including r = ∞. In this thesis

we prove this result in the case of billiard maps, though here we are only interested in

obtaining a map close to our original map with at least one periodic orbit which to high

order is the identity.

While we follow many of the same arguments found in [15], it should be mentioned

there are natural difficulties in extending the problem to billiard maps. There are many

ways which we tackle these various problems, which we will go into in detail, but one

particularly interesting result used to analyze the billiard map is the following:

Theorem 2. Consider the map T which is the billiard map composed with itself n+3 times.

Given an orbit O = ((s0, φ0), ..., (sn, φn), ...) (not necessarily periodic) with si ̸= sj for

i ̸= j and close to the boundary, one may vary each partial derivative of T at (s0, φ0) up

to order n independently by perturbing the derivatives of the curvature at s0, ..., sn up to
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order n− 1, while leaving the orbit O fixed.

For a more precise statement of this theorem, see Chapter 3, Perturbation 3. The

proof of this theorem is quite technical, and is detailed in Chapter 4. It also highlights one

of the difficulties in working with billiard maps; namely, that to perturb within the class of

billiard maps one must perturb the curvature function of the associated domain and then

analyze how this change effects the jets of the billiard map.

Now, we go into more detail on the various difficulties in restricting the results of [15]

to the class of billiard maps.

Generic Conservative Systems

In general, proving generic properties of dynamical systems often depends on the

class of systems you examine. The wider the class of systems, the more flexibility one

has in proving a property holds. For instance, there is a closing lemma for a range of

dynamical systems such as C1 diffeomorphisms and C1 Hamiltonian flows ( [33]), yet an

analogous result for geodesic flows under Riemannian metrics is still open4. Similarly in [8]

the existence of positive topological entropy and nontrivial hyperbolic sets was proven for

Riemannian metrics in high dimension, even though for many years prior the same result

was known for hamiltonian flows ( [29]).

The main difficulty in these restricted settings is that there are no local perturbations

in the phase space. For example, let (M, g) be a compact Riemannian manifold. Then

geodesic flow is a flow on a unit cotangent bundle, denoted by U∗M . Consider then
4For Hamiltonians on closed surfaces there is a C∞ closing lemma (see [4]), however, the proof does not

apply to geodesic flows and does not use local perturbation techniques.
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π : U∗M → M where π is a natural projection. If we perturb the metric g on a small open

neighborhood V of some point x in M , then in U∗M we perturb on π−1V , which contains

many fibers (see Figure 1.1).

Figure 1.1: A picture showing how local perturbations of g in M lead to non-local

perturbations in U∗M .

So, naturally there are significant difficulties in doing the same analysis as in [15]

while restricted to only billiard maps. The main issues that exist and which we overcome

in this thesis are

• Given a finite set of orbits, ensuring the deformations used change the differential of

the billiard map at one given orbit in this set without changing the other orbits in

this set. This difficulty arises from there being no local perturbations in the phase

space, analogous to the difficulty found in other dynamical systems mentioned above.

• Constructing deformations which do not lead outside of the class of billiard maps and

unfold high order HT generically.

• Constructing deformations which do not lead outside of the class of billiard maps and

accurately vary high order derivatives of the billiard map in controlled ways.
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More will be said on how we overcome these challenges, but briefly we mention the

general strategies. For the first difficulty, we make sure new orbits satisfy what we call

an injectivity condition. Essentially, this condition says that there are, in each orbit, a

sufficient number of points which do not hit the same spot on the boundary as the other

orbits considered hit.

For the last two points: to ensure we stay in the class of billiard maps as we deform,

we study how changes of the curvature function effect the associated billiard map. Then, in

order to accurately change higher derivatives of the billiard map, we carefully go through

(in much technical detail) how changing the higher derivatives of the curvature effects the

higher derivatives of the billiard map.

Now we will go over some standard definitions used for the concepts considered

throughout the thesis. Those who are familiar with these can find the outline of the

proof given in Section 2.1.

1.2 Billiard Maps and Homoclinic Orbits

Here we describe briefly billiard orbits in R2 (see also [22], [23]). Geometrically

speaking, billiard orbits are curves obtained by considering geodesics on the inside of a

domain with the rule "angle of incidence equal to angle of reflection" to describe how the

curve behaves when it hits the boundary.

As before, we consider domains Ω in Dr, with boundary parameterized by γ. For these

domains we have the associated billiard map f acts as f : A → A, where A = T× [0, π] is a

cylinder. The map f is defined by f(s0, φ0) = (s1, φ1), where φ is the angle the trajectory
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Figure 1.2: A billiard orbit.

of the billiard orbit makes with the tangent of ∂Ω at γ(s).

It is easy to see from elementary geometry that if we define L(s0, s1) = ∥γ(s1)−γ(s0)∥,

we have


∂L(s0,s1)

∂s0
= − cos(φ0),

∂L(s0,s1)
∂s1

= cos(φ1).

In this view, we note that billiard maps are a class of maps that act on the cylinder

A.

Figure 1.3: We view the billiard map as a special class of maps acting on the cylinder A.

We also note that these maps are actually twist diffeomorphisms, since in the case of
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strictly convex billiards we have

∂s1
∂φ0

> 0.

This implies that to have df q(x0) = Id would indeed be, in a sense, rather unusual, since

it would effectively be undoing the effects of the twist condition.

Finally we also mention that billiard maps are area preserving maps, with area form

sin (φ) dφ ∧ ds. In our case, this is relevant as this implies that the determinant of the

differential of a periodic orbit is always equal to 1 (where the product is 1 since the map is

area preserving).

In this thesis, we consider periodic orbits in billiard maps, often of period q. Specifically

we begin by considering hyperbolic periodic orbits, so that df q(x0) has one eigenvalue λ

greater than 1, and the other λ−1 less than 1.

Further, we consider a special type of hyperbolic orbit that has what is called a

homoclinic tangency (HT). This means it has a point p0 that is in both the unstable

manifold W u(x0) and the stable manifold W s(x0) of our orbit, and that these manifolds

intersect tangentially at pm = fm(p0). If the tangency is of order n, we say the tangency is

a homoclinic tangency of order n.

Homoclinic tangencies have been studied extensively, and it has been found that

bifurcations of maps exhibiting homoclinic tangencies can produce a variety of surprising

behaviours. In [15], the proof of theorem 3 consists essentially of a series of bifurcations of

maps with homoclinic (or heteroclinic) tangencies.

A major technical step of our proof is to construct a deformation that unfolds (splits)

a given HT of order n generically, while remaining in the class of billiard maps. This means
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Figure 1.4: A hyperbolic periodic point x0 with a homoclinic tangency at pm.

that, essentially, we can move each derivative of the curve fm(W u(x0)) in a neighborhood

of pm independently as we vary our map by a deformation dependent on a parameter

ε = (ε0, ..., εn).

Specifically, we let p(t) ∈ fm(W u
loc(x0)) with t ∈ (δ, δ) and p(0) = pm, and let Φ(t) be

the shortest distance between p(t) and W s
loc(x0). We then embed our map into a smooth

family of maps (fε)|ε|≤1 dependent on ε and with f0 = f . Then, for each ε, we similarly

define Φε(t) to be the shortest distance between pε(t) ∈ fm(W u
loc,ε(x0)) and W s

loc,ε(x0).

Then, defining for j ≥ 0

Γj(ε) = Φ(j)
ε (0),

we say our HT of order n unfolds generically if (see Figure 1.5)

det

(
∂(Γ0(ε),Γ1(ε), ...,Γn(ε))

∂ε

)
̸= 0.

.
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Figure 1.5: Unfolding the tangency.

We now briefly describe in more detail some of the already mentioned challenges in

the proof and how we overcome them. This leads to some natural definitions which we use

throughout the thesis.

1.3 Billiard map’s relation to curvatures and the injectivity condition

As mentioned before, the main difficulty in the problem of studying perturbations

of billiard maps arises from the differences between general twist diffeomorphisms and

billiard maps. Recall that billiard maps are a distinct subset of are preserving twist

differomorphisms. In particular, we want to consider only billiard maps in Dn, i.e. maps

whose domains have their curvature function satisfy the Conditions 1.1. So, order to

ensure our maps remain in Dn as we perform perturbations (and do not accidentally find

themselves outside of the subset of maps we want to remain in), all of our perturbations

are done by perturbing the curvature function of the domain. Thus, we examine how

perturbations of the curvature of our domain effects the billiard map. This is a non-trivial

technical aspect of our thesis.
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To tackle this, we detail a general perturbation wherein we perturb the nth derivatives

of the curvature at n+3 sequential points in a periodic orbit ((s0, φ0), ..., (sn+3, φn+3)), and

calculate how this effects the nth partial derivatives of sn+3 and φn+3, and show that one

may vary each of these independently while not effecting lower partial derivatives of these

functions - provided the period of these orbits is large enough and they are close enough

to the boundary. This result was already mentioned in Theorem 2.

Additionally, behind all of the perturbations we do is an important condition we must

ensure which we call the injectivity condition, which we begin to describe now. Ensuring

this condition is the second main difficulty of extending the results of [15] to the case of

billiard orbits (the first difficulty being precisely determining how changes in the curvature

effects changes in the billiard map). First we give a motivation behind this condition, and

then we give a precise definition of this condition.

Throughout our proof we will desire to perturb multiple heteroclinic tangencies (of

varying degree) between various orbits independently. Now in the case of arbitrary C∞

area-preserving maps, we can perturb locally so that we only effect one orbit at a time.

In the case of billiard maps however, we can only perturb the curvature, which acts as

perturbing in a strip in the cylinder that the billiard map acts on. Thus, if we wish to

perturb one orbit without effecting a set of other orbits, we must have that the strips where

we perturb do not have any points of the other orbits entering them.

More precisely: Consider a group of orbits, {Oj}1≤j≤N , where each orbit is defined

by

Oj = fk(xj) : k ∈,

14



where xj ∈ for each 1 ≤ j ≤ N . Then, if p̃ = (s̃, φ̃) is a point in one of these orbit, we

define the orbit to be injective at p̃ if for some δ > 0 and all x in {(s, φ) ∈ Oj : 1 ≤ j ≤ N},

|s− s̃| ≤ δ implies x = p̃. This is equivalent to the condition that some open neighborhood

of the the vertical line going through the point x does not contain any other point in any

orbit in our collection. If there are at least three such points in an orbit, we say the orbit

satisfies the injectivity condition with respect to {Oj}1≤j≤N (see Figure 1.6).

Figure 1.6: Two orbits (x0, ..., x5) and (y0, ..., y5) on our cylinder. The injectivity condition

is satisfied at x3, x4, and x5 since there are open neighborhoods around the vertical line

through these points that does not contain any point in the orbit of (y0, ..., y5).

Thus, we must ensure that at each step of our proof whenever there is a new orbit

considered, the injectivity condition remains satisfied with the new orbit and all of the

previous orbits.

15



Appendix 2: Main Theorem

2.1 Overview of Proof of Theorem 1

Here we provide a road map of our proof. For the rest of the thesis, we take Ω to be

a domain in D∞. We also let f be the billiard map associated to Ω. For the proof at the

end of this section and for the outline of the proof, we consider a fixed n ∈ N. With these

definitions, the general steps we take in proving Theorem 1 are as follows:

Outline of proof:

1. (Constructing an orbit with Homoclinic Tangency) We first perturb to obtain a

boundary with a hyperbolic periodic orbit that has an associated quadratic homoclinic

tangency. The ideas here use KAM theory and the fact (due to Lazutkin) that the

billiard map is nearly integrable near the boundary. This is relegated to Appendix

A.

2. (Using a Tower Construction to obtain a Rotation to order n) Then, following the

steps of [15], we construct a tower of heteroclinic tangencies. We unfold this tower

to obtain a HT of order 2n+ 4. Then, we unfold this HT of order 2n+ 4 generically

to obtain an elliptic periodic orbit which, to order n, is a rotation. This is done in

section 2.4.
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(a) (Unfolding an HT of order n generically) Throughout step 2 we obtain HT of

order k (where 2 ≤ k ≤ 2n + 4) which we want to unfold generically. We show

how we do this in section 2.2.

(b) (Verify the Injectivity condition) Whenever a new orbit is considered in step 2 we

perturb our domain so that the injectivity condition remains satisfied between

this orbit and all the other orbits already under consideration. We show this

perturbation in section 2.3.

3. (Rotate the differential to order n) We then construct a perturbation at n+ 3 points

of this elliptic periodic orbit that changes the differential up to order n as a slight

rotation, so that we obtain a rotation matrix with a guaranteed rational rotation

angle. This is done in section 2.5. This then completes the proof.

We now go through the specific lemmas used to prove Theorem 1, following the

outline given above. As stated, in Appendix A, we describe the steps to obtain a domain

whose associated billiard map has a hyperbolic periodic orbit with a quadratic homoclinic

tangency. The lemma used from this section is as follows:

Lemma 1.1. Consider the set of C∞ domains whose associated billiard map has at least

one hyperbolic periodic orbit such that:

• the orbit is of some period q ≫ 1, and has rotation number 1/q (such a periodic orbit

forms a q-gon inscribed inside Ω),

• the invariant manifolds of a point in the orbit have a quadratic homoclinic tangency,
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• the periodic orbit remains close to the boundary and is such that the local stable

and local unstable manifolds at each point in the orbit have non-zero angles with the

vertical axis.

These domains are dense among C∞ domains.

The main idea in proving this lemma is that near the boundary, the dynamics of the

billiard map become almost integrable.

In Section 2.2 we show how to perturb high order HT generically. This is step 2a in

the outline. The lemma proven in this section is

Lemma 1.2. Let n ∈ N. If p is a point of homoclinic tangency for the billiard map f and

the injectivity condition is satisfied for the homoclinic orbit and its associated periodic

orbit, then there exists a deformation of the boundary such that this nth order HT unfolds

generically at p.

In Section 2.3 we show step 2b of our outline. The important lemma proven in this

section is the following:

Lemma 1.3. Let n ∈ N. Given a hyperbolic periodic orbit {(sj, φj) : 0 ≤ j ≤ q − 1} with a

homoclinic orbit containing a point of homoclinic tangency of order n at pm, there exists

an arbitrarily small perturbation of the boundary on small neighborhoods of the points

γ(sj1), γ(sj2), γ(sj3), where j1 < j2 < j3, which keeps the hyperbolic periodic orbit fixed

and is such that under the perturbed map, the hyperbolic periodic orbit has an associated

homoclinic orbit which satisfies the injectivity condition with respect to itself and the

periodic orbit, and also has a HT of order n. Moreover, the point of HT of order n under
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the perturbed map is close to the point which is an nth order HT under the unperturbed

map by choosing the size of the perturbation to be small.

The main idea here is that by slightly varying the angles of the unstable and stable

manifolds of our periodic point, we may slightly move the points of the in the homoclinic

cycle, and it is shown that by considering many points in this cycle it is impossible that it

fails to achieve the injectivity condition as we smoothly vary the angles of these manifolds.

In Section 2.4, we go through step 2 of our outline. The main result we prove is

Lemma 1.4. Let n ∈ N. Given a C∞ billiard map f with a point of quadratic HT, there

exists a C∞ billiard map f̃ which is arbitrarily close to f in the C∞ topology such that f̃

contains an elliptic periodic orbit such that at this orbit the differential of f̃ is a rotation

up to of order n.

To prove this we perform a series of unfoldings of various HT (following the steps

of [15]) in order to construct a homoclinic tangency of order 2n + 4, and then unfold this

HT to obtain an elliptic periodic orbit which is a rotation up to order n.

In Section 2.5 we prove

Lemma 1.5. For any 0 < δ ≪ 1 and n ∈ N, there is a perturbation of size δ in the C∞

topology at n + 3 points of any given orbit (s0, φ0), ..., (sq−1, φq−1) with q > n + 3 which

leaves this part of the orbit fixed and which changes the differential of the billiard map so

that

df q(s0, φ0) → Rδdf
q(s0, φ0) + ∆n(s0, φ0),

where Rδ is a rotation matrix which rotates by angle δ and where the error term ∆n(s, φ)
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satisfies

∂k∆n(s, φ)

∂sk−i∂φi

∣∣∣∣∣
(s,φ)=(s0,φ0)

= 0

for 0 ≤ i ≤ k ≤ n.

Applying this lemma to the degree n elliptic periodic orbit obtained before, we ensure

a rational rotation by performing an arbitrarily small perturbation if the rotation angle is

irrational.

We now put all these lemma together in the proof of Theorem 1:

Proof of Theorem 1

Proof. We begin with a boundary Ω ∈ D∞ and a fixed n ∈ N. By Lemma (1.1), we find

a domain Ω1 which is C∞ close to Ω and contains a hyperbolic q-periodic point O1 with a

quadratic homoclinic tangency, satisfying the conditions described in Lemma (1.1). Then

by Lemma (1.4) we find a C∞ domain Ω2 which is C∞ close to Ω1 so that the domain Ω2

contains an elliptic orbit such that the differential of the billiard map at that a point in

that orbit is a rotation to order n. Then we use Lemma (1.5) to obtain a domain Ω3 in C∞

which is C∞ close to Ω2 and which has an orbit so that the differential of the billiard map

at that point is a rotation by a rational angle, to order n. Then, considering the billiard

map composed with itself equal to the denominator of that rational angle, the proof is

completed.

In the following sections we will give proofs of the various lemmas and statements

mentioned above. Throughout these proofs we will be using various perturbations of the
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curvature at specific points on the boundary of the domain to effect the differential of the

billiard map. The proofs of how these perturbations effect the curvature are in Chapter 3.

2.2 Unfolding an nth order HT generically

The main lemma we wish to prove in this section is Lemma (1.2).

To begin, we let O be a point in the periodic orbit, and p be a point of homoclinic

tangency, and n⃗ the normal vector of W s(O) at p. We also let p(t) for |t| ≤ δ and some

small δ be unit speed parameterization of a section of W u(O) with p(0) = p (see Figure

2.1).

We then start with the following:

Lemma 1.2.1. One may construct perturbations for each 0 ≤ k ≤ n such that p(t) → pε(t)

such that

pε(t) = p(t) +R

 O(t2)

εtk +
∑n+1

j=k+1 gj(ε)t
j


for some C∞ functions gj which satisfy gj(0) = 0, where R is a rotation matrix which maps

the vector (0, 1) to n⃗. Equivalently, these perturbations change Φε as

Φε(t) = Φ(t) + εtk +
n+1∑

j=k+1

gj(ε)t
j.

We label the perturbations described as pertk(ε). These perturbations can then be

used to obtain the main lemma of this section (Lemma (1.2)) by the following inductive

process:
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Figure 2.1: Figure showing all the objects described. We vary in small strips around

the points (s1, φ1), (s2, φ2) (corresponding to small neighborhoods of their position on the

boundary of the domain) in order to change Φ(t) so that the derivatives of Φ at t = 0 vary

independently.

Lemma 1.2.2. If we have a set of perturbations pertk(ε) as described above, then there exist

perturbations for each k which have the effect on Φ as

Φε(t) = Φ(t) + εtk +O(tn+1).

Proof of lemma 1.2.2. Perform pert0(ε0) which yields the following Φε0(t):

Φε0(t) = Φ(t) + ε0 +
n+1∑
k=1

g0,k(ε0)t
k

for some C∞ functions g0,k, which have g0,k(0) = 0 for each k. Then we perform pert1(ε1)

to obtain

Φ(ε0,ε1)(t) = Φ(t) + ε0 +
n+1∑
k=1

g0,k(ε0)t
k + ε1t+

n+1∑
k=1

g̃1,k(ε1)t
k,

22



again for some C∞ functions g̃1,k, which have g̃1,k(0) = 0 for each k. We thus set ε1 =

−g0,1(ε0) and label each g0,k(ε0) + g̃1,k(−g0,1(ε0)) = g1,k(ε0) to obtain

Φε0(t) = Φ(t) + ε0 +
n+1∑
k=2

g1,k(ε0)t
k.

We then repeat this process n− 2 more times, each time eliminating the lowest order term

in Φε0(t) to obtain a total perturbation by the parameter ε0 which yields

Φε0(t) = Φ(t) + ε0 +O(tn+1).

Then, we perturb by a new parameter ε1, repeating the same process but at one degree

higher. In the end, we obtain a perturbation by the parameter ε = (ε0, ..., εn) which gives

us

Φε(t) = Φ(t) + ε0 + ε1t+ ...+ εnt
n +O(tn+1).

This then allows us to prove Lemma (1.2):

Proof. Observe that Lemma (1.2.2) allows us to vary each derivative of Φ independently

up to order n.

So, what remains is to prove Lemma (1.2.1).

Proof. First, we set

p = (s3, φ3) = f 3(s0, φ0) = f 2(s1, φ1) = f(s2, φ2)

p(t) = (s3(t), φ3(t)) = f 3(s0(t), φ0(t)) = f 2(s1(t), φ1(t)) = f(s2(t), φ2(t)),
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and we perturb κ in a small neighborhood around s1 and s2. To begin we will do a general

perturbation of adding ∆κε to κ, and later specify exactly what ∆κε is. We also note that

we may use Perturbation 5 in Chapter 3 in order to, without loss of generality, assume the

injectivity condition is satisfied at s1 and s2.

Then, sending κ → κε = κ + ∆κε, and defining our perturbation to send β1 →

β1 +∆β1(ε, t), l1 → l1 +∆l1(ε, t), β2 → β2 +∆β2(ε, t), l2 → l2 +∆l2(ε, t), we have

df 3
ε ((s0(t), φ0(t))) = df 3((s0(t), φ0(t))) + ∆df 3

ε ((s0(t), φ0(t)))

+O(∆l1(ε, t) + ∆β1(ε, t) + ∆l2(ε, t) + ∆β2(ε, t)) +O(∆κ2
ε(t))

where, following the same calculations done in Chapter 3 for Perturbation 4,

∆df 3
ε ((s0(t), φ0(t))) =a1(t)∆κε(s1(t)) + a2(t)∆κε(s2(t)) b1(t)∆κε(s1(t)) + b2(t)∆κε(s2(t))

c1(t)∆κε(s1(t)) + c2(t)∆κε(s2(t)) d1(t)∆κε(s1(t)) + d2(t)∆κε(s2(t))

 ,

(2.1)

with a1(t) b1(t)

c1(t) d1(t)

 = df 2((s1(t), φ1(t)))

0 0

2 0

 df((s0(t), φ0(t)))

a2(t) b2(t)

c2(t) d2(t)

 = df((s2(t), φ2(t)))

0 0

2 0

 df 2((s0(t), φ0(t)))

First off, we consider the case of k ≥ 1 (we treat the case k = 0 later). For this case, we

consider perturbations with the following properties:

∆κε(si) = ... = ∆κ(k−2)
ε (si) = 0

∆κ(k−1)
ε (s1) = ε1

∆κ(k−1)
ε (s2) = ε2

(2.2)
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for i = 1, 2. Then it is easy to show using ∂1l(s, s
′) = − cos(φ), ∂2l(s, s

′) = cos(φ′) that

this implies for i = 1, 2 and j + l = k − 1

∂k−1∆li(ε, t)

∂ls0∂jφ0

∣∣∣∣
t=0

=
∂k−1∆βi(ε, t)

∂ls0∂jφ0

∣∣∣∣
t=0

= 0. (2.3)

From here we have all we need to expand f 3
ε ((s0(t), φ0(t))) in t, up to order k. We do

this just for s3,ε(s0(t), φ0(t)), as the other component is similar. We obtain through Taylor

expansion

s3,ε(t) = s3,ε(0) +
k∑

l=1

tl

l!

l∑
j=0

{
∂ls3,ε(t)

∂sj0∂φ
l−j
0

∣∣∣∣
t=0

(s′0(0))
j(φ′

0(0))
l−j

(
l

j

)

+O(tk+1) + (derivatives of s3,ε of order less than l)

}

and from Equation (2.1), we have (including the j = 0 case, which one can check using

Relations (2.5))

∆
∂ls3,ε(t)

∂sj0∂φ
l−j
0

∣∣∣∣
t=0

= a1(0)∆κ(l−1)
ε (s1)

(
∂s1
∂s0

)j−1(
∂s1
∂φ0

)l−j

+ a2(0)∆κ(l−1)
ε (s2)

(
∂s2
∂s0

)j−1(
∂s2
∂φ0

)l−j

+ (lower derivatives of ∆κε)

+ (derivatives up to order l − 1 of ∆l1)

+ (derivatives up to order l − 1 of ∆l2)

+ (derivatives up to order l − 1 of ∆β1)

+ (derivatives up to order l − 1 of ∆β2),

(2.4)

So we get that with Equations (2.2) and (2.3) most of these terms are 0, and in fact we are
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left with only the final term:

s3,ε(t) = s3(t) +
tk

k!

{ k∑
j=0

(
a1(0)ε1

(
∂s1
∂s0

)j−1(
∂s1
∂φ0

)k−j

+a2(0)ε2

(
∂s2
∂s0

)j−1(
∂s2
∂φ0

)k−j)
(s′0(0))

j(φ′
0(0))

k−j

(
k

j

)}
.

Simplifying (one may check the equivalences), we get

∆s3,ε(t) =
tk

k!

[
ε1a1(0)

(
∂s1
∂s0

)−1

(s′1(0))
k + ε2a2(0)

(
∂s2
∂s0

)−1

(s′2(0))
k

]
.

Similarly we get

∆φ3,ε(t) =
tk

k!

[
ε1c1(0)

(
∂s1
∂s0

)−1

(s′1(0))
k + ε2c2(0)

(
∂s2
∂s0

)−1

(s′2(0))
k

]
.

Note that we chose to use a1, a2, c1, c2. However, we could use the other variables b1, b2, d1, d2

and perform the same analysis to get equivalent expressions. These can all be related by

the fact that for i = 1, 2

ai(0) = bi(0)

(
∂si
∂φ0

)−1(
∂si
∂s0

)
ci(0) = di(0)

(
∂si
∂φ0

)−1(
∂si
∂s0

) (2.5)

Thus, we can choose ε1, ε2 such that we perturb (s3(t), φ3(t)) in the direction of n⃗ if we

have the following:

det


a1(0)

(
∂s1
∂s0

)−1

(s′1(0))
k a2(0)

(
∂s2
∂s0

)−1

(s′2(0))
k

c1(0)

(
∂s1
∂s0

)−1

(s′1(0))
k c2(0)

(
∂s2
∂s0

)−1

(s′2(0))
k

 ̸= 0. (2.6)

From here, we suppose that s′1(0) ̸= 0 and s′2(0) ̸= 0. We prove that that is indeed the case

in Lemma (1.2.3). Now, given these inequalities, Equation (2.6) is equivalent to

det

a1(0) a2(0)

c1(0) c2(0)

 ̸= 0,
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or from our relations, equivalently

det

a1(0) b2(0)

c1(0) d2(0)

 ̸= 0.

Now, from Equation (2.4) we havea1(0) b2(0)

c1(0) d2(0)

 =

∂s1
∂s0

∂s3
∂φ1

∂s2
∂φ0

∂s3
∂φ2

∂s1
∂s0

∂φ3

∂φ1

∂s2
∂φ0

∂φ3

∂φ2

 ,

so taking the determinant we obtain

det

(a1(0) b2(0)

c1(0) d2(0)

)

=
∂s1
∂s0

∂s3
∂φ1

∂s2
∂φ0

∂φ3

∂φ2

− ∂s2
∂φ0

∂s3
∂φ2

∂s1
∂s0

∂φ3

∂φ1

=
∂s1
∂s0

∂s2
∂φ0

(
∂s3
∂φ1

∂φ3

∂φ2

− ∂s3
∂φ2

∂φ3

∂φ1

)
=

∂s1
∂s0

∂s2
∂φ0

((
∂s3
∂s2

∂s2
∂φ1

+
∂s3
∂φ2

∂φ2

∂φ1

)
∂φ3

∂φ2

− ∂s3
∂φ2

(
∂φ3

∂s2

∂s2
∂φ1

+
∂φ3

∂φ2

∂φ2

∂φ1

))
=

∂s1
∂s0

∂s2
∂φ0

∂s2
∂φ1

det

(
df(x2)

)
̸= 0.

Thus we may find ε1, ε2 so that our perturbation moves W u(O1) in a small neighborhood

of the point of tangency with W s(O2) by εtk + O(tk+1) in the direction n⃗. In order to

obtain that the changes to order k + 1 and above are C∞ smooth in ε, we simply choose

perturbations which are C∞ and which satisfy Equations (2.2), and observe that at ε = 0

there is no change Φ. This finishes the proof of the lemma for cases k ≥ 1.

Now we deal with the case of k = 0. For this case, we are able to achieve the desired

result by perturbing around three points of the periodic orbit O = (O, f(O), ..., f q−1(O))
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which satisfy the injectivity condition with respect to O and the homoclinic orbit containing

p. The perturbation we perform is from Chapter 3, Perturbation 2, which allows us to

change the angles of the invariant manifolds of O. This allows us to in a sense "raise"

or "lower" the height of the moment of tangency (which in turn of course destroys it and

either yields no point of tangency, or two points of transverse homoclinic intersection) (see

Figure 2.2).

Figure 2.2: We vary in small strips around points in the orbit of O in order to change Φ(t)

so that the position of Φ(0) changes in the direction of n⃗.

The exact details are worked out in Chapter 3, Perturbation 2, which allows us to

obtain exactly

Φε(t) = Φ(t) + ε+O(ε2).

Now, we deal with the following technical issue that came up during the proof:
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Lemma 1.2.3. With the given definitions, we have

s′1(0) ̸= 0, s′2(0) ̸= 0.

Proof. This follows from our manifolds near O having a non-zero angle with the vertical

line. Recall that the point (s3(0), φ3(0)) is a point of homoclinic tangency between W u(O)

and W s(O). This implies that (s2(0), φ2(0)) is a point of homoclinic tangency between

W u(f−1(O)) and W s(f−1(O)), and (s1(0), φ1(0)) is a point of homoclinic tangency between

W u(f−2(O)) and W s(f−2(O)).

Thus, if (s′1(0), φ′
1(0)) is a tangent vector of W u(f−2(O)) at the point of intersection

with W s(f−2(O)) (and similarly (s′2(0), φ
′
2(0)) for W u(f−1(O))), which means it is also a

tangent vector of W s(f−2(O)). Thus, if s′1(0) = 0, this tangent vector would be vertical,

which would contradict our assumption that the manifolds (in particular the stable manifold)

have non-zero angles with the vertical line near the periodic point.

2.3 Satisfying the Injectivity Condition for a HT of order n

In this section, we prove Lemma (1.3).

Proof. We begin by considering a periodic orbit containing the point O = (s0, φ0), with

an nth order homoclinic tangency at p. Using Perturbation 2 from Chapter 3, we perturb

around a small strip U of width σ around O in order to embed our map f into a smooth

deformation (fτ )|τ |≪1 which leaves the periodic orbit fixed and satisfies f0 = f as well as that

the difference in the direction normal to W s
loc(O) at p between W u

loc,τ (O) (the local unstable

manifold corresponding to fτ ) and W u
loc(O) in a small neighborhood of p is τ +O(τ 2) (See

Figure 7).
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We now fix some τ . Then, we use the same type of perturbation, but while considering

the inverse of the billiard map fτ in order to move the stable manifold. This lets us embed

fτ into a smooth deformation (fτ,ε)|ε|≪1, with fτ,0 = fτ , with the local stable manifold

W s
loc,(τ,ε) corresponding to fτ,ε such that the difference from W s

loc,τ (O) in the direction of

the normal to W s
loc(O) at p is ε+O(ε2). Thus, choosing ε as a function of τ , we may find a

specific map f̃τ which still has a moment of tangency, but now in a different location than

the tangency for f . We may arrange for the position to be a distance τ +O(τ 2) away from

p in the direction perpendicular to W s
loc(O) at p.

We label this new moment of tangency pτ , and the manifolds of f̃ by W u
τ (O) and

W s
τ (O), and locally by W u

loc,τ (O) and W s
loc,τ (O) (See Figure 2.3)

Figure 2.3: Moving the moment of tangency.

Note that the HT at pτ is of the same order as the HT at p under the original map f ,

up to small error. These errors however can be eliminated exactly by performing the types

of perturbations done in the previous section.

We now show precisely how the homoclinic orbit under the map f̃τ varies from the

30



homoclinic orbit under f as we vary τ . To begin, given any σ, there is a number m ∈ so

that f−qm(p) /∈ U and f−q(m+1)(p) ∈ U . Similarly, there exists an M ∈ so that f qM(p) /∈ U

and f q(M+1)(p) ∈ U . Note that as σ → 0, then m,M → ∞.

We examine how the new homoclinic points f qk(pτ ) change from f qk(p), for each

−m ≤ k ≤ M .

Lemma 1.3.1. For each −m ≤ k ≤ M , we have

∂

∂τ

(
f̃ qk
τ (p) · n⃗(f qk(p))

)∣∣∣∣
τ=0

= λ−k

∂

∂τ

(
f̃ qk
τ (p) · ν⃗(f qk(p))

)∣∣∣∣
τ=0

= 0,

(2.7)

where λ is the eigenvalue of df q(O) greater than 1, n⃗(f qk(p)) is the unit normal vector of

W s
loc(O) at f qk(p), and ν⃗(f qk(p)) is the unit tangent vector of W s

loc(O) at f qk(p).

Proof. We observe that this is true for k = 0 by our construction of the map f̃τ . Then, by

the lambda lemma (or by considering the map in Birkhoff normal form), we have that the

other moments of tangency move the following distances

||f qk(pτ )− f qk(p)|| = τ

λk
+O(τ 2)

in the direction of n⃗(f qk(p)).

Now, for each σ > 0, label the embedding which satisfies Equation (2.7) for −m ≤

k ≤ M by (fσ,τ )τ≪1. Then, suppose that for each such embedding, the injectivity condition

fails. We examine these embeddings. For the injectivity condition to fail, this means that

for each −m ≤ k ≤ M (except for at most two numbers), either there is an additional

point qkσ,τ which is on the same vertical line going through f qk
σ,τ (p) (case 1), or there is an

infinite sequence of points (qk,jσ,τ )j∈N which accumulates onto the vertical line going through
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f qk
σ,τ (p) (case 2), where these points qkσ,τ and qk,jσ,τ belong to either the hyperbolic periodic

orbit or to the homoclinic orbit.

Now since our hyperbolic periodic orbit is near the boundary, and the points f qk
σ,τ (p)

are all in the invariant manifolds of O, the points qkσ,τ and qk,jσ,τ cannot be a part of the

periodic orbit. Hence they must be a part of the homoclinic orbit, and since they also lie

outside of the region U , there must be some −m ≤ nk ≤ M such that qkσ,τ = f qnk
σ,τ (p), and

qk,jM,τ = f
qnk,j
σ,τ (p) Observe this immediately implies the second case is impossibility, since

there are only a finite number of points of the homoclinic orbit which are not in the region

U .

Figure 2.4: Dynamics near O, assuming the injectivity condition fails. In the figure, the

injectivity condition fails in the way we labeled the second case around the point p, and in

the first case around the points f q(p), f 2q(p), and f 3q(p).

Thus, we proceed to analyze the first case. We observe
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Lemma 1.3.2. If the injectivity condition fails for all τ , the rate at which f qk(pτ ) moves

in the horizontal direction must match the rate at which f qnk(p) moves in the horizontal

direction.

Proof. If the injectivity condition fails for all τ , then as we vary τ each pair of points

(f qk
σ,τ (p), f

qnk
σ,τ (p)) remain on the same vertical line. This implies exactly the statement of

the lemma, since otherwise they would split.

Now, f qk(p) accumulates to O as k → ∞, which implies f qnk(p) accumulates to O

as well. Further, since nk < k, we must have nk → −∞ and f qnk(p) approaches O along

W u
loc(O). Then, we observe

Lemma 1.3.3. As nk → −∞, the points fnk(p) approaches O along W u
loc(O). Additionally,

the normal vector of W s
loc(O) at fnk(p) approaches the vector perpendicular to the the

eigenvector of df q(O) corresponding to the eigenvalue greater than 1. Similarly the normal

vector of W s
loc(O) at f qk(p) approaches the vector perpendicular to the eigenvector of df q(O)

corresponding to the eigenvalue less than 1.

More precisely, if we examine the dynamics in a ball Bδ of radius δ centered at O,

then for σ ≪ δ there exist k so that f qk(p) and fnk(p) are within the Bδ and outside of

U , and, within Bδ, the normal vector of W s
loc(O) at fnk(p) is the vector perpendicular to

the the eigenvector of df q(O) corresponding to the eigenvalue greater than 1 with error of

size O(δ) (and similarly the normal vector of W s
loc(O) at f qk(p) is the vector perpendicular

to the eigenvector of df q(O) corresponding to the eigenvalue less than 1 with error of size

O(δ)).

Proof. These statements follow from considering the problem in Birkhoff normal form and
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Equation (2.7).

Now, we may arrive at a contradiction. Lemma (1.3.3) implies that as k → ∞, the

direction each f qnk(pτ ) moves as τ varies approach the same direction, with O(δ) error.

Similarly for the points f qk(p). This combined with Lemma (1.3.2) implies the rate at

which f qk(pτ ) and f qnk(pτ ) move as τ varies must be the same up to error of size O(δ).

However, Lemma (1.3.1) gives that future iterations move at different rates than past

iterations based on λ. So, we examine two pairs for some k. We have, combining Lemma

(1.3.1) and Lemma (1.3.2)

∂

∂τ

(
f̃ qk
τ (p) · n̂(f qk(p))

)∣∣∣∣
τ=0

= λ−k cos(θs) +O(δ)

=
∂

∂τ

(
f̃ qnk
τ (p) · n̂(f qk(p))

)∣∣∣∣
τ=0

= λ−nk cos(θu) +O(δ),

where n̂(f qk(p)) is horizontal component of n⃗(f qk(p)) and n̂(f qk(p)) is horizontal component

of n⃗(f qk(p)), and θs is the angle the vector perpendicular to the eigenvector corresponding

to the eigenvalue less than 1 makes with the horizontal axis, and θu is the angle the vector

perpendicular to the eigenvector corresponding to the eigenvalue greater than 1 makes with

the horizontal axis.

However, this cannot be true for all k, since as k → ∞, we have nk → −∞, and we

may choose δ small for large k. Thus, we have a contradiction, and therefore must have

there exist arbitrarily small τ so that the periodic orbit and the homoclinic orbit under the

map f̃τ satisfy the injectivity condition with respect to each other.
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2.4 Construction of the tower

The main result of this section is to prove Lemma (1.4). To prove this lemma, we

follow arguments from [15], adapted to our setting of billiard orbits. By Lemma (1.2),

we may first off embed our map f into a one-dimensional family of billiard maps fτ

parameterized by τ and with f0 = f , such that the quadratic HT of f unfolds generically

as τ varies. we also label the periodic point associated with the quadratic HT by O. From

here, the main ideas in proving the lemma are as follows:

1. Find arbitrarily close to 0 values of τ so that fτ has for periodic point O an associated

quadratic HT which unfolds generically as τ varies, as well as a homoclinic orbit

corresponding to a transverse intersection of the invariant manifolds of O.

2. For any small τ0 as above, find another map f̃ which is C∞ close to fτ0 such that f̃

has an additional (distinct) quadratic HT tangency, also associated to the periodic

point O.

3. Inductively repeat a process which takes a map f̃k which has a k-order HT and a

quadratic HT (both associated to the same periodic point O) and produces a map

fk+1 which has a HT of order k+1 and is arbitrarily C∞ close to f̃k, then find another

map f̃k+1 which is arbitrarily C∞ close to fk+1 and which has both a HT of order

k + 1 and a quadratic HT, both associated to O.

4. After using the previous item r times to obtain a map fr which has an rth order HT

where r = 2n + 5, we find arbitrarily close to fr in the Cn topology a map f̄ in C∞

which has an elliptic periodic orbit of order n.
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We note two things. The first is that throughout these steps, we occasionally arrive at

maps which have HT of order some high order, say n, which we then want to embed into

families of maps for which the n-order HT unfolds generically. This is able to be done by

Lemma (1.2).

The second thing we note is that we need at each step the injectivity condition to be

satisfied. This is able to be done by using the perturbation described in Lemma (1.3).

We now prove each point in our outline, which proves the theorem.

Proof. The first item in our outline follows from Lemma 2 of [15], which we state here,

applied now to our case of billiard maps:

Lemma 1.4.1. (Lemma 2 from [15]) If fτ is a one-parameter family of C∞ billiard maps

and f0 has a saddle point O with an orbit of quadratic homoclinic tangency which unfolds

generically as τ varies, then arbitrarily close to τ = 0 there exists a value of τ for which the

billiard map fτ has an orbit of quadratic homoclinic tangency (which unfolds generically

as τ varies) and a secondary homoclinic orbit corresponding to a transverse intersection of

the invariant manifolds of O.

The proof of this lemma in [15] only requires that we first embed our map into a

one-parameter family of two-dimensional C∞ differomorphisms such that as τ varies the

quadratic homoclinic tangency unfolds generically. It was known before that analogs of

this lemma were true in various settings ( [31], [30], [14]), but what [15] contributed was

the fact that even if the family of maps is conservative, there are still values of τ arbitrarily

close to 0 such that a secondary homoclinic orbit is produced. Thus, since our billiard

maps are conservative, we may apply this lemma.
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Figure 2.5: An example case of how to obtain a secondary transverse intersection. In this

case, it already exists for τ = 0. The box σ0 is mapped after M iterations of the map f q to

σM . This crosses the stable manifold near p0, so there is some secondary p̃0 in the unstable

manifold which after M iterations of f q is in the stable manifold at p̃M . Examining then m

more iterations, the point p̃mM corresponds to a secondary point of transverse intersection.

In other cases, we perturb to find such a situation.

From the existence of a transverse homoclinic orbit, we obtain a horseshoe Λ containing

O and many points close to W s(O). Each of the points in this horseshoe are saddle periodic

points (with different periods).

For completeness we detail the construction of this horseshoe (see Figure 2.6). Suppose

we have the points q0, q1, ...qM which are points of transverse intersection of W u(O) and

W s(O) with q0 = fN(p), q1 = fN+1(p), ..., qM = fN+M(p). We consider a rectangle Rn,

with height hn and width wn centered at O, where hn ≪ 1 and wn is large enough so that

Rn contains q0 in its interior. Then fn(Rn) is a rectangle with height hnλ
n and width wnλ

−n

centered at 0. We choose our parameters so that p = (0, 1) is near the top of fn(Rn), i.e.
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we want hnλ
n/2 > 1. Then we note that fN+M+n(Rn) contains q0, ..., qM . Our horseshoe

is then produced by Rn with the map fN+M+n, and contains points Oi arbitrarily close to

each qi, as well as O.

Figure 2.6: The construction of a horseshoe.

We now use two more lemmas in order to accomplish the second item in our outline.

From the map which has a transverse homoclinic orbit containing points q0 and q1,

we may find close to q0 and q1 saddle points O0 and O1 respectively so that there is a

quadratic heteroclinic tangency between W u(O1) and W s(O0), and a transverse heteroclinic

intersection between W u(O0) and W s(O1) such that the corresponding heteroclinic cycle

are what [15], [13] define as "of the third class" (which we also define momentarily). This

follows from Lemma 3 of [15], which we mention here, again applied to the case of billiard

maps.

Lemma 1.4.2. (Lemma 3 from [15]) Under the conditions of lemma 2, arbitrarily close to

τ = 0, there exist values of τ for which the billiard map fτ has a non-trivial transitive

hyperbolic set Λ which includes the point O and two saddle periodic points O1 and O2 such
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that W u(O2) and W s(O1) have a quadratic heteroclinic tangency which unfolds generically

as τ varies. In Λ there exists also an orbit of transverse intersection of W u(O1) and W s(O2)

such that the corresponding heteroclinic cycle belongs to the third class.

The meaning of "of the third class" is a geometric one, relating to whether or not the

quadratic tangency hits the stable manifold from above or below. More concretely, when

we define our map from W u(O2) to W s(O1) to send (x2, y2) near (0, y−2 ) to (x1, y1) near

(x+
1 , 0) such that

x1 − x+
1 = ax2 + b(y2 − y−2 ) + ..., y1 = cx2 + d(y2 − y−2 )

2 + ...

while our map from W u(O1) to W s(O2) maps (0, y−1 ) to (x+
2 , 0), then being of the

third class means

cy−1 x
+
2 > 0. (2.8)

Since the points O1 and O2 are close to points in W s(O) (namely the points q1 and q2),

and can be arranged to be arbitrarily close by choosing large enough n in the construction of

our horseshoe, we note that we may arrange for the corresponding position on the boundary

of the cylinder for these two points to be different - that is, these two points are not on the

same vertical line. We also can arrange for these to not be on the same vertical line as O.

This is because we set our W s
loc(O) to have a non-zero angle ω, so that, close to O, each

point in W s
loc(O) lies in a different vertical line.

Then, to complete the second item in our outline, we use Perturbation 4 in Chapter 3

to vary the eigenvalues of the differential at O. Doing this, we may make a new quadratic
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heteroclinic tangency between W u(O1) and W s(O2) while retaining all the other homoclinic

and heteroclinic tangencies. This follows from Lemma 4 of [15]. Before citing this we must

define a moduli of local Ω−conjugacy that is particular to cycles of the third class:

α =
ln(λ1)

ln(λ2)
,

where λi is the multiplier greater than 1 for the manifolds at Oi. Then, Lemma 4 of [15]

states:

Lemma 1.4.3. (Lemma 4 of [15]) Let fε be any smooth family of C∞ billiard maps such

that all maps in the family have a heteroclinic cycle of the third class, i.e. there are two

periodic points O1 and O2, an orbit of transverse intersection of W u(O1) and W s(O2), and

an orbit of quadratic heteroclinic tangency between W u(O2) and W s(O1) which does not

unfold as ε varies, plus Condition (2.8) holds. If α changes monotonically with ε, i.e.

∂α(fε)

∂ε
̸= 0,

then there is a dense set of values of ε for which the map fε has a quadratic heteroclinic

tangency (which unfolds generically as ε varies) between W u(O1) and W s(O2).

Since this orbit must contain points close to W s
loc(O1), we may arrange for this to also

satisfy the injectivity condition with respect to all the other orbits, since W s
loc(O1) must be

parallel to W s
loc(O).

Now, since our points O1 and O2 are close to W s(O), we may by a small perturbation

arrange for the newly constructed quadratic heteroclinic tangency between W u(O1) and

W s(O2) to go between W u(O) and W s(O), so that we have a new quadratic homoclinic
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tangency. We can accomplish this using an argument similar to that done in the previous

section, by varying the angles of the manifolds of O.

This completes the second item in our outline. Before going to the third item, we

repeat this process 2n + 4 times in order to obtain a map with 2n + 4 coexisting, distinct

points of quadratic HT belonging to different homoclinic orbits (the reason for doing it

this number of times will be made clear in a moment). For each time, we ensure that the

injectivity condition continues to hold for each homoclinic orbit, which we can do since

each newly constructed quadratic homoclinic orbit contains points which are in W s
loc(O1),

and since this is not a vertical line, we may take the new points of homoclinic tangency to

all not lie on the same vertical line.

Now, to prove the third item, we seek to use Lemma 5 of [15]. We state this lemma

here (again slightly reworded for our case).

Lemma 1.4.4. (Lemma 5 of [15]) Let fε (where ε = (τ0, ..., τk−1, ν)) be a smooth (k + 1)-

parameter family of C∞ billiard maps which have a saddle periodic point O such that

at τ = 0 the manifolds W u(O) and W s(O) have a tangency of order k, and at ν = 0

these manifolds have a quadratic tangency. Suppose that the tangency of order k unfolds

generically as τ varies, and the quadratic tangency unfolds generically as ν varies. Then

there exists a sequence εj → 0 such that the map fε has an orbit of tangency of order

(k + 1) between W u(O) and W s(O) at ε = εj, while keeping the saddle point O fixed.

So by Lemma (1.4.4) we take two such quadratic HT and make a cubic HT by using

our perturbations from Lemma (1.2), applying Lemma (1.3) on our newly created cubic

to ensure the injectivity condition between this orbit and the remaining quadratic HT. We
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Figure 2.7: An example of the process of creating a cubic HT out of a tower of two quadratic

HT. Essentially, we have a situation where there is an intersection between W u(O1) and

W s(O3), which intersects at four points as in the diagram on the bottom left. Then, we

unfold generically to pull this back so that points 1 and 2 hit at the same point, creating

a quadratic HT between W u(O1) and W s(O3). From here, we unfold the two original

quadratic HT again to merge points 1 and 2 into point 3, thus creating a cubic HT.

then take this map, which contains now a cubic HT and one of our previously constructed

quadratic HT, and apply Lemma (1.4.4) to create a quartic HT - and so on so that we

obtain a map containing a HT of arbitrarily high order.

This complete our third item.

Now, since at each step we may arrange for the perturbations to be arbitrarily small

in the C∞ topology, for any δ > 0 we may arrange for our map final map f̄ which contains

HT of order r to be within δ of our original map f in the C∞ topology.

We now do item 4 in our outline for this section to obtain an elliptic orbit which is a

rotation up to order n. From [15] we have
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Lemma 1.4.5. (Lemma 8 of [15]). Let fτ be a family of C∞ billiard maps for which a

homoclinic tangency of order 2n + 4 unfolds generically. Then arbitrarily close to the

moment of tangency there are values of parameters that correspond to the existence of an

elliptic periodic orbit of the degeneracy order n.

Thus, unfolding the tangency of order 2n+4 generically, we obtain an elliptic periodic

orbit of order n.

Now, when one considers the first return map in a neighborhood of this periodic point

one obtains the following Birkhoff normal form:

z = eiφz + o(|z|n).

So, our map in the Cn topology is close to a rotation by φ.

Now observe that if this is a rational rotation, then we are in fact done with the proof

of Theorem 1. However, this may be an irrational number. Thus, in the next section,

we describe a perturbation of the boundary so that this becomes a rational number, thus

completing the proof when we consider the billiard map composed with itself a number of

times equal to the denominator of this rational number.

2.5 Rotating the differential to order n

Here we prove that one may rotate the differential to the nth order by perturbing the

curvature up to order n at n + 3 points. The size of these perturbations are of order δ
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in all partial derivatives from degree 0 to n, where δ is the angle by which we rotate the

differential. Our main result in this section is Lemma (1.5).

Proof. We begin as in the statement of the lemma. Then we expand our map in the form

f q(s0 + u, φ0 + v) = df q(s0, φ0)

u

v

+
n+1∑
k=2

∆k
0(u, v),

where

∆k
0(u, v) =

k∑
j=0

δk0,ju
k−jvj, for 2 ≤ k ≤ n

where δk0,j are constants, and we also have that ∆n+1
0 (u, v) satisfies

∂j

∂uj−i∂vi

(
∆n+1

0 (u, v)

)∣∣∣∣∣
(u,v)=(0,0)

= 0 for 0 ≤ i ≤ j ≤ n.

Now, by Perturbation 3 for n = 0, we may perturb to first order by size O(δ) so that, to

first order, the leading term is rotated by a matrix Rδ, which is a rotation matrix1 by the

angle δ. In other words, we may find a map f1 which is close (dependent on δ) to f so that

f q
1 (s0 + u, φ0 + v) = Rδdf

q(s0, φ0)

u

v

+
n+1∑
k=2

∆k
1(u, v),

where

∆k
1(u, v) =

k∑
j=0

δk1,ju
k−jvj,

with

∂j

∂uj−i∂vi

(
∆n

1 (u, v)

)∣∣∣∣∣
(u,v)=(0,0)

= 0 for 0 ≤ i ≤ j ≤ n,

1At this step, one might wonder how we know we can necessarily achieve this specific differential while

ensuring we do not leave the class of billiard maps. This will be answered directly after this proof.
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and for j ≤ k and 0 ≤ j ≤ k,

|δk1,j − δk0,j| < Cj,k,nδ

for some constants Cj,k,n. From here we again use Perturbation 3, now with n = 1 in order

to eliminate the change that was introduced in the second order partial derivatives after

the previous perturbation. Specifically, what we mean is we perturb so that we obtain a

map f2 such that

f q
2 (s0 + u, φ0 + v) = Rδdf

q(s0, φ0)

u

v

+∆2
0(u, v) + ∆3

2(u, v) + ...

+∆n+1
2 (u, v),

with

∆k
2(u, v) =

k∑
j=0

δk2,ju
k−jvj,

|δk2,j − δk0,j| ≤ Cj,k,nδ,

for k ≥ 3, and

∂j

∂uj−i∂vi

(
∆n+1

2 (u, v)

)∣∣∣∣∣
(u,v)=(0,0)

= 0 for 0 ≤ i ≤ j ≤ n.

We are able to do this because |δ21,j − δ20,j| ≤ Cj,2,nδ for 0 ≤ j ≤ 2, which means the size of

our perturbation can be of order δ. We then do the same process inductively. At each step

we have a map fk of the form

f q
k (s0 + u, φ0 + v) = Rδdf

q(s0, φ0)

u

v

+
k∑

j=0

∆j
0(u, v) +

n∑
j=k+1

∆j
k(u, v),
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where

∆j
k(u, v) =

j∑
i=0

δjk,iu
j−ivi,

|δjk,i − δj0,i| ≤ Ci,j,nδ

for k + 1 ≤ j ≤ n and 0 ≤ i ≤ j, and with

∂j

∂uj−i∂vi

(
∆n

k(u, v)

)∣∣∣∣∣
(u,v)=(0,0)

= 0 for 0 ≤ i ≤ j ≤ n,

and we perturb using Perturbation 3 with n = k − 1 in order to obtain a map with the

same properties, but with k increased by 1. In the end we arrive at a map fn+1 which is

close to f in all derivatives up to degree n, dependent on δ, so that

f q
n+1(s0 + u, φ0 + v) = Rδdf

q(s0, φ0)

u

v

+
n∑

k=2

∆k
0(u, v) + ∆n+1

n+1(u, v),

with

∂j

∂uj−i∂vi

(
∆n+1

n+1(u, v)

)∣∣∣∣∣
(u,v)=(0,0)

= 0 for 0 ≤ i ≤ j ≤ n.

This completes the proof.

Now, we answer an objection that one might have had in the previous proof. It might

not be clear at first glance how we know we can achieve the specific form of the differential

we desire (i.e. the previous matrix but rotated by some angle). More precisely, consider

the set of 2 by 2 matrices:

{A ∈ R2×2 : there exist a billiard map f such that df(x0) = A},
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and for higher orders

{A ∈ R(n+1)×2 : there exists a billiard map f such that

Ai,1 =
∂nProj1(f)

∂n−i
s ∂φi

(s0, φ0), Ai,2 =
∂nProj2(f)

∂n−i
s ∂φi

(s0, φ0),

for 0 ≤ i ≤ n},

where Proji(f) is the projection of f onto its ith coordinate. Then the question is "how

do we know our target values are in these sets?" For instance, how do we know that

given a billiard map f with differential df(x0) we may find another billiard map f1 so that

df1(x0) = Rδdf(x0)?

The answer is that for the first order terms, we can change three terms to perfectly

match what one would get from a rotation, and the fourth term necessarily is fixed due to

the area preservation condition.

For the higher order terms, we know that all the target values we perturb to are a priori

belonging to those of a billiard map, and are thus obtainable through our perturbations.
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Appendix 3: Perturbations and their Effects on the Jet of the Billiard Map

Throughout this section, we let O = ((s0, φ0), ..., (sq−1, φq−1)) be a q-periodic obit. We

also let x0 = (s0, φ0) and W u
loc(x0) be its local invariant unstable manifold, and similarly

W s
loc(x0) be its lcoal invariant stable manifold (all under the mapping f). We use the

following notation:

xk = (sk, φk),

lk = l(sk, sk+1) = ||γ(sk+1)− γ(sk)||,

βk = sin(φk),

κk = κ(sk).

The format of this section is to provide a description of a perturbation, along with

the result it has on the partial derivatives of f q(x0), followed by a proof which shows how

the perturbation leads to that change in the derivatives. The first type of perturbation we

do is the following:

Perturbation 1. We change κ in a small neighborhood around sk for some fixed k, and we

choose this perturbation in such a way as to leave the tangent vector at γ(sk) unchanged.

We change κ in this neighborhood so that in particular at the point sk, the curvature κ
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changes as:

κk → κk + ε.

Given this perturbation, the change in the differential df q(x0) is given by

df q(x0) →df q
ε (x0) =

df q(x0) + εdf q−k(xk)B dfk(x0),

where

B =

0 0

2 0

 .

Figure 3.1: The types of perturbations we consider. We change the curvature at s1, while

leaving the angle tangent of the boundary of the domain at s1 fixed, thus leaving the orbit

fixed while changing the differential of the billiard map.

Proof. For positive integers i, j we first note that

df i(xj) =


∂si+j

∂sj

∂si+j

∂φj

∂φi+j

∂sj

∂φi+j

∂φj

 ,
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and for i > k > j that we also have the relation df i(xj) = df i−k(xk)df
k−j(xj). Then, it

follows that we have

df q(x0) = df q−(k+1)(xk+1)df(xk)df(xk−1)df
k−1(x0).

Note that df q−(k+2)(xk+2) and dfk−1(x0) do not depend on ε, while the others do:

df(xk) = dfε(xk)

df(xk−1) = dfε(xk−1).

We now recall the following equations ( [3] Theorem 4.2 in Part V):

∂sk+1

∂sk
=

κklk − βk

βk+1

∂sk+1

∂φk

=
lk

βk+1

∂φk+1

∂sk
=

κkκk+1lk − κkβk+1 − κk+1βk

βk+1

∂φk+1

∂φk

=
κk+1lk − βk+1

βk+1

.

Using this, it is straightforward to show how the perturbations act on each of our differentials

to first order. We have:

df(xk) → dfε(xk) = df(xk) + ε

 lk
βk+1

0

κk+1lk−βk+1

βk+1
0



= df(xk) + ε

 ∂sk+1

∂φk
0

∂φk+1

∂φk
0



= df(xk) + df(xk)ε

0 0

1 0

 ,
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and

df(xk−1) → dfε(xk−1) = df(xk−1) + ε

 0 0

κk−1lk−1−βk−1

βk

lk−1

βk



= df(xk−1) + ε

 0 0

∂sk

∂sk−1

∂sk

∂φk−1



= df(xk−1) + ε

0 0

1 0

 df(xk−1).

So, in total, we have that ε affects our differential by

df(xk)df(xk−1) → df(xk)df(xk−1) + ε

(
df(xk)

0 0

2 0

 df(xk−1)

)
.

The next perturbation is used in the proofs of Lemmas (1.2) and (1.3), and it enables

us to smoothly lift and lower a point of homoclinic tangency.

Perturbation 2. Given a periodic point O with a point of homoclinic tangency at p and

unit speed parameterization p(t) (for |t| small) of a section of W u(O) with p(0) = p, there

is a smooth deformation obtained by using Perturbation 4 which allows us to change the

angle of the local unstable manifold W u
loc(O) by Cε + O(ε2) for some constant C, which

deforms p(t) to pε(t) such that for all |t| sufficiently small the distance Φε(t) between the

point pε(t) and the local stable manifold W s
loc(O) is given by

Φε(t) = Φ(t) + ε+O(ε2),

where Φ(t) is the unperturbed distance of p(t) to the local stable manifold W s
loc(O).
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Figure 3.2: By changing the angle of the unstable manifold, we may move the unstable

manifold around a point of HT in the direction of the normal of the stable manifold at the

moment of tangency.

Proof. We let U be a small strip of width σ around the point O, and we perturb in U . This

corresponds to perturbing κ on the region (s0−σ/2, s0+σ/2). We perturb by Perturbation

4 which allows us to change the angle of the unstable manifold W u
loc by angle ω. We call the

resulting billiard map fω and the resulting unstable manifold W u
loc,ω(O). We then define

the points a−ω , a+ω as the points within W u
loc,ω(O) ∩ ∂U = {a−ω , a+ω }, with a−ω < a+ω . Then we

have

a±ω − a±0 = ±σ

2

(
tan(ω0 + ω)− tan(ω0)

)
+O(ω2)

= ±σ

2
ω +O(ω2).

Consider the point f−m(p) where m is such that f−m(p) /∈ U and f−(m+1)(p) ∈ U . Consider

a small ball V around f−m(p), chosen small enough that V ∩ U = ∅.

Now W u
loc(O) intersects V , which implies that for ω small enough, W u

loc,ω(O) intersects

V as well. We label this as l, and parameterize it by l(t) for t small such that l(t) is a unit
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speed parameterization. We observe that for each point in this small section we have

d(l(t),W u(O)) =
σω

2
+O(ω2),

where d(l(t),W u
loc(O)) is the shortest distance of l(t) to W u

loc(O). Now under the dynamics

of f q (i.e. the unperturbed map), by the lambda lemma (see [23]) we have that fnq(l) →

W u
loc(O) as n → ∞. In particular we have

d(fmq(l(t)),W u
loc(O)) =

σω

2λmq
+O(ω2λ−mq).

Now the dynamics outside of the region U where we perturb remain unchanged as we vary

ω, and so since the dynamics which send V to Tm(V ) are outside of the region U , we have

d(W u
loc,ε(O),W u

loc(O)) =
σω

2λmq
+O(ω2λ−mq).

Thus if we let

ω =
2ελmq

σ

we have

d(W u
loc,ε(O),W u

loc(O)) = ε+O(ε2),

which is the desired result.

For our next perturbation, we label the kth derivative of the curvature at each point

si by κ
(k)
i .

Perturbation 3 (Theorem 2). Consider a perturbation which satisfies

∆κ
(j)
i = 0 for 0 ≤ j ≤ n− 1,

∆κ
(n)
i = εi
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for 1 ≤ i ≤ n+ 2 and that the orbit O remains fixed. Then one may vary each element of

{
∂nsn+3

∂sn−k
0 ∂φk

0

: 0 ≤ k ≤ n

}
∪
{
∂nφn+3

∂sn0

}

independently, provided each (si, φi) is sufficiently close to the boundary for 0 ≤ i ≤ n+3.

More precisely, letting ε = (ε1, · · · , εn+2),

∂

(
∂nsn+3

∂sn0
, ∂nsn+3

∂sn−1
0 ∂φ0

, ..., ∂
nsn+3

∂φn
0

, ∂
nφn+3

∂sn0

)
(ε)

∂ε
̸= 0,

provided

∂sj
∂φi

̸= 0 (3.1)

for 0 ≤ i < j ≤ n+ 3.

Proof. As the proof is quite lengthy and technical, we relegate it to Chapter 4.

We also note the special case of this perturbation for n = 0:

Perturbation 4. Given a perturbation which changes the curvature in small neighborhoods

around 3 points (s1, s2, s3) by ∆κi = εi, and which leaves the orbit O fixed, we have

∂

(
∂s4
∂s0

, ∂s4
∂φ0

, ∂φ4

∂s0

)
(ε)

∂ε
̸= 0,

provided

∂sj
∂φi

̸= 0

for 0 ≤ i < j ≤ 4. Thus, with this perturbation one may vary the angles and eigenvalues

of the differential df 4((s0, φ0)) independently to first order.
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Proof. As the first part of the statement follows from the work in Chapter 4, we prove the

second part of the statement. It is a simple exercise in linear algebra, but we detail it here

for completeness.

We consider a matrix A =

a b

c d

 with product of eigenvalues 1 and eigenvalues and

eigenvectors given by:

λ =
a+ d

2
+

1

2

√
(a+ d)2 − 4 det(A),

λ−1 =
a+ d

2
− 1

2

√
(a+ d)2 − 4 det(A),

V⃗λ =

 b

λ− a

 1√
b2 + (λ− a)2

=

cos(ω1)

sin(ω1)



V⃗λ−1 =

 b

λ−1 − a

 1√
b2 + (λ−1 − a)2

=

cos(ω2)

sin(ω2)

 .

Thus if we perturb our matrix A bya b

c d

→

a+ ε1 b+ ε2

c+ ∗ d+ ε3


where ∗ is chosen so that the overall perturbation maintains that the product of the

eigenvalues is still 1, we can see how this effects λ, ω1, and ω2, to first order. Doing this

yields the following:

∆ω1 =ε1
b

l2+(λ
2 − 1)

− ε2
(λ− a)

l2+
+ ε3

bλ2

l2+(λ
2 − 1)

+O(ε2)

∆ω2 =− ε1
(2λ2 + 1)b

l2−(λ
2 − 1)

− ε2
λ−1 − a

(λ−1)2
− ε3

bλ2

l2−(λ
2 − 1)

+O(ε2)

∆λ =ε1
λ2

λ2 − 1
+ ε3

λ2

λ2 − 1
+O(ε2),

where l2+ = b2 + (a− λ)2, and l2− = b2 + (a− λ−1)2. From here then it is easy to show that
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we may vary ω1, ω2, λ each independently for appropriately chosen ε. Applying this result

to our differential, we are done.

We now note the next type of perturbation we use. Essentially, this type of perturbation

states that if we have a perturbation which varies the curvature at k points, we may instead

consider a different perturbation at any 3 previous points that achieves the same change of

the differential.

Perturbation 5. Given a perturbation of the curvature at points sN−k, ..., sN−1 which varies

the differential of f by

dfN(x1) → dfN(x1) + ∆1df
N(x1)

while keeping the orbit O fixed, there exists another perturbation of the curvature at any

increasing subsequence of length 3, sn1 , sn2 , sn3 such that this perturbation also keeps O

fixed and changes the differential of f by

dfN(x1) → dfN(x1) + ∆2df
N(x1),

so that

∆1df
N(x1) = ∆2df

N(x1),

given the following holds:

∂sj
∂φi

̸= 0

for 1 ≤ i < j ≤ N + 1.
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Proof. This follows from showing that one can vary the curvature at any 4 points, sk1 <

sk2 < sk3 < sk4 so that the the resulting ∆dfN(x1) = 0. This is because of the following

argument. Supposing that we can, then we have

∆ dfN(x1) =
k−1∑
i=0

dfk−i(xN−k+i)B dfN−k+i−1(x1)∆κN−k+i

And then if we consider each term with the three points sn1 , sn2 , sn3 , we can find a

perturbation Φi which changes the curvature around these points by ∆κs1 ,∆κs2 ,∆κs3 so

that

dfk−i(xN−k+i)B dfN−k+i−1(x1)∆iκN−k+i

+dfN−s1(xs1)B df s1−1(x1)∆iκs1

+dfN−s2(xs2)B df s2−1(x1)∆iκs2

+dfN−s3(xs3)B df s3−1(x1)∆iκs3 .

=0.

Then, plugging this into the previous equation, we have by Perturbation (4)

∆dfN(x1) = −
k−1∑
i=0

{
dfN−s1(xs1)B df s1−1(x1)∆iκs1

+dfN−s2(xs2)B df s2−1(x1)∆iκs2

+dfN−s3(xs3)B df s3−1(x1)∆iκs3

}
So if we define a perturbation by changing the curvature at points sj by −

∑i=k−1
i=0 ∆iκsj

for j = 1, 2, 3, then we this perturbation gives the same ∆dfN(x1) as our original perturbation.
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So, to prove the claim that we may vary at 4 points without changing dfN(x1), we

note that if we vary the curvature at sk1 , sk2 , sk3 , sk4 by ∆κk1 ,∆κk2 ,∆κk3 ,∆κk4 , we have

∆dfN(x1) = dfN−k1(xk1)B dfk1−1(x1)∆κk1

dfN−k2(xk2)B dfk2−1(x1)∆κk2

dfN−k3(xk3)B dfk3−1(x1)∆κk3

dfN−k4(xk4)B dfk4−1(x1)∆κk4 .

Then, this is 0 if and only if

dfk4−k1(xk1)B∆κk1

+dfk4−k2(xk2)B dfk2−k1(xk1)∆κk2

+dfk4−k3(xk3)B dfk3−k1(xk1)∆κk3

+B dfk4−k1(xk1)∆κk4

=0.

Expanding this out, we get this is the same as
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∂sk4
∂φk1

0

∂φk4

∂φk1
0

∆κk1

+


∂sk2
∂sk1

sk4
∂φk2

∂sk2
∂φk1

sk4
∂φk2

∂sk2
∂sk1

φk4

∂φk2

∂sk2
∂φk1

φk4

∂φk2

∆κk2

+


∂sk3
∂sk1

sk4
∂φk3

∂sk3
∂φk1

sk4
∂φk3

∂sk3
∂sk1

φk4

∂φk3

∂sk3
∂φk1

φk4

∂φk3

∆κk3

+

 0 0

∂sk4
∂sk1

∂sk4
∂φk1

∆κk4

= 0.

Then, considering each term independently, we get the following four relations must

hold:

∂sk4
∂φk1

∆κk4 =
∂sk2
∂φk1

∂φk4

∂φk2

∆κk2 +
∂sk3
∂φk1

∂φk4

∂φk3

∆κk3 ,

∂sk2
∂φk1

∂sk4
∂φk2

∆κk2 +
∂sk3
∂φk1

∂sk4
∂φk3

∆κk3 = 0,

∂sk4
∂φk1

∆κk1 +
∂sk2
∂sk1

∂sk4
∂φk2

∆κk2 +
∂sk3
∂sk1

∂sk4
∂φk3

∆κk3 = 0,

∂sk4
∂sk1

∆κk4 =
∂φk4

∂φk1

∆κk1 +
∂sk2
∂sk1

∂φk4

∂φk2

∆κk2 +
∂sk3
∂sk1

∂φk4

∂φk3

∆κk3 .

Without loss of generality, we can set ∆κk4 = 1 since we may normalize. Then, the

first three relations determine ∆κk2 , ∆κk3 , and ∆κk1 . To see this, we note the second and

third equation determine ∆κk2 and ∆κk3 if

det


∂sk2
∂φk1

∂sk4
∂φk2

∂sk3
∂φk1

∂sk4
∂φk3

∂sk2
∂sk1

∂sk4
∂φk2

∂sk3
∂sk1

∂sk4
∂φk3

 ̸= 0.
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This is true since

∂sk4
∂φk2

,
∂sk4
∂φk3

̸= 0,

det


∂sk2
∂φk1

∂sk3
∂φk1

∂sk2
∂sk1

∂sk3
∂sk1

 = − ∂sk3
∂φk2

det(df(x1))) ̸= 0.

Thus, we have ∆κk2

∆κk3

 =


∂sk2
∂φk1

∂sk4
∂φk2

∂sk3
∂φk1

∂sk4
∂φk3

∂sk2
∂sk1

∂sk4
∂φk2

∂sk3
∂sk1

∂sk4
∂φk3


−1  0

− ∂sk4
∂φk1

 .

From here, one uses the first and second equations to fix ∆κk4 . These equations yield
∂sk4
∂φk1

∆κk4

0

 =


∂sk2
∂φk1

∂φk4

∂φk2

∂sk3
∂φk1

∂φk4

∂φk3

∂sk2
∂φk1

∂sk4
∂φk2

∂sk3
∂φk1

∂sk4
∂φk3


∆κk2

∆κk3



=


∂sk2
∂φk1

∂φk4

∂φk2

∂sk3
∂φk1

∂φk4

∂φk3

∂sk2
∂φk1

∂sk4
∂φk2

∂sk3
∂φk1

∂sk4
∂φk3




∂sk2
∂φk1

∂sk4
∂φk2

∂sk3
∂φk1

∂sk4
∂φk3

∂sk2
∂sk1

∂sk4
∂φk2

∂sk3
∂sk1

∂sk4
∂φk3


−1  0

− ∂sk4
∂φk1

 .

Simplifying we obtain

∆κk4

(
∂sk3
∂φk2

∂sk4
∂φk2

∂sk4
∂φk3

)
det(df(x1)) =

∂sk2
∂φk1

∂sk3
φk1

(
∂sk4
∂φk2

∂φk4

∂φk3

− ∂sk4
∂φk3

∂φk4

∂φk2

)
=

∂sk2
∂φk1

∂sk3
φk1

∂sk3
∂φk2

det(df(x3))

All that remains after this then is to verify that the fourth equation holds true with

these values. One may verify that it does.
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Appendix 4: Perturbing the n-th partial derivatives of the differential independently

The main outcome of this section is to prove the statement for Perturbation 3 (which

is a more detailed description of Theorem (2)). Recall for this perturbation we consider a

changes in the curvature such that

∆κ
(j)
i = 0 for 0 ≤ j ≤ n− 1

∆κ
(n)
i = εi.

for 1 ≤ i ≤ n + 2. To begin, we show how this effects the nth differentials of sn+3, φn+3.

We have

Lemma 2.1. With the perturbation given as above, the changes to the nth differentials of

sn+3, φn+3 are

∆
∂nsn+3

∂sn−k
0 ∂φk

0

= 2
n+2∑
i=1

∂sn+3

∂φi

(
∂si
∂s0

)n−k(
∂si
∂φ0

)k

εi,

∆
∂nφn+3

∂sn−k
0 ∂φk

0

= 2
n+2∑
i=1

∂φn+3

∂φi

(
∂si
∂s0

)n−k(
∂si
∂φ0

)k

εi.

Proof. To see this we prove the statement for the derivatives of sn+3 as the proof for the

derivatives of φn+3 is similar. We prove the result first for degree 1 partial derivatives.

Recall that dfn+3(x0) depends on κj by

dfn+3(x0) = κjdf
n+3−j(xj)Bdf j(x0) + terms not involving κj.
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Expanding the term multiplying κj, we have

dfn+3−j(xj)Bdf j(x0) = 2

 ∂sn+3

∂φj

∂sj
∂s0

∂sn+3

∂φj

∂sj
∂φ0

∂φn+3

∂φj

∂sj
∂s0

∂φn+3

∂φj

∂sj
∂φ0

 . (4.1)

Thus, adding to each κj some change εj, we have to first order

∆
∂sn+3

∂s0
= 2

n+2∑
j=1

∂sn+3

∂φj+1

∂sj+1

∂s0
εj,

∆
∂sn+3

∂φ0

= 2
n+2∑
j=1

∂sn+3

∂φj+1

∂sj+1

∂φ0

εj.

The higher order partials are similar: we observe

∂k

∂sk−i
0 ∂φi

0

(
dfn+3(x0)

)
= 2κ

(k)
j

(
∂sj
∂s0

)k−i(
∂sj
∂φ0

)i

dfn+3−j(xj)Bdf j(x0)

+R(s0, φ0)

where the remainder term R only contains terms potentially containing κ
(i)
j where i is at

most k − 1. Thus, if we perturb κj by adding to its nth derivative εj, we obtain to first

order

∆
∂k

∂sk−i
0 ∂φi

0

(
dfn+3(x0)

)
= 2

n+2∑
j=1

∂sn+3

∂φj

(
∂sj
∂s0

)k−i(
∂sj
∂φ0

)i

εj,

which is precisely the statement of the lemma.

So, we have proven the nth partial derivatives depend linear on ε = (ε1, ..., εn+2).

observe that there are exactly 2(n + 1) such partial derivatives. As it turns out,

however, there are really only n + 2 degrees of freedom. What we mean by this is that

given n + 2 of these terms, one may determine the other n. This is ultimately due to the

area preservation relation

det

(
df q(x0)

)
=

sin(φ0)

sin(φq)
.

More precisely, we prove
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Lemma 2.2. For all billiard maps, the partial derivatives

{
∂nφn+3

∂sn0
,

∂nφn+3

∂sn−1
0 ∂φ1

0

, ...,
∂nφn+3

∂s10∂φ
n−1
0

}
can be determined from{

∂nsn+3

∂sn0
,

∂nsn+3

∂sn−1
0 ∂φ1

0

, ...,
∂nsn+3

∂φn−1
0

,
∂nφn+3

∂φn
0

}
∪
{

all derivatives of sn+3 and φn+3 of order less than n

}
.

Proof. We first observe the statement follows for n = 0 from the area preservation, which

explicitly gives us:

∂sn+3

∂s0

∂φn+3

∂φ0

− ∂sn+3

∂φ0

∂φn+3

∂s0
=

sin(φ0)

sin(φn+3)
.

We now show the statement of the lemma for n = 1. To do this we take partial derivatives

of this equation to obtain

∂2sn+3

∂s20

∂φn+3

∂φ0

+
∂sn+3

∂s0

∂2φn+3

∂s0∂φ0

− ∂2sn+3

∂s0∂φ0

∂φn+3

∂s0
− ∂sn+3

∂φ0

∂2φn+3

∂s20
=

∂

∂s0

(
sin(φ0)

sin(φn+3)

)
,

∂2sn+3

∂s0∂φ0

∂φn+3

∂φ0

+
∂sn+3

∂s0

∂2φn+3

∂φ2
0

− ∂2sn+3

φ2
0

∂φn+3

∂s0
− ∂sn+3

∂φ0

∂2φn+3

∂s0∂φ0

=
∂

∂φ0

(
sin(φ0)

sin(φn+3)

)
.

Thus, if we define vectors

x⃗ =

(
∂2sn+3

∂s20
,
∂2sn+3

∂s0∂φ0

,
∂2sn+3

∂φ2
0

,
∂2φn+3

∂s20
,
∂2φn+3

∂s0∂φ0

,
∂2φn+3

∂φ2
0

)
y⃗ =

(
∂

∂s0

(
sin(φ0)

sin(φn+3)

)
,

∂

∂φ0

(
sin(φ0)

sin(φn+3)

))
,

we have

A2x⃗ = y⃗,
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where A2 is given by

A2 =

∂φn+3

∂φ0
−∂φn+3

∂s0
0 −∂sn+3

∂φ0

∂sn+3

∂s0
0

0 ∂φn+3

∂φ0
−∂φn+3

∂s0
0 −∂sn+3

∂φ0

∂sn+3

∂s0

 .

We thus note that this implies we may write
{

∂2φn+3

∂s20
, ∂

2φn+3

∂s0∂φ0

}
in terms of the other

components of x⃗ and the terms in y⃗ since the submatrix−∂sn+3

∂φ0

∂sn+3

∂s0

0 −∂sn+3

∂φ0


has determinant

(
∂sn+3

∂φ0

)2

̸= 0. Similar results hold for higher order partials. To see

this, we continue to take partial derivatives with respect to s0 and φ0 of the previous two

equations. If we examine only the terms where nth order partial derivatives of φn+3 appear,

we obtain

Anv⃗ = b⃗n

where

v⃗ =

(
∂nφn+3

∂sn0
, ...,

∂nφn+3

∂s0∂φn−1

)
,

An =



−∂sn+3

∂φ0

∂sn+3

∂s0
0 · · · 0

0 −∂sn+3

∂φ0

∂sn+3

∂s0
· · · 0

0 0 −∂sn+3

∂φ0
· · · 0

...
...

... . . . ...

0 0 0 · · · −∂sn+3

∂φ0


,

and b⃗n contains only terms in{
∂nsn+3

∂sn0
,

∂nsn+3

∂sn−1
0 ∂φ1

0

, ...,
∂nsn+3

∂φn−1
0

,
∂nφn+3

∂φn
0

}
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and derivatives of sn+3 and φn+3 of order less than n. Thus, since detAn =

(
− ∂sn+3

∂φ0

)n

̸= 0,

the proof is complete.

Thus, we seek to vary only all the partial derivatives order n of sn+3, and the term

∂nφn+3

∂φn
0

, since the rest are determined by these. We thus examine the following n + 2 by

n+ 2 matrix:

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)(
∂sl
∂φ0

)k−1

for 1 ≤ k ≤ n+ 1, 1 ≤ l ≤ n+ 2,

Mn+2,l =
∂φn+3

∂φl

(
∂sl
∂φ0

)n

for 1 ≤ l ≤ n+ 2

and show it has non-zero determinant. This implies we may vary each of the differentials

of order n of sn+3 and ∂nφn+3

∂φn
0

independently.

To obtain this result, we perform row and column operations on the matrix (Mi,j)1≤i,j≤n+2

to be lower triangular, and we find the diagonal entries to be non-zero. These statements

are summarized in the following lemma:

Lemma 2.3. Given the matrix M as defined above, we may perform a series of row and

column operations to reduce the matrix into a lower triangular matrix with diagonal entries

given by

Mk,k =
∂sn+3

∂φk

{[
∂sk
∂φ1

det(df(x0))

]
...[

∂s1
∂s0

...
∂sk−2

∂s0

∂sk
∂φk−1

det(dfk−1(x0))

]}
×{[

∂s1
∂s0

...
∂sk−1

∂s0

∂sk+1

∂φk

det(dfk(x0))

]
...[

∂s1
∂s0

...
∂sk−1

∂s0

∂sn+1

∂φk

det(dfk(x0))

]}
×[(

∂sk
∂s0

)n−(k−1)(
∂sk+1

∂s0

)n−k(
∂sk+2

∂s0

)n−(k+1)

...

(
∂sn
∂s0

)]
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for 1 ≤ k ≤ n+ 1, and

Mn+2,n+2 = det(df(xn+2))

(
∂sn+3

∂φ0

)n[
∂sn+2

∂φ1

...
∂sn+2

∂φn+1

]
×[(

∂sn+1

∂φ1

...
∂sn+1

∂φn

)2(
∂sn
∂φ1

...
∂sn

∂φn−1

)2

...

(
∂s2
∂φ1

)2]
.

These are all non-zero provided

∂sj
∂φi

̸= 0

for 0 ≤ i < j ≤ n + 3. We note that when these entries along the diagonal are non-zero,

then we have that the determinant of M is non-zero.

Proof. We proceed to show this using row reduction to get the submatrix of the first n+1

rows and columns to row reduced form. We perform the following row operations for

2 ≤ k ≤ n+ 1:

Rk → Rk

(
∂s1
∂s0

)k−1

,

Rk → Rk −R1

(
∂s1
∂φ0

)k−1

.

This then gives us for 2 ≤ k ≤ n+ 1, 2 ≤ l ≤ n+ 2

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)(
∂sl
∂φ0

)k−1(
∂s1
∂s0

)k−1

− ∂sn+3

∂φl

(
∂sl
∂s0

)n(
∂s1
∂φ0

)k−1

=
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[(
∂sl
∂φ0

)k−1(
∂s1
∂s0

)k−1

−
(
∂sl
∂s0

)k−1(
∂s1
∂φ0

)k−1]
=

∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ0

∂s1
∂s0

− ∂sl
∂s0

∂s1
∂φ0

]
Σ2(k, l)

=
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

]
Σ2(k, l).
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where we define

Σ2(k, l) =
k−2∑
i=0

(
∂sl
∂φ0

)k−2−i(
∂s1
∂s0

)k−2−i(
∂sl
∂s0

)i(
∂s1
∂φ0

)i

.

Now we use the second row to eliminate the entries in the second column below the

second row. So we make the following operations for 3 ≤ k ≤ n+ 1:

Rk → Rk

(
∂s2
∂s0

)k−2

,

Rk → Rk −R2Σ2(k, 2).

We then obtain for 3 ≤ k ≤ n+ 1, 3,≤ l,≤ n2

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

]
Σ2(k, l)

(
∂s2
∂s0

)k−2

− ∂sn+3

∂φl

(
∂sl
∂s0

)n−1[
∂sl
∂φ1

det(df(x0))

]
Σ2(k, 2)

=
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

]
×[

Σ2(k, l)

(
∂s2
∂s0

)k−2

−
(
∂sl
∂s0

)k−2

Σ2(k, 2)

]
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Here we examine this last term more carefully. we have[
Σ2(k, l)

(
∂s2
∂s0

)k−2

−
(
∂sl
∂s0

)k−2

Σ2(k, 2)

]
=

k−2∑
i=0

[(
∂sl
∂φ0

)k−2−i(
∂s1
∂s0

)k−2−i(
∂sl
∂s0

)i(
∂s1
∂φ0

)i(
∂s2
∂s0

)k−2

−
(
∂s2
∂φ0

)k−2−i(
∂s1
∂s0

)k−2−i(
∂s2
∂s0

)i(
∂s1
∂φ0

)i(
∂sl
∂s0

)k−2]
=

k−3∑
i=0

(
∂s1
∂s0

)k−2−i(
∂s1
∂φ0

)i(
∂sl
∂s0

)i(
∂s2
∂s0

)i

×

[(
∂sl
∂φ0

)k−2−i(
∂s2
∂s0

)k−2−i

−
(
∂s2
∂φ0

)k−2−i(
∂sl
∂s0

)k−2−i]
=

(
∂s1
∂s0

) k−3∑
i1=0

(
∂s1
∂s0

)k−3−i1( ∂s1
∂φ0

)i1( ∂sl
∂s0

)i1(∂s2
∂s0

)i1

×

[(
∂sl
∂φ0

)(
∂s2
∂s0

)
−
(
∂s2
∂φ0

)(
∂sl
∂s0

)]
×

k−3−i1∑
i2=0

(
∂s2
∂s0

)k−3−i1−i2( ∂sl
∂φ0

)k−3−i1−i2( ∂sl
∂s0

)i2( ∂s2
∂φ0

)i2

=

(
∂s1
∂s0

)(
∂sl
∂φ2

)
det(df 2(x0))Σ3(k, l),

where we define

Σ3(k, l) =
k−3∑
i1=0

k−3−i1∑
i2=0

(
∂sl
∂φ0

)k−3−i1−i2

×

(
∂s1
∂s0

)k−3−i1(∂s2
∂s0

)k−3−i2

×(
∂s1
∂φ0

)i1( ∂s2
∂φ0

)i2( ∂sl
∂s0

)i1+i2

Thus we obtain for 3 ≤ k ≤ n+ 1, 3,≤ l,≤ n+ 2

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

][
∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
Σ3(k, l).

We will do one more reduction explicitly before describing the inductive process. So for
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4 ≤ k ≤ n+ 1 we perform the following row operations:

Rk → Rk

(
∂s3
∂s0

)k−3

,

Rk → Rk −R3Σ3(k, 3).

We obtain then for 4 ≤ k ≤ n+ 1, 4 ≤ l ≤ n+ 2

Mkl =

{
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

]
×[

∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
Σ3(k, l)

(
∂s3
∂s0

)k−3}
−
{
∂sn+3

∂φl

(
∂sl
∂s0

)n−2[
∂sl
∂φ1

det(df(x0))

]
×[

∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
Σ3(k, 3)

}
=

∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

][
∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
×[(

∂s3
∂s0

)k−3

Σ3(k, l)−
(
∂sl
∂s0

)k−3

Σ3(k, 3)

]
.
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And here we examine the last term again. We obtain[(
∂s3
∂s0

)k−3

Σ3(k, l)−
(
∂sl
∂s0

)k−3

Σ3(k, 2)

]
=

k−3∑
i1=0

k−3−i1∑
i2=0

{[(
∂sl
∂φ0

)k−3−i1−i2(∂s1
∂s0

)k−3−i1

×

(
∂s2
∂s0

)k−3−i2( ∂s1
∂φ0

)i1( ∂s2
∂φ0

)i2( ∂sl
∂s0

)i1+i2(∂s3
∂s0

)k−3]
−
[(

∂s3
∂φ0

)k−3−i1−i2(∂s1
∂s0

)k−3−i1

×(
∂s2
∂s0

)k−3−i2( ∂s1
∂φ0

)i1( ∂s2
∂φ0

)i2(∂s3
∂s0

)i1+i2( ∂sl
∂s0

)k−3]}
=

∂s1
∂s0

∂s2
∂s0

k−4∑
i1=0

k−4−i1∑
i2=0

{(
∂s1
∂s0

)k−4−i1(∂s2
∂s0

)k−4−i2

×

(
∂s1
∂φ0

)i1( ∂s2
∂φ0

)i2( ∂sl
∂s0

)i1+i2(∂s2
∂s0

)i1+i2

×[(
∂sl
∂φ0

)k−3−i1−i2(∂s3
∂s0

)k−3−i1−i2

−
(
∂s3
∂φ0

)k−3−i1−i2( ∂sl
∂s0

)k−3−i1−i2]}
=

∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))Σ4(k, l)

where here we define Σ4(k, l) by

Σ4(k, l) =
k−4∑
i1=0

k−4−i1∑
i2=0

k−4−i1−i2∑
i3=0

{(
∂sl
∂φ0

)k−4−i1−i2−i3

×

(
∂s1
∂s0

)k−4−i1(∂s2
∂s0

)k−4−i2(∂s3
∂s0

)k−4−i3

×(
∂s1
∂φ0

)i1( ∂s2
∂φ0

)i2( ∂s3
∂φ0

)i3

×(
∂sl
∂s0

)i1+i2+i3

.

So we get for 4 ≤ k ≤ n+ 1, 4 ≤ l ≤ n+ 2

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

][
∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
×[

∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))

]
Σ4(k, l).

(4.2)
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We proceed inductively. In the end we obtain for 1 ≤ k ≤ n+ 1, k ≤ l ≤ n+ 2

Mk,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−(k−1)[
∂sl
∂φ1

det(df(x0))

]
...[

∂s1
∂s0

...
∂sk−2

∂s0

∂sl
∂φk−1

det(dfk−1(x0))

]
.

So now we eliminate upwards for each row to obtain the top left n+1 by n+1 matrix

to have zeroes off of the diagonal. After this we will do column operations to eliminate

the last column, and then we will show that all the values along the diagonal are non-zero,

which implies the determinant is not zero.

We do this for the first few terms and then describe the inductive proof. We do the

following row operations:

R1 → R1

[
∂s2
∂φ1

det(df(x0))

]
R1 → R1 −R2

∂s2
∂s0

.

Then we get

M1,1 =
∂sn+3

∂φ1

(
∂s1
∂s0

)n[
∂s2
∂φ1

det(df(x0))

]
,

And we get for 3 ≤ l ≤ n+ 2

M1,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n[
∂s2
∂φ1

det(df(x0))

]
− ∂sn+3

∂φl

(
∂sl
∂s0

)n−1[
∂sl
∂φ1

det(df(x0))

]
∂s2
∂s0

=
∂sn+3

∂φl

(
∂sl
∂s0

)n−1

det(df(x0))

[
∂sl
∂s0

∂s2
∂φ1

− ∂sl
∂φl

∂s2
∂s0

]
= −∂sn+3

∂φl

(
∂sl
∂s0

)n−1[
det(df 2(x0))

∂sl
∂φ2

∂s1
∂s0

]
.
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Now we perform the following row operations:

R1 → R1

[
∂s3
∂φ1

det(df(x0))

][
∂s2
∂s0

]
,

R1 → R1 +R3
∂s3
∂s0

[
∂s2
∂s0

]
,

R2 → R2

[
∂s3
∂φ2

∂s1
∂s0

det(df 2(x0))

]
,

R2 → R2 −R3
∂s3
∂s0

.

So we obtain

M1,1 =
∂sn+3

∂φ1

(
∂s1
∂s0

)n[
∂s2
∂φ1

det(df(x0))

][
∂s3
∂φ1

det(df(x0))

][
∂s2
∂s0

]
,

M2,2 =
∂sn+3

∂φ2

(
∂s2
∂s0

)n−1[
∂s2
∂φ1

det(df(x0))

][
∂s3
∂φ2

∂s1
∂s0

det(df 2(x0))

]
,

And we get for 4 ≤ l ≤ n+ 2

M1,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−2[
∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

][
∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))

]
,

M2,l = −∂sn+3

∂φl

(
∂sl
∂s0

)n−2[
∂sl
∂φ1

det(df(x0))

][
∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))

]
.

Now we eliminate one more. We do the following row operations:

R1 → R1

[
∂s4
∂φ1

det(df(x0))

][
∂s2
∂s0

∂s3
∂s0

]
,

R1 → R1 −R4
∂s4
∂s0

[
∂s2
∂s0

∂s3
∂s0

]
,

R2 → R2

[
∂s1
∂s0

∂s4
∂φ2

det(df 2(x0))

][
∂s3
∂s0

]
,

R2 → R2 +R4
∂s4
∂s0

[
∂s3
∂s0

]
,

R3 → R3

[
∂s1
∂s0

∂s2
∂s0

∂s4
∂φ3

det(df 3(x0))

]
,

R3 → R3 −R4
∂s4
∂s0

.
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This yields

M1,1 =
∂sn+3

∂φ1

(
∂s1
∂s0

)n[
∂s2
∂φ1

det(df(x0))

][
∂s3
∂φ1

det(df(x0))

]
×[

∂s4
∂φ1

det(df(x0))

][(
∂s2
∂s0

)2
∂s3
∂s0

]
,

M2,2 =
∂sn+3

∂φ2

(
∂s2
∂s0

)n−1[
∂s2
∂φ1

det(df(x0))

][
∂s3
∂φ2

∂s1
∂s0

det(df 2(x0))

]
×[

∂s1
∂s0

∂s4
∂φ2

det(df 2(x0))

][
∂s3
∂s0

]
,

M3,3 =
∂sn+3

∂φ3

(
∂s3
∂s0

)n−2[
∂s3
∂φ1

det(df(x0))

][
∂s1
∂s0

∂s3
∂φ2

det(df 2(x0))

]
×[

∂s1
∂s0

∂s2
∂s0

∂s4
∂φ3

det(df 3(x0))

]
,

And for 5 ≤ l ≤ n+ 2 we have

M1,l = −∂sn+3

∂φl

(
∂sl
∂s0

)n−3[
∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

]
×[

∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))

][
∂s1
∂s0

∂s2
∂s0

∂s3
∂s0

∂sl
∂φ4

det(df 4(x0))

]
,

M2,l =
∂sn+3

∂φl

(
∂sl
∂s0

)n−3[
∂sl
∂φ1

det(df(x0))

]
×[

∂s1
∂s0

∂s2
∂s0

∂sl
∂φ3

det(df 3(x0))

][
∂s1
∂s0

∂s2
∂s0

∂s3
∂s0

∂sl
∂φ4

det(df 4(x0))

]
,

M3,l = −∂sn+3

∂φl

(
∂sl
∂s0

)n−3[
∂sl
∂φ1

det(df(x0))

]
×[

∂s1
∂s0

∂sl
∂φ2

det(df 2(x0))

][
∂s1
∂s0

∂s2
∂s0

∂s3
∂s0

∂sl
∂φ4

det(df 4(x0))

]
.
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Proceeding inductively can get the final result. We obtain for 1 ≤ k ≤ n+ 1

Mk,k =
∂sn+3

∂φk

{[
∂sk
∂φ1

det(df(x0))

]
...[

∂s1
∂s0

...
∂sk−2

∂s0

∂sk
∂φk−1

det(dfk−1(x0))

]}
×{[

∂s1
∂s0

...
∂sk−1

∂s0

∂sk+1

∂φk

det(dfk(x0))

]
...[

∂s1
∂s0

...
∂sk−1

∂s0

∂sn+1

∂φk

det(dfk(x0))

]}
×[(

∂sk
∂s0

)n−(k−1)(
∂sk+1

∂s0

)n−k(
∂sk+2

∂s0

)n−(k+1)

...

(
∂sn
∂s0

)]
,

Mk,n+2 = (−1)n+k−1 ∂sn+3

∂φn+2

[
∂sn+2

∂φ1

det(df(x0))

]
...

...

[
∂s1
∂s0

...
∂sk−2

∂s0

∂sn+2

∂φk−1

det(dfk−1(x0))

]
×[

∂s1
∂s0

...
∂sk
∂s0

∂sn+2

∂φk+1

det(dfk+1(x0))

]
...

...

[
∂s1
∂s0

...
∂sn
∂s0

∂sn+2

∂φn+1

det(dfn+1(x0))

]
.

The second equation here will be used in the next result.

Now we proceed to perform column operations to eliminate column n + 2, and then

we see that this gives in index Mn+2,n+2 the desired result claimed in the previous lemma.

First we note that if we define Xk and Yk by

Mk,k = LCM(Mkk,Mk,n+2)Xk,

Mk,n+2 = LCM(Mkk,Mk,n+2)Yk,

where LCM is the least common multiple when we consider the terms symbolically (not
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numerically). Then we have

Xk =
∂sn+3

∂φk

[
∂sk
∂φ1

...
∂sk

∂φk−1

][
∂sk+1

∂φk

...
∂sn+1

∂φk

]
,

Yk = (−1)n−k+1 ∂sn+3

∂φn+2

[
∂sn+2

∂φ1

...
∂sn+2

∂φk−1

][
∂sn+2

∂φk+1

...
∂sn+2

∂φn+1

]
×

det(df(xk))... det(df
n−k+1(xk))

We perform the following row operations:

Cn+2 → Cn+2X1

Cn+2 → Cn+2 − C1Y1

Cn+2 → Cn+2X2

Cn+2 → Cn+2 − C2Y2X1

...

Cn+2 → Cn+2Xn+1

Cn+2 → Cn+2 − Cn+1Yn+1Xn...X1.

This yields in Mn+2,n+2 the following:

Mn+2,n+2 = X1...Xn+1

{
∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n

−
n+1∑
i=1

∂φn+3

∂φi

(
∂si
∂φ0

)n
Yi

Xi

}
.

We now claim the following.

Lemma 2.4. The above equation is equal to

det(df(xn+2))

(
∂sn+3

∂φ0

)n[
∂sn+2

∂φ1

...
∂sn+2

∂φn+1

]
×[(

∂sn+1

∂φ1

...
∂sn+1

∂φn

)2(
∂sn
∂φ1

...
∂sn

∂φn−1

)2

...

(
∂s2
∂φ1

)2]
,

which is non-zero.
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Proof. Now

X1...Xn+1 =

[
∂sn+3

∂φ1

...
∂sn+3

∂φn+1

]
×[(

∂sn+1

∂φ1

...
∂sn+1

∂φn

)2(
∂sn
∂φ1

...
∂sn

∂φn−1

)2

...

(
∂s2
∂φ1

)2]
.

We begin by dividing both sides of the supposed equality by X1...Xn+1. We obain on

one side

det(df(xn+2))

(
∂sn+3

∂φ0

)n

[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

]
[
∂sn+3

∂φ1
... ∂sn+3

∂φn+1

] .
Dividing by

[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

]
and multiplying by

[
∂sn+3

∂φ1
... ∂sn+3

∂φn+1

]
, we obtain on one side

det(df(xn+2))

(
∂sn+3

∂φ0

)n

,

and on the other

∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n

[
∂sn+3

∂φ1
... ∂sn+3

∂φn+1

]
[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

]

−
n+1∑
i=1

∂φn+3

∂φi

(
∂si
∂φ0

)n
Yi

Xi

[
∂sn+3

∂φ1
... ∂sn+3

∂φn+1

]
[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

] .
(4.3)

Now each term in this sum gives

(−1)n−1+1∂φn+3

∂φi

(
∂si
∂φ0

)n

×

∂sn+3

∂φn+2

[
∂sn+2

∂φ1
...∂sn+2

∂φi−1

][
∂sn+2

∂φi+1
... ∂sn+2

∂φn+1

]
∂sn+3

∂φi

[
∂si
∂φ1

... ∂si
∂φi−1

][
∂si+1

∂φi
...∂sn+1

∂φi

] ×

det(df(xi))... det(df
n−i+1(xi))×[

∂sn+3

∂φ1
... ∂sn+3

∂φn+1

]
[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

] ,
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which simplifies to

(−1)n−i+1∂φn+3

∂φi

(
∂si
∂φ0

)n

×

∂sn+3

∂φn+2

[
∂sn+3

∂φ1
... ∂sn+3

∂φn+1

]
det(df(xi))... det(df

n−i+1(xi))

∂sn+3

∂φi

∂sn+2

∂φi

[
∂si
∂φ1

... ∂si
∂φi−1

][
∂si+1

∂φi
...∂sn+1

∂φi

] .

Now, we prove the equality by induction. Suppose it is true for n− 1. Then, by relabelling

points x1, ..., xn+2 to x2, ..., xn+3 and multiplying both sides by ∂sn+3

∂φ0
, we obtain the equality

det(df(xn+2))

(
∂sn+3

∂φ0

)n

=
∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n−1
∂sn+3

∂φ0

∂sn+2

∂φ1

[
∂sn+3

∂φ2
... ∂sn+3

∂φn+1

]
[
∂sn+2

∂φ1
.... ∂sn+2

∂φn+1

]
−

n∑
i=1

(−1)n−i∂φn+3

∂φi+1

(
∂si+1

∂φ0

)n−1
∂si+1

∂φ1

∂sn+3

∂φ0

×

∂sn+3

∂φn+2

[
∂sn+3

∂φ2
... ∂sn+3

∂φn+1

]
det(df(xi+1))... det(df

n−i(xi+1))

∂sn+3

∂φi+1

∂sn+2

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
...∂sn+1

∂φi+1

] .

(4.4)

We now show that the right hand side of this equation is equal to (4.3). To do this we take

each ∂sn+3

∂φ0
in every term and split it up as

∂sn+3

∂φ0

=
∂sn+3

∂s1

∂s1
∂φ0

+
∂sn+3

∂φ1

∂φ1

∂φ0

.

Now we take a single ∂si
∂φ0

in each term of (4.3) for i > 1 and split it up as

∂si
∂φ0

=
∂si
∂s1

∂s1
∂φ0

+
∂si
∂φ1

∂φ1

∂φ0

.

Now we subtract (4.3) from (4.4). Notice that the terms with ∂sn+3

∂φ1

∂φ1

∂φ0
and the terms with
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∂si
∂φ1

∂φ1

∂φ0
cancel out, and we are left with the difference being

∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n−1

[
∂sn+3

∂φ2
... ∂sn+3

∂φn+1

]
[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

][∂sn+2

∂φ1

∂sn+3

∂s1
− ∂sn+3

∂φ1

∂sn+2

∂s1

]
∂s1
∂φ0

−
n∑

i=1

{
(−1)n−i∂φn+3

∂φi+1

(
∂si+1

∂φ0

)n−1

×

∂sn+3

∂φn+2

[
∂sn+3

∂φ2
... ∂sn+3

∂φn+1

]
det(df(xi+1))... det(df

n−i(xi+1))

∂sn+3

∂φi+1

∂sn+2

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
...∂sn+1

∂φi+1

] ×

[
∂si+1

∂φ1

∂sn+3

∂s1
− ∂si+1

∂s1

∂sn+3

∂φ1

]
∂s1
∂φ0

}
−
{
(−1)n

∂φn+3

∂φ1

(
∂s1
∂φ0

)n

×

∂sn+3

∂φn+2

[
∂sn+3

∂φ2
... ∂sn+3

∂φn+1

]
det(df(x1))... det(df

n(x1))

∂sn+2

∂φ1

[
∂s2
∂φ1

...∂sn+1

∂φ1

] }
.

We now show that this difference is equal to 0. First, we divide by ∂s1
∂φ0

, and by ∂sn+3

∂φ2
... ∂sn+3

∂φn+1
.

We also note that

[
∂si+1

∂φ1

∂sn+3

∂s1
− ∂si+1

∂s1

∂sn+3

∂φ1

]
= −∂sn+3

∂φi+1

det(df i(x1)).
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So we have

− ∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n−1 ∂sn+3

∂φn+2
det(dfn+1(x1))[

∂sn+2

∂φ1
... ∂sn+2

∂φn+1

]
+

n∑
i=1

{
(−1)n−i∂φn+3

∂φi+1

(
∂si+1

∂φ0

)n−1

×

∂sn+3

∂φn+2
det(df(xi+1))... det(df

n−i(xi+1)) det(df
i(x1))

∂sn+2

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
...∂sn+1

∂φi+1

] }

−
{
(−1)n

∂φn+3

∂φ1

(
∂s1
∂φ0

)n−1

×

∂sn+3

∂φn+2
det(df(x1))... det(df

n(x1))

∂sn+2

∂φ1

[
∂s2
∂φ1

...∂sn+1

∂φ1

] }
.

Now we can divide each term by ∂sn+3

∂φn+2
. If one examines the determinants, they will see

that we can also divide by det(dfn(x1)). Doing so yields

− ∂φn+3

∂φn+2

(
∂sn+2

∂φ0

)n−1
det(df(xn+1))[
∂sn+2

∂φ1
... ∂sn+2

∂φn+1

]
+

n−1∑
i=0

{
(−1)n−i∂φn+3

∂φi+1

(
∂si+1

∂φ0

)n−1

×

det(df(xi+1))... det(df
n−i−1(xi+1))

∂sn+2

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
...∂sn+1

∂φi+1

] }

+
∂φn+3

∂φn+1

(
∂sn+1

∂φ0

)n−1
1

∂sn+2

∂φn+1

[
∂sn+1

∂φ1
...∂sn+1

∂φn

]
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Now, since we are assuming the equality holds for n− 1, we note this says

det(df(xn+1))

(
∂sn+2

∂φ0

)n−1

=
∂φn+2

∂φn+1

(
∂sn+1

∂φ0

)n−1

[
∂sn+2

∂φ1
...∂sn+2

∂φn

]
[
∂sn+1

∂φ1
...∂sn+1

∂φn

]
−

n∑
i=1

(−1)n−i∂φn+2

∂φi

(
∂si
∂φ0

)n−1

×

∂sn+2

∂φn+1

[
∂sn+2

∂φ1
...∂sn+2

∂φn

]
det(df(xi))... det(df

n−i(xi))

∂sn+2

∂φi

∂sn+1

∂φi

[
∂si
∂φ1

... ∂si
∂φi−1

][
∂si+1

∂φi
...∂sn

∂φi

]

=
∂φn+2

∂φn+1

(
∂sn+1

∂φ0

)n−1

[
∂sn+2

∂φ1
...∂sn+2

∂φn

]
[
∂sn+1

∂φ1
...∂sn+1

∂φn

]
+

n−1∑
i=0

(−1)n−i∂φn+2

∂φi+1

(
∂si+1

∂φ0

)n−1

×

∂sn+2

∂φn+1

[
∂sn+2

∂φ1
...∂sn+2

∂φn

]
det(df(xi+1))... det(df

n−i−1(xi+1))

∂sn+2

∂φi+1

∂sn+1

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
... ∂sn

∂φi+1

] .

80



Substituting this into the previous equation yields

− ∂φn+3

∂φn+2

∂φn+2

∂φn+1

(
∂sn+1

∂φ0

)n−1

∂sn+2

∂φn+1

[
∂sn+1

∂φ1
...∂sn+1

∂φn

]
+

n−1∑
i=0

{
− ∂φn+3

∂φn+2

{
(−1)n−i∂φn+2

∂φi+1

(
∂si+1

∂φ0

)n−1

×

det(df(xi+1))... det(df
n−i−1(xi+1))

∂sn+2

∂φi+1

∂sn+1

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
... ∂sn

∂φi+1

]}

+

{
(−1)n−i∂φn+3

∂φi+1

(
∂si+1

∂φ0

)n−1

×

det(df(xi+1))... det(df
n−i−1(xi+1))

∂sn+2

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
...∂sn+1

∂φi+1

] }}

+
∂φn+3

∂φn+1

(
∂sn+1

∂φ0

)n−1
1

∂sn+2

∂φn+1

[
∂sn+1

∂φ1
...∂sn+1

∂φn

] .
Then for each term, writing

∂φn+3

∂φi+1

=
∂φn+3

∂sn+2

∂sn+2

∂φi+1

+
∂φn+3

∂φn+2

∂φn+2

∂φi+1

we observe that all the terms with ∂φn+3

∂φn+2
cancel out, and we are left with

− ∂φn+3

∂sn+2

(
∂sn+1

∂φ0

)n−1
1[

∂sn+1

∂φ1
...∂sn+1

∂φn

]
−

n−1∑
i=0

{
(−1)n−i

(
∂si+1

∂φ0

)n−1

×

det(df(xi+1))... det(df
n−i−1(xi+1))

∂sn+1

∂φi+1

[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
... ∂sn

∂φi+1

] ∂φn+3

∂sn+2

}
.
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Then, dividing by ∂φn+3

∂sn+2
and multiplying by

[
∂sn+1

∂φ1
...∂sn+1

∂φn

]
, we have

−
(
∂sn+1

∂φ0

)n−1

−
n−1∑
i=0

{
(−1)n−i

(
∂si+1

∂φ0

)n−1

×[
∂sn+1

∂φ1
...∂sn+1

∂φi

][
∂sn+1

∂φi+2
...∂sn+1

∂φn

]
det(df(xi+1))... det(df

n−i−1(xi+1))[
∂si+1

∂φ1
...∂si+1

∂φi

][
∂si+2

∂φi+1
... ∂sn

∂φi+1

] }
.

We now prove that this is 0 for all n by induction. Note that the base case of n = 2 is

easily verifiable. For the rest, suppose it holds for n − 2. If one proceeds in the same

fashion as before (breaking up the partials), they arrive at the conclusion that this is in

fact equivalent to the step before being 0.

In fact, since all the calculations performed were simple algebra and did not use

the explicit values of the partial derivatives in terms of the curvature of the boundary or

anything to do with the fact that it is a billiard map, we can actually simply relabel the

points x1, ..., xn+2 to xk1 , ..., xkn+2 where k1, ..., kn+2 is any arbitrary increasing sequence of

numbers, and obtain that by varying the curvature at any n + 2 points, we may vary the

nth differentials of sq and φq with n + 2 degrees of freedom (which is the best one can do

with billiard maps).

Thus, this combined with the fact that if you vary the curvature at points that are

not consecutive points in the orbit then there are no ε2 terms, we have that we can vary the

billiard map exactly up to the nth differential generically by varying in small neighborhoods

of n+ 2 points on the boundary.
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Appendix A: Finding domains with a saddle point containing a homoclinic

tangency

Our main result in this section is to prove Lemma (1.1).

Proof. We begin with a smooth C∞ domain Ω0. By ( [37] Theorem 6.4.1) there exists

arbitrarily close to Ω0 a domain Ω1 such that the eigenvalues of the differential of the

billiard map composed with itself q times at each q periodic point are not any root of unity,

for every q. Then, due to a result of Aubry Mather theory which states that for a minimal

orbit O with rotation number 1/q there exists minimal orbits O± which accumulate to

O under forward and backward iterations (respectively), this implies that every minimal

periodic orbit of Ω1 is hyperbolic.

Next, we combine two results. It is shown in [25] (Page 146 lemma 14.6) that for a

sufficiently smooth boundary, one may find a coordinate system so that the billiard map

takes the form

f(ξ, η) = (ξ + η + A(ξ, η)ηN , η +B(ξ, η)ηN+1).

This implies there exist rotational invariant KAM curves which accumulate onto the boundary.

For large q, then, we may find minimal orbits of rotation number 1/q trapped between these

invariant curves. For instance, we may have the distance between these two KAM curves
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to be of order 1/q10.

Now, by a result in [21] we have that for these orbits, for two consecutive points

p1 = (x1, y1), p2 = (x2, y2) = f(p1), there exist points O1 = (ξ1, η1) and O2 = (ξ2, η2) such

that x1 < ξ1, ξ2 < x2 and the orbit of O1 is a heteroclinic orbit from p1 to p2, and the orbit

of O2 is a heteroclinic orbit from p2 to p1. Thus, we have a heteroclinic cycle between the

points p1 and p2 (see Figure A.1)

Figure A.1: The dynamics around p1 and p2, showing the heteroclinic points at O1 and O2.

We now let lu0 (p1) be a section of the unstable manifold of p1 which contains in its

interior O1. Then we define its iterations as lui (p1) = T i(lu0 (p1)). First we state the following

lemma:

Lemma 1.1.1. We either have that lui (p1) already crosses the stable manifold of p2 transversally,

or we may perturb the system so that this is achieved (i.e. so that O1 is a point of transversal

intersection).

Proof. Using Perturbation 2, we may perturb to obtain two transversal intersections.

Similarly, we may take the intersection of W u(p2) and W s(p1) at O2 to be transverse.

We also define ls0(p1) to be a small section of the stable manifold of p1 which contains in

its interior O2, and its iterations as T i(ls0(p1)) = lsi (p1).
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We let W u
loc(p2)(W

s
loc(p2)) be a section of the unstable (stable) manifold of p2 containing

in its interior p2. Then by the lambda lemma (see [23]), limi→∞ lui (p1) = W u
loc(p2), and

limi→∞ ls−i(p1) = W s
loc(p2).

Now, by [26] there exist Birkhoff normal form coordinates around our fixed points.

In these coordinates our billiard map may be conjugated by a function N so that T =

N ◦ f q ◦N−1 has the form

T (ξ, η) = (∆(ξη)ξ,∆(ξη)−1η),

where

∆(ξη) = λ+
∞∑
k=1

ak(ξη)
k,

and λ is the eigenvalue of df q(p1) with magnitude greater than 1. This equation is valid

when the product ξη is small. We also may normalize so that this is valid for ξ, η ∼ 1.

We now define a small neighborhood U s = U s(δ) for some 0 < δ ≪ 1 defined in these

coordinates by {−δ < ξ < 0,−1/2 < η < 1/2}. Then by our considerations above we have

for some −M and some subset l̃s−M(p1) ⊂ ls−M(p1), that l̃s−M(p1) ⊂ U s, and

l̃s−M(p1) ∩ U s ⊂
(
{−δ < ξ < 0, η = −1/2} ∪ {−δ < ξ < 0, η = 1/2}

)
,

and l̃s−M(p1) is as close as we would like in the C∞ topology to a vertical line in these

coordinates.

Then, we also define Uu = Uu(δ) in these coordinates by {−1/2 < ξ < 1/2, 0 < η <

δ}. We similarly have some large N and some subset l̃uN(p1) ⊂ luN(p1) that l̃uN(p1) ⊂ Uu,

l̃uN(p1) ∩ Uu ⊂
(
{ξ = −1/2, 0 ≤ η ≤ δ} ∪ {ξ = 1/2, 0 ≤ η ≤ δ}

)
,
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and l̃uN(p1) is as close as we would like to a horizontal line in these coordinates.

Thus, there must be a transverse intersection between ls−M(p1) and luN(p1). We

now make a few more definitions: We let O+
1 be another point of transverse heteroclinic

intersection of W u(p1) and W s(p2) which is the next point of intersection after O1, and

similarly for O+
2 . We then define a section of W u(p1) with O+

1 in its interior, and label it as

lu+0 (p1). We define its iterations as lu+i (p1) = T i(lu+0 (p1)). We do the same thing near O2,

and define these as ls+i (p1) = T i(ls+0 (p1)). Observe that one may extend along W u(p1) from

lui (p1) to lu+i (p1). We label this as Lu
i (p1). We now define the region between Lu

i (p1) and

the strip of W s(p2) from O1 to O+
1 as Λu

i (p1). We do the same for the other heteroclinic

point O2 and define these regions as Λs
i (p1) (see Figure A.2)

Figure A.2: The dynamics near p2 in Birkhoff normal form.

First observe that the boundaries of these regions are the union of two connected

components which are sections of either the stable or unstable manifold of either p1 or p2.

More precisely we define ∂Λu
i (p1) = Lu

i (p1) ∪ Ls
i (p2), and ∂Λs

i (p1) = Ls
i (p1) ∪ Lu

i (p2). We
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also note that

lim
i→∞

length(Ls
i (p1)) = 0 (A.1)

Now the point of transverse intersection we found implies that for some numbers M

and N , we have Λu
N(p1) ∩ Λs

−M(p1) is not empty.

We mention one more fact: Since our map is CN−2 close to integrable near the

boundary (see Lemma (1.1.3) in Appendix B), we have by the Stable Manifold Theorem

(see [23]) that W u(p1) and W s(p2) are CN−2 close to the manifolds W u(p̂1) = W s(p̂2) under

an integrable map, which is given explicitly by

y = (C + q−N−1U(x))1/2,

for some smooth U(x). Thus we have Lu
i (p1) is a graph over the strip of W s(p2) from

T i(O1) to T i(O+
1 ).

We now have the elements required to prove the following:

Lemma 1.1.2. Outside a neighborhood of p1, there is a section Lu(p1) of W u(p1) which

intersections W s(p2) at its endpoints and satisfies

dist(Lu(p1),W
s(p1)) = O(q(−K+1)/2)

where dist(Lu(p1),W
s(p1)) is the shortest distance from a point in Lu(p1) to a point in

W s(p1), and K is the degree of our Lazutkin coordinates.

Proof. We fix N . Suppose that for all m > −M we still have Λu
N(p1)∩Λs

m(p1) is not empty.

Then, we have that as m → ∞, the section of ∂Λs
m(p1) which intersects Λu

N(p1) becomes

arbitrarily small due to (A.1). Hence, Ls
i (p1) approaches arbitrarily close to Lu

i (p1). This

would prove the lemma.
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In the other case, there is a smallest m so that Λu
N(p1) ∩ Λs

m−M(p1) is empty and

Λu
N(p1) ∩ Λs

m−1−M(p1) is not empty, which implies Λu
N+1(p1) ∩ Λs

m−M(p1) is not empty.

If Λu
N(p1) ∩ Λs

m−M(p1) is a single point, then we are done. If not, there are at least

two points of intersection between Lu
N(p1) and Ls

m−M(p1). We examine these in Birkhoff

normal form coordinates near p2. Let q0 = (−a, b) be the point in Lu
0(p1) which minimizes

the ξ coordinate. Then we have qN = (−λNa, λ−Nb) and qN+1 = (−λN+1a, λ−N−1b), and

these lie in two regions separated by Ls
m−M(p1). The distance between the ξ coordinate of

these two points is then

Proj1(qN − qN+1) = λN(λ− 1)a

Now, we recall our billiard map is

f q(x, y) = (x+ qy +O(q2yK), y +O(qyK+1))

so that we have λ = 1 +O(q(−K+1)/2). Thus the distance between our two points is

Proj1(qN − qN+1) = O(aλNq(−K+1)/2)

which implies the distance from qN to Ls
m−M(p1) is of the same order. This implies that

the distance from q0 to Ls
m−N−M(p1) is O(q(−K+1)/2)

Now, if we perturb by Perturbation 2, moving the unstable manifold of p1 while

keeping the stable manifold of p1 fixed, with the order of the perturbation as q(−N+1)/2, we

may achieve that the homoclinic intersection is tangential instead of transverse.
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Appendix B: Billiard maps close to integrable near the boundary

The main result of this appendix is to show

Lemma 1.1.3. For each N there exists an integrable map g such that close to the boundary

the billiard map f is CN close g.

Proof. We begin with a smooth C∞ boundary Ω and associated billiard map f , written in

Lazutkin coordinates as

f q

x

y

 =

x+ qy + qA(x, y)yN

y + qB(x, y)yN+1.


We consider the Hamiltonian system with a Hamiltonian given by

H(x, y) = q
y2

2
− q−NU(x),

so that

ẋ = qy

ẏ = q−NU ′(x).
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Then we have the time-1 map which we label by g(x, y) = (x̂, ŷ) is given by

x̂ = x+ qy +
1

2
q−N+1U ′(x) +

1

6
q−N+1U ′′(x)(qy) + ...

= x+ qy + q−N+1

∞∑
k=2

(qy)k−2

k!
U (k−1)(x) + q−2NC(x, y)

= x+ qy + qÂ(x, y)yN + q−2NC(x, y)

ŷ = y + q−NU ′(x) +
q−N+1

2
U ′′(x)y + ...

= y + q−N

∞∑
k=1

(qy)k−1

k!
U (k)(x) + q−2N+1D(x, y)

= y + qB̂(x, y)yN+1 + q−2N+1D(x, y)

where C(x, y) and D(x, y) are smooth remainders, and we label

Â(x, y) =
1

(qy)N+2

∞∑
k=2

(qy)k

k!
U (k−1)(x) =

∫ x+qy

x

(
U(s)− U(x)

)
ds

(qy)N+2

B̂(x, y) =
1

(qy)N+2

∞∑
k=1

(qy)k

k!
U (k)(x) =

U(x+ qy)− U(x)

(qy)N+2

and choose U(x) so that

B̂(x,
1

q
) = U(x+ 1)− U(x) = B(x,

1

q
).

Now the difference between this map and the billiard map is

x′ − x̂ = q(A(x, y)− Â(x, y))yN − q−2NC(x, y),

y′ − ŷ = q(B(x, y)− B̂(x, y))yN+1 − q−2N+1D(x, y).

This implies that if we take y ∼ 1
q
, then we have for each 0 ≤ k ≤ N

∣∣∣∣∂N−k
x ∂k

y

(
f(x, y)− g(x, y)

)∣∣∣∣ < Cq−N+k+1

Hence the billiard map is CN−2 close to the map g.
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Appendix C: Absolutely T-Periodic in terms of the Billiard Map

The main result of this section is to prove

Theorem 3. Given a C∞ billiard map f with associated domain Ω, its corresponding

geodesic flow map F t : T ′Ω → T ′Ω, and a q-periodic point x0 = (s0, φ0), if the differential

df q(x0) is the identity up to order n, then the map F is absolutely T−periodic up to order

n at (γ(s0),
(γ(s1)−γ(s0))

||(γ(s1)−γ(s0))||) with period T = L0 where L0 is the length of the orbit of x0.

Proof. We consider

L(s0, ..., sq−1) =

q−1∑
i=0

li(si, si+1)

where li(si, si+1) is the distance between the points γ(si) and γ(si+1). Recall

∂li(si, si+1)

∂si
= − cos(φ+

i ),

∂li(si, si+1)

∂si+1

= cos(φ−
i+1)

where φ+
i is the angle between γ(si+1)−γ(si) and γ′(si), and φ−

i+1 is the angle between

γ(si+1)−γ(si) and γ′(si+1). In the case case where we have a billiard orbit (angle of incidence

equal to angle of reflection) these are the same.

Here we consider every si = (s0, φ0) as a function of s0 and φ0, where (si, φi) =

f i(s0, φ0). Then we prove the following lemma:
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Lemma 3.1. Given a C∞ billiard map,a q-periodic point x0 = (s0, φ0), and the length of

this orbit

L(x0) = l0(s0, s1(s0, φ0)) + ...+ lq−1(sq−1(s0, φ0), sq(s0, φ0)),

if the differential is the identity up to order n, i.e.

df q(x0) = Id+ F (x0)

such that

∂kF (s0, φ0)

∂js0∂k−jφ0

= 0 for 0 ≤ j ≤ k, 0 ≤ k ≤ n,

then

∂kL(s0, φ0)

∂js0∂k−jφ0

= 0 for 0 ≤ j ≤ k, 0 ≤ k ≤ n.

Proof. We first prove it for the first derivatives. We obtain

∂L

∂s0
=

q−1∑
i=0

∂li(si(s0, φ0), si+1(s0, φ0))

∂s0

=

q−1∑
i=0

− cos(φi)
∂si
∂s0

+ cos(φi+1)
∂si+1

∂s0

= cos(φq)
∂sq
∂s0

− cos(φ0),

so when evaluated at (s0, φ0) this becomes

∂L

∂s0
= cos(φ0)

(
∂sq
∂s0

− 1

)
.

Similarly, we have

∂L

∂φ0

=

q−1∑
i=0

∂li(si(s0, φ0), si+1(s0, φ0))

∂φ0

=

q−1∑
i=0

− cos(φi)
∂si
∂φ0

+ cos(φi+1)
∂si+1

∂φ0

= cos(φq)
∂sq
∂φ0

,
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so when evaluated at (s0, φ0) this becomes

∂L

∂s0
= cos(φ0)

∂sq
∂φ0

.

Thus for both of these, with the condition that the differential is the identity up to order

n, these are 0.

For higher orders, we note that for 1 ≤ j ≤ k and 1 ≤ k ≤ n,

∂kL

∂k−js0∂jφ0

=
∂k−1

∂k−js0∂φ
j−1
0

(
∂L

∂φ0

)
=

j−1∑
i=0

k−j∑
l=0

∂k−i−1−l

∂sk−j−l∂φj−i−1
0

(
cos(φq)

)
∂i+l

∂is0∂lφ0

(
∂sq
∂φ0

)
.

In this case,

∂i+l

∂is0∂lφ0

(
∂sq
∂φ0

)
= 0

for all these i, l as a consequence of our differential being the identity up to order n, and so

∂kL

∂k−js0∂jφ0

= 0 (C.1)

for 1 ≤ j ≤ k, 1 ≤ k ≤ n.

The other one to check is

∂kL

∂sk0
=

∂k−1

∂sk−1
0

(
∂L

∂s0

)
=

k−1∑
i=0

[
∂k−1−i

∂sk−1−i
0

(
cos(φq)

)
∂i

∂si0

(
∂sq
∂s0

)]
− ∂k−1

∂sk−1
0

(
cos(φ0)

)
,

and since

∂i

∂si0

(
∂sq
∂s0

)
= 0
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for i ≥ 1 and

∂k−1−i

∂sk−1−i
0

(
cos(φq)

)
=

∂k−2−i

∂sk−2−i
0

(
− sin(φq)

∂φq

∂s0

)
= 0 (C.2)

because of our differential being the identity up to order n, we have that

∂kL

∂sk0
= 0

for 1 ≤ k ≤ n as well.

Now we claim that Lemma (3.1) implies theorem 3. Recall that being absolutely

T−periodic up to order n with periodic T at (x0, y0, η0, ξ0) means the map

|F T (x, y, η, ξ)− (x, y, η, ξ)|2

is 0 up to order n at (x, y, η, ξ) = (x0, y0, η0, ξ0), where we interpret points and direction

vectors to be equivalent to points and direction vectors obtained if you extend the geodesic

into all of R2 by ignoring the boundary of Ω and then reflect across {tγ′(s) : t ∈ R} where

γ(s) is a point in ∂Ω that lies in our orbit.

Consider f q(x0 + x), where x = (s, φ). By assumption of our differential being the

identity up to order n, expanding this we obtain

f q(x0 + x) = x0 + x+O(xn+1).

From Lemma (3.1), we also have

L(x0 + x) = L0 +O(xn+1). (C.3)
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Then since the distance in order to hit the boundary again after q iterates for x0 and x0+x

is O(xn+1), we have

FL(x0+x)

(
γ(s0 + s),

γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)
= FL0

(
γ(s0 + s),

γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)
+O

(∣∣∣∣(γ(s0 + s),
γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)∣∣∣∣n+1)
,

which implies

FL0

(
γ(s0 + s),

γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)
=

(
γ(s0 + s),

γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)
+O

(∣∣∣∣(γ(s0 + s),
γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)

||γ(f(s0 + s, φ0 + φ)|1)− γ(s0 + s)||

)∣∣∣∣n+1)
,

which proves the theorem.
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maps. Annales de l’I.H.P. Analyse non linéaire, Tome 11 (1994) no. 4, pp. 359-409.

[13] Gavrilov N K and Shilnikov L P 1972 On three-dimensional dynamical systems close
to systems with a structurally unstable homoclinic curve, Part I Math. USSR Sb. 17
467–85

[14] Gonchenko S V, Turaev D V and Shilnikov L P 1993 On the existence of Newhouse
domains in a neighbourhood of systems with a structurally unstable Poincar´e
homoclinic curve (the higher-dimensional case) Russ. Acad. Sci. Dokl. Math. 47 268–73

[15] Gonchenko S V, Turaev D V, Shilnikov L P Homoclinic tangencies of arbitrarily high
orders in conservative and dissipative two-dimensional maps. Nonlinearity. 20. 241,
2007.

[16] Gorodetski, A. On Stochastic Sea of the Standard Map. Commun. Math. Phys. 309,
155–192 (2012).

[17] Gorodetski, A., Kaloshin, V. Conservative homoclinic bifurcations and some
applications. Proc. Steklov Inst. Math. 267, 76–90 (2009)

[18] Hormander, L. The analysis of linear partial differential operators. Ill, IV. Berlin,
Heidelberg, New York: Springer 1985

[19] Ivrii, V.Ya., The second term of the spectral asymptotics for a laplacebeltrami operator
on manifolds with boundary, Func. Anal. Appl. 14 (2) (1980), 98–106.

[20] Shahla Marvizi, Richard Melrose Spectral invariants of convex planar regions, Journal
of Differential Geometry, J. Differential Geom. 17(3), 475-502, (1982)

[21] J.N. Mather, Variational construction of orbits for twist diffeomorphisms J. Amer.
Math. Soc. 4 (1991), no. 2, 203-257

[22] J. N. Mather and G. Forni. Action minimizing orbits in Hamiltonian systems.
Transition to chaos in classical and quantum mechanics (Montecatini Terme, 1991),
Lecture Notes in Math., Vol. 1589 (1994), 92–186

[23] K. F. Siburg. The principle of least action in geometry and dynamics. Lecture Notes
in Mathematics Vol.1844, xiii+ 128 pp, Springer, (2004)

[24] Kac, Mark. “Can One Hear the Shape of a Drum?” The American Mathematical
Monthly, vol. 73, no. 4, 1966, pp. 1–23.

[25] Lazutkin, KAM Theory and Semiclassical Approximations to Eigenfunctions Springer
Berlin Heidelberg, 1993

[26] Moser, J., The analytic invariants of an area-preserving mapping near a hyperbolic
fixed point Communications on Pure and Applied Mathematics, 9 (4) (1956), pp.
673–692

97



[27] Newhouse S Nondensity of axiom A(a) on S2 Global Analysis, Proc. Symp. Pure
Math. 1970. 14 191–202

[28] Newhouse S Diffeomorphisms with infinitely many sinks Topology 1974. 13 9–18

[29] Newhouse S Quasi-elliptic periodic points in conservative dynamical systems Am. J.
Math. 1977. 99 1061–87

[30] Newhouse S 1979 The abundance of wild hyperbolic sets and non-smooth stable sets
for diffeomorphisms Publ. Math. Inst. Hautes Etudes Sci. 50 101–52

[31] Palis J and Takens F 1993 Hyperbolicity and Sensitive Chaotic Dynamics
at Homoclinic Bifurcations. Fractal Dimensions and Infinitely Many Attractors
(Cambridge Studies in Advanced Mathematics vol 35) (Cambridge: Cambridge
University Press)

[32] Popov, G. Invariants of the Length Spectrum and Spectral Invariants of Planar Convex
Domains Commun. Math. Phys. 161, 335-364 (1994)

[33] Pugh, C., & Robinson, C. (1983) The C1 Closing Lemma, including Hamiltonians.
Ergodic Theory and Dynamical Systems, 3(2), 261-313.

[34] S. Tabachnikov, Introducing projective billiards, Ergodic Theory and Dynamical
Systems 17 (1997), 957–976.

[35] S. Tabachnikov, Ellipsoids, complete integrability and hyperbolic geometry, Moscow
Mathematical Journal 2 (2002), 185–198.

[36] S. Zelditch. Inverse spectral problem for analytic domains. II. Z2-symmetric domains.
Ann. of Math. (2), 170(1):205–269, 2009.

[37] V. Petkov, L. Stoyanov, Geometry of the Generalized Geodesic Flow and Inverse
Spectral Problems John Wiley and Sons 2017

[38] Vadim Kaloshin, Alfonso Sorrentino "On the local Birkhoff conjecture for convex
billiards," Annals of Mathematics, Ann. of Math. (2) 188(1), 315-380, (July 2018)
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