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This thesis is devoted to problems in error-correcting codes motivated by data integrity problems arising in large-scale distributed storage systems. We study properties and constructions of Maximum Distance Separable (MDS) codes, which are widely used in storage applications since they provide the maximum failure tolerance for a given amount of storage overhead.

Among the parameters of the code that are important for storage applications are: the amount of data transferred in the system during node repair (the repair bandwidth), which characterizes the network usage, and the volume of accessed data, which corresponds to the number of disk I/O operations. Therefore, recent research on MDS codes for distributed storage has focused on codes that can minimize these two quantities. A lower bound on the repair bandwidth of a code, called the cut-set bound, was proved by Dimakis et al. in 2010, and codes that attain this bound are said to have the optimal repair property. Explicit optimal-repair low-rate (rate $\leq 1 / 2$ ) MDS codes were constructed by Rashmi et al. in 2011. At the same time, large-scale distributed systems such as the

Google File System and Hadoop Distributed File System, employ high-rate (rate $>1 / 2$ ) MDS codes due to the need of reducing storage overhead. Until recently, except for some particular cases, no general explicit constructions of high-rate optimal-repair MDS codes were known.

In this thesis, we present the first explicit constructions of optimal-repair MDS codes, thereby providing a solution to the general construction problem of such codes for the high-rate regime.

More specifically, we construct explicit MDS codes that can repair any number of failed nodes from any number of helper nodes with the smallest possible amount of downloaded/accessed data. For the particular case of repairing a single node failure, we further present an explicit family of MDS codes that minimize the amount of accessed data during the repair. This family of codes has an additional favorable property that the node size (the amount of information stored in the node) is also the smallest possible. Reducing the node size directly translates into reducing the complexity of storage systems.

While most studies on MDS codes with optimal repair bandwidth focus on array codes, the repair problem of widely used scalar codes such as Reed-Solomon codes has also recently attracted attention of researchers. It has been an open problem whether scalar linear MDS codes can achieve the cut-set bound. In this thesis, we answer this question in the affirmative by giving explicit constructions of Reed-Solomon codes that can be repaired at the cut-set bound. We also prove a lower bound on the node size of optimally repairable scalar MDS codes, showing that the node size of our RS codes is close to the best possible for scalar linear codes.

Finally, we extend the concept of repair bandwidth from erasure correction to error
correction, which forms a new problem in coding theory. We prove a bound on the amount of downloaded information for this problem and present explicit code families that attain this bound for a wide range of parameters.
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Main notation and acronyms

| Notation | Meaning |
| :---: | :---: |
| [ $n$ ] | the set $\{1,2, \ldots, n\}, n \in \mathbb{N}$ |
| ( $n, k, l$ ) array code | array code of code length $n$ and dimension $k$, each codeword coordinate is a vector of length $l$ |
| $r$ | $r:=n-k$ is the number of parity nodes of the code |
| $l$ | the sub-packetization value of the code |
| $\mathcal{F}$ | the subset of failed nodes |
| $\mathcal{R}$ | the subset of helper nodes |
| $\operatorname{GRS}_{F}(n, k, \Omega, v)$ | $\begin{gathered} (n, k) \text { Generalized Reed-Solomon code } \\ \text { with evaluation points } \Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right\} \subseteq F \\ \left\{\left(v_{1} f\left(\omega_{1}\right), \ldots, v_{n} f\left(\omega_{n}\right)\right) \in F^{n}: f \in F[x], \operatorname{deg} f \leq k-1\right\}, \\ v=\left(v_{1}, \ldots, v_{n}\right) \in\left(F^{*}\right)^{n} \end{gathered}$ |
| $\mathrm{RS}_{F}(n, k, \Omega)$ | $(n, k)$ Reed-Solomon code over field $F$ with evaluation points $\Omega$ |
| $\mathcal{C}^{\perp}$ | the dual code of the code $\mathcal{C}$ |
| $\operatorname{tr}_{\mathbb{F}_{q^{m} / \mathbb{F}_{q}}}$ | trace function $\operatorname{tr}_{\mathbb{F}_{q^{m} / \mathbb{F}_{q}}(\beta)=\beta+\beta^{q}+\beta^{q^{2}}+\cdots+\beta^{q^{m-1}}}$ |
| MDS codes | Maximum distance separable codes |
| MSR codes | Minimum-storage regenerating codes |
| LRC | Locally recoverable code |
| RS code | Reed-Solomon code |

## Chapter 1: Introduction

Distributed storage systems, such as those run by Google [18] and Facebook [14], find numerous applications ranging from social networks to file and video sharing. Currently deployed systems are formed of thousands of individual drives (nodes), and drive failures occur on a daily basis. A common approach to enhancing reliability of the data against frequent drive failures is to introduce redundancy in order to recover the unavailable contents. Many existing systems adopt a straightforward solution, storing multiple copies of the data $[14,18]$. An obvious drawback of replicating the contents on multiple storage nodes is large storage overhead, which becomes unsustainable with the exponential increase of the volume of the information in large-scale storage systems. For this reason, companies utilizing or providing distributed storage solutions have increasingly turned to erasure (error) correcting coding for the efficient data recovery. The tradeoff between failure tolerance and storage overhead is an important measure of the performance of the system. In terms of code design, this amounts to constructing high-rate codes with large distance, which has been extensively studied.

At the same time, distributed storage systems introduce additional requirements for the code design. Measurements performed in real-world distributed storage systems show that single node failures occur far more frequently than failures of multiple nodes [41, Section 6.6]. This fact together with the distributed nature of the system present new challenges in the code design that are related to the repair efficiency of a single node failure or of a small number of failed nodes. Two important performance metrics of efficient repair that have emerged are the locality and repair bandwidth: locality is the number of nodes accessed during the repair procedure, and bandwidth is the amount of data communicated between the nodes. Efficient operation of the system often amounts to minimizing one of these two quantities; therefore, recent research on coding for distributed storage has focused on codes with either small bandwidth or small locality. Theoretical studies of codes with small locality, called locally recoverable codes (LRCs), were initiated by Gopalan et al. [19]. Bounds and several constructions of optimal LRCs are given in particular in the following works: $[36,57,59,60]$. Codes with small repair bandwidth, introduced by Dimakis et al. [12], are also called regenerating codes. Regenerating codes form the central topic of this thesis, and we will say more about them later.

## Decoding tasks with communication constraints

Node failures in distributed storage correspond to erasures of codeword coordinates, and most coding schemes for distributed storage are designed for erasure correction. At the same time, error correction (global decoding) is also a central focus of coding theory,

| Metric | Repair single <br> (several) erasure(s) | Global decoding <br> (error correction) |
| :---: | :---: | :---: |
| Bandwidth | Regenerating codes | Fractional decoding |
| Locality | Locally Recoverable Codes (LRC) | LDPC codes |

Table 1.1: Communication-constrained coding problems
especially for codes designed for data transmission. For such codes, small locality can also result in significant reduction of the (global) decoding complexity. In particular, codes in the well-known class of Low Density Parity Check (LDPC) codes [17] possess small locality of codeword coordinates which supports efficient and nearly optimal decoding algorithms. In this thesis we introduce the "fractional decoding" problem, which, we believe, is a new problem in coding theory. In this problem, we aim to design codes that minimize the bandwidth during the global decoding procedure in distributed systems. Equivalently, for a given bandwidth, we want to design optimal codes that maximize the number of correctable errors. Table 1.1 summarizes our discussion of various kinds of repair problems under communication constraints.

Throughout this thesis we adopt the point of view of codes that stems from distributed storage applications. In particular, in accordance with current literature, we use the terminology motivated by such applications however unusual it may feel in the general coding-theoretic context. In this vein, code's coordinates are called nodes, correcting erasures is referred to as repairing (or recovering) failed nodes, and the process of obtaining information stored at some other nodes of the codeword for the repair of the failed node(s) is described as "downloading data from the helper nodes". As usual in distributed storage applications, we assume that a code of length $n$ formed of $k$ information coordinates and $r=n-k$ parity coordinates is spread across $n$ different nodes of the storage cluster. Each node of the cluster stores a coordinate of the code.

Referring to Table 1.1, in this thesis, we focus on the bandwidth problems. Today's large-scale distributed storage systems tend to use Maximum Distance Separable (MDS) codes since they provide the maximum failure tolerance for a given amount of storage overhead. Suppose that an $(n, k)$ MDS code with $k$ information nodes and $r=n-k$ parity nodes is used to encode data in a distributed storage system. Suppose further that the repair task of failed nodes is performed over some finite field $F$ which we call the base field. The data stored in each node is viewed as a vector over $F$. The dimension $l$ of this vector over $F$ is called sub-packetization, and it plays a key role in our considerations. Since sub-packetization measures the size of each node, which in practice cannot be too large, we would like this parameter to be as small as possible.

## Optimal-repair MDS codes

The following simple but important result of [8,12] forms the starting point of our constructions.

Proposition 1.1. Suppose that the data is encoded with an MDS code $\mathcal{C}$. Suppose that $h$
out of the $n$ nodes are inaccessible and $d$ surviving (helper) nodes are used to recover the lost data. The minimum amount of information downloaded from all the helper nodes, or the repair bandwidth, satisfies the following inequality which forms a necessary condition for successful recovery:

$$
\begin{equation*}
\text { Repair bandwidth } \geq \frac{h d l}{d+h-k} \quad \text { symbols of } F . \tag{1.1}
\end{equation*}
$$

If this lower bound is achieved for the repair of any $h$ erased nodes from any $d$ helper nodes, we say that the MDS code has the $(h, d)$-optimal repair property. We note that MDS codes with optimal repair bandwidth are also called minimum storage regenerating (MSR) codes in the literature [12], and we will use this term below alongside the more mainstream nomenclature.

## MDS codes with optimal access

Storage applications further entail the following specialization of the coding tasks. The data downloaded in the repair process can form some functions such as linear combinations of the data stored in the helper nodes. Therefore, it may happen that we access a large portion of the data on the helper nodes, perform some transformation whose range is more limited, and download its outcome whose volume may still satisfy the bound on the repair bandwidth (1.1). This leads us to isolate a subclass of optimal-repair MDS codes for which the amount of information accessed in the helper nodes equals the amount of information downloaded for the repair task. We say that an $(n, k)$ MDS code has the $(h, d)$-optimal access property if the repair of any $h$ erased nodes using any $d$ helper nodes can be accomplished by accessing the amount of data that meets the lower bound (1.1).

## Repairing Reed-Solomon codes

Most studies of MDS codes with optimal repair bandwidth in the literature are concerned with a particular subclass of codes known as MDS array codes [4], also called vector codes because every node is a vector over the base field. Vector codes provide more flexibility in the code design compared with scalar linear codes. At the same time, it is of interest to study limitations of the repair bandwidth of scalar codes such as ReedSolomon (RS) codes, which are widely used in applications including distributed storage systems. Following this line of thought, Guruswami and Wootters [26] initiated the study of repair bandwidth of RS codes and other linear scalar codes. They characterized linear repair schemes of such codes and showed that RS codes can be repaired using a smaller bandwidth than under the trivial approach.

### 1.1 Overview of the thesis

A summary of the contents of individual chapters is as follows.
Chapter 2: In this chapter, we formally introduce the basic concepts used in this thesis and give an overview of related works in the literature.

Chapter 3: ([77]) While constructions of optimal-repair codes of low rate ( $R:=k / n<$ $1 / 2$ ) have been found early on [42], explicit codes with optimal repair bandwidth for the practically important high-rate case were unknown. In this chapter, we present several explicit constructions of MDS array codes with optimal repair bandwidth for any $k$ and $n$ [77]. In particular, we resolve the most basic question of constructing such codes for the repair of a single failed node, or ( $1, n-1$ )-optimal repair MDS codes. Extending this result, for any $r$ and $n$, we present explicit constructions of codes with the $(h, d)$-optimal repair property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously. The encoding, decoding, repair of failed nodes, and update procedures of these codes all have low complexity. Moreover, the codes that we construct are resilient toward errors during the repair process, i.e., they can correct erroneous information provided by the helper nodes, and their repair bandwidth meets the corresponding lower-bound extension of (1.1) given in (3.2) below. One of the code families presented in this chapter, in addition to the above, affords the optimal access property.

Chapter 4: ( [78]) Some of the code families presented in Chapter 3 support the optimal access property. At the same time, according to [62], for $(1, n-1)$-optimal-access MDS codes, a necessary condition for the sub-packetization value $l$ is $l \geq r^{(k-1) / r}$, and the constructions of Chapter 3 fall short of attaining or approaching this bound. Here we construct an explicit family of $(1, n-1)$-optimal-access MDS codes with $l=r^{\lceil n / r\rceil}$, which differs from the lower bound by at most a factor of $r^{2}$. These codes can be constructed over any finite field $F$ as long as $|F| \geq n+r$, and afford low-complexity encoding and decoding procedures.

We also define a version of the repair problem that bridges the context of regenerating codes and LRCs, which we call group repair with optimal access. In this variation, we assume that the set of $n=s m$ nodes is partitioned into $m$ repair groups of size $s$, and require that the amount of accessed data for repair is the smallest possible whenever the $d=s+k-1$ helper nodes include all the other $s-1$ nodes from the same group as the failed node. We construct an explicit family of codes with the group optimal access property. These codes exist over any field $F$ of size $|F| \geq n$, and also afford low-complexity encoding and decoding procedures [78].

Chapter 5: ( [64], [75]) Paper [26] and the follow-up papers stopped short of constructing RS codes (or any scalar MDS codes) that meet the lower bound (1.1) with equality, which has been an open problem in coding theory. Taking up this problem, for any $n, k$ and $k \leq d \leq n-1$, we construct an $(n, k)$ RS code with sub-packetization $l=$ $\exp ((1+o(1)) n \log n)$ that has $(1, d)$-optimal repair property [64]. We also prove an almost matching lower bound on $l$, showing that the super-exponential scaling is both necessary and sufficient for achieving the lower bound (1.1) using linear repair schemes. More precisely, we prove that for scalar MDS codes (including the RS codes) with optimal repair property, the sub-packetization $l$ must satisfy $l \geq \exp ((1+o(1)) k \log k)$.

While sub-packetization scaling slower than this is not possible for optimally repairable RS codes, it is possible to approximate this goal by allowing slightly
greater repair bandwidth in exchange for much smaller sub-packetization. Along these lines, for any $n$ and $r$, we construct an $(n, k=n-r)$ RS code with subpacketization $l=r^{n}$ that asymptotically achieves (1.1) for the repair of any single failed node from all the other $n-1$ surviving nodes [75].

Chapter 6: ([63]) Coding-theoretic considerations in the literature, including the works discussed above, have accounted for three of the four possibilities in Table 1.1. In this chapter we target the fourth remaining possibility, introducing a "fractional decoding" problem, which extends the concept of repair bandwidth to the error correction setting. We derive an upper bound on the number of correctable errors under a given amount of information downloaded during the decoding process. We also present explicit code constructions that achieve this bound.

## Research work not included in this thesis

While working toward my PhD degree at the University of Maryland, I also worked on problems other than those included in this thesis, specifically on discrete distribution estimation under locally differential privacy and on polar codes.

For the private estimation problem, we gave a new privatization scheme that outperforms the existing schemes in the literature [79, 80]. In these works we also proved a lower bound on the minimax estimation loss which showed that our scheme is order optimal. In a later work [76], we proved a more refined lower bound on estimation loss that enabled us to strengthen the order optimality claim by showing that the scheme of [79, 80] is in fact asymptotically optimal.

My research on polar codes includes constructing polar coding schemes for distributed hierarchical source coding [73] and universal source coding [72]. In [74] we also proposed new polar coding schemes using dynamic kernels that account for improved performance of the codes. Finally, in [23], we resolved the main question related to the construction of polar codes for alphabets other than binary. The latter case has been analyzed in [39], but their technique did not extend to nonbinary code alphabets. We proposed a new method that enabled us to estimate the capacity loss due to the construction algorithm, and subsequently to estimate the overall complexity of constructing polar codes.

## Chapter 2: Preliminaries and Related Work

In this chapter, we begin with introducing the main notation and general background material used throughout this thesis. We then provide a high-level review of the related literature. More detailed discussion of related works is provided in the subsequent chapters.

### 2.1 Notation and definitions

An $(n, k, l)$ MDS array code has $k$ information nodes and $r=n-k$ parity nodes in each codeword with the property that any $k$ out of $n$ nodes can recover the codeword. Every node is a column vector in $F^{l}$, where $F$ is some finite field, reflecting the fact that the system views a large data block stored in one node as one coordinate of the codeword. The parameter $l$ is called sub-packetization.

Definition 2.1 (Repair bandwidth). Given an ( $n, k, l$ ) MDS array code $\mathcal{C}$ and two disjoint subsets $\mathcal{F}, \mathcal{R} \subseteq[n]$ such that $|\mathcal{F}| \leq r$ and $|\mathcal{R}| \geq k$, we define $N(\mathcal{C}, \mathcal{F}, \mathcal{R})$ as the smallest number of symbols ${ }^{1}$ of $F$ one needs to download from the helper nodes $\left\{C_{i}, i \in \mathcal{R}\right\}$ in order to recover the erased nodes $\left\{C_{i}, i \in \mathcal{F}\right\}$. The ( $h, d$ )-repair bandwidth of the code $\mathcal{C}$ equals

$$
\max _{\substack{\mathcal{F} \subseteq[n]|, \mathcal{F}|=h \\ \mathcal{R} \subseteq[n] \backslash \mathcal{F},|\mathcal{R}|=d}} N(\mathcal{C}, \mathcal{F}, \mathcal{R}) .
$$

where $[n]:=\{1,2, \ldots, n\}$.
Definition 2.2 (Cut-set bound [8, 12]). Let $\mathcal{C}$ be an ( $n, k, l$ ) MDS array code. For any two disjoint subsets $\mathcal{F}, \mathcal{R} \subseteq[n]$ such that $|\mathcal{F}| \leq r$ and $|\mathcal{R}| \geq k$, we have the following inequality:

$$
\begin{equation*}
N(\mathcal{C}, \mathcal{F}, \mathcal{R}) \geq \frac{|\mathcal{F}||\mathcal{R}| l}{|\mathcal{F}|+|\mathcal{R}|-k} \tag{2.1}
\end{equation*}
$$

If (2.1) is achieved, we say that $\mathcal{C}$ can optimally repair nodes $\left\{C_{i}, i \in \mathcal{F}\right\}$ using nodes $\left\{C_{i}, i \in \mathcal{R}\right\}$.
Definition 2.3 (Optimal repair/access). If the ( $h, d$ )-repair bandwidth of $\mathcal{C}$ is $\frac{h d l}{h+d-k}$, meeting the lower bound in (2.1), we say that $\mathcal{C}$ has $(h, d)$-optimal repair property. We further say that the code has the $d$-optimal repair property if $h=1$, omitting the reference to $h$, and say that the code has the optimal repair property if $h=1$ and $d=n-1$.

[^0]Similarly, we say that an $(n, k, l)$ MDS array code $\mathcal{C}$ has $(h, d)$-optimal access property if the repair of any $h$ erased nodes using any d helper nodes can be accomplished by accessing the amount of data that meets the lower bound in (2.1). If $h=1$ and $d=n-1$, We simply say that the code has the optimal access property.

In this thesis we need to use Generalized Reed-Solomon (GRS) codes. Let us recall the definition of GRS codes and dual codes.

Definition 2.4. Let $F$ be a finite field. A Generalized Reed-Solomon code $\operatorname{GRS}_{F}(n, k, \Omega, v)$ $\subseteq F^{n}$ of dimension $k$ over $F$ with evaluation points $\Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right\} \subseteq F$ is the set of vectors

$$
\left\{\left(v_{1} f\left(\omega_{1}\right), \ldots, v_{n} f\left(\omega_{n}\right)\right) \in F^{n}: f \in F[x], \operatorname{deg} f \leq k-1\right\}
$$

where $v=\left(v_{1}, \ldots, v_{n}\right) \in\left(F^{*}\right)^{n}$ are some nonzero elements. If $v=(1, \ldots, 1)$, then the GRS code is called a Reed-Solomon code and is denoted as $\operatorname{RS}_{F}(n, k, \Omega)$. (If the symbol field $F$ is clear from the context or not important, we sometimes omit it in the subscript.)

Definition 2.5 (Dual code). The dual code of a linear code $\mathcal{C} \subseteq F^{n}$ is the linear subspace of $F^{n}$ defined by

$$
\mathcal{C}^{\perp}=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in F^{n} \mid \sum_{i=1}^{n} x_{i} c_{i}=0 \quad \forall c=\left(c_{1}, \ldots c_{n}\right) \in \mathcal{C}\right\}
$$

It is well known [35, p.304] that

$$
\begin{equation*}
\left(\operatorname{RS}_{F}(n, k, \Omega)\right)^{\perp}=\operatorname{GRS}_{F}(n, n-k, \Omega, v) \tag{2.2}
\end{equation*}
$$

where $v_{i}=\prod_{j \neq i}\left(\omega_{i}-\omega_{j}\right)^{-1}, i=1, \ldots, n$. (The dual of an RS code is a GRS code.)

### 2.2 General code construction of MSR array codes

In Chapter 3-4, we will construct various families of MDS array codes with optimal repair/access property. All the constructions in these two chapters are defined within the following general framework. Let $\mathcal{C} \in F^{l n}$ be an $(n, k, l)$ array code with nodes $C_{i} \in F^{l}, i=$ $1, \ldots, n$, where each $C_{i}$ is a column vector with coordinates $C_{i}=\left(c_{i, 0}, c_{i, 1}, \ldots, c_{i, l-1}\right)^{T}$. Throughout the next two chapters we consider codes defined by the following $r$ paritycheck equations:

$$
\begin{equation*}
\mathcal{C}=\left\{\left(C_{1}, C_{2}, \ldots, C_{n}\right): \sum_{i=1}^{n} A_{t, i} C_{i}=0, t=0,1, \ldots, r-1\right\} \tag{2.3}
\end{equation*}
$$

where $A_{t, i}, 0 \leq t \leq r-1,1 \leq i \leq n$ are $l \times l$ matrices over $F$. The specific code families in Chapter 3-4 are obtained by choosing different forms of these matrices.

### 2.3 Related literature

In this section, we provide a brief overview of earlier works on regenerating codes and related coding problems.

## Regenerating codes

Among the works on coding for distributed storage, papers on regenerating codes are most closely related to this thesis. Regenerating codes were introduced by Dimakis et al. [12] with the aim of optimizing the amount of data downloaded during the repair procedure. In particular, the authors of [12] derived a trade-off relation between storage capacity per node and the optimal repair bandwidth, and they also showed the existence of codes achieving this trade-off. Two end points of this trade-off curve have special meaning. The point that corresponds to the minimum storage overhead is called the Minimum Storage Regenerating (MSR) point and opposite corner of the curve is called the Minimum Bandwidth Regenerating (MBR) point. As we mentioned before, MSR codes are MDS codes with optimal repair bandwidth, and they are of particular interest because MDS codes also optimize the tradeoff between failure tolerance and storage overhead.

It is worth mentioning that the results in [12] are derived under the so-called functional repair model, in which one does not need to recover the exact contents stored on the failed nodes. Later on, most research, including this thesis, has focused on a stronger requirement called exact repair, wherein we need to recover the exact contents during the repair procedure. Both MSR and MBR points are achievable under the exact repair requirement for any given parameters: see [42] for MBR constructions and low rate MSR constructions; see [77] (also Chapter 3 of this thesis) for high-rate MSR constructions. At the same time, the intermediate points of the trade-off curve derived in [12] are not achievable for exact repair [53,65]. A number of subsequent papers presented code constructions and tighter lower bounds for intermediate points [15, 16, 20, 40, 50].

Below we only consider the exact repair problem. A large part of this thesis is devoted to the construction of MSR codes and bounds on sub-packetization of scalar linear MSR codes. Other relevant papers devoted to the existence as well as explicit constructions of MSR codes include [6,7,37,54,58,61]. In the following table we list papers that contain state-of-the-art results on MSR codes and some related problems of importance to us. (In the "Contributions" column we only list the relevant results. Some of the cited papers also contain other results, which were surpassed by later works.)

| Papers | Contributions |
| :---: | :---: |
| $\begin{aligned} & \text { Rashmi et al., } \\ & 2011 \text { [42] } \end{aligned}$ | gave explicit constructions of low-rate (rate $\leq 1 / 2$ ) MSR codes with optimal subpacketization value |
| Ye and Barg, 2017 <br> [77] <br> (Chapter 3 of this thesis) | This is the first paper to give explicit constructions of high-rate (rate $>1 / 2$ ) MSR codes with more than 3 parities. This is also the only paper that contains explicit constructions of universal MDS codes with the $(h, d)$-optimal repair property for all possible values of $h$ and $d$ simultaneously |
| Ye and Barg, 2017 [78] (Chapter 4 of this thesis) | gave explicit constructions of MDS codes with optimal access property and nearly optimal sub-packetization $l=r^{\lceil n / r\rceil}$. This is the best known explicit construction of optimal-access MDS codes |
| Sasidharan et al., 2016 [51]; Li et al., 2017 [33] | independently gave explicit constructions of optimal-access MDS codes whose parameters (sub-packetization and field size) are exactly the same as the codes presented in [78]. Constructions in both papers are very similar to the constructions in [78]. Both papers [51] and [33] appeared after the initial release of [78] |
| $\begin{aligned} & \text { Wang et al., } \\ & 2016[68] \end{aligned}$ | gave an existence proof of MSR codes with sub-packetization $l=r^{\lceil n /(r+1)\rceil}$, which is the best known achievable sub-packetization value of MSR codes. For the case $r=2$, [68] gave an explicit construction of MSR codes with the best known subpacketization value $l=2^{\lceil n / 3\rceil}$ |
| $\begin{aligned} & \text { Raviv et al., } \\ & 2017 \text { [44] } \end{aligned}$ | For the case $r=3$, gave an explicit construction of MDS codes with sub-packetization $l=r^{k / 4}$ that can optimally repair any single systematic node. This construction can be transformed into an MSR code with sub-packetization $l=r^{\lceil n / 4\rceil}$. This is the best known sub-packetization value of explicit MSR codes for the case $r=3$ |
| $\begin{aligned} & \text { Tamo et al., } \\ & 2014 \text { [62] } \end{aligned}$ | showed that for an MDS code with the optimal access property, the sub-packetization satisfies the lower bound $l \geq r^{(k-1) / r}$ |
| Goparaju et al., 2014 [22] | showed that the sub-packetization of an MSR code satisfies the lower bound $l \geq$ $2^{\sqrt{k /(2 r-1)}}$, indicating that for a fixed $r$, the growth rate of $l$ is super-polynomial in $n$ |
| Guruswami and Rawat, 2017 [24]; <br> Rawat et al., 2017 [48] | constructed MDS codes with nearly optimal repair bandwidth whose subpacketization level $l$ is independent of $n$ for a fixed $r$ |
| Sasidharan et al., 2017 [52] | For the case $r \mid k$ and $2 \mid r$, gave an explicit construction of MSR code with $d=n-$ $(r / 2+1)$ and $l=\frac{1}{2} r^{n / r}$. This is the best known explicit construction (in terms of $l$ ) for this particular choice of parameters $n, k$ and $d$ |

We remark that the (non-explicit) codes presented in [68] can only optimally repair systematic nodes, and the sub-packetization value of their construction is $l=r^{k /(r+1)}$. Applying a simple transformation, one can obtain the (non-explicit) MSR codes listed in the table.

## Improving repair bandwidth of well-known codes

The repair problem applies to any code family, and the ideas developed in the study of regenerating codes proved useful in analyzing the repair bandwidth of Reed-Solomon (RS) codes. Apart from theoretical interest, the problem of repairing RS codes has strong connections to applications because, for instance, Facebook uses the $(14,10)$ RS code to protect data on its storage clusters. The first paper to study repair of RS codes was [26]. This paper not only initiated this line of research, but also characterized essentially all
possible linear repair schemes of scalar codes. Subsequently, [10, 11, 64, 75 ] extended this line of work. We address the question of repairing RS codes in Chapter 5 of this thesis.

Finally we note that binary MDS array codes such as EVEN-ODD and RDP codes $[3,9]$ are widely used in storage systems, and the repair problem of these codes was studied in $[66,71]$.

## Communication efficient secret sharing

Secret sharing is one of the basic cryptographic primitives that enters a large number of secure data storage or exchange protocols. One of the standard constructions of secret sharing schemes, due to Shamir [55] essentially makes use of Reed-Solomon codes (or MDS codes in a broad sense). Therefore, the idea of regenerating codes can naturally be used to construct communication-efficient (low-bandwidth) secret sharing schemes [ $2,29,30]$. Although we do not investigate the secret sharing problem in this thesis, we believe the ideas and techniques that we introduce might be useful for constructing communication-efficient secret sharing schemes.

## Regenerating codes with security constraints

Several works considered regenerating codes with adversaries [28,38, 43,45]. One of the most common adversarial settings for the repair problem assumes that a certain limited amount of helper nodes are compromised, and provide incorrect information for the repair task. Papers [38] and [43] considered the error resilience capability in the repair process of a single node failure, and we will use this concept in Chapter 3.

## Chapter 3: Explicit constructions of high-rate MSR codes for all parameters

In this chapter, we study high-rate MSR codes. Until recently, explicit constructions of such codes in the literature were only available for the cases of at most 3 parity nodes. Moreover, the only case analyzed in previous research was optimal repair of a single node failure by accessing all the surviving nodes.

In this chapter, we resolve the construction problem of explicit high-rate MSR codes. The results that we present constitute the first and the only known constructions of such codes for general parameters in the literature. As our first result, we present an explicit construction of $(1, n-1)$-optimal repair MDS codes, thereby addressing the most basic case of MSR codes. Extending this result, for any $r$ and $n$, we present two explicit constructions of MDS array codes with the $(h, d)$-optimal repair property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously. Codes in the first family can be constructed over any base field $F$ as long as $|F| \geq s n$, where $s=1 \mathrm{~cm}(1,2, \ldots, r)$. The encoding, decoding, repair of failed nodes, and update procedures of these codes all have low complexity. Codes in the second family have the optimal access property and can be constructed over any base field $F$ as long as $|F| \geq n+1$. Moreover, both code families have the optimal error resilience capability when repairing failed nodes. We also construct several other related families of MDS codes with the optimal repair property.

The results presented in this chapter were published in [77].

### 3.1 Introduction

The main objective of this chapter is to construct MDS codes with the optimal repair/access property. Recall from Chapter 2 that an $(n, k, l)$ MDS array code over the field $F$ has the $(h, d)$-optimal repair/access property if the repair of any $h$ erased nodes using any $d$ helper nodes can be accomplished by downloading/accessing $\frac{h d l}{h+d-k}$ symbols of $F$; see (2.1).

Developing the above setting, we also consider an adversarial variant of the repair problem, which assumes that a certain limited amount of helper nodes are compromised, and provide incorrect information for the repair task. In [38, 43], the authors introduced the error resilience capability in the repair process of a single node failure. We generalize this concept to the problem of repairing multiple node failures. Given an $(n, k, l) \mathrm{MDS}$ array code $\mathcal{C}$, a nonnegative integer $t$, and two disjoint subsets $\mathcal{F}, \mathcal{R} \subseteq[n]$ such that $|\mathcal{F}| \leq r$ and $|\mathcal{R}| \geq k+2 t$, define $N(\mathcal{C}, \mathcal{F}, \mathcal{R}, t)$ as the smallest number of symbols of $F$ one needs to download from nodes $\left\{C_{i}, i \in \mathcal{R}\right\}$ such that the erased nodes $\left\{C_{i}, i \in \mathcal{F}\right\}$ can be recovered from these symbols as long as the number of erroneous nodes in $\left\{C_{i}, i \in \mathcal{R}\right\}$
is no larger than $t$. It is shown in $[38,43]$ that for any $(n, k, l)$ MDS array code $\mathcal{C}$,

$$
\begin{equation*}
N(\mathcal{C}, \mathcal{F}, \mathcal{R}, t) \geq \frac{|\mathcal{F}||\mathcal{R}| l}{|\mathcal{F}|+|\mathcal{R}|-2 t-k}, \tag{3.1}
\end{equation*}
$$

where $t$ is a nonnegative integer and $\mathcal{F}, \mathcal{R} \subseteq[n]$ are disjoint subsets such that $|\mathcal{F}|=1$ and $|\mathcal{R}| \geq k+2 t$. The method in $[38,43]$ can be straightforwardly generalized to show that (3.1) also holds for any $\mathcal{F}$ such that $|\mathcal{F}| \leq r$. We arrive at the following definition.

Definition 3.1. We say that an $(n, k, l)$ MDS array code $\mathcal{C}$ has the universally errorresilient (UER) $(h, d)$-optimal repair property if

$$
\begin{equation*}
N(\mathcal{C}, \mathcal{F}, \mathcal{R}, t)=\frac{h(d+2 t) l}{h+d-k} \tag{3.2}
\end{equation*}
$$

for any nonnegative integer $t$ and any two disjoint subsets $\mathcal{F}, \mathcal{R} \subseteq[n]$ such that $|\mathcal{F}|=h$ and $|\mathcal{R}|=d+2 t$. When $h=1$, we omit it from the notation. We define the $\operatorname{UER}(h, d)$ optimal access property in a similar way.

For $k \leq(n+1) / 2$ (the low rate regime), MDS array codes with $d$-optimal repair property were constructed in $[42,54,58,70]$, and MDS array codes with the UER $d$ optimal repair property were constructed in [43]. For arbitrary code rate, [8] proved that there exists a family of codes for which the bound (2.1) is asymptotically achieved when $l \rightarrow \infty$. For finite $l$ and $k>(n+1) / 2$ (the high-rate regime) papers [6, 7, 37, 61, 68] showed that for large enough base field $F$ there exist MDS array codes that can optimally repair any single systematic node failure using all the surviving nodes, and [67] showed the same for all rather than only systematic nodes.

Among the very recent additions to the literature, [47] showed existence of MDS array codes with $d$-optimal repair property for any single value of $d$ in the range $k \leq d \leq$ $n-1$. Paper [21] showed existence of MDS array codes that can optimally repair any single systematic node failure by accessing any subset of the surviving nodes as long as the number of accessed nodes is no less than $k$. Finally [69] showed existence of MDS array codes which can optimally repair any $h$ systematic node failures using all the $n-h$ surviving nodes for any single value of $h$ in the range $1 \leq h \leq r$ (some special cases for $h=2$ and 3 are discussed in [46]). These papers essentially rely on existential lemmas in large finite fields, e.g., the Schwartz-Zippel lemma or Combinatorial Nullstellensatz. At the same time, all the known explicit constructions in the high-rate regime are obtained only for the case of at most 3 parity nodes, and are further limited to repairing $h=1$ failed node by accessing all the $n-1$ surviving nodes; see [37,44, 61, 67, 68].

Remark 3.1. After the release of the results of this chapter (as arXiv:1604.00454, see [77]), papers [33,51,52, 78] proposed several explicit constructions of $(1, n-1)$-optimal repair MDS codes with smaller sub-packetization for general values of $n$ and $r$. At the same time, there papers did not consider the general case of arbitrary $h$ and $d$.

### 3.1.1 Overview of the chapter

In this chapter, given any $n$ and $k$, we present several explicit constructions of $(n, k, l)$ MDS array codes. Our constructions are grouped around two main code families. Codes in the first family have the UER $(h, d)$-optimal repair property for all $h \leq r$ and $k \leq d \leq$ $n-h$ simultaneously, and the encoding, decoding, repair and update procedures of these codes all have low complexity. Codes in the second family have the UER $(h, d)$-optimal access property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously, and can be constructed over any base field $F$ as long as $|F| \geq n+1$.

This chapter is organized as follows. In Sections 3.3-3.6 we present the first code family and its variants. Sections 3.7-3.10 are devoted to the second family and related results. Finally, in Sect. 3.11 we present a new class of MDS array codes with optimal repair and smaller $l$ than the other constructions. In the next few paragraphs we give a more detailed overview of our results.

In Section 3.3, we present our first construction of $\left(n, k, l=r^{n}\right)$ MDS array codes with the optimal repair property using any field $F$ of size $|F| \geq r n$. The encoding, decoding, and repair of a single failed node involve only simple operations with $r \times r$ matrices over $F$, and thus have low complexity. An additional property of the proposed codes is optimal update, i.e., the need to change only the minimum possible number of coordinates in the parity nodes if one coordinate in systematic node is updated. In our construction we rely on a (non-systematic) parity-check representation of the codes as opposed to the systematic generator form used in most earlier works. This representation does not distinguish between systematic nodes and parity nodes, and leads naturally to the optimal repair of all nodes. The parity-check form combined with the block Vandermonde structure [68] and the idea of using $r$-ary expansions $[6,61]$ makes the explicit construction for larger number of parity nodes possible. Note that exponentially large $l$ is necessary for optimal repair bandwidth: Indeed, according to a result of [22], $l \geq 2^{\sqrt{k /(2 r-1)}}$ is necessary for any code with the optimal repair property. It is further shown in [62] that $l \geq r^{(k-1) / r}$ for any code with the optimal access property.

In Section 3.4, we extend the construction of Section 3.3 to obtain $(n, k, l)$ MDS array codes with the UER $d$-optimal repair property for any positive integers $n, k, d, l$ such that $k \leq d<n, l=(d+1-k)^{n}$ using any field $F$ of size $|F| \geq(d+1-k) n$. We first observe that we only need to know a $1 /(d+1-k)$ fraction of data stored in each of the surviving nodes $C_{j}, j \neq i$ in order to recover the erased node $C_{i}$. We then use a novel method to prove that these data form an $(n-1, d, l /(d+1-k))$ MDS array code, and thus establish the UER $d$-optimal repair property.

In Section 3.5, we present another extension, constructing MDS codes with $d$ optimal repair property for several values of $d$ simultaneously. Moreover, we show that $\left(n, k, r^{n}\right)$ MDS array codes constructed in Section 3.3 will automatically have the $d$ optimal repair property for all $d$ such that $(d+1-k) \mid(n-k)$. In Section 3.6 we further extend our construction to obtain $(n, k, l)$ MDS array codes with the UER $(h, d)$ optimal repair property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously, where $l=s^{n}, s=\operatorname{lcm}(1,2, \ldots, r)$. These codes also have the optimal update property. Moreover, the encoding, decoding, and repair procedures only require operations with matrices of size not greater than $n \times n$.

In Section 3.7 we develop the idea of using permutation matrices $[6,61]$ to obtain an explicit family of $\left(n, n-r, r^{n-1}\right)$ MDS array codes with the optimal access property, which can be constructed over any base field $F$ such that $|F| \geq n+1$. In Sections 3.83.10, we combine the ideas in Section 3.7 and in Sections 3.4-3.6 to obtain an explicit family of $(n, k, l)$ MDS array codes with the UER $(h, d)$-optimal access property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously, where $l=s^{n}, s=\operatorname{lcm}(1,2, \ldots, r)$. These codes can be constructed over any base field $F$ as long as $|F| \geq n+1$.

In Section 3.11 we introduce a new class of MDS array codes, Generalized ReedSolomon Array Codes, and use their properties to extend the construction of Section 3.7 to obtain MDS array codes with the $d$-optimal repair property for several values of $d$ simultaneously. These codes also only require the underlying field size $|F| \geq n+1$ as well as a smaller $l$ compared to the other code families in this chapter.

### 3.2 General code construction

Given positive integers $r$ and $n$, define an $(n, k=n-r, l)$ array code $\mathcal{C}$ by setting in (2.3)

$$
\begin{equation*}
A_{t, i}=A_{i}^{t}, 0 \leq t \leq r-1,1 \leq i \leq n, \tag{3.3}
\end{equation*}
$$

where $A_{1}, A_{2}, \ldots, A_{n}$ are some $l \times l$ matrices. (We use the convention $A^{0}=I$.) The specific code families in Section 3.3-3.11 are obtained by choosing different forms of the matrices $A_{1}, A_{2}, \ldots, A_{n}$.

### 3.3 Construction of MDS array codes with optimal repair property

### 3.3.1 Code construction

Construction 3.1. Let $F$ be a finite field of size $|F| \geq r n$, and let $l=r^{n}$. Let $\left\{\lambda_{i, j}: i \in\right.$ $[n], j=0,1, \ldots, r-1\}$ be rn distinct elements in $F$. Consider the code family given by (2.3)-(3.3), where we take

$$
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a}^{T}, i=1, \ldots, n
$$

Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F$, and $a_{i}$ is the $i$-th digit from the right in the representation of $a$ in the r-ary form, $a=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$.

Each $A_{i}$ is a diagonal matrix, where the diagonal entry in the $a$-th row is $\lambda_{i, a_{i}}$. Using this observation, we can write out the parity-check equations (2.3) coordinatewise. Let $c_{i, a}$ denote the $a$-th coordinate of the column vector $C_{i}$ for all $a=0, \ldots, l-1$, i.e., $C_{i}=\left(c_{i, 0}, c_{i, 1}, \ldots, c_{i, l-1}\right)^{T}$. We have

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i, a_{i}}^{t} c_{i, a}=0 \tag{3.4}
\end{equation*}
$$

for all $t=0, \ldots, r-1$ and $a=0, \ldots, l-1$.
Theorem 3.1. Codes given by Construction 3.1 attain optimal repair bandwidth for repairing any single failed node.
Proof. For $u=0,1, \ldots, r-1$, let $a(i, u):=\left(a_{n}, \ldots, a_{i+1}, u, a_{i-1}, \ldots, a_{1}\right)$. We will show that for any $i \in[n]$ and $a=0,1, \ldots, l-1$, the coordinates $\left\{c_{i, a(i, 0)}, c_{i, a(i, 1)}, \ldots, c_{i, a(i, r-1)}\right\}$ in $C_{i}$ are functions of the following set of $n-1$ elements of $F$ :

$$
\begin{equation*}
\mu_{j, i}^{(a)}:=\sum_{u=0}^{r-1} c_{j, a(i, u)}, \quad j \in[n] \backslash\{i\} \tag{3.5}
\end{equation*}
$$

In other words, each surviving node only needs to transmit one scalar in $F$ to recover $r$ coordinates in the failed node. Indeed, let us fix some $u$. Replacing $a$ with $a(i, u)$ in (3.4), we obtain

$$
\begin{equation*}
\lambda_{i, u}^{t} c_{i, a(i, u)}+\sum_{j \neq i} \lambda_{j, a_{j}}^{t} c_{j, a(i, u)}=0 . \tag{3.6}
\end{equation*}
$$

Summing (3.6) over $u=0,1, \ldots, r-1$ and then writing the result in matrix form, we get

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{3.7}\\
\lambda_{i, 0} & \lambda_{i, 1} & \ldots & \lambda_{i, r-1} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{i, 0}^{r-1} & \lambda_{i, 1}^{r-1} & \ldots & \lambda_{i, r-1}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{i, a(i, 0)} \\
c_{i, a(i, 1)} \\
\vdots \\
c_{i, a(i, r-1)}
\end{array}\right]=-\left[\begin{array}{c}
\sum_{j \neq i} \mu_{j, i}^{(a)} \\
\sum_{j \neq i} \lambda_{j, a_{j}} \mu_{j, i}^{(a)} \\
\vdots \\
\sum_{j \neq i} \lambda_{j, a_{j}}^{r-1} \mu_{j, i}^{(a)}
\end{array}\right]
$$

By construction $\lambda_{i, 0}, \ldots, \lambda_{i, r-1}$ are distinct, so we can solve this system for $\left\{c_{i, a(i, 0)}, c_{i, a(i, 1)}\right.$, $\left.\ldots, c_{i, a(i, r-1)}\right\}$ given the set of elements in (3.5).

To explain how this argument supports the overall repair of the node $C_{i}$, observe that we can partition the $l$ coordinates of $C_{i}$ into $r^{n-1}$ disjoint groups of size $r$ each, where the row indices of the coordinates within the same group differ only in the $i$-th digit of their $r$-ary expansions. In other words, each group in the partition can be written as $\left\{c_{i, a(i, 0)}, c_{i, a(i, 1)}, \ldots, c_{i, a(i, r-1)}\right\}$ for some $a \in\{0,1, \ldots, l-1\}$. As shown above, the coordinates in each group can be repaired by downloading one element of the field $F$ from each of the $n-1$ surviving nodes. Therefore, overall the node $C_{i}$ can be repaired by downloading $r^{n-1}$ elements of $F$ from each surviving node, achieving the optimal repair bandwidth of $(n-1)(l / r)$, cf. (2.1).

The repair procedure of a single node has low complexity: indeed, according to (3.7), it can be accomplished by operations with $r \times r$ matrices (rather than much larger $l \times l$ matrices).
Theorem 3.2. The code $\mathcal{C}$ given by Construction 3.1 is MDS.
Proof. We write out the parity-check equations (2.3) coordinatewise. For all $a=0,1, \ldots$, $l-1$, we have

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{3.8}\\
\lambda_{1, a_{1}} & \lambda_{2, a_{2}} & \ldots & \lambda_{n, a_{n}} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{1, a_{1}}^{r-1} & \lambda_{2, a_{2}}^{r-1} & \ldots & \lambda_{n, a_{n}}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{1, a} \\
c_{2, a} \\
\vdots \\
c_{n, a}
\end{array}\right]=0
$$

Clearly every $r$ columns of the parity-check matrix in (3.8) have rank $r$, so any $k$ out of $n$ elements in the set $\left\{c_{1, a}, c_{2, a}, \ldots, c_{n, a}\right\}$ can recover the whole set. Since this holds for all $a=0,1, \ldots, l-1$, we conclude that any $k$ nodes of a codeword in $\mathcal{C}$ can recover the whole codeword.

Remark 3.2. (Relation of Construction 1 to Reed-Solomon codes) The codewords of the code $\mathcal{C}$ given by Construction 3.1 can be written as $l \times n$ matrices, where the columns correspond to the nodes. Eq. (3.8) implies that for each $a \in\{0,1, \ldots, l-1\}$, the row indexed by $a=\left(a_{n}, \ldots, a_{1}\right)$ of this matrix is encoded as a Reed-Solomon code with the evaluation points $\lambda_{1, a_{1}}, \lambda_{2, a_{2}}, \ldots, \lambda_{n, a_{n}}$ independently of other rows (this corresponds to the diagonal structure of the parity-check matrices $A_{i}$ ). Therefore, the MDS property of the array code $\mathcal{C}$ is inherited immediately from the MDS property of RS codes. By choosing the evaluation points of each row using the r-ary expansion idea, we also achieve the optimal repair bandwidth.

### 3.3.2 Complexity of encoding, decoding, and updates

The code given by Construction 3.1 can be efficiently transformed into systematic form. Without loss of generality we assume that the first $k$ nodes are systematic (information) nodes. By (3.8), for all $a=0,1, \ldots, l-1$, we have

$$
\begin{align*}
& {\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{k+1, a_{k+1}} & \lambda_{k+2, a_{k+2}} & \ldots & \lambda_{k+r, a_{k+r}} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{k+1, a_{k+1}}^{r-1} & \lambda_{k+2, a_{k+2}}^{r-1} & \ldots & \lambda_{k+r, a_{k+r}}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{k+1, a} \\
c_{k+2, a} \\
\vdots \\
c_{k+r, a}
\end{array}\right] }  \tag{3.9}\\
&=-\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{1, a_{1}} & \lambda_{2, a_{2}} & \ldots & \lambda_{k, a_{k}} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{1, a_{1}}^{r-1} & \lambda_{2, a_{2}}^{r-1} & \ldots & \lambda_{k, a_{k}}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{1, a} \\
c_{2, a} \\
\vdots \\
c_{k, a}
\end{array}\right] .
\end{align*}
$$

Consequently, in the encoding process we do not need to invert an $r l \times r l$ matrix, instead, we only need to invert $r \times r$ matrices $l$ times, gaining a factor of $l^{2}$ in complexity. Similarly, in the decoding process, if some $r$ nodes are erased, then in order to recover them, we only need to invert $r \times r$ matrices $l$ times.

Another useful parameter of codes is update complexity [4]. On account of the MDS property, in order to update the value of a stored element $c_{i, a}$ in an information node, one needs to update at least one coordinate in every parity node [62]. From (3.9) it is easy to see that for any $i \in[k]$ and $a=0, \ldots, l-1$, to update $c_{i, a}$, we only need to update $c_{k+1, a}, \ldots, c_{k+r, a}$. Thus Construction 3.1 gives an optimal update code.

### 3.4 Explicit MDS array codes with the UER $d$-optimal repair property

The general construction in (2.3)-(3.3) can also be used to construct an ( $n, k=n-r, l$ ) MDS array code $\mathcal{C}$ with the UER $d$-optimal repair property, $k \leq d \leq n-1$.

Construction 3.2. Let $F$ be a finite field of size $|F| \geq$ sn, where $s=d+1-k$. Let $\left\{\lambda_{i, j}\right\}_{i \in[n], j=0,1, \ldots, s-1}$ be sn distinct elements in $F$. Consider the code family given by (2.3)(3.3), where $l=s^{n}$ and

$$
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a}^{T}, i=1, \ldots, n
$$

Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F$ and $a_{i}$ is the $i$-th digit from the right in the representation of $a$ in the s-ary form, $a=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$.

Define $a(i, u)$ and $c_{i, a}$ in the same way as in Sect. 3.3.
Theorem 3.3. The code $\mathcal{C}$ given by Construction 3.2 is an MDS code.
Proof. Same as the proof of Theorem 3.2.
By the same arguments as in the previous section, $\mathcal{C}$ also has low-complexity encoding, decoding, and the optimal update property.

Let us show that the code $\mathcal{C}$ has the UER $d$-optimal repair property. First recall a simple property of GRS codes.

Remark 3.3. The minimum distance of the code $\operatorname{GRS}(n, k, \Omega, v)$ is $n-k+1$. Note that the projection of the GRS code on any subset of coordinates $\Omega^{\prime} \subset \Omega,\left|\Omega^{\prime}\right| \geq k$, is itself a GRS code. In particular, its distance equals $\left|\Omega^{\prime}\right|-k+1$.

Theorem 3.4. The code $\mathcal{C}$ given by Construction 3.2 has the UER d-optimal repair property.

Proof. Without loss of generality, we consider the case of repairing $C_{1}$. Let

$$
\begin{equation*}
\mu_{j, 1}^{(a)}:=\sum_{u=0}^{s-1} c_{j, a(1, u)}, \quad j \in\{2,3, \ldots, n\} . \tag{3.10}
\end{equation*}
$$

Using arguments similar to those that lead to (3.7), we obtain

$$
\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{3.11}\\
\lambda_{1,0} & \lambda_{1,1} & \ldots & \lambda_{1, s-1} \\
\lambda_{1,0}^{2} & \lambda_{1,1}^{2} & \ldots & \lambda_{1, s-1}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{1,0}^{r-1} & \lambda_{1,1}^{r-1} & \ldots & \lambda_{1, s-1}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{1, a(1,0)} \\
c_{1, a(1,1)} \\
\vdots \\
c_{1, a(1, s-1)}
\end{array}\right]=-\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{2, a_{2}} & \lambda_{3, a_{3}} & \ldots & \lambda_{n, a_{n}} \\
\lambda_{2, a_{2}}^{2} & \lambda_{3, a_{3}}^{2} & \ldots & \lambda_{n, a_{n}}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{2, a_{2}}^{r-1} & \lambda_{3, a_{3}}^{r-1} & \ldots & \lambda_{n, a_{n}}^{r-1}
\end{array}\right]\left[\begin{array}{c}
\mu_{2,1}^{(a)} \\
\mu_{3,1}^{(a)} \\
\vdots \\
\mu_{n, 1}^{(a)}
\end{array}\right] .
$$

Define polynomials $p_{0}(x)=\prod_{u=0}^{s-1}\left(x-\lambda_{1, u}\right)$, and $p_{i}(x)=x^{i} p_{0}(x)$ for $i=0,1, \ldots, r-$ $s-1$. We have proved the case of $d=n-1$ in the previous section, so here we only consider the case when $d<n-1$, and so $r-s-1 \geq 0$. Since the degree of $p_{i}(x)$ is less than $r$ for all $i=0,1, \ldots, r-s-1$, we can write

$$
p_{i}(x)=\sum_{j=0}^{r-1} p_{i, j} x^{j}
$$

Define the $(r-s) \times r$ matrix

$$
P=\left[\begin{array}{cccc}
p_{0,0} & p_{0,1} & \ldots & p_{0, r-1} \\
p_{1,0} & p_{1,1} & \ldots & p_{1, r-1} \\
\vdots & \vdots & \vdots & \vdots \\
p_{r-s-1,0} & p_{r-s-1,1} & \ldots & p_{r-s-1, r-1}
\end{array}\right]
$$

Since

$$
\begin{aligned}
& P\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{1,0} & \lambda_{1,1} & \ldots & \lambda_{1, s-1} \\
\lambda_{1,0}^{2} & \lambda_{1,1}^{2} & \ldots & \lambda_{1, s-1}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{1,0}^{r-1} & \lambda_{1,1}^{r-1} & \ldots & \lambda_{1, s-1}^{r-1}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
p_{0}\left(\lambda_{1,0}\right) & p_{0}\left(\lambda_{1,1}\right) & \ldots & p_{0}\left(\lambda_{1, s-1}\right) \\
p_{1}\left(\lambda_{1,0}\right) & p_{1}\left(\lambda_{1,1}\right) & \ldots & p_{1}\left(\lambda_{1, s-1}\right) \\
\vdots & \vdots & \vdots & \vdots \\
p_{r-s-1}\left(\lambda_{1,0}\right) & p_{r-s-1}\left(\lambda_{1,1}\right) & \ldots & p_{r-s-1}\left(\lambda_{1, s-1}\right)
\end{array}\right]=0,
\end{aligned}
$$

together with (3.11), we have

$$
P\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{3.12}\\
\lambda_{2, a_{2}} & \lambda_{3, a_{3}} & \ldots & \lambda_{n, a_{n}} \\
\lambda_{2, a_{2}}^{2} & \lambda_{3, a_{3}}^{2} & \ldots & \lambda_{n, a_{n}}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{2, a_{2}}^{r-1} & \lambda_{3, a_{3}}^{r-1} & \ldots & \lambda_{n, a_{n}}^{r-1}
\end{array}\right]\left[\begin{array}{c}
\mu_{2,1}^{(a)} \\
\mu_{3,1}^{(a)} \\
\vdots \\
\mu_{n, 1}^{(a)}
\end{array}\right]=0 .
$$

Note that

$$
P\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{2, a_{2}} & \lambda_{3, a_{3}} & \ldots & \lambda_{n, a_{n}} \\
\lambda_{2, a_{2}}^{2} & \lambda_{3, a_{3}}^{2} & \ldots & \lambda_{n, a_{n}}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{2, a_{2}}^{r-1} & \lambda_{3, a_{3}}^{r-1} & \ldots & \lambda_{n, a_{n}}^{r-1}
\end{array}\right]=\left[\begin{array}{cccc}
p_{0}\left(\lambda_{2, a_{2}}\right) & p_{0}\left(\lambda_{3, a_{3}}\right) & \ldots & p_{0}\left(\lambda_{n, a_{n}}\right) \\
p_{1}\left(\lambda_{2, a_{2}}\right) & p_{1}\left(\lambda_{3, a_{3}}\right) & \ldots & p_{1}\left(\lambda_{n, a_{n}}\right) \\
\vdots & \vdots & \vdots & \vdots \\
p_{r-s-1}\left(\lambda_{2, a_{2}}\right) & p_{r-s-1}\left(\lambda_{3, a_{3}}\right) & \ldots & p_{r-s-1}\left(\lambda_{n, a_{n}}\right)
\end{array}\right]
$$

$$
=\left[\begin{array}{cccc}
p_{0}\left(\lambda_{2, a_{2}}\right) & p_{0}\left(\lambda_{3, a_{3}}\right) & \ldots & p_{0}\left(\lambda_{n, a_{n}}\right) \\
p_{0}\left(\lambda_{2, a_{2}}\right) \lambda_{2, a_{2}} & p_{0}\left(\lambda_{3, a_{3}}\right) \lambda_{3, a_{3}} & \ldots & p_{0}\left(\lambda_{n, a_{n}}\right) \lambda_{n, a_{n}} \\
\vdots & \vdots & \vdots & \vdots \\
p_{0}\left(\lambda_{2, a_{2}}\right) \lambda_{2, a_{2}}^{r-s-1} & p_{0}\left(\lambda_{3, a_{3}}\right) \lambda_{3, a_{3}}^{r-s-1} & \ldots & p_{0}\left(\lambda_{n, a_{n}}\right) \lambda_{n, a_{n}}^{r-s-1}
\end{array}\right] .
$$

Moreover, $p_{0}\left(\lambda_{2, a_{2}}\right), p_{0}\left(\lambda_{3, a_{3}}\right), \ldots, p_{0}\left(\lambda_{n, a_{n}}\right)$ are all nonzero. Thus $\left(\mu_{2,1}^{(a)}, \mu_{3,1}^{(a)}, \ldots, \mu_{n, 1}^{(a)}\right)$ forms a Generalized Reed-Solomon code of length $n-1$ and dimension $d$. According to Remark 3.3, given a nonnegative integer $t$ such that $d+2 t<n$, any $d+2 t$ out of $n-1$ elements in $\left\{\mu_{2,1}^{(a)}, \mu_{3,1}^{(a)}, \ldots, \mu_{n, 1}^{(a)}\right\}$ suffice to recover the whole set as long as the number of erroneous elements in the $d+2 t$ elements is not greater than $t$. Moreover, (3.11) implies that $\left\{c_{1, a(1,0)}, c_{1, a(1,1)}, \ldots, c_{1, a(1, s-1)}\right\}$ can be determined by $\left\{\mu_{2,1}^{(a)}, \mu_{3,1}^{(a)}, \ldots, \mu_{n, 1}^{(a)}\right\}$. Consequently, we can recover $C_{1}$ by accessing any $d+2 t$ surviving nodes and downloading the total of $(d+2 t) l / s$ symbols of $F$ from these nodes as long as the number of erroneous nodes among the helper nodes is not greater than $t$. This completes the proof.

### 3.5 MDS array codes with the UER $d$-optimal repair property for several values of $d$ simultaneously

In the previous two sections, we constructed MDS array codes with the UER $d$-optimal repair property for a single value of $d$. In this section we give a simple extension of the previous constructions to make the code have the UER $d$-optimal repair property for several values of $d$ simultaneously. Let $n, k, m, d_{1}, d_{2}, \ldots, d_{m}$ be any positive integers such that $k \leq d_{1}, \ldots, d_{m}<n$. We will show that by replacing $s$ in Construction 3.2 with the value

$$
s=\operatorname{lcm}\left(d_{1}+1-k, d_{2}+1-k, \ldots, d_{m}+1-k\right)
$$

we obtain an $\left(n, k, l=s^{n}\right)$ MDS array code $\mathcal{C}$ with the UER $d_{i}$-optimal repair property for all $i=1, \ldots, m$ simultaneously.

By Theorem 3.3, $\mathcal{C}$ is an MDS array code. In the next theorem we establish results about the repair properties of the code $\mathcal{C}$.

Theorem 3.5. The code $\mathcal{C}$ has the $U E R d_{i}$-optimal repair property for any $i \in[m]$.
Proof. Let $s_{i}=d_{i}+1-k$. Similarly to the proof of Theorem 3.4, we only prove the case of repairing $C_{1}$. Since $s_{i} \mid s$, we can partition the set $\{0,1, \ldots, s-1\}$ into $s / s_{i}$ subsets $\mathcal{I}_{1}, \mathcal{I}_{2}, \ldots, \mathcal{I}_{s / s_{i}}$, such that $\left|\mathcal{I}_{j}\right|=s_{i}$ for any $j \in\left[s / s_{i}\right]$, where $\left[s / s_{i}\right]=\left\{1,2, \ldots, s / s_{i}\right\}$. Following the proof of Theorem 3.4, we can show that for any $j \in\left[s / s_{i}\right], a \in\{0,1, \ldots, l-$ $1\}$, any nonnegative integer $t$ such that $d_{i}+2 t<n$, and any $\mathcal{R} \subseteq\{2,3, \ldots, n\}$ of size $|\mathcal{R}|=d_{i}+2 t$, we can recover $\left\{c_{1, a(1, u)}: u \in \mathcal{I}_{j}\right\}$ by acquiring the set of values $\left\{\sum_{u \in \mathcal{I}_{j}} c_{v, a(1, u)}: v \in \mathcal{R}\right\}$ as long as the number of erroneous nodes in $\left\{C_{i}: i \in \mathcal{R}\right\}$ is not greater than $t$. Therefore, we can recover $C_{1}$ by accessing any $d_{i}+2 t$ surviving nodes and downloading the total of $\left(d_{i}+2 t\right) l / s_{i}$ symbols of $F$ from these nodes as long as the number of erroneous nodes in the helper nodes is not greater than $t$. This completes the proof.

Corollary 3.6. The $\left(n, k,(n-k)^{n}\right) M D S$ array code given by Construction 3.1 has the UER d-optimal repair property if $(d+1-k) \mid(n-k)$.

Example 3.1. $A\left(k+4, k, 4^{k+4}\right)$ MDS array code given by Construction 3.1 will automatically have the UER $(k+1)$-optimal repair property. $A\left(k+6, k, 6^{k+6}\right)$ MDS array code given by Construction 3.1 has both the $\operatorname{UER}(k+1)$-optimal repair property and the $U E R(k+2)$-optimal repair property.

### 3.6 Explicit MDS array codes with the UER $(h, d)$-optimal repair property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously

Given integers $n$ and $r$, we construct a family of $(n, k=n-r, l)$ MDS array codes with the UER $(h, d)$-optimal repair property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously.

Construction 3.3. Let $F$ be a finite field of size $|F| \geq s n$, where $s=\operatorname{lcm}(1,2, \ldots, r)$. Let $\left\{\lambda_{i, j}\right\}_{i \in[n], j=0,1, \ldots, s-1}$ be sn distinct elements in $F$. Let $l=s^{n}$. Consider the code family given by (2.3)-(3.3), where the matrices $A_{i}$ are given by

$$
\begin{equation*}
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a}^{T}, i=1, \ldots, n \tag{3.13}
\end{equation*}
$$

Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F$ and $a_{i}$ is defined in Construction 3.2.

Note that the difference between this construction and Construction 3.2 is in the choice of $s$. Define $a(i, u)$ and $c_{i, a}$ in the same way as in Sect. 3.3.

Clearly, the code $\mathcal{C}$ given by Construction 3.3 is an MDS array code.
Theorem 3.7. The code $\mathcal{C}$ given by Construction 3.3 has the $U E R(h, d)$-optimal repair property for any $h \leq r$ and $k \leq d \leq n-h$.

Proof. By Theorem 3.5, $\mathcal{C}$ has the UER $d$-optimal repair property for any $k \leq d \leq$ $n-1$. Now we show how to optimally repair $h$ erasures. Without loss of generality, suppose that nodes $C_{\mathcal{F}}=\left\{C_{1}, C_{2}, \ldots, C_{h}\right\}$ are erased and we access nodes $C_{\mathcal{R}}=$ $\left\{C_{h+1}, C_{h+2}, \ldots, C_{h+d+2 t}\right\}$ to recover $C_{\mathcal{F}}$. Moreover, suppose that there are at most $t$ erroneous nodes in $C_{\mathcal{R}}$.

To show the claim about the repair property of $\mathcal{C}$, we present a scheme that repairs the codes $C_{1}, C_{2}, \ldots, C_{h}$ one by one. More specifically, we first use $C_{\mathcal{R}}$ to repair $C_{1}$, then use $C_{\mathcal{R}} \cup C_{1}$ to repair $C_{2}$, then use $C_{\mathcal{R}} \cup C_{1} \cup C_{2}$ to repair $C_{3}, \ldots$, and finally use $C_{\mathcal{R}} \cup C_{1} \cup C_{2} \cup \cdots \cup C_{h-1}$ to repair $C_{h}$. Let $s_{i}=i+d-k$.

When repairing $C_{i}$, we partition the set $\{0,1, \ldots, s-1\}$ into $s / s_{i}$ subsets $\mathcal{I}_{1}^{(i)}, \mathcal{I}_{2}^{(i)}$, $\ldots, \mathcal{I}_{s / s_{i}}^{(i)}$, where $\mathcal{I}_{j}^{(i)}=\left\{(j-1) s_{i},(j-1) s_{i}+1, \ldots,(j-1) s_{i}+s_{i}-1\right\}$ for $j \in$
$\left[s / s_{i}\right]$. By the proof of Theorem 3.4, in order to recover $C_{i}$ it suffices to know the values $\left\{\sum_{u \in \mathcal{I}_{j}^{(i)}} c_{v, a(i, u)}: a_{i}=0, j \in\left[s / s_{i}\right], v \in \mathcal{R} \cup[i-1]\right\}$. Since we have already recovered $C_{1}, \ldots, C_{i-1}$, to recover $C_{i}$ we only need to download the set of values

$$
\left\{\sum_{u \in \mathcal{I}_{j}^{(i)}} c_{v, a(i, u)}: a_{i}=0, j \in\left[s / s_{i}\right], v \in \mathcal{R}\right\}
$$

from $C_{\mathfrak{R}}$. Thus, in order to recover $C_{\mathcal{F}}$, it suffices to know the values of elements in the set

$$
\Lambda_{h}=\bigcup_{i=1}^{h}\left\{\sum_{u \in \mathcal{I}_{j}^{(i)}} c_{v, a(i, u)}: a_{i}=0, j \in\left[s / s_{i}\right], v \in \mathcal{R}\right\} .
$$

In order to determine the values of these elements, we only need to download a spanning set for $\Lambda_{h}$ over $F$ from $C_{\mathcal{R}}$.

Define $\Omega_{i, v}=\left\{\sum_{u \in \mathcal{I}_{j}^{(i)}} c_{v, a(i, u)}: a_{i}=0, j \in\left[s / s_{i}\right]\right\}$ for $i \in[h], v \in \mathcal{R}$ and $\Lambda_{1, v}=\Omega_{1, v}, \Lambda_{i, v}=\Lambda_{i-1, v} \cup \Omega_{i, v}$ for $i=2,3, \ldots, h, v \in \mathcal{R}$. Given $a \in\{0,1, \ldots, l-1\}$ and $i \in[n]$, define the set $\Psi(a, i)=\left\{w: w \in[i-1], s_{w} \mid a_{w}\right\}$. For $i=2,3, \ldots, h, q=$ $0, \ldots, i-1$ define

$$
\Gamma_{i, v, q}=\left\{\sum_{u \in \mathcal{I}_{j}^{(i)}} c_{v, a(i, u)}: a_{i}=0,|\Psi(a, i)|=q, j \in\left[s / s_{i}\right]\right\}
$$

Let $B_{1, v}=\Omega_{1, v}, B_{i, v}=B_{i-1, v} \cup \Gamma_{i, v, 0}, i=2,3, \ldots, h$. We use induction on $i$ to show that $\Lambda_{i, v} \subseteq \operatorname{span}\left(B_{i, v}\right)$ for every $i \in[h]$ and $v \in \mathcal{R}$. Clearly this claim holds for $i=1$. Now suppose that it holds for $i=m$ and consider the case $i=m+1$. By the induction hypothesis, $\Lambda_{m, v} \subseteq \operatorname{span}\left(B_{m, v}\right)$, so it suffices to prove that

$$
\Lambda_{m, v} \cup \Omega_{m+1, v} \subseteq \operatorname{span}\left(\Lambda_{m, v} \cup \Gamma_{m+1, v, 0}\right)
$$

Note that $\Omega_{m+1, v}=\bigcup_{q=0}^{m} \Gamma_{m+1, v, q}$. Thus we only need to prove that $\Gamma_{m+1, v, q} \subseteq \operatorname{span}\left(\Lambda_{m, v} \cup\right.$ $\left.\Gamma_{m+1, v, 0}\right)$ for all $q=0,1, \ldots, m$. We prove this claim by induction on $q$. This claim trivially holds for $q=0$. Now suppose that it holds for some $q \geq 1$ and consider the case $q+1$. Given any $a$ satisfying that $a_{m+1}=0$ and $\Psi(a, m+1),|\Psi(a, m+1)|=q+1$, suppose that $w \in \Psi(a, m+1)$, namely, $s_{w} \mid a_{w}$, then $\left|\Psi\left(a\left(w, a_{w}+u\right), m+1\right)\right|=q$ for all $u \in\left[s_{w}-1\right]$. By the induction hypothesis,

$$
\sum_{u_{2} \in \mathcal{I}_{j}^{(m+1)}} c_{v, a\left(w, m+1, a_{w}+u_{1}, u_{2}\right)} \in \operatorname{span}\left(\Lambda_{m, v} \cup \Gamma_{m+1, v, 0}\right)
$$

for all $u_{1} \in\left[s_{w}-1\right]$ and $j \in\left[s / s_{m+1}\right]$, where $a\left(i_{1}, i_{2}, u_{1}, u_{2}\right)$ is obtained from $a$ by replacing $a_{i_{1}}$ with $u_{1}$ and $a_{i_{2}}$ with $u_{2}$. Therefore,

$$
\begin{equation*}
\sum_{u_{1}=1}^{s_{w}-1} \sum_{u_{2} \in \mathcal{I}_{j}^{(m+1)}} c_{v, a\left(w, m+1, a_{w}+u_{1}, u_{2}\right)} \in \operatorname{span}\left(\Lambda_{m, v} \cup \Gamma_{m+1, v, 0}\right) . \tag{3.14}
\end{equation*}
$$

Note that

$$
\sum_{u_{1}=0}^{s_{w}-1} c_{v, a\left(w, m+1, a_{w}+u_{1}, u_{2}\right)} \in \Omega_{w, v} \subseteq \Lambda_{m, v}
$$

for any $u_{2} \in\{0,1, \ldots, s-1\}$. As a result,

$$
\begin{equation*}
\sum_{u_{1}=0}^{s_{w}-1} \sum_{u_{2} \in \mathcal{I}_{j}^{(m+1)}} c_{v, a\left(w, m+1, a_{w}+u_{1}, u_{2}\right)} \in \operatorname{span}\left(\Lambda_{m, v}\right) . \tag{3.15}
\end{equation*}
$$

Subtracting (3.14) from (3.15), we obtain

$$
\sum_{u \in \mathcal{I}_{j}^{(m+1)}} c_{v, a(m+1, u)} \in \operatorname{span}\left(\Lambda_{m, v} \cup \Gamma_{m+1, v, 0}\right)
$$

for any $j \in\left[s / s_{m+1}\right]$. This establishes the induction step of the second induction and proves that $\Omega_{m+1, v} \subseteq \operatorname{span}\left(\Lambda_{m, v} \cup \Gamma_{m+1, v, 0}\right)$. Therefore, $\Lambda_{m+1, v} \subseteq \operatorname{span}\left(B_{m+1, v}\right)$ for any $v \in \mathcal{R}$, and this completes the proof of the first induction.

Since $\Lambda_{h}=\bigcup_{v \in \mathcal{R}} \Lambda_{h, v}$ and $\Lambda_{h, v} \subseteq \operatorname{span}\left(B_{h, v}\right)$ for every $v \in \mathcal{R}$, to recover $C_{\mathcal{F}}$ we only need to download $\bigcup_{v \in \mathcal{R}} B_{h, v}$ from $C_{\mathcal{R}}$.

Finally, we find the size of the set $B_{h, v}$ for some fixed $v \in \mathcal{R}$. Since $B_{i, v}=B_{i-1, v} \cup$ $\Gamma_{i, v, 0}$, we have $\left|B_{i, v}\right| \leq\left|B_{i-1, v}\right|+\left|\Gamma_{i, v, 0}\right|$. We will prove that $\left|B_{i, v}\right| \leq \frac{i l}{s_{i}}$ by induction on $i$. By definition $\left|B_{1, v}\right|=\left|\Omega_{1, v}\right|=\frac{l}{s_{1}}$. Suppose that the claim holds for $i=m$ and consider the case $i=m+1$. It is easy to see that

$$
\begin{aligned}
\left|\Gamma_{m+1, v, 0}\right| & =\frac{s_{1}-1}{s_{1}} \frac{s_{2}-1}{s_{2}} \cdots \frac{s_{m}-1}{s_{m}} \frac{l}{s_{m+1}} \\
& =\frac{d-k}{d+1-k} \frac{d+1-k}{d+2-k} \cdots \frac{d+m-1-k}{d+m-k} \frac{l}{d+m+1-k} \\
& =\frac{d-k}{d+m-k} \frac{l}{d+m+1-k} .
\end{aligned}
$$

By the induction hypothesis,

$$
\begin{aligned}
\left|B_{m+1, v}\right| & \leq\left|B_{m, v}\right|+\left|\Gamma_{m+1, v, 0}\right| \\
& \leq \frac{m l}{d+m-k}+\frac{d-k}{d+m-k} \frac{l}{d+m+1-k} \\
& =\frac{(m+1) l}{d+m+1-k}=\frac{(m+1) l}{s_{m+1}} .
\end{aligned}
$$

This establishes the induction step and proves that $\left|B_{h, v}\right| \leq \frac{h l}{d+h-k}$ for any $v \in \mathcal{R}$. We obtain

$$
\left|\bigcup_{v \in \mathcal{R}} B_{h, v}\right| \leq \frac{h l|\mathcal{R}|}{d+h-k}=\frac{h(d+2 t) l}{d+h-k} .
$$

The proof is complete.

Since we set $A_{1}, A_{2}, \ldots, A_{n}$ to be diagonal matrices in Construction 3.3, the encoding and repair processes involve only operations with $r \times r$ matrices over $F$, and the code $\mathcal{C}$ given by Construction 3.3 also has the optimal update property. Moreover, by the proof of Theorem 3.4 and Theorem 3.7, we can see that the repair process only requires operations with matrices of size no larger than $n \times n$.

### 3.7 Optimal-repair MDS array codes with optimal access property over small fields

In this section we construct an explicit family of MDS array codes with optimal access property. As above, we rely on the general construction (2.3)-(3.3) to construct an ( $n, k=$ $n-r, l=r^{n-1}$ ) array code. However in this section we take $A_{n}$ to be the identity matrix and take $A_{1}, \ldots, A_{n-1}$ to be permutation matrices rather than diagonal matrices. This choice is beneficial in two ways: first, we are able to reduce the field size from $r n$ in earlier construction to any field $F$ of size $|F| \geq n+1$, while also obtaining the optimal access property.
Construction 3.4. Let $F$ be a finite field of size $|F| \geq n+1$ and let $\gamma$ be its primitive element. Let $l=r^{n-1}$. Consider the code family given by (2.3)-(3.3), where the matrices $A_{1}, A_{2}, \ldots, A_{n}$ are given by

$$
\begin{gathered}
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a\left(i, a_{i} \oplus 1\right)}^{T}, i=1,2, \ldots, n-1, \\
A_{n}=I
\end{gathered}
$$

where $\oplus$ denotes addition modulo $r, \lambda_{i, 0}=\gamma^{i}$ for all $i \in[n-1]$ and $\lambda_{i, u}=1$ for all $i \in[n-1]$ and all $u \in\{1,2, \ldots, r-1\}$. Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F, a_{i}$ is the $i$-th digit from the right in the representation of $a=\left(a_{n-1}, a_{n-2}, \ldots, a_{1}\right)$ in the r-ary form, and $a(i, u)$ is defined in the same way as in Sect. 3.3.

Remark 3.4. Since $\prod_{u=0}^{r-1} \lambda_{i, u}=\gamma^{i}$, we have

$$
\begin{gather*}
\prod_{u=0}^{r-1} \lambda_{i, u} \neq \prod_{u=0}^{r-1} \lambda_{j, u} \text { for any } i, j \in[n-1], i \neq j \\
\quad \prod_{u=0}^{r-1} \lambda_{i, u} \neq 1 \text { for any } i \in[n-1] \tag{3.16}
\end{gather*}
$$

It will be clear from the proofs below that the values of $\left\{\lambda_{i, u}: i \in[n], u=0,1, \ldots, r-1\right\}$ in Construction 3.4 can be assigned arbitrarily as long as (3.16) is satisfied.

Clearly, for $t=0,1, \ldots, r-1$ and $i \in[n-1]$, we have

$$
A_{i}^{t}=\sum_{a=0}^{l-1} \beta_{i, a_{i}, t} e_{a} e_{a\left(i, a_{i} \oplus t\right)}^{T}
$$

where $\beta_{i, u, 0}=1$ and $\beta_{i, u, t}=\prod_{v=u}^{u \oplus(t-1)} \lambda_{i, v}$ for $t=1, \ldots, r-1$ and $u=0,1, \ldots, r-1$.
Theorem 3.8. The code $\mathcal{C}$ given by Construction 3.4 has the optimal access property.
Proof. Let us write out the parity-check equations (2.3) coordinatewise:

$$
\begin{equation*}
c_{n, a}+\sum_{i=1}^{n-1} \beta_{i, a_{i}, t} c_{i, a\left(i, a_{i} \oplus t\right)}=0 \text { for all } t=0,1, \ldots, r-1 \text { and } a=0, \ldots, l-1, \tag{3.17}
\end{equation*}
$$

where $c_{i, a}$ is defined in Sect. 3.3. First suppose we want to repair $C_{i}$ for some $i \in[n-1]$. We will show that we only need to access the values in the set $\left\{c_{j, a}: a_{i}=0\right\}$ from $C_{j}$ for every $j \neq i$. Indeed, by (3.17), we have

$$
\begin{equation*}
\beta_{i, a_{i}, t} c_{i, a\left(i, a_{i} \oplus t\right)}=-c_{n, a}-\sum_{j \neq i, n} \beta_{j, a_{j}, t} c_{j, a\left(j, a_{j} \oplus t\right)} . \tag{3.18}
\end{equation*}
$$

From (3.18) we see that the values $\left\{c_{i, a}: a_{i}=t\right\}$ can be determined by $\left\{c_{j, a}: j \neq i, a_{i}=\right.$ $0\}$. Since (3.18) holds for every $t=0,1, \ldots, r-1$, we see that for $i \in[n-1], C_{i}$ can be determined by the values $\left\{c_{j, a}: j \neq i, a_{i}=0\right\}$.

Now consider the case when the failed node is $C_{n}$. By (3.17), we know that the values in the set $\left\{c_{n, a}: a_{1} \oplus a_{2} \oplus \cdots \oplus a_{n-1}=r \ominus t\right\}$ can be determined by $\left\{c_{j, a}\right.$ : $\left.j \neq n, a_{1} \oplus a_{2} \oplus \cdots \oplus a_{n-1}=0\right\}$, where $\ominus$ denotes subtraction modulo $r$. Since (3.17) holds for every $t=0,1, \ldots, r-1$, we conclude that $C_{n}$ can be determined by $\left\{c_{j, a}: j \neq\right.$ $\left.n, a_{1} \oplus a_{2} \oplus \cdots \oplus a_{n-1}=0\right\}$. This completes the proof.

Our next task is to establish the MDS property of $\mathcal{C}$. The code $\mathcal{C}$ is MDS if and only if every $r \times r$ block submatrix of

$$
\left[\begin{array}{cccc}
I & I & \ldots & I \\
A_{1} & A_{2} & \ldots & A_{n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{r-1} & A_{2}^{r-1} & \ldots & A_{n}^{r-1}
\end{array}\right]
$$

is invertible. A criterion for this is given in the following lemma.
Lemma 3.9 (Block Vandermonde matrix). Let $B_{1}, \ldots, B_{r}$ be $l \times l$ matrices such that $B_{i} B_{j}=B_{j} B_{i}$ for all $i, j \in[r]$. The matrix

$$
M_{r}=\left[\begin{array}{cccc}
I & I & \ldots & I \\
B_{1} & B_{2} & \ldots & B_{r} \\
\vdots & \vdots & \vdots & \vdots \\
B_{1}^{r-1} & B_{2}^{r-1} & \ldots & B_{r}^{r-1}
\end{array}\right]
$$

is invertible if and only if $B_{i}-B_{j}$ is invertible for all $i \neq j$.

Proof. Suppose that $B_{i}-B_{j}$ is invertible for any $i, j \in[r], i \neq j$. Clearly the claim holds for $r=2$. Now suppose that it holds for $r=s$. Consider the matrix

$$
M_{s+1}=\left[\begin{array}{cccc}
I & I & \ldots & I \\
B_{1} & B_{2} & \ldots & B_{s+1} \\
\vdots & \vdots & \vdots & \vdots \\
B_{1}^{s} & B_{2}^{s} & \ldots & B_{s+1}^{s}
\end{array}\right]
$$

For $i=s, s-1, \ldots, 1$, multiply the $i$-th "row" on the left by $B_{1}$ and subtract from the $(i+1)$-th row. Note that these operations do not change the rank of $M_{s+1}$ since they leave its row space unchanged. Next, subtract the first column from all the other columns (this clears the first row without changing the column space and hence the rank of $M_{s+1}$ ) to obtain

$$
\begin{aligned}
M_{s+1}^{\prime} & =\left[\begin{array}{cccc}
I & 0 & \ldots & 0 \\
0 & B_{2}-B_{1} & \ldots & B_{s+1}-B_{1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & \left(B_{2}-B_{1}\right) B_{2}^{s-1} & \ldots & \left(B_{s+1}-B_{1}\right) B_{s+1}^{s-1}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
I & 0 & \ldots & 0 \\
0 & B_{2}-B_{1} & \ldots & B_{s+1}-B_{1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & B_{2}^{s-1}\left(B_{2}-B_{1}\right) & \ldots & B_{s+1}^{s-1}\left(B_{s+1}-B_{1}\right)
\end{array}\right]
\end{aligned}
$$

(here we relied on the commuting condition $B_{i} B_{j}=B_{j} B_{i}$ ). Since the matrices $B_{i}-$ $B_{1}, i=2, \ldots, s+1$ are invertible, we can multiply the $i$-th column on the right by $\left(B_{i}-B_{1}\right)^{-1}$ without changing the rank. We conclude that the matrix

$$
M_{s+1}^{\prime \prime}=\left[\begin{array}{cccc}
I & 0 & \ldots & 0 \\
0 & I & \ldots & I \\
\vdots & \vdots & \vdots & \vdots \\
0 & B_{2}^{s-1} & \ldots & B_{s+1}^{s-1}
\end{array}\right]
$$

has the same rank as $M_{s+1}$. By the induction hypothesis $M_{s+1}^{\prime \prime}$ is invertible, and so is $M_{s+1}$. This completes the induction step.

Conversely, suppose that $M_{r}$ is invertible. For $r=2$ this implies that the matrix $B_{1}-B_{2}$ is invertible. Now assume that the claim holds for $r=s$ and consider the case $r=s+1$. Since $M_{s+1}$ is invertible, $M_{s+1}^{\prime}$ is also invertible. Assume that $B_{i}-B_{1}$ is singular for some $i \in\{2,3, \ldots, s+1\}$, then

$$
\left[\begin{array}{c}
0 \\
B_{i}-B_{1} \\
\vdots \\
B_{i}^{s-1}\left(B_{i}-B_{1}\right)
\end{array}\right]=\left[\begin{array}{c}
0 \\
I \\
\vdots \\
B_{i}^{s-1}
\end{array}\right]\left(B_{i}-B_{1}\right)
$$

contains linearly dependent columns, and thus $M_{s+1}^{\prime \prime}$ is singular, contradiction. Thus $B_{i}-B_{1}$ is invertible for any $i \neq 1$. Consequently $M_{s+1}^{\prime \prime}$ is invertible. By the induction assumption we conclude that $B_{i}-B_{j}$ is invertible for any $i, j \in[s+1], i \neq j$.

Theorem 3.10. The code $\mathcal{C}$ given by Construction 3.4 is an MDS array code.
Proof. On account of Lemma 3.9, the claim will follow if we prove that for any $i \neq$ $j, A_{i} A_{j}=A_{j} A_{i}$ and that the matrices $A_{i}-A_{j}$ are invertible. The matrix $A_{n}=I$, so we need to verify that for any $i, j \in[n-1], i \neq j$,

$$
A_{i} A_{j}=A_{j} A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} \lambda_{j, a_{j}} e_{a} e_{a\left(i, j, a_{i} \oplus 1, a_{j} \oplus 1\right)}^{T}
$$

where $a(i, j, u, v)$ is obtained from $a$ by replacing $a_{i}$ with $u$ and $a_{j}$ with $v$. This establishes the commuting part.

Now suppose that $A_{i} x=A_{j} x$ for some $i, j \in[n-1], i \neq j$ and some vector $x \in F^{l}$. Let $x=\sum_{a=0}^{l-1} x_{a} e_{a}$, where $x_{a} \in F$. Then

$$
\begin{aligned}
A_{i} x & =\sum_{a=0}^{l-1} \lambda_{i, a_{i}} x_{a\left(i, a_{i} \oplus 1\right)} e_{a} \\
A_{j} x & =\sum_{a=0}^{l-1} \lambda_{j, a_{j}} x_{a\left(j, a_{j} \oplus 1\right)} e_{a}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\lambda_{i, a_{i}} x_{a\left(i, a_{i} \oplus 1\right)}=\lambda_{j, a_{j}} x_{a\left(j, a_{j} \oplus 1\right)} \tag{3.19}
\end{equation*}
$$

for every $a=0,1, \ldots, l-1$. Since $\lambda_{i, u} \neq 0$ for all $i \in[n-1]$ and all $u=0,1, \ldots, r-1$, we can write (3.19) as

$$
\begin{equation*}
x_{a}=\frac{\lambda_{j, a_{j}}}{\lambda_{i, a_{i} \ominus 1}} x_{a\left(i, j, a_{i} \ominus 1, a_{j} \oplus 1\right)} . \tag{3.20}
\end{equation*}
$$

Repeating this step, we obtain

$$
\begin{aligned}
x_{a} & =\frac{\lambda_{j, a_{j}}}{\lambda_{i, a_{i} \ominus 1}} x_{a\left(i, j, a_{i} \ominus 1, a_{j} \oplus 1\right)} \\
& =\frac{\lambda_{j, a_{j}}}{\lambda_{i, a_{i} \ominus 1}} \frac{\lambda_{j, a_{j} \oplus 1}}{\lambda_{i, a_{i}} \ominus 2} x_{a\left(i, j, a_{i} \ominus 2, a_{j} \oplus 2\right)} \\
& =\cdots=\frac{\lambda_{j, a_{j}}}{\lambda_{i, a_{i} \ominus 1}} \frac{\lambda_{j, a_{j} \oplus 1}}{\lambda_{i, a_{i} \ominus 2}} \ldots \frac{\lambda_{j, a_{j} \oplus(r-1)}}{\lambda_{i, a_{i} \ominus r}} x_{a\left(i, j, a_{i} \ominus r, a_{j} \oplus r\right)} \\
& =\frac{\prod_{u=0}^{r-1} \lambda_{j, u}}{\prod_{u=0}^{r-1} \lambda_{i, u}} x_{a}
\end{aligned}
$$

for every $a=0,1, \ldots, l-1$. By (3.16), $x_{a}=0$ for all $a=0, \ldots, l-1$. Thus $\left(A_{i}-\right.$ $\left.A_{j}\right) x=0$ implies that $x=0$. We conclude that the matrices $A_{i}-A_{j}$ are invertible for all $i, j \in[n-1], i \neq j$.

Now suppose that $A_{i} x=A_{n} x=x$ for some $i \in[n-1]$ and some vector $x \in F^{l}$. Then we have

$$
\begin{equation*}
\lambda_{i, a_{i}} x_{a\left(i, a_{i} \oplus 1\right)}=x_{a} . \tag{3.21}
\end{equation*}
$$

Thus

$$
\begin{aligned}
& x_{a}=\lambda_{i, a_{i}} x_{a\left(i, a_{i} \oplus 1\right)}=\lambda_{i, a_{i}} \lambda_{i, a_{i} \oplus 1} x_{a\left(i, a_{i} \oplus 2\right)} \\
& =\cdots=\lambda_{i, a_{i}} \lambda_{i, a_{i} \oplus 1} \cdots \lambda_{i, a_{i} \oplus(r-1)} x_{a\left(i, a_{i} \oplus r\right)} \\
& =\left(\prod_{u=0}^{r-1} \lambda_{i, u}\right) x_{a} .
\end{aligned}
$$

By (3.16), $x_{a}=0$ for all $a=0, \ldots, l-1$. So $x=0$ and $\operatorname{ker}\left(A_{i}-A_{n}\right)=0$, or, in other words the matrix $A_{i}-A_{n}$ is invertible for all $i \in[n-1]$. This completes the proof.

### 3.7.1 Complexity of encoding and decoding

The encoding and decoding procedures solve the same problem, namely, determining the values of $r$ nodes from the known values of $k$ nodes. Without loss of generality, suppose that we want to determine $C_{k+1}, \ldots, C_{k+r}$ from $C_{1}, C_{2}, \ldots, C_{k}$. Note that (3.17) contains $r l$ equations and we have $r l$ unknown elements here. Since the code is MDS, the unknown values are uniquely determined.

Now let us show that instead of inverting an $r l \times r l$ matrix, we only need to invert matrices of size $r^{r+1} \times r^{r+1}$. Observe that, given any $b_{1}, b_{2}, \ldots, b_{k} \in\{0,1, \ldots, r-1\}$, the $r^{r+1}$ unknown elements $\left\{c_{i, a}: i=k+1, k+2, \ldots, k+r, a_{1}=b_{1}, a_{2}=b_{2}, \ldots, a_{k}=b_{k}\right\}$ appear in exactly $r^{r+1}$ equations in (3.17), and these $r^{r+1}$ equations only contain these $r^{r+1}$ unknown elements. For this reason, we can find these $r^{r+1}$ unknown elements by inverting an $r^{r+1} \times r^{r+1}$ matrix.

### 3.8 Explicit MDS array codes with the UER $d$-optimal access property

Construction 3.5. Let $F$ be a finite field of size $|F| \geq n+1$ and let $\gamma$ be a primitive element in $F$. Let $s=d+k-1$ and $l=s^{n}$. Consider the code given by (2.3)-(3.3), where the matrices $A_{1}, A_{2}, \ldots, A_{n}$ are given by

$$
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a\left(i, a_{i} \oplus 1\right)}^{T}, i=1, \ldots, n,
$$

where $\oplus$ denotes addition modulo $s, \lambda_{i, 0}=\gamma^{i}$ for all $i \in[n]$ and $\lambda_{i, u}=1$ for all $i \in[n]$ and all $u \in[s-1]$. Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F, a_{i}$ is the $i$-th digit from the right in the representation of $a=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$ in the s-ary form, and $a(i, u)$ is defined in the same way as in Sect. 3.3.

Theorem 3.11. The code $\mathcal{C}$ given by Construction 3.5 is an MDS array code.

Proof. Paralleling the proof of Theorem 3.10, we can show that for any $i \neq j, A_{i} A_{j}=$ $A_{j} A_{i}$ and that the matrix $A_{i}-A_{j}$ is invertible. Thus $\mathcal{C}$ is an MDS array code.

Theorem 3.12. The code $\mathcal{C}$ given by Construction 3.5 has the UER d-optimal access property.

Proof. Suppose we want to repair $C_{i}$. By an argument similar to the proof of Theorem 3.8, we only need to know the values $\left\{c_{j, a}: a_{i}=0\right\}$ from $C_{j}$ for every $j \neq i$. Define a function $g:\{0,1, \ldots, l / s-1\} \rightarrow\{0,1, \ldots, l-1\}$ as $g(a)=\left(a_{n-1}, a_{n-2}, \ldots, a_{i}, 0, a_{i-1}, a_{i-2}, \ldots\right.$, $a_{1}$ ), where $a$ is an element in $\{0,1, \ldots, l / s-1\}$ with the $s$-ary expansion $\left(0, a_{n-1}\right.$, $\left.a_{n-2}, \ldots, a_{1}\right)$. Define the column vector $C_{j}^{(i)} \in F^{l / s}$ as $C_{j}^{(i)}=\left(c_{j, g(0)}, c_{j, g(1)}, \ldots, c_{j, g(l / s-1)}\right)^{T}$ for all $j \neq i$. In order to prove the theorem, we only need to prove that $\left(C_{1}^{(i)}, C_{2}^{(i)}, \ldots, C_{i-1}^{(i)}\right.$, $\left.C_{i+1}^{(i)}, C_{i+2}^{(i)}, \ldots, C_{n}^{(i)}\right)$ forms an $\left(n-1, d, s^{n-1}\right)$ MDS array code.

Notice that $A_{j}^{s}=\sum_{a=0}^{l-1}\left(\prod_{u=0}^{s-1} \lambda_{j, u}\right) e_{a} e_{a\left(j, a_{j} \oplus s\right)}^{T}=\gamma^{j} I$ for all $j \in[n]$. Note also that

$$
\sum_{j=1}^{n} A_{j}^{m} C_{j}=0, \quad \sum_{j=1}^{n} A_{j}^{m+s} C_{j}=0
$$

for all $m=0,1, \ldots, r-s-1$. Multiplying the first equation by $\gamma^{i}$ and then subtracting it from the second one, we obtain

$$
\begin{equation*}
\sum_{j \neq i}\left(\gamma^{j}-\gamma^{i}\right) A_{j}^{m} C_{j}=0, \quad m=0,1, \ldots, r-s-1 \tag{3.22}
\end{equation*}
$$

Let $e_{0}^{(l / s)}, e_{1}^{(l / s)}, \ldots, e_{l / s-1}^{(l / s)}$ be the standard basis vectors of $F^{l / s}$ over $F$. Define $l / s \times l / s$ matrix

$$
\begin{gathered}
B_{j}=\sum_{a=0}^{l / s-1} \lambda_{j, a_{j}} e_{a}^{(l / s)}\left(e_{a\left(j, a_{j} \oplus 1\right)}^{(l / s)}\right)^{T} \text { for } j \in[i-1], \\
B_{j}=\sum_{a=0}^{l / s-1} \lambda_{j+1, a_{j}} e_{a}^{(l / s)}\left(e_{a\left(j, a_{j} \oplus 1\right)}^{(l / s)}\right)^{T} \text { for } i \leq j<n .
\end{gathered}
$$

It is easy to see that (3.22) implies

$$
\begin{gathered}
\sum_{j=1}^{i-1}\left(\gamma^{j}-\gamma^{i}\right) B_{j}^{m} C_{j}^{(i)}+\sum_{j=i}^{n-1}\left(\gamma^{j+1}-\gamma^{i}\right) B_{j}^{m} C_{j+1}^{(i)}=0 \\
\text { for all } m=0,1, \ldots, r-s-1
\end{gathered}
$$

As in the proof of Theorem 3.10, we can show that for any $j_{1}, j_{2} \in[n-1], j_{1} \neq j_{2}$, $B_{j_{1}} B_{j_{2}}=B_{j_{2}} B_{j_{1}}$ and that the matrix $B_{j_{1}}-B_{j_{2}}$ is invertible. Moreover, $r-s=n-1-d$. Thus

$$
\left[\begin{array}{cccc}
I & I & \ldots & I \\
B_{1} & B_{2} & \ldots & B_{n-1} \\
\vdots & \vdots & \vdots & \vdots \\
B_{1}^{r-s-1} & B_{2}^{r-s-1} & \ldots & B_{n-1}^{r-s-1}
\end{array}\right]
$$

is a parity-check matrix of an $\left(n-1, d, s^{n-1}\right)$ MDS array code. Multiplying each block column with a nonzero constant does not change the MDS property. As a result, the set of vectors $\left(C_{1}^{(i)}, C_{2}^{(i)}, \ldots, C_{i-1}^{(i)}, C_{i+1}^{(i)}, C_{i+2}^{(i)}, \ldots, C_{n}^{(i)}\right)$ forms an ( $n-1, d, s^{n-1}$ ) MDS array code. Therefore, if we access any $d+2 t$ out of $n-1$ vectors in the set $\left(C_{1}^{(i)}, C_{2}^{(i)}, \ldots, C_{i-1}^{(i)}\right.$, $\left.C_{i+1}^{(i)}, C_{i+2}^{(i)}, \ldots, C_{n}^{(i)}\right)$, we will be able to recover the whole set and further recover $C_{i}$ as long as the number of erroneous nodes among the helper nodes is not greater than $t$. This completes the proof.

### 3.9 An MDS array code family with the UER $d$-optimal access property for several values of $d$ simultaneously

In this section we present a simple extension of the code family in Construction 3.5 which gives MDS array codes with the UER $d$-optimal access property for several values of $d$ simultaneously. More specifically, given any positive integers $n, k, m, d_{1}, d_{2}, \ldots, d_{m}$ such that $k \leq d_{1}, \ldots, d_{m}<n$, we will show that by replacing $s$ in Construction 3.5 with the value

$$
s=\operatorname{lcm}\left(d_{1}+1-k, d_{2}+1-k, \ldots, d_{m}+1-k\right)
$$

we obtain an $\left(n, k, l=s^{n}\right)$ MDS array code $\mathcal{C}$ with the UER $d_{i}$-optimal access property for all $i=1, \ldots, m$ simultaneously.

On account of Theorem 3.10, we already know that $\mathcal{C}$ is an MDS array code. It remains to show that it has the UER $d_{i}$-optimal access property for any $i \in[m]$.

Theorem 3.13. The code $\mathcal{C}$ has the UER $d_{i}$-optimal access property for any $i \in[m]$.
Proof. Given any $i \in[m]$, we show that $\mathcal{C}$ has the UER $d_{i}$-optimal access property. Let $s_{i}=d_{i}+1-k$.

Without loss of generality, we only consider the case of repairing $C_{n}$. By an argument similar to the proof of Theorem 3.8, we only need to know the values $\left\{c_{j, a}: a_{n}=\right.$ $\left.0, s_{i}, 2 s_{i}, \ldots,\left(s / s_{i}-1\right) s_{i}\right\}$ from $C_{j}$ for every $j \in[n-1]$. Define a function

$$
\begin{aligned}
g:\left\{0,1, \ldots, l / s_{i}-1\right\} & \rightarrow\{0,1, \ldots, l-1\} \\
a & \mapsto\left(s_{i} a_{n}, a_{n-1}, a_{n-2}, \ldots, a_{1}\right),
\end{aligned}
$$

where $a$ is an element in $\left\{0,1, \ldots, l / s_{i}-1\right\}$ with $s$-ary expansion $\left(a_{n}, a_{n-1}, a_{n-2}, \ldots, a_{1}\right)$. Define the column vector $C_{j}^{(n)} \in F^{l / s_{i}}$ as $C_{j}^{(n)}=\left(c_{j, g(0)}, c_{j, g(1)}, \ldots, c_{j, g\left(/ / s_{i}-1\right)}\right)^{T}$ for all $j \in[n-1]$. As mentioned above, $\left\{C_{j}^{(n)}: j \in[n-1]\right\}$ contains the information we need to recover $C_{n}$. Let us prove that $\left(C_{1}^{(n)}, C_{2}^{(n)}, \ldots, C_{n-1}^{(n)}\right)$ forms an $\left(n-1, d, l / s_{i}\right)$ MDS array code.

Observe that

$$
\sum_{j=1}^{n} A_{j}^{m} C_{j}=0, \quad \sum_{j=1}^{n} A_{j}^{m+s_{i}} C_{j}=0
$$

for all $m=0,1, \ldots, r-s_{i}-1$. Multiplying the first equation on the left by $A_{n}^{s_{i}}$ and then subtracting it from the second one, we obtain

$$
\begin{equation*}
\sum_{j=1}^{n-1}\left(A_{j}^{s_{i}}-A_{n}^{s_{i}}\right) A_{j}^{m} C_{j}=0, \quad m=0,1, \ldots, r-s_{i}-1 \tag{3.23}
\end{equation*}
$$

Let $e_{0}^{\left(l / s_{i}\right)}, e_{1}^{\left(l / s_{i}\right)}, \ldots, e_{l / s_{i}-1}^{\left(l / s_{i}\right)}$ be the standard basis vectors of $F^{l / s_{i}}$ over $F$. Define $l / s_{i} \times$ $l / s_{i}$ matrices

$$
\begin{aligned}
B_{j} & =\sum_{a=0}^{l / s_{i}-1} \lambda_{j, a_{j}} e_{a}^{\left(l / s_{i}\right)}\left(e_{a\left(j, a_{j} \oplus 1\right)}^{\left(l / s_{i}\right)}\right)^{T} \text { for } j \in[n-1], \\
B_{n} & =\sum_{a=0}^{l / s_{i}-1}\left(\prod_{q=s_{i} a_{n}}^{s_{i} a_{n}+s_{i}-1} \lambda_{n, q}\right) e_{a}^{\left(l / s_{i}\right)}\left(e_{a\left(n,\left(s_{i} a_{n} \oplus s_{i}\right) / s_{i}\right)}^{\left(l / s_{i}\right.}\right)^{T} .
\end{aligned}
$$

It is easy to see that (3.23) implies the equality

$$
\sum_{j=1}^{n-1}\left(B_{j}^{s_{i}}-B_{n}\right) B_{j}^{m} C_{j}^{(n)}=0, \quad m=0,1, \ldots, r-s_{i}-1
$$

Now suppose that $B_{j}^{s_{i}} x=B_{n} x$ for some $j \in[n-1]$ and some vector $x \in F^{l / s_{i}}$. Let $x=\sum_{a=0}^{l / s_{i}-1} x_{a} e_{a}^{\left(l / s_{i}\right)}$, where $x_{a} \in F$. Then

$$
\begin{aligned}
B_{j}^{s_{i}} x & =\sum_{a=0}^{l / s_{i}-1}\left(\prod_{q=a_{j}}^{a_{j} \oplus\left(s_{i}-1\right)} \lambda_{j, q}\right) x_{a\left(j, a_{j} \oplus s_{i}\right)} e_{a}^{\left(l / s_{i}\right)}, \\
B_{n} x & =\sum_{a=0}^{l / s_{i}-1}\left(\prod_{q=s_{i} a_{n}}^{s_{i} a_{n}+s_{i}-1} \lambda_{n, q}\right) x_{a\left(n,\left(s_{i} a_{n} \oplus s_{i}\right) / s_{i}\right)} e_{a}^{\left(l / s_{i}\right)} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left(\prod_{q=a_{j}}^{a_{j} \oplus\left(s_{i}-1\right)} \lambda_{j, q}\right) x_{a\left(j, a_{j} \oplus s_{i}\right)}=\left(\prod_{q=s_{i} a_{n}}^{s_{i} a_{n}+s_{i}-1} \lambda_{n, q}\right) x_{a\left(n,\left(s_{i} a_{n} \oplus s_{i}\right) / s_{i}\right)} \tag{3.24}
\end{equation*}
$$

for every $a=0,1, \ldots, l / s_{i}-1$. Let us rewrite (3.24) as

$$
x_{a}=\frac{\prod_{q=s_{i} a_{n}}^{s_{i} a_{n}+s_{i}-1} \lambda_{n, q}}{\prod_{q=a_{j} \ominus s_{i}}^{a_{j} \ominus 1} \lambda_{j, q}} x_{a\left(j, n, a_{j} \ominus s_{i},\left(s_{i} a_{n} \oplus s_{i}\right) / s_{i}\right)} .
$$

Repeating this step, we obtain

$$
x_{a}=\frac{\prod_{q=s_{i} a_{n}}^{s_{i} a_{n} \oplus(s-1)} \lambda_{n, q}}{\prod_{q=a_{j} \ominus s}^{a_{j} \ominus 1} \lambda_{j, q}} x_{a\left(j, n, a_{j} \ominus s,\left(s_{i} a_{n} \oplus s\right) / s_{i}\right)}
$$

$$
\begin{aligned}
& =\frac{\prod_{u=0}^{s-1} \lambda_{n, u}}{\prod_{u=0}^{s-1} \lambda_{j, u}} x_{a} \\
& =\frac{\gamma^{n}}{\gamma^{j}} x_{a}
\end{aligned}
$$

for every $a=0,1, \ldots, l-1$. Since $\gamma^{j} \neq \gamma^{n}$ for any $j \in[n-1]$, we have $x_{a}=0$ for all $a=0, \ldots, l-1$. Thus $\left(B_{j}^{s_{i}}-B_{n}\right) x=0$ implies that $x=0$. We conclude that the matrix $B_{j}^{s_{i}}-B_{n}$ is invertible for all $j \in[n-1]$.

Following the proof of Theorem 3.10, we can show that

$$
\left[\begin{array}{cccc}
I & I & \ldots & I \\
B_{1} & B_{2} & \ldots & B_{n-1} \\
\vdots & \vdots & \vdots & \vdots \\
B_{1}^{r-s_{i}-1} & B_{2}^{r-s_{i}-1} & \ldots & B_{n-1}^{r-s_{i}-1}
\end{array}\right]
$$

is the parity-check matrix of an $\left(n-1, d_{i}, l / s_{i}\right)$ MDS array code. Multiplying each block column with an invertible matrix does not change the MDS property. As a result, $\left(C_{1}^{(n)}, C_{2}^{(n)}, \ldots, C_{n-1}^{(n)}\right)$ forms an $\left(n-1, d_{i}, l / s_{i}\right)$ MDS array code. Therefore, if we access any $d_{i}+2 t$ out of $n-1$ vectors in the set $\left(C_{1}^{(n)}, C_{2}^{(n)}, \ldots, C_{n-1}^{(n)}\right)$, we will be able to recover the whole set and further recover $C_{n}$ as long as the number of erroneous nodes among the helper nodes is not greater than $t$. This completes the proof.

### 3.10 Explicit MDS array codes with the UER $(h, d)$-optimal access property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously

Given integers $n$ and $r$, we construct a family of $(n, k=n-r, l)$ MDS array codes with the UER $(h, d)$-optimal access property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously.

Construction 3.6. Let $F$ be a finite field of size $|F| \geq n+1$ and let $\gamma$ be its primitive element. Let $s=\operatorname{lcm}(1,2, \ldots, r)$ and $l=s^{n}$. Consider the code family given by (2.3)(3.3), where the matrices $A_{i}$ are given by

$$
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a\left(i, a_{i} \oplus 1\right)}^{T}, i=1, \ldots, n
$$

where $\oplus$ denotes addition modulo $s, \lambda_{i, 0}=\gamma^{i}$ for all $i \in[n]$ and $\lambda_{i, u}=1$ for all $i \in[n]$ and all $u \in[s-1]$. Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F, a_{i}$ is the $i$-th digit from the right in the representation of $a=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$ in the s-ary form, and $a(i, u)$ is defined in the same way as in Sect. 3.3.

Note that the difference between this construction and Construction 3.5 is in the choice of $s$.

Clearly, the code $\mathcal{C}$ given by Construction 3.6 is an MDS array code.

Theorem 3.14. The code $\mathcal{C}$ given by Construction 3.6 has the $U E R(h, d)$-optimal access property for all $h \leq r$ and $k \leq d \leq n-h$ simultaneously.

Proof. By Theorem 3.13, $\mathcal{C}$ has the UER $d$-optimal access property for any $k \leq d \leq$ $n-1$. Now we show how to optimally repair $h$ erasures. Without loss of generality, suppose that nodes $C_{\mathcal{F}}=\left\{C_{1}, C_{2}, \ldots, C_{h}\right\}$ are erased and we access nodes $C_{\mathcal{R}}=$ $\left\{C_{h+1}, C_{h+2}, \ldots, C_{h+d+2 t}\right\}$ to recover $C_{\mathcal{F}}$. Moreover, suppose that there are at most $t$ erroneous nodes in $C_{\mathcal{R}}$.

As before, we repair $C_{1}, C_{2}, \ldots, C_{h}$ one by one. More specifically, we first use $C_{\mathcal{R}}$ to repair $C_{1}$, then $C_{\mathcal{R}} \cup C_{1}$ to repair $C_{2}$, then $C_{\mathcal{R}} \cup C_{1} \cup C_{2}$ to repair $C_{3}, \ldots$, and finally we use $C_{\mathcal{R}} \cup C_{1} \cup C_{2} \cup \cdots \cup C_{h-1}$ to repair $C_{h}$. Let $s_{i}=i+d-k$. When repairing $C_{i}$, according to the proof of Theorem 3.13, we only need to know the values $\left\{c_{v, a}: a_{i}=\right.$ $\left.0, s_{i}, 2 s_{i}, \ldots,\left(s / s_{i}-1\right) s_{i}, v \in \mathcal{R} \bigcup[i-1]\right\}$. Since we have already recovered $C_{1}, \ldots, C_{i-1}$, we need to access only the values $\left\{c_{v, a}: a_{i}=0, s_{i}, 2 s_{i}, \ldots,\left(s / s_{i}-1\right) s_{i}, v \in \mathcal{R}\right\}$ from $C_{\mathcal{R}}$ to recover $C_{i}$. Thus in order to recover $C_{\mathcal{F}}$, we need to access the set of elements $\Lambda_{h}=\bigcup_{i=1}^{h}\left\{c_{v, a}: a_{i}=0, s_{i}, 2 s_{i}, \ldots,\left(s / s_{i}-1\right) s_{i}, v \in \mathcal{R}\right\}$.

Consider the set

$$
\Omega_{j, v}=\left\{c_{v, a}: a_{j}=0, s_{j}, 2 s_{j}, \ldots,\left(s / s_{j}-1\right) s_{j}\right\}
$$

for $j \in[h]$ and $v \in \mathcal{R}$. Let $\Lambda_{1, v}=\Omega_{1, v,}, \Lambda_{j+1, v}=\Lambda_{j, v} \cup \Omega_{j+1, v}, j=1, \ldots, h-1$. We prove by induction on $j$ that $\left|\Lambda_{j, v}\right|=\frac{j l}{j+d-k}$. Clearly this is true for $j=1$. Suppose that the claim is true for $j=m$ and consider the case $j=m+1$. By definition, we have $\left|\Lambda_{m+1, v}\right|=\left|\Lambda_{m, v}\right|+\left|\Omega_{m+1, v}\right|-\left|\Lambda_{m, v} \cap \Omega_{m+1, v}\right|$. By the induction hypothesis, $\left|\Lambda_{m, v}\right|=$ $\frac{m l}{m+d-k}$. Therefore,

$$
\left|\Lambda_{m, v} \bigcap \Omega_{m+1, v}\right|=\frac{m l}{m+d-k} \frac{1}{m+1+d-k} .
$$

Thus

$$
\begin{aligned}
\left|\Lambda_{m+1, v}\right| & =\frac{m l}{m+d-k}+\frac{l}{m+1+d-k}-\frac{m l}{m+d-k} \frac{1}{m+1+d-k} \\
& =\frac{(m+1) l}{m+1+d-k} .
\end{aligned}
$$

This concludes the induction step and proves that $\left|\Lambda_{h, v}\right|=\frac{h l}{d+h-k}$ for any $v \in \mathcal{R}$. Thus $\left|\Lambda_{h}\right|=|\mathcal{R}|\left|\Lambda_{h, v}\right|=\frac{h(d+2 t) l}{d+h-k}$. The proof is complete.

### 3.11 Generalized Reed-Solomon Array codes and d-optimal repair property

In this section we construct a family of MDS array codes with the $d$-optimal repair property that requires a smaller underlying field size compared to Construction 3.2 and a smaller $l$ compared to both Construction 3.2 and Construction 3.5. The construction forms an extension of Construction 3.4. As a first step, we introduce a new class of MDS array codes.

### 3.11.1 Generalized Reed-Solomon Array Codes

Definition 3.2. Let $\mathcal{A}=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ be a set of $l \times l$ matrices over $F$ such that $A_{i} A_{j}=A_{j} A_{i}$ for all $i, j \in[n]$ and the matrices $A_{i}-A_{j}$ are invertible for all $i \neq$ j. Let $\mathcal{V}=\left\{V_{1}, V_{2}, \ldots, V_{n}\right\}$ be a set of $l \times l$ invertible matrices with entries in $F$ such that $A_{i} V_{j}=V_{j} A_{i}$ for any $i, j \in[n]$. A Generalized Reed-Solomon array code $\operatorname{GRSA}(n, k, \mathcal{A}, \mathcal{V})$ is defined as the $(n, k, l)$ array code with the generator matrix

$$
G=\left[\begin{array}{cccc}
V_{1} & V_{2} & \ldots & V_{n} \\
A_{1} V_{1} & A_{2} V_{2} & \ldots & A_{n} V_{n} \\
A_{1}^{2} V_{1} & A_{2}^{2} V_{2} & \ldots & A_{n}^{2} V_{n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{k-1} V_{1} & A_{2}^{k-1} V_{2} & \ldots & A_{n}^{k-1} V_{n}
\end{array}\right]
$$

More specifically,

$$
\begin{align*}
& \operatorname{GRSA}(n, k, \mathcal{A}, \mathcal{V})=\left\{\left(C_{1}, C_{2}, \ldots, C_{n}\right):\left[C_{1}^{T} C_{2}^{T} \ldots C_{n}^{T}\right]\right. \\
& \left.\quad=\left[M_{1}^{T} M_{2}^{T} \ldots M_{k}^{T}\right] G \text { for some } M_{1}, \ldots, M_{k} \in F^{l}\right\} . \tag{3.25}
\end{align*}
$$

If $V_{1}=V_{2}=\cdots=V_{n}=I$, then we call this code a Reed-Solomon array code and denote it as $\operatorname{RSA}(n, k, \mathcal{A})$.

Lemma 3.9 implies that GRSA codes have the MDS property. We need a description of its dual code, which is analogous to the scalar case (Theorem 10.4 in [35, p.304]).
Theorem 3.15. Given a Generalized Reed-Solomon array code $\operatorname{GRSA}(n, k=n-r, \mathcal{A}, \mathcal{V})$ with $\mathcal{A}$ and $\mathcal{V}$ satisfying the conditions in Def. 3.2, there is a set $\mathcal{W}=\left\{W_{1}, W_{2}, \ldots, W_{n}\right\}$ of $l \times l$ invertible matrices such that $A_{i} W_{j}=W_{j} A_{i}$ for any $i, j \in[n]$, and

$$
\begin{equation*}
\operatorname{GRSA}(n, k, \mathcal{A}, \mathcal{V})=\left\{\left(C_{1}, C_{2}, \ldots, C_{n}\right): H\left[C_{1}^{T} C_{2}^{T} \ldots C_{n}^{T}\right]^{T}=0\right\} \tag{3.26}
\end{equation*}
$$

where

$$
H=\left[\begin{array}{cccc}
W_{1} & W_{2} & \ldots & W_{n} \\
A_{1} W_{1} & A_{2} W_{2} & \ldots & A_{n} W_{n} \\
A_{1}^{2} W_{1} & A_{2}^{2} W_{2} & \ldots & A_{n}^{2} W_{n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{r-1} W_{1} & A_{2}^{r-1} W_{2} & \ldots & A_{n}^{r-1} W_{n}
\end{array}\right]
$$

This theorem follows from the following lemma.
Lemma 3.16. Let $A_{1}, A_{2}, \ldots, A_{n}$ be $l \times l$ matrices with entries in $F$ such that $A_{i} A_{j}=$ $A_{j} A_{i}$ for all $i, j \in[n]$ and the matrices $A_{i}-A_{j}$ are invertible for all $i \neq j$. The following equation holds:

$$
\left[\begin{array}{cccc}
I & I & \ldots & I  \tag{3.27}\\
A_{1} & A_{2} & \ldots & A_{n} \\
A_{1}^{2} & A_{2}^{2} & \ldots & A_{n}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{n-2} & A_{2}^{n-2} & \ldots & A_{n}^{n-2}
\end{array}\right]\left[\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots \\
B_{n}
\end{array}\right]=0,
$$

where $B_{i}=\left(\prod_{j \neq i}\left(A_{j}-A_{i}\right)\right)^{-1}, i=1, \ldots, n$
Proof. Note that the theory of determinants as well as Cramer's rule extend with no extra effort over arbitrary commutative rings with identity [13, Sect. 11.4]. Let $R$ be a commutative ring containing $I, A_{1}, A_{2}, \ldots, A_{n}$. Given a square block matrix partitioned into $l \times l$ square submatrices in $R$, we view it as a square matrix with entries in $R$ and define the determinant accordingly. Clearly, for any $i \in[n]$ and any nonnegative integer $t, A_{i}^{t} \in R$. We use Cramer's rule to solve the following equation

$$
\left[\begin{array}{cccc}
I & I & \ldots & I \\
A_{1} & A_{2} & \ldots & A_{n-1} \\
A_{1}^{2} & A_{2}^{2} & \ldots & A_{n-1}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{n-2} & A_{2}^{n-2} & \ldots & A_{n-1}^{n-2}
\end{array}\right]\left[\begin{array}{c}
X_{1} \\
X_{2} \\
\vdots \\
X_{n-1}
\end{array}\right]=-\left[\begin{array}{c}
I \\
A_{n} \\
A_{n}^{2} \\
\vdots \\
A_{n}^{n-2}
\end{array}\right]
$$

The expression for the Vandermonde determinant also holds in commutative rings, and we can easily find that $X_{i}=\left(\prod_{j \neq n}\left(A_{j}-A_{n}\right)\right)\left(\prod_{j \neq i}\left(A_{j}-A_{i}\right)\right)^{-1}$. Moving the right-hand side of the equation above to the left and then multiplying on the right by $B_{n}$, we obtain (3.27).

Proof of Theorem 3.15. Set $W_{i}=V_{i}^{-1}\left(\prod_{j \neq i}\left(A_{j}-A_{i}\right)\right)^{-1}$. Notice the fact that if an $l \times l$ matrix $A$ and an $l \times l$ invertible matrix $B$ satisfy $A B=B A$, then $A B^{-1}=B^{-1} B A B^{-1}=$ $B^{-1} A B B^{-1}=B^{-1} A$. Thus $W_{i} A_{j}=A_{j} W_{i}$ for any $i, j \in[n]$.

Denote the codes defined in (3.25) and (3.26) as $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ respectively. By (3.27), $H G^{T}=0$. Thus $\mathcal{C}_{1} \subseteq \mathcal{C}_{2}$. Since $G$ and $H$ both have full rank, $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have the same dimension $k l$ as a vector space over $F$. Consequently $\mathcal{C}_{1}=\mathcal{C}_{2}$. This completes the proof.

### 3.11.2 A family of MDS array codes with the $d$-optimal repair property

In this section we use the results about GRSA codes to construct a family of $(n, k=$ $n-r, l)$ MDS array codes with the $d$-optimal repair property.
Construction 3.7. Let $F$ be a finite field of size $|F| \geq n+1$ and let $\gamma$ be a primitive element in $F$. Let $s=d+1-k$ and $l=s^{n-1}$. Consider the code family given by (2.3)-(3.3), where the matrices $A_{1}, A_{2}, \ldots, A_{n}$ are given by

$$
\begin{gathered}
A_{i}=\sum_{a=0}^{l-1} \lambda_{i, a_{i}} e_{a} e_{a\left(i, a_{i} \oplus 1\right)}^{T}, i=1,2, \ldots, n-1, \\
A_{n}=I
\end{gathered}
$$

where $\oplus$ denotes addition modulo $s, \lambda_{i, 0}=\gamma^{i}$ for all $i \in[n-1]$ and $\lambda_{i, u}=1$ for all $i \in[n-1]$ and all $u \in\{1,2, \ldots, s-1\}$. Here $\left\{e_{a}: a=0,1, \ldots, l-1\right\}$ is the standard basis of $F^{l}$ over $F, a_{i}$ is the $i$-th digit from the right in the representation of $a=\left(a_{n-1}, a_{n-2}, \ldots, a_{1}\right)$ in the s-ary form, and $a(i, u)$ is defined in the same way as in Sect. 3.3.

Theorem 3.17. The code $\mathcal{C}$ given by Construction 3.7 is an MDS array code .
Proof. The proof parallels the proof of Theorem 3.10: we show that for any $i \neq j$, $A_{i} A_{j}=A_{j} A_{i}$ and that the matrix $A_{i}-A_{j}$ is invertible. Thus, $\mathcal{C}$ is an MDS array code.

Theorem 3.18. The code $\mathcal{C}$ given by Construction 3.7 has the d-optimal repair property.
Proof. By Theorem 3.15, $\mathcal{C}=\operatorname{GRSA}(n, k, \mathcal{A}, \mathcal{V})$ with $\mathcal{A}=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ and $\mathcal{V}=$ $\left\{V_{1}, \ldots, V_{n}\right\}$, where $V_{i}=\left(\prod_{j \neq i}\left(A_{j}-A_{i}\right)\right)^{-1}$. Suppose that we want to use $C_{i_{2}}, C_{i_{3}}, \ldots, C_{i_{d+1}}$ to repair $C_{i_{1}}$. Let $\Delta=\left\{i_{1}, i_{2}, \ldots, i_{d+1}\right\}$. Clearly $\left(C_{i_{1}}, C_{i_{2}}, \ldots, C_{i_{d+1}}\right)$ is a Generalized Reed-Solomon Array code $\operatorname{GRSA}\left(d+1, k, \mathcal{A}_{\Delta}, \mathcal{V}_{\Delta}\right)$, where $\mathcal{A}_{\Delta}=\left\{A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{d+1}}\right\}$ and $\mathcal{V}_{\Delta}=\left\{V_{i_{1}}, V_{i_{2}}, \ldots, V_{i_{d+1}}\right\}$. By Theorem 3.15, there is a set of $l \times l$ invertible matrices $\mathcal{W}_{\Delta}=\left\{W_{1}, W_{2}, \ldots, W_{d+1}\right\}$ such that

$$
\left[\begin{array}{cccc}
I & I & \ldots & I  \tag{3.28}\\
A_{i_{1}} & A_{i_{2}} & \ldots & A_{i_{d+1}} \\
A_{i_{1}}^{2} & A_{i_{2}}^{2} & \ldots & A_{i_{d+1}}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
A_{i_{1}}^{s-1} & A_{i_{2}}^{s-1} & \ldots & A_{i_{d+1}}^{s-1}
\end{array}\right]\left[\begin{array}{c}
W_{1} C_{i_{1}} \\
W_{2} C_{i_{2}} \\
\vdots \\
W_{d+1} C_{i_{d+1}}
\end{array}\right]=0
$$

Using the same method as in the proof of Theorem 3.8, we can show that $W_{1} C_{i_{1}}$ can be recovered by downloading a vector in $F^{l / s}$ from each of the nodes $C_{i_{2}}, C_{i_{3}}, \ldots, C_{i_{d+1}}$. Since $W_{1}$ is invertible, $C_{i_{1}}$ can be recovered by the same set of vectors. This shows that $\mathcal{C}$ has the $d$-optimal repair property.

### 3.11.3 Extension to $d$-optimal repair property for several values of $d$ simultaneously

Now we give a simple extension of the previous construction to make the code have $d$ optimal repair property for several values of $d$ simultaneously. More specifically, give any positive integers $n, k, m, d_{1}, d_{2}, \ldots, d_{m}$ such that $k \leq d_{1}, \ldots, d_{m}<n$, we will show that by replacing $s$ in Construction 3.7 with the value

$$
s=\operatorname{lcm}\left(d_{1}+1-k, d_{2}+1-k, \ldots, d_{m}+1-k\right)
$$

we will obtain an $\left(n, k, l=s^{n-1}\right)$ MDS array code $\mathcal{C}$ with $d_{i}$-optimal repair property for all $i=1, \ldots, m$ simultaneously.

By the proof of Theorem 3.10, we know that $\mathcal{C}$ is an MDS array code. Now we prove that $\mathcal{C}$ has $d_{i}$-optimal repair property for any $i \in[m]$.

Theorem 3.19. The code $\mathcal{C}$ has $d_{i}$-optimal repair property for any $i \in[m]$.
Proof. Given any $i \in[m]$, we show that $\mathcal{C}$ has $d_{i}$-optimal repair property. Let $s_{i}=d_{i}+$ $1-k$. Without loss of generality, we only prove the case when we use $C_{2}, C_{3}, \ldots, C_{d_{i}+1}$ to repair $C_{1}$. (The proof below needs some slight modifications for the case of repairing
$C_{n}$, we omit this special case here.) Following exactly the same steps in the proof of Theorem 3.18, we obtain

$$
\left[\begin{array}{cccc}
I & I & \ldots & I  \tag{3.29}\\
A_{1} & A_{2} & \ldots & A_{d_{i}+1} \\
A_{1}^{2} & A_{2}^{2} & \ldots & A_{d_{i}+1}^{2} \\
\vdots & \vdots & \vdots & \vdots \\
A_{1}^{s_{i}-1} & A_{2}^{s_{i}-1} & \ldots & A_{d_{i}+1}^{s_{i}-1}
\end{array}\right]\left[\begin{array}{c}
W_{1} C_{1} \\
W_{2} C_{2} \\
\vdots \\
W_{d_{i}+1} C_{d_{i}+1}
\end{array}\right]=0
$$

where $W_{1}, W_{2}, \ldots, W_{d_{i}+1}$ are some $l \times l$ invertible matrices. Let $C_{i}^{\prime}=W_{i} C_{i}$. Let $c_{i, a}^{\prime}$ denote the $a$-th coordinate of the column vector $C_{i}^{\prime}$ for all $a=0, \ldots, l-1$. We can write out the parity-check equations (3.29) coordinatewise:

$$
\begin{gather*}
\sum_{i=1}^{d_{i}+1} \beta_{i, a_{i}, t} c_{i, a\left(i, a_{i} \oplus t\right)}^{\prime}=0  \tag{3.30}\\
\text { for all } t=0,1, \ldots, s_{i}-1 \text { and } a=0, \ldots, l-1,
\end{gather*}
$$

where $\oplus$ denotes addition modulo $s, \beta_{i, u, 0}=1$ and $\beta_{i, u, t}=\prod_{v=u}^{u \oplus(t-1)} \lambda_{i, v}$ for $t=$ $1, \ldots, s_{i}-1$. Clearly (3.30) indicates that for any $t=0,1, \ldots, s-1$, the coordinates $\left\{c_{1, a}^{\prime}\right.$ : $\left.a_{i}=t, t \oplus 1, t \oplus 2 \ldots, t \oplus\left(s_{i}-1\right)\right\}$ can be determined by $\left\{c_{j, a}^{\prime}: j=2,3, \ldots, d_{i}+1, a_{i}=t\right\}$. Thus $C_{1}^{\prime}$ can be determined by $\left\{c_{j, a}: j=2,3, \ldots, d_{i}+1, a_{i}=0, s_{i}, 2 s_{i}, 3 s_{i}, \ldots, s-s_{i}\right\}$. Since $s_{i} \mid s$, we conclude that $C_{1}^{\prime}$ and thus $C_{1}$ itself can be recovered by downloading a vector in $F^{l / s_{i}}$ from each of the nodes $C_{2}, C_{3}, \ldots, C_{d_{i}+1}$. This completes the proof.

Corollary 3.20. The $\left(n, k,(n-k)^{n-1}\right)$ MDS array code given by Construction 3.4 has $d$-optimal repair property if $(d+1-k) \mid(n-k)$.

### 3.12 Concluding remarks

In this chapter we resolved the previously open problem of constructing explicit high-rate MSR codes. The intuition behind our approach to constructing explicit MSR codes is as follows. Most earlier constructions relied on the systematic generator representation of the codes. It is well known that the MDS property of the code leads to the requirement that every square submatrix of the systematic generator matrix be invertible. This is a rather stringent condition which the previous papers handled by resorting to some form of random coding arguments. In our construction we rely on a (non-systematic) paritycheck representation of the codes. In this form, the MDS property only requires that every $r \times r$ submatrix is invertible, which is a much easier condition to fulfill. Moreover, since we use the block Vandermonde structure (see (2.3) and (3.3)), this condition can be easily satisfied by setting $A_{i}-A_{j}$ to be invertible and $A_{i} A_{j}=A_{j} A_{i}$ for all $i \neq j$ (see Lemma 3.9). This simple observation leads us to the explicit constructions of MSR codes.

## Chapter 4: Explicit constructions of optimal-access MDS codes with nearly optimal sub-packetization

In this chapter we consider codes that, in addition to the minimum possible repair bandwidth, also have the optimal access property. As a reminder, this means that the data accessed at the helper nodes is the same as the data downloaded for the purposes of repair. We use the same notation as before, so MDS codes with $(h, d)$-optimal access perform repair of $h$ nodes by addressing $d$ helper nodes. Optimal access is a more restrictive condition, and the penalty for attaining it is the increased value of minimum possible sub-packetization $l$. In particular, according to [62], a necessary condition for ( $1, n-1$ )-optimal access is given by the bound $l \geq r^{(k-1) / r}$.

In the previous chapter, for any $n$ and $r$, we presented an explicit construction of optimal-access MDS codes with sub-packetization $l=r^{n-1}$. In this chapter, we take up the question of reducing the sub-packetization value $l$ to make it approach the aforementioned lower bound. We construct an explicit family of optimal-access codes with $l=r^{\lceil n / r\rceil}$, which differs from the optimal value by at most a factor of $r^{2}$. These codes can be constructed over any finite field $F$ as long as $|F| \geq r\lceil n / r\rceil$, and afford low-complexity encoding and decoding procedures.

We also define a version of the repair problem that bridges the context of regenerating codes and codes with locality constraints (LRC codes), which we call group repair with optimal access. In this variation, we assume that the set of $n=s m$ nodes is partitioned into $m$ repair groups of size $s$, and require that the amount of accessed data for repair is the smallest possible whenever the $d=s+k-1$ helper nodes include all the other $s-1$ nodes from the same group as the failed node. For this problem, we construct a family of codes with the group optimal access property. These codes can be constructed over any field $F$ of size $|F| \geq n$, and also afford low-complexity encoding and decoding procedures.

The results of this chapter were published in [78].

### 4.1 Introduction

### 4.1.1 Optimal-access codes

The subclass of optimal-access codes is of particular interest among optimal-repair codes. Existence and constructions of optimal-access codes were studied in several recent works. We mention the results of [67] which established existence of optimal-access MDS array codes with $l=r^{k}$ and $[47,49]$ which proved existence of such codes with $l=r^{\lceil n / r\rceil}$,
although both results require a large-size finite field $F$. As for explicit constructions, until recently they were known only for $r=2,3$. Namely, [67] constructed codes with $l=r^{k}$ over the field $\mathbb{F}_{3}$ if $r=2$ and $\mathbb{F}_{4}$ if $r=3$ (independent of $k$ ). The paper [44] constructed systematic optimal-access MDS array codes ${ }^{1}$ with $l=r^{k / r}$, where $k$ is a multiple of $r$. The size of the underlying field for [44] is at least $k / 2+1$ for $r=2$ and $2 k+1$ for $r=3$. In Chapter 3, we proposed a family of optimal-access MDS array codes with sub-packetization $l=r^{n-1}$, and this is the only explicit family of optimal-access MDS array codes for $r>3$ known in the literature.

In this work we present an explicit construction of optimal-access MDS array codes for any $r$ and $n$ with sub-packetization $l=r^{\lceil n / r\rceil}$, which differs from the lower bound by a factor of at most $r^{2}$. These codes can be constructed over any finite field $F$ as long as $|F| \geq r\lceil n / r\rceil$, and the encoding and decoding procedures of these codes have low complexity.

Remark 4.1. The repair problem has been studied for a relatively short time, so the related terminology is still somewhat unsettled. For instance, [47, 49] refer to codes with $l=r^{\lceil n / r\rceil}$ as codes with polynomial sub-packetization. This implicitly assumes the asymptotic regime of $k=R n$, i.e., of codes with a fixed rate $R$ bounded away from 1. At the same time, arguably the case of $r=o(n)$, for instance constant $r$, is more important for the repair problem because the encoded data in storage are likely to include only a small number of parity checks. In this regime the above value of $l$ is an exponential function of the block length. To cover all the possible cases, we prefer not to use the terms polynomial or exponential to describe the growth rate of the parameter $l$.

Remark 4.2. As we already mentioned in Section 2.3, after the release of this chapter on arXiv (as [78]), Sasidharan et al. [51] and later Li et al. [33] independently gave explicit constructions of optimal-access MDS codes whose parameters (sub-packetization and field size) are the same as the codes presented in this chapter. Moreover, constructions in both papers are very similar to our construction.

### 4.1.2 Repair groups and node regeneration: Group optimal access property

In this chapter, we also introduce a coding problem for distributed storage that bridges codes with locality, in particular, LRCs (e.g., $[36,57,59]$ ) and regenerating codes. To motivate it, consider an architecture of distributed storage under which $n=s m$ storage nodes are partitioned into $m$ local groups (we assume throughout that $s \leq r$ ). Nodes in the same group are logically better connected (for instance, they are geographically close to each other and thus have stable links between them), while the connectivity between nodes from different groups fluctuates smoothly over time (for instance, relying on a slowly fading channel). When a node fails, the system seeks to perform repair by accessing the minimum possible amount of data on a set of helper nodes. Efficient repair

[^1]also suggests that the helper nodes are chosen from a subset of nodes most easily reachable from the failed node. Since the failed node can always connect to all the nodes in the same group as itself, an MDS array code with the ( $s, d=s+k-1$ )-group optimal access property can minimize the disk I/O and network traffic during the repair of any single failed node for such systems.

This motivates the following definition.
Definition 4.1. Let $\mathcal{C}$ be an $(n=s m, k, l)$ MDS array code whose nodes are partitioned into $m$ groups of size $s$ each. We say that $\mathcal{C}$ has the ( $s, d=s+k-1$ )-group optimal access property if $N\left(\mathcal{C},\{i\}, \mathcal{R}_{i}\right)=d l /$ sfor any $i$ and any set of helper nodes $\mathcal{R}_{i}$ of size $d$ that contains all the $s-1$ nodes from the same group as $i$.

By definition, repair of the failed node in the group repair mode can be performed by accessing the volume of data that attains the lower bound (2.1), justifying the optimality qualifier.

In this chapter, we construct an explicit family of ( $n=s m, k=n-r, l=s^{m}$ ) MDS array codes with the ( $s, d=s+k-1$ )-group optimal access property for any $s, m$ and $r$ such that $r \geq s$. These codes can be constructed over any finite field $F$ as long as $|F| \geq n$, and are equipped with low-complexity encoding and decoding. Our construction is flexible in the sense that it allows any number $m$ of local groups and any number $s \leq r$ of storage nodes in a local group.

Remark 4.3. We note that coding designs that address data regeneration based on different conditions at different helper nodes, based on access conditions or transient unavailability (degraded reads or hard errors) have been considered in a number of earlier works. For instance, in [77] we constructed codes that support repair of one or more failed nodes by accessing any set of d helper nodes in the same encoding block. A different line of research that establishes conditions under which helper node selection improves the storage/bandwidth tradeoff was recently developed in [1]. Yet another link between regenerating codes and LRC codes is the "local regeneration" problem [27, 32], where the local repair of the code is also required to have small bandwidth.

### 4.1.3 Organization of the chapter

The code constructions are presented in the next section. Section 4.3 contains a proof of the MDS property of the constructed codes, and Section 4.4 gives a proof of the group optimal access property.

### 4.2 Code construction

The code constructions in this chapter are still defined by designing matrices $A_{t, i}, 0 \leq$ $t \leq r-1,1 \leq i \leq n$ in (2.3). For an $l \times l$ matrix $A$, let $A(a, b)$ be the entry in the $a$-th row and $b$-th column, $0 \leq a, b \leq l-1$. Below we use the convention that $0^{0}=1$.

Construction 4.1. Let $s, r$ and $m$ be positive integers such that $s \leq r \leq s m$, let $n=$ $s m, l=s^{m}$. Let $F$ be a finite field of size $|F| \geq n$, let $\left\{\lambda_{i}\right\}_{i \in[n]}$ be $n$ distinct elements in
$F$, and let $\gamma \in F \backslash\{0,1\}$. Given an integer $a, 0 \leq a \leq l-1$, we write its $s$-ary expansion as $a=\left(a_{m}, a_{m-1}, \ldots, a_{1}\right)$.

For $v \in[m]$ and $0 \leq u \leq s-1$, define $a(v, u):=\left(a_{m}, a_{m-1}, \ldots, a_{v+1}, u, a_{v-1}, a_{v-2}\right.$, $\left.\ldots, a_{1}\right)$. For $v \in[m], u=0,1, \ldots, s-1$, and $t=0,1, \ldots, r-1$, define an $l \times l$ matrix $A_{t,(v-1) s+u+1}$ as follows: for $0 \leq a, b \leq l-1$, let

$$
A_{t,(v-1) s+u+1}(a, b)= \begin{cases}\lambda_{(v-1) s+u+1}^{t} & \text { if } a_{v}<u, b=a  \tag{4.1}\\ \gamma \lambda_{(v-1) s+u+1}^{t} & \text { if } a_{v}>u, b=a \\ \lambda_{(v-1) s+w+1}^{t} & \text { if } a_{v}=u, b=a(v, w) \\ & \text { for some } w \in\{0,1, \ldots, s-1\} \\ 0 & \text { otherwise }\end{cases}
$$

We construct an $(n, k=n-r, l)$ array code defined by (2.3), where the matrices $A_{t, i}$ are defined in (4.1).

We will show that the code $\mathcal{C}$ defined by Construction 4.1 has the MDS property. In the case of $s=r$ it also has the optimal access property, while if $s<r$ it has the group optimal access property.

In Section 4.3 we give an example of the above matrices for $s=r=3$ and $m=2$ and show that the obtained codes have the MDS property.

In Construction 4.1 we assumed that the code length is a product of two numbers, $s$ and $m$. While this assumption leads to a simple uniform formulation of the code construction, it can be easily lifted at the expense of a more detailed notation. Namely, the following construction extends the case of $s=r$ in Construction 4.1 to cover all possible code length $n$ and has essentially the same properties as the codes defined above.

Construction 4.2. Let $n=r m+r^{\prime}$ and $l=r^{m+1}$, where $r>0, m \geq 0$ are integers and $1 \leq r^{\prime} \leq r-1$. Let $F$ be a finite field of size $|F| \geq r(m+1)$, let $\left\{\lambda_{i}, i=1, \ldots, r(m+1)\right\}$ be distinct elements of $F$, and let $\gamma \in F \backslash\{0,1\}$. Given an integer a between 0 and $l-1$, we write its $r$-ary expansion as $a=\left(a_{m+1}, a_{m}, \ldots, a_{1}\right)$. For $v \in\{1, \ldots, m+1\}$ and $0 \leq u \leq r-1$, define $a(v, u):=\left(a_{m+1}, a_{m}, \ldots, a_{v+1}, u, a_{v-1}, a_{v-2} \ldots, a_{1}\right)$.

For $v \in[m], u=0,1, \ldots, r-1$, and $t=0,1, \ldots, r-1$, define an $l \times l$ matrix $A_{t,(v-1) r+u+1}$ as follows: for $0 \leq a, b \leq l-1$, let

$$
A_{t,(v-1) r+u+1}(a, b)=\left\{\begin{align*}
\lambda_{(v-1) r+u+1}^{t} & \text { if } a_{v}<u, b=a  \tag{4.2}\\
\gamma \lambda_{(v-1) r+u+1}^{t} & \text { if } a_{v}>u, b=a \\
\lambda_{(v-1) r+w+1}^{t} & \text { if } a_{v}=u, b=a(v, w) \\
& \text { for some } w \in\{0,1, \ldots, r-1\}, \\
0 & \text { otherwise. }
\end{align*}\right.
$$

For $u=0,1, \ldots, r^{\prime}-1$, and $t=0,1, \ldots, r-1$, define an $l \times l$ matrix $A_{t, m r+u+1}$ as
follows: for $0 \leq a, b \leq l-1$, let

$$
A_{t, m r+u+1}(a, b)=\left\{\begin{align*}
\lambda_{m r+u+1}^{t} & \text { if } a_{m+1}<u, b=a  \tag{4.3}\\
\gamma \lambda_{m r+u+1}^{t} & \text { if } a_{m+1}>u, b=a, \\
\lambda_{m r+w+1}^{t} & \text { if } a_{m+1}=u, b=a(m+1, w) \\
& \text { for some } w \in\{0,1, \ldots, r-1\}, \\
0 & \text { otherwise. }
\end{align*}\right.
$$

We construct an ( $n=r m+r^{\prime}, k=n-r, l=r^{m+1}$ ) array code defined by (2.3), where the matrices $A_{t, i}, 0 \leq t \leq r-1,1 \leq i \leq n$ are defined in (4.2)-(4.3).

### 4.3 The MDS property

In this section we show that the code family given by Construction 4.1 has the MDS property. We start with an example that shows the working of the definition (2.3)-(4.1) as well as provides intuition for the proof of the MDS property given below in this section. While the notation in the proof makes it difficult to glean an intuitive picture, this example serves to visualize the ideas behind the construction and the proof.

### 4.3.1 Example

Take $s=r=3$ and $m=2$ in Construction 4.1, so $n=6$ and $l=9$. Let us write out the $9 \times 9$ matrices $A_{t, i}, i=1, \ldots, 6$. The code presented below can be realized over any field of size $|F| \geq n=6$, so the smallest field is $\mathbb{F}_{7}$.

$$
A_{t, 1}=\left[\begin{array}{ccccccccc}
\lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma \lambda_{1}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \gamma \lambda_{1}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \gamma \lambda_{1}^{t} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \gamma \lambda_{1}^{t} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{1}^{t} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{1}^{t}
\end{array}\right]
$$

$$
\begin{gathered}
A_{t, 2}=\left[\begin{array}{ccccccccc}
\lambda_{2}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \gamma \lambda_{2}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{2}^{t} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \gamma \lambda_{2}^{t} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_{2}^{t} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{2}^{t}
\end{array}\right], \\
A_{t, 3}
\end{gathered}=\left[\begin{array}{ccccccccc}
\lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{3}^{t} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_{3}^{t} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_{3}^{t} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{3}^{t} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{t} & \lambda_{2}^{t} & \lambda_{3}^{t}
\end{array}\right],
$$

$$
A_{t, 6}=\left[\begin{array}{ccccccccc}
\lambda_{6}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{6}^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \lambda_{6}^{t} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{6}^{t} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_{6}^{t} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \lambda_{6}^{t} & 0 & 0 & 0 \\
\lambda_{4}^{t} & 0 & 0 & \lambda_{5}^{t} & 0 & 0 & \lambda_{6}^{t} & 0 & 0 \\
0 & \lambda_{4}^{t} & 0 & 0 & \lambda_{5}^{t} & 0 & 0 & \lambda_{6}^{t} & 0 \\
0 & 0 & \lambda_{4}^{t} & 0 & 0 & \lambda_{5}^{t} & 0 & 0 & \lambda_{6}^{t}
\end{array}\right] .
$$

The MDS property states that any $3 \times 3$ block submatrix of the $3 \times 6$ block matrix formed of the matrices $A_{t, i}$ is invertible (here the blocks are $l \times l$ matrices). Below we show this for the matrix

$$
B=\left[\begin{array}{lll}
A_{0,1} & A_{0,2} & A_{0,5} \\
A_{1,1} & A_{1,2} & A_{1,5} \\
A_{2,1} & A_{2,2} & A_{2,5}
\end{array}\right]
$$

Let $X$ is a column vector in $F^{27}$ with coordinates $X=\left(x_{0}, x_{1}, \ldots, x_{26}\right)^{T}$. Our claim will follow if we prove that $B X=0$ implies that $X=0$.

We proceed as follows. For convenience of presentation, let us permute the rows of $B$ to obtain a matrix $D=P B$, where the permutation matrix $\left(P_{i j}\right)_{0 \leq i, j \leq 26}$ is given by

$$
\begin{equation*}
P_{i j}=1 \text { iff } i=(j-j \bmod 9) / 9+3(j \bmod 9) . \tag{4.4}
\end{equation*}
$$

It is clear that $P$ has exactly one 1 in each row, so it is indeed a permutation on $\{0,1, \ldots, 26\}$ (note that multiplication by a full-rank matrix does not change the rank). We will prove that the matrix $D$ has a trivial null space, i.e., $D X=0$ implies that $X=0$. Writing out the condition $D X=0$ explicitly, we obtain a system of equations given in (4.5).

Since the coefficients $\lambda_{i}$ are distinct for different $i$, the highlighted rows in (4.5) imply that $x_{2}=x_{8}=x_{11}=x_{17}=x_{20}=x_{26}=0$. Eliminating these variables from (4.5), we obtain a system of equations given by (4.6).

Looking at the first three rows in (4.6), and treating $x_{1}+x_{9}$ as a new variable, we conclude that $x_{0}=x_{1}+x_{9}=x_{18}=0$. Similarly, the second group of three rows implies that $\gamma x_{1}+x_{9}=x_{10}=x_{19}=0$. Taking these results together and noting that $\gamma \neq 1$, we see that $x_{0}=x_{1}=x_{18}=x_{9}=x_{10}=x_{19}=0$.

$$
\begin{aligned}
& =0 \text {. }
\end{aligned}
$$

(4.5)
$\left[\begin{array}{ccccccccccccccccccccc}\hline 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ \lambda_{1} & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5} & 0 & 0 & 0 & 0 & 0 & 0 \\ \lambda_{1}^{2} & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5}^{2} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \gamma & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & \gamma \lambda_{1} & 0 & 0 & 0 & 0 & 0 & \lambda_{1} & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5} & 0 & 0 & 0 & 0 & 0 \\ 0 & \gamma \lambda_{1}^{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{2} & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5}^{2} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & \lambda_{1} & \lambda_{2} & \lambda_{3} & 0 & 0 & 0 & 0 & \lambda_{2} & 0 & 0 & 0 & 0 & \lambda_{4} & 0 & \lambda_{5} & 0 & 0 & \lambda_{6} & 0 \\ 0 & 0 & \lambda_{1}^{2} & \lambda_{2}^{2} & \lambda_{3}^{2} & 0 & 0 & 0 & 0 & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & \lambda_{4}^{2} & 0 & \lambda_{5}^{2} & 0 & 0 & \lambda_{6}^{2} & 0 \\ 0 & 0 & 0 & \gamma & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & \gamma \lambda_{1} & 0 & 0 & 0 & 0 & 0 & \lambda_{1} & \lambda_{2} & \lambda_{3} & 0 & 0 & 0 & \lambda_{4} & 0 & \lambda_{5} & 0 & 0 & \lambda_{6} \\ 0 & 0 & 0 & \gamma \lambda_{1}^{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{2} & \lambda_{2}^{2} & \lambda_{3}^{2} & 0 & 0 & 0 & \lambda_{4}^{2} & 0 & \lambda_{5}^{2} & 0 & 0 & \lambda_{6}^{2} \\ 0 & 0 & 0 & 0 & \gamma & 0 & 0 & 0 & 0 & 0 & 0 & \gamma & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & \gamma \lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5} & 0 & 0 \\ 0 & 0 & 0 & 0 & \gamma \lambda_{1}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \lambda_{5}^{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \gamma & 0 \\ 0 & 0 & 0 & 0 & 0 & \lambda_{1} & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{5} & 0 \\ 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{2} & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{5}^{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & \gamma & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \\ 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{1} & 0 & 0 & 0 & 0 & 0 & \lambda_{1} & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{5} \\ 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{1}^{2} & 0 & 0 & 0 & 0 & 0 & \lambda_{1}^{2} & \lambda_{2}^{2} & 0 & 0 & 0 & 0 & 0 & 0 & \gamma \lambda_{5}^{2}\end{array}\right]$

$$
\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{9} \\
x_{10} \\
x_{12} \\
x_{13} \\
x_{14} \\
x_{15} \\
x_{16} \\
x_{18} \\
x_{19} \\
x_{21} \\
x_{22} \\
x_{23} \\
x_{24} \\
x_{25}
\end{array}\right]=0 .
$$

A similar argument used for the last 9 rows in (4.6) shows that $x_{5}=x_{14}=x_{23}=$ $x_{6}=x_{7}+x_{15}=x_{24}=\gamma x_{7}+x_{15}=x_{16}=x_{25}=0$, and so $x_{5}=x_{14}=x_{23}=x_{6}=$ $x_{7}=x_{24}=x_{15}=x_{16}=x_{25}=0$. Writing out the remaining equations, we obtain the following set of equations:

$$
\left[\begin{array}{cccccc}
1 & 1 & 1 & 0 & 1 & 0 \\
\lambda_{1} & \lambda_{2} & \lambda_{2} & 0 & \lambda_{5} & 0 \\
\lambda_{1}^{2} & \lambda_{2}^{2} & \lambda_{2}^{2} & 0 & \lambda_{5}^{2} & 0 \\
0 & \gamma & 1 & 1 & 0 & 1 \\
0 & \gamma \lambda_{1} & \lambda_{1} & \lambda_{2} & 0 & \lambda_{5} \\
0 & \gamma \lambda_{1}^{2} & \lambda_{1}^{2} & \lambda_{2}^{2} & 0 & \lambda_{5}^{2}
\end{array}\right]\left[\begin{array}{c}
x_{3} \\
x_{4} \\
x_{12} \\
x_{13} \\
x_{21} \\
x_{22}
\end{array}\right]=0
$$

From this set of equations we obtain that $x_{4}+x_{12}=x_{3}=x_{21}=\gamma x_{4}+x_{12}=$ $x_{13}=x_{22}=0$. Thus, $x_{3}=x_{4}=x_{21}=x_{12}=x_{13}=x_{22}=0$. Overall these arguments prove that $X=0$, and so $B$ is invertible.

### 4.3.2 A proof of the MDS property

Let us fix $s, r$, and $m$, so $n=s m$ and $l=s^{m}$. The code $\mathcal{C}$ given by Construction 4.1 is an MDS array code if for any $1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq n$, the matrix

$$
B_{s, r, m}\left[i_{1}, i_{2}, \ldots, i_{r}\right]:=\left[\begin{array}{cccc}
A_{0, i_{1}} & A_{0, i_{2}} & \ldots & A_{0, i_{r}} \\
A_{1, i_{1}} & A_{1, i_{2}} & \ldots & A_{1, i_{r}} \\
\vdots & \vdots & \vdots & \vdots \\
A_{r-1, i_{1}} & A_{r-1, i_{2}} & \ldots & A_{r-1, i_{r}}
\end{array}\right]
$$

is invertible. Below we suppress the parameters $s, r, m$, and $i_{1}, i_{2}, \ldots, i_{r}$ from the notation and write $B$ to refer to this matrix. In other words, given a vector $X \in F^{r l}$ we need to prove that

$$
\begin{equation*}
B X=0 \tag{4.7}
\end{equation*}
$$

implies that $X=0$, where $X$ is a vector in $F^{r l}$ with coordinates $X=\left(x_{0}, x_{1}, \ldots, x_{r l-1}\right)^{T}$. The proof essentially follows the example in Sect. 4.3.1. We begin with a preview which also serves to introduce some notation.

In order to transform $B$ into a matrix of the form (4.5), let us define a permutation matrix $\left(P_{i j}\right)_{0 \leq i, j<r l}$ by setting

$$
\begin{equation*}
P_{i j}=1 \text { iff } i=(j-j \bmod l) / l+r(j \bmod l) ; \tag{4.8}
\end{equation*}
$$

compare with our example in (4.4).
Define a matrix $D=P B$. We shall prove that

$$
\begin{equation*}
D X=0 \tag{4.9}
\end{equation*}
$$

implies that $X=0$. (The full notation for $D$ should be $D_{s, r, m}\left[i_{1}, i_{2}, \ldots, i_{r}\right]$, but we again suppress the parameters.) For $a=0,1, \ldots, l-1$, define $D^{(a)}$ to be the $r \times r l$ submatrix
of $D$ consisting of rows $a r, a r+1, \ldots, a r+r-1$. Define a column vector

$$
\begin{equation*}
L_{i}=\left(1, \lambda_{i}, \ldots, \lambda_{i}^{r-1}\right)^{T}, \quad i \in[n] . \tag{4.10}
\end{equation*}
$$

On account of (4.1), for every $a \in\{0,1, \ldots, l-1\}$, all the nonzero columns of $D^{(a)}$ belong to the set

$$
\left\{L_{1}, L_{2}, \ldots, L_{n}, \gamma L_{1}, \gamma L_{2}, \ldots, \gamma L_{n}\right\}
$$

We proceed by defining several subsets of the set of column indices of $D^{(a)}$ for every $a \in\{0,1, \ldots, l-1\}$ :

- Let $\mathcal{U}^{(a)} \subset[n]$ be a subset such that $i \in \mathcal{U}^{(a)}$ if and only if there is a nonzero column in $D^{(a)}$ equal to either $L_{i}$ or $\gamma L_{i}$;
- Let $\mathcal{J}^{(a)} \subset\{0,1, \ldots, r l\}$ be the set of indices of the nonzero columns in $D^{(a)}$;
- For $i \in[n]$, define the set $\mathcal{J}^{(a)}(i) \subset \mathcal{J}^{(a)}$ as
$\mathcal{J}^{(a)}(i)=\left\{j \in \mathcal{J}^{(a)}:\right.$ the $j$ th column of $D^{(a)}$ is either $L_{i}$ or $\left.\gamma L_{i}\right\}$.
In our example above, let $D^{(0)}$ be the first $r=3$ rows of the matrix $D=D_{3,3,2}[1,2,5]$ in (4.5). Then the only nonzero columns in $D^{(0)}$ are of type $L_{1}, L_{2}, L_{3}$, or $L_{5}$, and so $\mathcal{U}^{(0)}=\{1,2,3,5\}$. The indices of the nonzero columns are given by $\mathcal{J}^{(0)}=\{0,1,2,9,18\}$, and $\mathcal{J}^{(0)}(1)=\{0\}, \mathcal{J}^{(0)}(2)=\{1,9\}, \mathcal{J}^{(0)}(3)=\{2\}, \mathcal{J}^{(0)}(5)=\{18\}$.

Clearly the sets $\mathcal{J}^{(a)}(i)$ form a partition of the set $\mathcal{J}^{(a)}$, so

$$
\mathfrak{J}^{(a)}=\bigcup_{i \in \mathcal{U}^{(a)}} \mathfrak{J}^{(a)}(i)
$$

According to (4.1), for every $i \in[n]$, every diagonal entry of $A_{t, i}$ is either $\lambda_{i}^{t}$ or $\gamma \lambda_{i}^{t}$ (see also the example in Sect. 4.3.1 where we explicitly write out the matrices $A_{t, 1}, \ldots, A_{t, 6}$ ). Therefore, for every $i \in[n]$, every row of $A_{t, i}$ contains at least one of the elements $\lambda_{i}^{t}$ and $\gamma \lambda_{i}^{t}$. As an immediate consequence, for every $i \in\left\{i_{1}, \ldots, i_{r}\right\}$, the set of nonzero columns in the strip of $r$ rows $D^{(a)}, a=0,1, \ldots, l-1$ contains at least one column out of the pair $\left(L_{i}, \gamma L_{i}\right)$. This implies that $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \subseteq \mathcal{U}^{(a)}$ for all $a \in\{0,1, \ldots, l-1\}$. Our strategy of proving that (4.9) is satisfied only for $X=0$ will be to find a set of indices

$$
\mathcal{S}=\left\{a: a \in\{0,1, \ldots, l-1\},\left|\mathcal{U}^{(a)}\right|=r\right\}
$$

(as before $\mathcal{S}=\mathcal{S}_{s, r, m}\left[i_{1}, i_{2}, \ldots, i_{r}\right]$ ). For every $a \in \mathcal{S}$, all the nonzero columns of $D^{(a)}$ belong to the set

$$
\left\{L_{i_{1}}, L_{i_{2}}, \ldots, L_{i_{r}}, \gamma L_{i_{1}}, \gamma L_{i_{2}}, \ldots, \gamma L_{i_{r}}\right\}
$$

Since the columns $L_{i_{1}}, L_{i_{2}}, \ldots, L_{i_{r}}$ form a Vandermonde matrix, we conclude that the corresponding variables or their linear combinations are 0 , and therefore we can eliminate some of the variables in (4.9). Referring to our example, this set is exactly the set of highlighted rows in the matrix in (4.5), and thus in this case the set of strip labels equals $\mathcal{S}=\{2,8\}$.

Suppose that such a set $\mathcal{S}$ is found. Then the equations

$$
D^{(a)} X=0, \quad a \in \mathcal{S},
$$

will imply that

$$
\begin{equation*}
x_{j}=0 \text { for all } j \in \bigcup_{a \in \mathcal{S}} \mathcal{f}^{(a)} \tag{4.11}
\end{equation*}
$$

Using (4.11), we can eliminate some of the variables in (4.9) and obtain the system

$$
\widetilde{D} \widetilde{X}=0
$$

(in the example this corresponds to obtaining (4.6) from (4.5)).
Let $\tilde{l}=l-|\mathcal{S}|$ be the remaining count of variables $x_{i}$, so that $\widetilde{D}$ is an $r \tilde{l} \times r \tilde{l}$ matrix and $\widetilde{X} \in F^{r i}$. We iterate the above steps and define subsets $\widetilde{D}^{(a)}, \widetilde{U}^{(a)}$ for all $a \in\{0,1, \ldots, \tilde{l}-1\}$. In the example the matrix $\widetilde{D}$ is given in (4.6), and the new set $\widetilde{\mathcal{S}}$ of the groups of $r$ equations is given by $\widetilde{\mathcal{S}}=\{0,1,4,5,6\}$. Restricting our attention to the equations in these groups, we eliminate another subset of variables by proving that they are necessarily equal to zero, and continue this procedure until finally all of the variables have been shown to be zero.

A rigorous proof uses induction and is given below.
Theorem 4.1. The code $\mathcal{C}$ given by Construction 4.1 is an $\left(n=s m, k=n-r, l=s^{m}\right)$ MDS array code.

To prove this theorem we need to show that for every choice of the indices $1 \leq i_{1}<$ $i_{2}<\cdots<i_{r} \leq n$, the only $X$ that satisfies (4.9) is the all-zero vector. This will follow from the next two lemmas.

Lemma 4.2. For any $1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq n$,

$$
\min _{a \in\{0,1, \ldots, l-1\}}\left|\mathcal{U}^{(a)}\left[i_{1}, i_{2}, \ldots, i_{r}\right]\right|=r .
$$

Proof. As mentioned above, $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \subseteq \mathcal{U}^{(a)}$ for any $a \in\{0,1, \ldots, l-1\}$, so $\min _{a}\left|\mathcal{U}^{(a)}\right| \geq r$ (we again simplify the notation by dropping the indices $i_{1}, \ldots, i_{r}$ ). We claim that there always exists an index $a \in\{0,1, \ldots, l-1\}$ such that $\mathcal{U}^{(a)}=$ $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$. To see this, define the (possibly empty) set

$$
\begin{equation*}
\mathcal{G}=\left\{v: v \in[m],\{(v-1) s+1,(v-1) s+2, \ldots, v s\} \subseteq\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}\right\} \tag{4.12}
\end{equation*}
$$

Now choose $a \in\{0,1, \ldots, l-1\}$ such that

$$
\begin{equation*}
\text { if } v \in[m] \backslash \mathcal{G} \text { then }(v-1) s+a_{v}+1 \notin\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} . \tag{4.13}
\end{equation*}
$$

To see that we can always find such an $a$, notice that by (4.12), for every $v \in[m] \backslash \mathcal{G}$, there exists a number $y_{v} \in\{1,2, \ldots, s\}$ such that $(v-1) s+y_{v} \notin\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$. In order to satisfy (4.13), it suffices to set the $v$-th digit of $a$ to be $y_{v}-1$, i.e., to set $a_{v}=y_{v}-1$.

Next we prove that $\mathcal{U}^{(a)}=\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, which is equivalent to the following statement:

Claim: For any $i \in\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, all the nonzero entries of the $a$-th row of $A_{t, i}$ belong to the set

$$
\left\{\lambda_{i_{1}}^{t}, \lambda_{i_{2}}^{t}, \ldots, \lambda_{i_{r}}^{t}, \gamma \lambda_{i_{1}}^{t}, \gamma \lambda_{i_{2}}^{t}, \ldots, \gamma \lambda_{i_{r}}^{t}\right\}
$$

Let us write $i=(v-1) s+u+1$, where $v \in[m]$ and $u \in\{0,1, \ldots, s-1\}$. We consider the following two cases:

Case 1: $v \in[m] \backslash \mathcal{G}$
In this case (4.13) states that $(v-1) s+a_{v}+1 \notin\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, and therefore $(v-1) s+a_{v}+1 \neq i$ (keep in mind that $i \in\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$ ). As a result, $a_{v} \neq u$. According to (4.1), if $a_{v}<u$, then the $a$-th row of $A_{t, i}$ contains a single nonzero entry $\lambda_{i}^{t}$; if $a_{v}>u$, then the $a$-th row of $A_{t, i}$ contains a single nonzero entry $\gamma \lambda_{i}^{t}$. Both $\lambda_{i}^{t}$ and $\gamma \lambda_{i}^{t}$ belong to the set $\left\{\lambda_{i_{1}}^{t}, \lambda_{i_{2}}^{t}, \ldots, \lambda_{i_{r}}^{t}, \gamma \lambda_{i_{1}}^{t}, \gamma \lambda_{i_{2}}^{t}, \ldots, \gamma \lambda_{i_{r}}^{t}\right\}$. This establishes the claim for this case.

Case 2: $v \in \mathcal{G}$
If $a_{v} \neq u$, then the claim holds by the argument in Case 1 , so let $a_{v}=u$. The $a$-th row of $A_{t, i}$ contains $s$ nonzero entries $\lambda_{(v-1) s+1}^{t}, \lambda_{(v-1) s+2}^{t}, \ldots, \lambda_{v s}^{t}$. By (4.12), they all belong to $\left\{\lambda_{i_{1}}^{t}, \lambda_{i_{2}}^{t}, \ldots, \lambda_{i_{r}}^{t}\right\}$. This establishes the claim for this case and completes the proof of the lemma.

Lemma 4.3. For every $a \in\{0,1, \ldots, l-1\}, x_{j}=0$ for all $j \in \mathcal{J}^{(a)}$.
Proof. We will argue by induction on the cardinality of the set $\mathcal{U}^{(a)}$. By Lemma 4.2, to establish the induction basis we need to prove that the lemma holds for all $a$ such that $\left|\mathcal{U}^{(a)}\right|=r$. Let $a$ be one of the values that have this property. We will prove that for every $t \in[r], x_{j}=0$ for all $j \in \mathcal{J}^{(a)}\left(i_{t}\right)$.

Let us write the index $i_{t}, t \in[r]$ in the form

$$
i_{t}=\left(v_{t}-1\right) s+u_{t}+1
$$

where $v_{t} \in[m]$ and $0 \leq u_{t} \leq s-1$. Let us further partition $[r]$ into three disjoint subsets $\mathcal{K}_{1}, \mathcal{K}_{2}, \mathcal{K}_{3}$ as follows:

$$
\begin{aligned}
\mathcal{K}_{1} & =\left\{t: t \in[r], a_{v_{t}}=u_{t}\right\} \cup\left\{t: t \in[r], \nexists p \in[r] \text { s.t. } v_{p}=v_{t} \text { and } u_{p}=a_{v_{t}}\right\}, \\
\mathcal{K}_{2} & =\left\{t: t \in[r], a_{v_{t}}>u_{t}\right\} \cap\left\{t: t \in[r], \exists p \in[r] \text { s.t. } v_{p}=v_{t} \text { and } u_{p}=a_{v_{t}}\right\}, \\
\mathcal{K}_{3} & =\left\{t: t \in[r], a_{v_{t}}<u_{t}\right\} \cap\left\{t: t \in[r], \exists p \in[r] \text { s.t. } v_{p}=v_{t} \text { and } u_{p}=a_{v_{t}}\right\} .
\end{aligned}
$$

We will prove our claim separately for each of these subsets, starting with $\mathcal{K}_{1}$. By definition (4.1), all the nonzero entries in the matrix $A_{h,(v-1) s+u+1}$ belong to the set $\left\{\lambda_{(v-1) s+1}^{h}\right.$, $\left.\lambda_{(v-1) s+2}^{h}, \ldots, \lambda_{v s}^{h}, \gamma \lambda_{(v-1) s+1}^{h}, \gamma \lambda_{(v-1) s+2}^{h}, \ldots, \gamma \lambda_{v s}^{h}\right\}$, where $h=0,1, \ldots, r-1$. Moreover, if $a_{v} \neq u$, then the $a$-th row of the matrix $A_{h,(v-1) s+u+1}$ contains only a single nonzero entry, either $\lambda_{(v-1) s+u+1}^{h}$ or $\gamma \lambda_{(v-1) s+u+1}^{h}$. On the other hand, if $a_{v}=u$, then the $a$-th row of the matrix $A_{h,(v-1) s+u+1}$ contains $s$ nonzero entries. In particular, if $a_{v}=u$, then the only appearance of the element $\lambda_{(v-1) s+u+1}^{h}$ in the $a$-th row of all the matrices
$A_{h, i}, i \in[n]$ is in position $(a, a)$ of $A_{h,(v-1) s+u+1}$, i.e., on the diagonal of $A_{h,(v-1) s+u+1}$ (and $\gamma \lambda_{(v-1) s+u+1}^{h}$ does not appear in the $a$-th row of any one of the matrices $A_{h, i}, i \in[n]$ ). As an immediate consequence, if $a_{v}=u$, then the column $L_{(v-1) s+u+1}$ appears at most once in the matrix $D^{(a)}$ (it appears when $(v-1) s+u+1 \in\left\{i_{1}, \ldots, i_{r}\right\}$ ), and $\gamma L_{(v-1) s+u+1}$ does not appear in $D^{(a)}$. Therefore, for each $t \in \mathcal{K}_{1}$, we have $\mathcal{J}^{(a)}\left(i_{t}\right)=\{(t-1) l+a\}$. The vectors $L_{i_{j}}, j=1, \ldots, r$ are linearly independent, which implies that $x_{(t-1) l+a}=$ $0, t \in \mathcal{K}_{1}$.

Moving to the case $t \in \mathcal{K}_{2}$, observe that $\mathcal{J}^{(a)}\left(i_{t}\right)=\left\{(t-1) l+a,(p-1) l+a\left(v_{t}, u_{t}\right)\right\}$ which implies that

$$
\begin{equation*}
\gamma x_{(t-1) l+a}+x_{(p-1) l+a\left(v_{t}, u_{t}\right)}=0 . \tag{4.14}
\end{equation*}
$$

Let us consider the submatrix $D^{\left(a\left(v_{t}, u_{t}\right)\right)}$. Its nonzero columns are described as follows:

$$
\mathcal{U}^{\left(a\left(v_{t}, u_{t}\right)\right)}=\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}, \quad g^{\left(a\left(v_{t}, u_{t}\right)\right)}\left(i_{p}\right)=\left\{(t-1) l+a,(p-1) l+a\left(v_{t}, u_{t}\right)\right\} .
$$

From this we see that

$$
\begin{equation*}
x_{(t-1) l+a}+x_{(p-1) l+a\left(v_{t}, u_{t}\right)}=0 . \tag{4.15}
\end{equation*}
$$

Since $\gamma \neq 1$, conditions (4.14) and (4.15) imply that $x_{(t-1) l+a}=x_{(p-1) l+a\left(v_{t}, u_{t}\right)}=0$, exhausting the case of $t \in \mathcal{K}_{2}$.

The last remaining case $t \in \mathcal{K}_{3}$ is very similar to $\mathcal{K}_{2}$, and we again obtain that $x_{j}=0$ for all $j \in \mathcal{J}^{(a)}\left(i_{t}\right)$. This concludes the proof of the induction basis.

Now suppose that the statement of the lemma holds true for all $a$ such that $\left|\mathcal{U}^{(a)}\right| \leq$ $w-1$ for some $w \geq r$ and let us prove it for all $a$ such that $\left|\mathcal{U}^{(a)}\right|=w$. We again aim to show that for every $i \in \mathcal{U}^{(a)}, x_{j}=0$ for all $j \in \mathcal{J}^{(a)}(i)$.

For $i \in U^{(a)} \backslash\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, there exists a unique $t \in[r]$ such that $a_{v_{t}}=u_{t}$ and $1 \leq i-\left(v_{t}-1\right) s \leq s$, and $\mathcal{J}^{(a)}(i)=\left\{(t-1) l+a\left(v_{t}, \alpha\right)\right\}$, where $\alpha=i-\left(v_{t}-1\right) s-1$. Consider the matrix $D^{\left(a\left(v_{t}, \alpha\right)\right)}$. By our choice of $i$ there is no $p \in[r]$ such that $v_{p}=v_{t}$ and $u_{p}=\alpha$. Therefore, $\mathcal{U}^{\left(a\left(v_{t}, \alpha\right)\right)} \subset \mathcal{U}^{(a)}$ and $i \notin \mathcal{U}^{\left(a\left(v_{t}, \alpha\right)\right)}$. This implies that $\left|\mathcal{U}^{\left(a\left(v_{t}, \alpha\right)\right)}\right| \leq$ $w-1$, so the induction hypothesis applies, and $x_{j}=0$ for all $j \in \mathcal{J}^{\left(a\left(v_{t}, \alpha\right)\right)}$. Furthermore, $(t-1) l+a\left(v_{t}, \alpha\right) \in \mathcal{J}^{\left(a\left(v_{t}, \alpha\right)\right)}$, and thus $x_{(t-1) l+a\left(v_{t}, \alpha\right)}=0$. Rephrasing this, we have shown that for every $i \in \mathfrak{U}^{(a)} \backslash\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}, x_{j}=0$ for all $j \in \mathcal{J}^{(a)}(i)$.

We are left to consider the variables $\cup_{t \in[r]}\left\{x_{j}: j \in \mathcal{J}^{(a)}\left(i_{t}\right)\right\}$. To show that they must be 0 to satisfy $D X=0$, we note that the left-hand side of $D^{(a)} X=0$ reduces to a linear combination of the linearly independent columns $L_{i_{j}}, j=1, \ldots, r$. Therefore, the coefficients of this linear combination are all 0 . This implies that for every $t \in[r], x_{j}=0$ for all $j \in \mathcal{J}^{(a)}\left(i_{t}\right)$. This claim is proved in exactly the same way as the induction basis above, so we omit the proof. This completes the induction step.

Corollary 4.4. The code $\mathcal{C}^{\prime}$ given by Construction 4.2 is an $\left(n=r m+r^{\prime}, k=n-r, l=\right.$ $r^{m+1}$ ) MDS array code.

Proof. Consider the MDS code $\mathcal{C}$ of length $n=r(m+1)$ given by Construction 4.1. The code $\mathcal{C}^{\prime}$ is obtained from $\mathcal{C}$ by discarding $r-r^{\prime}$ coordinates, and so is also MDS.

We finish this section by a brief remark on the complexity of node repair (decoding) and encoding of the constructed codes. From the coding-theoretic perspective, the
repair problem is erasure correction, and is very similar to the encoding problem (the encoding is correction of $r=n-k$ erasures from $k$ known nodes). From the example in Section 4.3.1 and the proof of Theorem 4.1, we immediately see that the encoding and decoding procedures of codes given by either of Constructions 4.1 or 4.2 rely on inversion of $r \times r$ matrices over $F$, and thus have low complexity.

### 4.4 The optimal access property

Consider the code $\mathcal{C}$ given by Construction 4.1. Recall that we write the $i$-th node as $C_{i}=\left(c_{i, 0}, c_{i, 1}, \ldots, c_{i, l-1}\right)^{T}$. For every $i \in[n]$, define the following set of coordinates of the $i$-th node:

$$
\begin{equation*}
\mathcal{C}_{i}^{(v, u)}=\left\{c_{i, a}: a \in\{0,1, \ldots, l-1\}, a_{v}=u\right\} \tag{4.16}
\end{equation*}
$$

where $a_{v}$ is the $v$-th digit of $a$.
Theorem 4.5. Consider the code $\mathcal{C}$ given by Construction 4.1. For any $v \in[m]$ and $u \in\{0,1, \ldots, s-1\}$, the node $C_{(v-1) s+u+1}$ can be recovered from the elements in the set

$$
\mathcal{C}^{(v, u)}=\bigcup_{\substack{i \in[n] \\ i \neq(v-1) s+u+1}} \mathcal{C}_{i}^{(v, u)}
$$

Proof. Fix a value of $t$. Let us write out the $a$-th row of the equation $\sum_{i=1}^{n} A_{t, i} C_{i}=0$ (cf. (2.3)). We first notice that since $n=s m$, the equation $\sum_{i=1}^{n} A_{t, i} C_{i}=0$ is equivalent to

$$
\sum_{q=1}^{m} \sum_{w=0}^{s-1} A_{t,(q-1) s+w+1} C_{(q-1) s+w+1}=0 .
$$

By definition (4.1), if $a_{q}>w$, then the $a$-th row of $A_{t,(q-1) s+w+1}$ contains a single nonzero entry $\gamma \lambda_{(q-1) s+w+1}^{t}$ located in the $a$-th column; if $a_{q}<w$, then the $a$-th row of $A_{t,(q-1) s+w+1}$ contains a single nonzero entry $\lambda_{(q-1) s+w+1}^{t}$ located in the $a$-th column; if $a_{q}=w$, then the $a$-th row of $A_{t,(q-1) s+w+1}$ contains $s$ nonzero entries located in columns $a(q, 0)$ to $a(q, s-1)$. Thus, the $a$-th row of the equation $\sum_{i=1}^{n} A_{t, i} C_{i}=0$ can be written as follows:

$$
\begin{align*}
\sum_{q \in[m]}\left(\sum_{w=0}^{a_{q}-1} \gamma \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+w+1, a}\right. & +\sum_{w=0}^{s-1} \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+a_{q}+1, a(q, w)} \\
& \left.+\sum_{w=a_{q}+1}^{s-1} \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+w+1, a}\right)=0 \tag{4.17}
\end{align*}
$$

where the first sum in the parentheses corresponds to the case $a_{q}>w$; the second sum corresponds to the case $a_{q}=w$; and the third sum corresponds to the case $a_{q}<w$. Since our aim is to repair the node $C_{(v-1) s+u+1}$, let us break the sum on $q \in[m]$ in (4.17) into
two parts: $q \neq v$ and $q=v$. We obtain the following equation:

$$
\begin{align*}
\sum_{q \neq v, q \in[m]}\left(\sum_{w=0}^{a_{q}-1} \gamma \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+w+1, a}\right. & +\sum_{w=0}^{s-1} \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+a_{q}+1, a(q, w)} \\
& \left.+\sum_{w=a_{q}+1}^{s-1} \lambda_{(q-1) s+w+1}^{t} c_{(q-1) s+w+1, a}\right) \\
+\left(\sum_{w=0}^{a_{v}-1} \gamma \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+w+1, a}\right. & +\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+a_{v}+1, a(v, w)} \\
& \left.+\sum_{w=a_{v}+1}^{s-1} \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+w+1, a}^{t}\right)=0 . \tag{4.18}
\end{align*}
$$

For all $t=0,1, \ldots, r-1$ and all $a$ satisfying $a_{v}=u$, all the terms in (4.18) apart from the underlined term can be found from the elements in the set $\mathcal{C}^{(v, u)}$. Indeed,

$$
\begin{aligned}
& {\left[\begin{array}{c}
\sum_{w=0}^{s-1} c_{(v-1) s+u+1, a(v, w)} \\
\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1} c_{(v-1) s+u+1, a(v, w)} \\
\vdots \\
\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1}^{r-1} c_{(v-1) s+u+1, a(v, w)}
\end{array}\right] } \\
= & {\left[\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\lambda_{(v-1) s+1} & \lambda_{(v-1) s+2} & \ldots & \lambda_{(v-1) s+s} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{(v-1) s+1}^{r-1} & \lambda_{(v-1) s+2}^{r-1} & \ldots & \lambda_{(v-1) s+s}^{r-1}
\end{array}\right]\left[\begin{array}{c}
c_{(v-1) s+u+1, a(v, 0)} \\
c_{(v-1) s+u+1, a(v, 1)} \\
\vdots \\
c_{(v-1) s+u+1, a(v, s-1)}
\end{array}\right] . }
\end{aligned}
$$

Since $r \geq s$, the coordinates in the set $\left\{c_{(v-1) s+u+1, a(v, w)}: w=0,1, \ldots, s-1\right\}$ can be found from the set $\left\{\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+u+1, a(v, w)}: t=0,1, \ldots, r-1\right\}$ for all $a=0,1, \ldots, l-1$. In particular, the values in the set

$$
\left\{c_{(v-1) s+u+1, a}: a=0,1, \ldots, l-1\right\}=\left\{c_{(v-1) s+u+1, a(v, w)}: a_{v}=u, w=0,1, \ldots, s-1\right\}
$$

can be found from the values

$$
\left\{\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+u+1, a(v, w)}: a_{v}=u, t=0,1, \ldots, r-1\right\} .
$$

As mentioned above, the values $\left\{\sum_{w=0}^{s-1} \lambda_{(v-1) s+w+1}^{t} c_{(v-1) s+u+1, a(v, w)}: a_{v}=u, t=\right.$ $0,1, \ldots, r-1\}$ are uniquely determined by the elements in the set $\mathcal{C}^{(v, u)}$. We conclude that the entire node $C_{(v-1) s+u+1}$ can be determined by the elements in $\mathcal{C}^{(v, u)}$.

Theorem 4.6. Let $s=r$, then the code $\mathcal{C}$ given by Construction 4.1 has the optimal access property.

Proof. Since $\mathcal{C}_{i}^{(v, u)}$ contains exactly a $(1 / r)$ th fraction of the coordinates of $C_{i}$, by Theorem 4.5 we only need to access a $1 / r$ proportion of the data stored in each of the surviving nodes in order to repair a single node failure.

Theorem 4.7. The code $\mathcal{C}^{\prime}$ given by Construction 4.2 has the optimal access property.
Proof. Using the same approach as in Theorem 4.5, we can show that for all $v \in[m]$ and $u \in\{0,1, \ldots, r-1\}$, the node $C_{(v-1) r+u+1}$ can be determined by the elements in the set $\left\{c_{i, a}: i \neq(v-1) r+u+1, a_{v}=u\right\}$, and that for all $u \in\left\{0,1, \ldots, r^{\prime}-1\right\}$, the node $C_{m r+u+1}$ can be determined by the elements in the set $\left\{c_{i, a}: i \neq m r+u+1, a_{m+1}=\right.$ $u\}$.

Note that upon setting $s=r$ in Construction 4.1, we obtain optimal-access MDS array codes with code length divisible by $r$, and Construction 4.2 gives optimal-access MDS array codes with code length not divisible by $r$. Thus we can construct optimalaccess $\left(n, n-r, r^{\lceil n / r\rceil}\right)$ MDS array codes for any $n$ and $r$.

### 4.4.1 Group optimal access

In the second part of this section we examine the group optimal access property of the codes considered above and prove the following result.

Theorem 4.8. The code $\mathcal{C}$ given by Construction 4.1 has the $(s, s+k-1)$-group optimal access property.

This theorem will follow from Theorem 4.5 and a lemma proved below in this section.

Let us define the following subset of indices

$$
\mathcal{N}^{(v)}=[n] \backslash\{(v-1) s+1,(v-1) s+2, \ldots, v s\}, \quad v \in[m] .
$$

Lemma 4.9. Consider the code $\mathcal{C}$ given by Construction 4.1. For every $v \in[m]$ and $u \in\{0,1, \ldots, s-1\}$, and every $\mathcal{M} \subseteq \mathcal{N}^{(v)}$ with cardinality $|\mathcal{M}|=k$, the values of elements in the set $\cup_{i \in \mathcal{N}(v)} \mathcal{C}_{i}^{(v, u)}$ (cf. (4.16)) are determined by the elements in the set $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$.

Before proving Lemma 4.9, let us explain how this lemma together with Theorem 4.5 implies Theorem 4.8. The group optimal access property simply means that for every $v \in[m]$ and every $u \in\{0,1, \ldots, s-1\}$, the node $C_{(v-1) s+u+1}$ can be repaired by connecting to $\left\{C_{(v-1) s+u^{\prime}+1}: u^{\prime} \in\{0,1, \ldots, s-1\} \backslash\{u\}\right\}$ together with any other $k$ helper nodes in the set $\left\{C_{i}: i \in \mathcal{N}^{(v)}\right\}$, and accessing exactly $(1 / s)$ th fraction of coordinates of each helper node. In Theorem 4.5, we have shown that the node $C_{(v-1) s+u+1}$ can be repaired if we know the values of all the elements in the set $\bigcup_{i \neq(v-1) s+u+1} \mathcal{C}_{i}^{(v, u)}$ from all the surviving nodes. By definition each set $\mathcal{C}_{i}^{(v, u)}$ contains exactly $(1 / s)$ th fraction of the coordinates of $C_{i}$. This is where we need Lemma 4.9 which states that the values of the elements in the set $\cup_{i \in \mathcal{N}^{(v)}} \mathcal{C}_{i}^{(v, u)}$ (cf. (4.16)) can be calculated from the elements in the set $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$ for any $\mathcal{M} \subseteq \mathcal{N}^{(v)}$ such that $|\mathcal{M}|=k$. This establishes that the code $\mathcal{C}$ given by Construction 4.1 has the $(s, s+k-1)$-group optimal access property.

Proof. (of Lemma 4.9) The case $s=r$ is trivially true, so we assume that $s<r$. Let us write (2.3) in matrix form:

$$
\left[\begin{array}{cccc}
A_{0,1} & A_{0,2} & \ldots & A_{0, n}  \tag{4.19}\\
A_{1,1} & A_{1,2} & \ldots & A_{1, n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{r-1,1} & A_{r-1,2} & \ldots & A_{r-1, n}
\end{array}\right]\left[\begin{array}{c}
C_{1} \\
C_{2} \\
\vdots \\
C_{n}
\end{array}\right]=0
$$

Let us permute the equations in this system using the permutation matrix defined in (4.8) and denote the resulting matrix of coefficients by $H$. As before, let $H^{(a)}, a=0,1, \ldots, l-$ 1 be a submatrix of $H$ formed of rows $a r, a r+1, \ldots,(a+1) r-1$. Let us write out the equation $H^{(a)}\left[C_{1}, C_{2}, \ldots, C_{n}\right]^{T}=0$ as follows:

$$
\begin{align*}
& \sum_{q \in[m] \backslash v}\left(\sum_{w=0}^{a_{q}-1} \gamma c_{(q-1) s+w+1, a} L_{(q-1) s+w+1}\right. \\
& \left.+\sum_{w=0}^{s-1} c_{(q-1) s+a_{q}+1, a(q, w)} L_{(q-1) s+w+1}+\sum_{w=a_{q}+1}^{s-1} c_{(q-1) s+w+1, a} L_{(q-1) s+w+1}\right) \\
& =-\left(\sum_{w=0}^{a_{v}-1} \gamma c_{(v-1) s+w+1, a} L_{(v-1) s+w+1}+\sum_{w=0}^{s-1} c_{(v-1) s+a_{v}+1, a(v, w)} L_{(v-1) s+w+1}\right. \\
& \left.+\sum_{w=a_{v}+1}^{s-1} c_{(v-1) s+w+1, a} L_{(v-1) s+w+1}\right), \tag{4.20}
\end{align*}
$$

where the vectors $L_{i}, i \in[n]$ are defined in (4.10) (this equation amounts to taking columns $(v-1) s+1,(v-1) s+2, \ldots, v s$ to the right-hand side of (4.19)).

Define polynomials $g_{0}^{(v)}(x)=\prod_{w=1}^{s}\left(x-\lambda_{(v-1) s+w}\right)$, and $g_{j}^{(v)}(x)=x^{j} g_{0}^{(v)}(x)$ for $j=0,1, \ldots, r-s-1$. Since the degree of $g_{j}^{(v)}(x)$ is less than $r$ for all $j=0,1, \ldots, r-$ $s-1$, we can write

$$
g_{j}^{(v)}(x)=\sum_{t=0}^{r-1} g_{j, t}^{(v)} x^{t}
$$

Define the $(r-s) \times r$ matrix

$$
G^{(v)}=\left[\begin{array}{cccc}
g_{0,0}^{(v)} & g_{0,1}^{(v)} & \ldots & g_{0, r-1}^{(v)} \\
g_{1,0}^{(v)} & g_{1,1}^{(v)} & \cdots & g_{1, r-1}^{(v)} \\
\vdots & \vdots & \vdots & \vdots \\
g_{r-s-1,0}^{(v)} & g_{r-s-1,1}^{(v)} & \cdots & g_{r-s-1, r-1}^{(v)}
\end{array}\right]
$$

We have

$$
G^{(v)} L_{i}=\left[\begin{array}{cccc}
g_{0,0}^{(v)} & g_{0,1}^{(v)} & \ldots & g_{0, r-1}^{(v)}  \tag{4.21}\\
g_{1,0}^{(v)} & g_{1,1}^{(v)} & \ldots & g_{1, r-1}^{(v)} \\
\vdots & \vdots & \vdots & \vdots \\
g_{r-s-1,0}^{(v)} & g_{r-s-1,1}^{(v)} & \ldots & g_{r-s-1, r-1}^{(v)}
\end{array}\right]\left[\begin{array}{c}
1 \\
\lambda_{i} \\
\vdots \\
\lambda_{i}^{r-1}
\end{array}\right]=\hat{L}_{i}^{(v)}
$$

where $\hat{L}_{i}^{(v)}, i \in[n]$ is given by

$$
\hat{L}_{i}^{(v)}=\left[\begin{array}{c}
g_{0}^{(v)}\left(\lambda_{i}\right)  \tag{4.22}\\
g_{1}^{(v)}\left(\lambda_{i}\right) \\
\vdots \\
g_{r-s-1}^{(v)}\left(\lambda_{i}\right)
\end{array}\right]=g_{0}^{(v)}\left(\lambda_{i}\right)\left[\begin{array}{c}
1 \\
\lambda_{i} \\
\vdots \\
\lambda_{i}^{r-s-1}
\end{array}\right]
$$

By definition, $g_{0}^{(v)}\left(\lambda_{i}\right)=0$ for all $(v-1) s+1 \leq i \leq v s$, and so $G^{(v)} L_{i}=0$ for all $(v-1) s+1 \leq i \leq v s$. Observe that every term on the right-hand-side of (4.20) contains one column vector from the set $\left\{L_{i}:(v-1) s+1 \leq i \leq v s\right\}$. As a result, multiplying equation (4.20) by $G^{(v)}$ on the left, we obtain

$$
\begin{aligned}
& \sum_{q \neq v, q \in[m]}\left(\sum_{w=0}^{a_{q}-1} \gamma c_{(q-1) s+w+1, a} G^{(v)} L_{(q-1) s+w+1}\right. \\
+ & \left.\sum_{w=0}^{s-1} c_{(q-1) s+a_{q}+1, a(q, w)} G^{(v)} L_{(q-1) s+w+1}+\sum_{w=a_{q}+1}^{s-1} c_{(q-1) s+w+1, a} G^{(v)} L_{(q-1) s+w+1}\right)=0 .
\end{aligned}
$$

Using (4.21), this equation can be written as

$$
\begin{align*}
& \sum_{q \neq v, q \in[m]}\left(\sum_{w=0}^{a_{q}-1} \gamma c_{(q-1) s+w+1, a} \hat{L}_{(q-1) s+w+1}^{(v)}\right. \\
& \left.+\sum_{w=0}^{s-1} c_{(q-1) s+a_{q}+1, a(q, w)} \hat{L}_{(q-1) s+w+1}^{(v)}+\sum_{w=a_{q}+1}^{s-1} c_{(q-1) s+w+1, a} \hat{L}_{(q-1) s+w+1}^{(v)}\right)=0 . \tag{4.23}
\end{align*}
$$

In order to prove the theorem, we only need to prove that given any $v \in[m]$ and $u \in$ $\{0,1, \ldots, s-1\}$, and any $i_{1}<i_{2}<\cdots<i_{r-s}$ such that $\left\{i_{1}, i_{2}, \ldots, i_{r-s}\right\} \subseteq \mathcal{N}^{(v)}$, the values of elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$ can be determined by the elements in the set $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$, where $\mathcal{M}=\mathcal{N}^{(v)} \backslash\left\{i_{1}, i_{2}, \ldots, i_{r-s}\right\}$. We will prove that we can find the elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$ from $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$ using equation (4.23).

For a given $a=0,1, \ldots, l-1$, denote by $E^{(a)}$ the set of equations in (4.23). Each set $E^{(a)}$ contains $r-s$ scalar equations. Observe that if $a_{v}=u$, then $E^{(a)}$ contains only elements in $\cup_{i \in \mathcal{N}^{(v)}} \mathcal{C}_{i}^{(v, u)}$. Moreover, every element in the set $\cup_{i \in \mathcal{N}^{(v)}} \mathcal{C}_{i}^{(v, u)}$ appears at least once in the equations $\left\{E^{(a)}: a_{v}=u\right\}$. Therefore, equations (4.23) contain $(r-$ $s) l / s$ scalar equations and $(r-s) l / s$ unknown elements, namely, the elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$.

Let us set all the elements in the set $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$ to 0 in $E^{(a)}$ and denote by $E_{\mathcal{M}}^{(a)}$ the obtained set of equations. (In other words, $E_{\mathcal{M}}^{(a)}$ are the equations obtained by eliminating all the terms which contain elements in the set $\cup_{i \in \mathcal{M}} \mathcal{C}_{i}^{(v, u)}$ in (4.23).) In order to prove the lemma, it suffices to show that the equations $\left\{E_{\mathcal{M}}^{(a)}: a_{v}=u\right\}$ imply that all the elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$ are 0 .

Recall that equation (4.9) can be viewed as the set of equations $\left\{D^{(a)}\left[i_{1}, i_{2}, \ldots, i_{r}\right] X=\right.$ $0: a \in\{0,1, \ldots, l-1\}\}$. Note that, once we form a vector $X$ of the elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$, equations $\left\{E_{\mathcal{M}}^{(a)}: a_{v}=u\right\}$ have almost the same form as $\left\{D^{(a)}\left[i_{1}, i_{2}, \ldots, i_{r}\right] X=\right.$ $0: a \in\{0,1, \ldots, l-1\}\}$. The only difference is that in the equations $\left\{E_{\mathcal{M}}^{(a)}: a_{v}=u\right\}$, the columns $\left\{\hat{L}_{i}^{(v)}: i \in \mathcal{N}^{(v)}\right\}$ take place of the vectors $\left\{L_{i}: i \in[n]\right\}$, and $r-s$ takes place of $r$.

Examining closely the proof of Theorem 4.1, we note that the property that any $r$ columns in the set $\left\{L_{i}, i \in[n]\right\}$ are linearly independent, suffices to show that $X=0$. Since $p_{0}^{(v)}\left(\lambda_{i}\right) \neq 0$ for any $i \in \mathcal{N}^{(v)}$, by Definition (4.22) any $r-s$ vectors in the set of vectors $\left\{\hat{L}_{i}^{(v)}: i \in \mathcal{N}^{(v)}\right\}$ are also linearly independent. Thus, using exactly the same arguments as in the proof of Theorem 4.1, we can show that the equations $\left\{E_{\mathcal{M}}^{(a)}: a_{v}=u\right\}$ imply that all the elements in the set $\cup_{t=1}^{r-s} \mathcal{C}_{i_{t}}^{(v, u)}$ are 0 . This completes the proof of the theorem.

### 4.5 Concluding remarks

In the previous chapter we constructed optimal-access MDS codes using the block Vandermonde structure; see the discussion in Section 3.12. Although it enables us to satisfy the conditions imposed by the MDS property in a straightforward way, this additional structure limits our choices of the matrices in (2.3), and the penalty is a relatively large sub-packetization value $l=r^{n-1}$.

For this reason, in the construction presented above we do not use the block Vandermonde structure. Instead, we divide the $r l$ parity equations into $l$ groups of size $r$, and each such group forms the parity equations of a GRS code. These $l$ groups are designed in such a way that whenever $r$ nodes fail, one can recover them by successive decoding of $l$ GRS codes. This approach enables one to satisfy the conditions of the MDS property and at the same time leads to a nearly optimal sub-packetization value.

A natural extension of the presented construction which we have not been able to obtain so far, is to allow for general values of $d$ between $k$ and $n-1$. A recent work [52] presented explicit MDS codes with the (1, $d$ )-optimal access property and small subpacketization value for a particular choice of $d<n-1$. At the same time, for general values of $d$, the best known explicit construction is still the one presented in Chapter 3 of this thesis (see also [77]).

## Chapter 5: Optimal repair of Reed-Solomon codes: Achieving the cut-set bound

In this chapter we study the repair problem of RS codes. Previous works such as [26] and follow-up papers $[10,11]$ that addressed this problem stopped short of constructing optimal-repair RS codes, so this has remained an open problem. It is this problem that we address and resolve in this chapter.

More specifically, given any $n, k$ and $d$ such that $k \leq d \leq n-1$, we explicitly construct an $(n, k)$ RS code with sub-packetization $l=\exp ((1+o(1)) n \log n)$ that has the $(1, d)$-optimal repair property. We also prove an almost matching lower bound on $l$, showing that the super-exponential scaling is both necessary and sufficient for achieving the cut-set bound (2.1) using linear repair schemes. More precisely, we prove that for scalar MDS codes (including the RS codes) with optimal repair property, the sub-packetization $l$ must satisfy $l \geq \exp ((1+o(1)) k \log k)$.

We also consider the problem of lowering the value of $l$ at the expense of allowing ourselves slightly greater repair bandwidth than the cut-set bound (2.1). Along these lines, given any $n$ and $r$, we construct an $(n, k=n-r)$ RS code with sub-packetization $l=r^{n}$ that asymptotically achieves (2.1)for the repair of any single failed node from all the other $n-1$ surviving nodes. The exponent of the sub-packetization value of this construction is $n \log r$. We note that in the regime of fixed $r$ and growing $n$, the exponent of the subpacketization value of this construction is much smaller than that of the aforementioned RS code construction.

The results presented in Sections 5.1-5.4 of this chapter were published in [64], and the results in Section 5.5 were published in [75].

### 5.1 Introduction

### 5.1.1 Repair schemes for scalar linear MDS codes

While there has been much research into constructions and properties of MSR codes specifically designed for the repair task, it is also of interest to study the repair bandwidth of general families of MDS codes, for instance, RS codes. In [56], Shanmugam et al. proposed a framework for studying the repair bandwidth of a scalar linear ( $n, k$ ) MDS code $\mathcal{C}$ over some finite field $E$ (called symbol field below). The idea of [56] is to "vectorize" the code construction by considering $\mathcal{C}$ as an array code over some subfield $F$ of $E$. This approach provides a bridge between RS codes and MDS array codes, wherein the extension degree $l:=[E: F]$ can be viewed as the value of sub-packetization. The
code $\mathcal{C}$ is viewed as an $(n, k)$ MDS array code with sub-packetization $l$, and the repair bandwidth is defined exactly in the same way as above. The cut-set bound (2.1) and the definition of MSR codes also apply to this setup.

In this chapter we study repair of RS codes, focusing on linear repair schemes, i.e., we assume that the repair operations are linear over the field $F$. Guruswami and Wootters [26] gave a characterization for linear repair schemes of scalar linear MDS codes based on the framework in [56]. We will use this characterization to prove one of our main results, namely, a lower bound on the sub-packetization, so we recall it in the theorem below. In this theorem $E$ is the degree- $l$ extension of the field $F$. Viewing $E$ as an $l$ dimensional vector space over $F$, we use the notation $\operatorname{dim}_{F}\left(a_{1}, a_{2}, \ldots, a_{t}\right)$ to refer to the dimension of the subspace spanned by the set $\left\{a_{1}, a_{2}, \ldots, a_{t}\right\} \subset E$ over $F$.

We will need a result from [26] which we state in the form that is suited to our needs.

Theorem 5.1 ( [26]). Let $\mathcal{C} \subseteq E^{n}$ be a scalar linear MDS code of length $n$. Let $F$ be a subfield of $E$ such that $[E: F]=l$. For a given $i \in\{1, \ldots, n\}$ the following statements are equivalent.
(1) There is a linear repair scheme of the node $c_{i}$ over $F$ such that the repair bandwidth $N(\mathcal{C}, i,[n] \backslash\{i\}) \leq b$.
(2) There is a subset of codewords $\mathcal{P}_{i} \subseteq \mathcal{C}^{\perp}$ with size $\left|\mathcal{P}_{i}\right|=l$ such that

$$
\operatorname{dim}_{F}\left(\left\{x_{i}: x \in \mathcal{P}_{i}\right\}\right)=l,
$$

and

$$
b \geq \sum_{j \in[n] \backslash\{i\}} \operatorname{dim}_{F}\left(\left\{x_{j}: x \in \mathcal{P}_{i}\right\}\right)
$$

In order to prove that (2) implies (1) in this theorem, [26] proposed a linear repair scheme which makes use of trace functionals. Since this chapter focuses on the repair problem of RS codes, we recap a special case of this linear repair scheme that is designed for RS codes.

### 5.1.2 The linear repair scheme of [26] for RS codes

Suppose we want to repair a code $\mathcal{C}=\operatorname{RS}_{E}(n, k, \Lambda)$ over the base field $F \subseteq E$. More precisely, if a single codeword symbol is erased, we will recover this symbol by download sub-symbols of the base field $F$ from the surviving nodes. Let $\operatorname{tr}(\beta)=\operatorname{tr}_{E / F}(\beta):=$ $\beta+\beta^{q}+\beta^{q^{2}}+\cdots+\beta^{q^{l-1}}$ be the trace function. In order to make the repair scheme $F$-linear, [26] uses $F$-linear transforms $L_{\gamma}: E \rightarrow F$ given by the trace functionals $L_{\gamma}(\beta)=\operatorname{tr}(\gamma \beta)$.

Let $\left\{\zeta_{1}, \ldots, \zeta_{l}\right\}$ be a basis for $E$ over $F$, and let $\left\{\mu_{1}, \ldots, \mu_{l}\right\}$ be its dual (traceorthogonal) basis, then for all $\beta \in E$

$$
\beta=\sum_{i=1}^{l}\left(\operatorname{tr}\left(\zeta_{i} \beta\right) \mu_{i}\right) .
$$

Therefore, we can make the following observation: If $\left\{\zeta_{1}, \ldots, \zeta_{l}\right\}$ is a basis for $E$ over $F$, then $\left\{\operatorname{tr}\left(\zeta_{i} \beta\right)\right\}_{i=1}^{l}$ uniquely determines $\beta$.

Let $\mathcal{C}^{\perp}$ be the dual code of $\mathcal{C}=\operatorname{RS}_{E}(n, k, \Lambda)$. Suppose that the codeword symbol $c_{i}$ in a codeword $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}$ is erased. We can find $l$ codewords $\left\{c_{j}^{\perp}=\right.$ $\left.\left(c_{j, 1}^{\perp}, \ldots, c_{j, n}^{\perp}\right)\right\}_{j=1}^{l}$ in $\mathcal{C}^{\perp}$ such that $\left\{c_{1, i}^{\perp}, \ldots, c_{l, i}^{\perp}\right\}$ is a basis of $E$ over $F$. By the observation above, knowing the values of $\left\{\operatorname{tr}\left(c_{j, i}^{\perp} c_{i}\right)\right\}_{j=1}^{l}$ suffices to recover the erased symbol $c_{i}$. Since the trace is an $F$-linear transformation, we have

$$
\operatorname{tr}\left(c_{j, i}^{\perp} c_{i}\right)=-\sum_{t \neq i} \operatorname{tr}\left(c_{j, t}^{\perp} c_{t}\right) \text { for all } j \in[l] .
$$

Thus knowing the values of $\left\{\left\{\operatorname{tr}\left(c_{j, t}^{\perp} c_{t}\right)\right\}_{j \in[l]}\right\}_{t \in[n], t \neq i}$ suffices to recover $c_{i}$. Let $B_{t}$ be a maximal linearly independent subset of the set $\left\{c_{j, t}^{\perp}\right\}_{j \in[l]}$ over $F$. Again due to the $F$-linearity of the trace function, $\left\{\operatorname{tr}\left(c_{j, t}^{\perp} c_{t}\right)\right\}_{j \in[l]}$ can be calculated from $\left\{\operatorname{tr}\left(\beta c_{t}\right)\right\}_{\beta \in B_{t}}$. Consequently, $c_{i}$ can be recovered from $\left\{\left\{\operatorname{tr}\left(\beta c_{t}\right)\right\}_{\beta \in B_{t}}\right\}_{t \in[n], t \neq i}$. The total number of subsymbols in $F$ we need to download from the surviving nodes to recover $c_{i}$ is $\sum_{t \in[n], t \neq i} \operatorname{dim}_{F}\left(\left\{c_{j, t}^{\perp}\right\}_{j \in[l]}\right)$.

We conclude that to efficiently recover $c_{i}$, we need to find $l$ codewords in $\mathcal{C}^{\perp}$ that minimize the quantity $\sum_{t \in[n], t \neq i} \operatorname{dim}_{F}\left(\left\{c_{j, t}^{\perp}\right\}_{j \in[l]}\right)$ under the condition that $\left\{c_{1, i}^{\perp}, \ldots, c_{l, i}^{\perp}\right\}$ is a basis for $E$ over $F$.

As already remarked, $\mathcal{C}^{\perp}=\operatorname{GRS}_{E}(n, n-k, \Lambda, v)$ for some nonzero coefficients $v=$ $\left(v_{1}, \ldots, v_{n}\right) \in E^{n}$. Choosing a codeword from $\mathcal{C}^{\perp}=\operatorname{GRS}_{E}(n, n-k, \Lambda, v)$ is equivalent to choosing a polynomial with degree less than $n-k$. Suppose $\Lambda=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Since $v_{1}, \ldots, v_{n}$ are nonzero constants, our task of efficiently repairing $c_{i}$ is reduced to finding $l$ polynomials $\left\{f_{j}\right\}_{j \in[l]}$ of degree less than $n-k$ such that the quantity

$$
\begin{equation*}
\sum_{t \in[n], t \neq i} \operatorname{dim}_{F}\left(\left\{f_{j}\left(\alpha_{t}\right)\right\}_{j \in[l]}\right) \tag{5.1}
\end{equation*}
$$

is minimized under the condition that $\left\{f_{1}\left(\alpha_{i}\right), \ldots, f_{l}\left(\alpha_{i}\right)\right\}$ is a basis for $E$ over $F$.

### 5.1.3 Related results in the literature

In addition to this general linear repair scheme for RS codes, the authors of [26] also presented a specific repair scheme for a family of RS codes and further proved that (in some cases) the repair bandwidth of RS codes using this scheme is the smallest possible among all linear repair schemes and all scalar linear MDS codes with the same parameters. At the same time, the approach of [26] has some limitations. Namely, their repair scheme applies only for small sub-packetization $l=\log _{n / r} n$, and the optimality claim only holds for this specific sub-packetization value. At the same time, in order to achieve the cut-set bound, $l$ needs to be exponentially large in $n$ for a fixed value of $r$ [22], so the repair bandwidth of this scheme is rather far from the bound. Subsequently, Ye and Barg [75] used the general linear repair scheme in [26] to construct an explicit family of RS codes with asymptotically optimal repair bandwidth: the ratio between the actual repair bandwidth of the codes and the cut-set bound approaches 1 as the code length $n$ goes to infinity.

In [26], there is one more restriction on the parameters of the RS codes, namely they achieve the smallest possible repair bandwidth only if the number of parities is of
the form $r=q^{s},(l-s) \mid l$. In [11], Dau and Milenkovic generalized the scheme in [26] and extended their results to all values of $s=1, \ldots, l-1$. The repair bandwidth attained in [11] is $(n-1)(l-s)$ symbols of $F$ for $r \geq q^{s}$, and is the smallest possible whenever $r$ is a power of $q$. In [10], Dau et al. extended the results of [26] to repair of multiple erasures.

To summarize the earlier work, constructions of RS codes (or any scalar MDS codes) that meet the cut-set bound have as yet been unknown, so the existence question of such codes has been an open problem. In this chapter, we resolve this problem in the affirmative, presenting such a construction. We also prove a lower bound on the sub-packetization of scalar linear MDS codes that attain the cut-set bound with a linear repair scheme, showing that there is a penalty for the scalar case compared to MDS array codes.

### 5.1.4 Our results

(1) Explicit constructions of RS codes achieving the cut-set bound: Given any $n, k$ and $d, k \leq d \leq n-1$, we construct an $(n, k)$ RS code over the field $E=\mathbb{F}_{q^{l}}$ that achieves the cut-set bound (2.1) when repairing any single failed node from any $d$ helper nodes. As above, we view RS codes over $E$ as vector codes over the subfield $F=\mathbb{F}_{q}$. The main novelty in our construction is the choice of the evaluation points for the code in such a way that the degrees of the evaluation points over $F$ are distinct primes. As a result, the symbol field is an extension field of $F$ with degree no smaller than the product of these distinct primes. For the actual repair we rely on the linear scheme proposed in [26] (this is essentially the only possible linear repair approach).
The value of sub-packetization $l$ of our construction equals $s$ times the product of the first $n$ distinct primes in an arithmetic progression,

$$
l=s\left(\prod_{\substack{i=1 \\ p_{i} \equiv 1 \bmod s}}^{n} p_{i}\right)
$$

where $s:=d+1-k$. This product is a well-studied function in number theory, related to a classical arithmetic function $\psi(n, s, a)$ (which is essentially the sum of logarithms of the primes). The prime number theorem in arithmetic progressions (for instance, [31, p.121]) yields asymptotic estimates for $l$. In particular, for fixed $s$ and large $n$, we have $l=e^{(1+o(1)) n \log n}$.

In contrast, for the case $d=n-1$ (i.e., $s=r=n-k$ ), there exist MSR array codes that attain sub-packetization $l=r^{[n /(r+1)\rceil}$ [68], which is the smallest known value among MSR codes ${ }^{1}$. So although this distinct prime structure allows us to achieve the cut-set bound, it makes us pay a penalty on the sub-packetization.

[^2](2) A lower bound on the sub-packetization of scalar MDS codes achieving the cutset bound: Surprisingly, we also show that the distinct prime structure discussed above is necessary for any scalar linear MDS code (not just the RS codes) to achieve the cut-set bound under linear repair. Namely, given $d$ such that $k+1 \leq d \leq n-1$, we prove that for any $(n, k)$ scalar linear MSR code with $(1, d)$-optimal repair property, the sub-packetization $l$ is bounded below by $l \geq \prod_{i=1}^{k-1} p_{i}$, where $p_{i}$ is the $i$-th smallest prime. By the Prime Number Theorem [31], we obtain the lower asymptotic bound on $l$ of the form $l \geq e^{(1+o(1)) k \log k}$.
(3) Main result: In summary, we obtain the following results for the smallest possible sub-packetization of scalar linear MDS codes, including the RS codes, whose repair bandwidth achieves the cut-set bound.
Theorem 5.2. Let $\mathcal{C}$ be an $(n, k=n-r)$ scalar linear MDS code over the field $E=\mathbb{F}_{q^{l}}$, and let $d$ be an integer satisfying $k+1 \leq d \leq n-1$. Suppose that for any single failed node of $\mathcal{C}$ and any $d$ helper nodes there is a linear repair scheme over $\mathbb{F}_{q}$ that uses the bandwidth dl $/(d+1-k)$ symbols of $\mathbb{F}_{q}$, i.e., it achieves the cut-set bound (2.1). For a fixed $s=d+1-k$ and $n, k \rightarrow \infty$ the following bounds on the smallest possible sub-packetization hold true:
\[

$$
\begin{equation*}
e^{(1+o(1)) k \log k} \leq l \leq e^{(1+o(1)) n \log n} \tag{5.2}
\end{equation*}
$$

\]

For large $s$, we have $l \leq s \prod_{i: p_{i} \equiv 1 \bmod s}^{n} p_{i}$, where the product goes over the first $n$ distinct primes in the arithmetic progression.
Remark 5.1. The bound on $l$ can be made more explicit even for large s, and the answer depends on whether we accept the Generalized Riemann Hypothesis (if yes, we can still claim the bound $l \leq \exp ((1+o(1)) n \log n))$.
(4) Discussion: Array codes and scalar codes The lower bound in (5.2) is much larger than the sub-packetization of many known MSR array code constructions. To make the comparison between the repair parameters of scalar codes and array codes clearer, we summarize the tradeoff between the repair bandwidth and the sub-packetization of some known MDS code constructions in Table 5.1. We only list the papers considering the repair of a single node from all the remaining $n-1$ helper nodes. Moreover, in the table we limit ourselves to explicit code constructions, and do not list multiple existence results that appeared in recent years.
While there is an overlap between the table in Section 2.3 and Table 5.1 below, the latter table is compiled with the comparison of scalar and vector regenerating codes in mind, and provides a better illustration of our current discussion.
As discussed earlier, the constructions of $[11,26]$ have optimal repair bandwidth among all the RS codes with the same sub-packetization value as in these papers ${ }^{2}$. At

[^3]Table 5.1: Tradeoff between repair bandwidth and sub-packetization $(d=n-1)$

| Code construction | Repair bandwidth | sub-packetization | achieving cut-set bound |
| :---: | :---: | :---: | :---: |
| Array codes |  |  |  |
| $(n, k=n-r, l)$ <br> MSR array codes for <br> $2 k \leq(n+1),[42]$ | $\frac{(n-1) l}{r}$ | $l=r$ |  |
| $(n, k, l)$ <br> MSR array codes <br> (a modification of [68]) | $\frac{(n-1) l}{r}$ | $l=r^{\lceil n /(r+1)\rceil}$ | Yes |
| $(n, k, l)$ MSR <br> array codes [78] | $\frac{(n-1) l}{r}$ | $l=r^{\lceil n / r\rceil}$ | Yes |
| $(n, k, l)$ MDS <br> array codes with design <br> parameter $t \geq 1[24]$ | $\left(1+\frac{1}{t}\right) \frac{(n-1) l}{r}$ | $l=r^{t}$ | Yes |

Scalar codes

| $(n, k)$ RS code [75] <br> (Section 5.5 of this chapter) | $<\frac{(n+1) l}{r}$ | $l=r^{n}$ | No |
| :---: | :---: | :---: | :---: |
| $(n, k) \operatorname{RS}$ code [26] | $n-1$ | $l=\log _{n / r} n$ | No |
| $(n, k) \operatorname{RS}$ code [11] | $(n-1) l\left(1-\log _{n} r\right)$ | $\log _{q} n$ | No |
| $(n, k) \operatorname{RS}$ code <br> $($ Section 5.3 of this chapter $)$ | $\frac{(n-1) l}{r}$ | $l \approx n^{n}$ | Yes |

the same time, these values are too small for the constructions of $[11,26]$ to achieve the cut-set bound. From the first three rows of the table one can clearly see that the achievable sub-packetization values for MSR array codes are much smaller than the lower bound for scalar linear MSR codes derived in this chapter. This is to be expected since for array codes we only require the code to be linear over the "repair field," i.e., $F$, and not the symbol field $E$ as in the case of scalar codes.

### 5.1.5 Organization of the chapter

In Section 5.2, we present a simple construction of RS codes that achieve the cut-set bound for some of the nodes. This construction is inferior to the more involved construction of Section 5.3, but simple to follow, and already contains some of the main ideas of the later part, so we include it as a warm-up for the later results. In Section 5.3, we present our main construction of RS codes that achieve the cut-set bound for the repair of any single node, proving the upper estimate in (5.2). In Section 5.4, we prove the lower bound on the sub-packetization of scalar linear MSR codes, finishing the proof of (5.2). In Section 5.5, we construct an $(n, k=n-r)$ RS code with sub-packetization $l=r^{n}$ that asymptotically achieves (2.1)for the repair of any single failed node from all the other $n-1$ surviving nodes.

### 5.2 A simple construction

In this section we present a simple construction of RS codes that achieve the cut-set bound for the repair of certain nodes. We note that any $(n, k)$ MDS code trivially allows repair that achieves the cut-set bound for $d=k$. We say that a node in an MDS code has a nontrivial optimal repair scheme if for a given $d>k$ it is possible to repair this node from any $d$ helper nodes with repair bandwidth achieving the cut-set bound. The code family presented in this section is different from standard MSR codes in the sense that although the repair bandwidth of our construction achieves the cut-set bound, the number of helper nodes depends on the node being repaired.

Denote by $\pi(t)$ the number of primes less than or equal to $t$. Let $F$ be a finite field and let $E$ be the extension of $F$ of degree $t$. The trace function $\operatorname{tr}_{E / F}: E \rightarrow F$ is defined by

$$
\operatorname{tr}_{E / F}(x):=x+x^{|F|}+x^{|F|^{2}}+\cdots+x^{|F|^{t-1}}
$$

In the next theorem we construct a special subfamily of RS codes. Our construction enables nontrivial repair of $\pi(r)$ nodes, which without loss of generality we take to be nodes $1,2, \ldots, \pi(r)$. Let $d_{i}, i=1,2, \ldots, \pi(r)$ be the number of helper nodes used to repair the $i$-th node. We will take $d_{i}=p_{i}+k-1$, where $p_{i}$ is the $i$-th smallest prime number. The repair scheme presented below supports repair of node $i$ by connecting to any $d_{i}$ helper nodes and downloading a $\frac{1}{p_{i}}$-th proportion of information stored at each of these nodes. Since $p_{i}=d_{i}-k+1$, this justifies the claim of achieving the cut-set bound for repair of a single node.

Theorem 5.3. Let $n \geq k$ be two positive integers, and let $r=n-k$. There exists an $(n, k) R S$ code over a field $E$ such that $\pi(r)$ of its coordinates admit nontrivial optimal repair schemes.
Proof. Let $m:=\pi(r)$ and let $q \geq n-m$ be a prime power. Let $E$ be the $\left(\prod_{i=1}^{m} p_{i}\right)$-th degree extension of the finite field $\mathbb{F}_{q}$.

Let $\alpha_{i}, i=1, \ldots, m$ be an element of order $p_{i}$ over $\mathbb{F}_{q}$, so that $\mathbb{F}_{q^{p_{i}}}=\mathbb{F}_{q}\left(\alpha_{i}\right)$, where $\mathbb{F}_{q}\left(\alpha_{i}\right)$ denotes the field obtained by adjoining $\alpha_{i}$ to $\mathbb{F}_{q}$. It is clear that $E=$ $\mathbb{F}_{q}\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. Define $m$ subfields $F_{i}$ of $E$ by setting

$$
F_{i}=\mathbb{F}_{q}\left(\alpha_{j}: j \neq i\right)
$$

so that $E=F_{i}\left(\alpha_{i}\right)$ and $\left[E: F_{i}\right]=p_{i}, i=1, \ldots, m$. Let $\alpha_{m+1}, \ldots, \alpha_{n} \in \mathbb{F}_{q}$ be arbitrary $n-m$ distinct elements of the field, and let $\Omega=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$.

Let $\mathcal{C}=\operatorname{RS}_{E}(n, k, \Omega)$ be the RS code of dimension $k$ with evaluation points $\Omega$ and let $\mathcal{C}^{\perp}$ be its dual code. We claim that for $i=1,2, \ldots, m$, the $i$-th coordinate (node) of $\mathcal{C}$ can be optimally repaired from any $d_{i}$ helper nodes, where

$$
d_{i}=p_{i}+k-1
$$

Let $i \in\{1,2, \ldots, m\}$ and let us show how to repair the $i$ th node. Choose a subset of helper nodes $\mathcal{R}_{i} \subseteq[n] \backslash\{i\},\left|\mathcal{R}_{i}\right|=d_{i}$, and note that since $p_{i} \leq r$, we have $d_{i} \leq n-1$. Let $h(x)$ be the annihilator polynomial of the set $\left\{\alpha_{j}: j \in[n] \backslash\left(\mathcal{R}_{i} \cup\{i\}\right)\right\}$, i.e.,

$$
\begin{equation*}
h(x)=\prod_{j \in[n] \backslash\left(\mathcal{R}_{i} \cup\{i\}\right)}\left(x-\alpha_{j}\right) . \tag{5.3}
\end{equation*}
$$

Since $\operatorname{deg}(h(x))=n-k-p_{i}$, we have $\operatorname{deg}\left(x^{s} h(x)\right)<r$ for all $s=0,1, \ldots, p_{i}-1$. As a result, for all $s=0, \ldots, p_{i}-1$, the vector

$$
\begin{equation*}
\left(v_{1} \alpha_{1}^{s} h\left(\alpha_{1}\right), \ldots, v_{n} \alpha_{n}^{s} h\left(\alpha_{n}\right)\right) \in \mathcal{C}^{\perp} \tag{5.4}
\end{equation*}
$$

cf. (2.2). Let $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}$ be a codeword. By (5.4) we have

$$
\sum_{j=1}^{n} v_{j} h\left(\alpha_{j}\right) \alpha_{j}^{s} c_{j}=0, \quad s=0, \ldots, p_{i}-1
$$

Let $\operatorname{tr}_{i}:=\operatorname{tr}_{E / F_{i}}$ denote the trace from $E$ to $F_{i}$. We have

$$
\sum_{j=1}^{n} \operatorname{tr}_{i}\left(v_{j} h\left(\alpha_{j}\right) \alpha_{j}^{s} c_{j}\right)=0, \quad s=0, \ldots, p_{i}-1
$$

Equivalently, we can write

$$
\begin{align*}
\operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{s} c_{i}\right) & =-\sum_{j \neq i} \operatorname{tr}_{i}\left(v_{j} h\left(\alpha_{j}\right) \alpha_{j}^{s} c_{j}\right) \\
& =-\sum_{j \in \mathcal{R}_{i}} \operatorname{tr}_{i}\left(v_{j} h\left(\alpha_{j}\right) \alpha_{j}^{s} c_{j}\right)  \tag{5.5}\\
& =-\sum_{j \in \mathcal{R}_{i}} \alpha_{j}^{s} \operatorname{tr}_{i}\left(v_{j} h\left(\alpha_{j}\right) c_{j}\right), \quad s=0, \ldots, p_{i}-1,
\end{align*}
$$

where the second equality follows from (5.3) and the third follows because $\alpha_{j} \in F_{i}$ for all $j \neq i$ and $\operatorname{tr}_{i}$ is an $F_{i}$-linear map.

The information used to recover the value $c_{i}$ (to repair the $i$ th node) is comprised of the following $d_{i}$ elements of $F_{i}$ :

$$
\operatorname{tr}_{i}\left(v_{j} h\left(\alpha_{j}\right) c_{j}\right), \quad j \in \mathcal{R}_{i} .
$$

Let us show that these elements indeed suffice. First, by (5.5), given these elements, we can calculate the values of $\operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{s} c_{i}\right)$ for all $s=0, \ldots, p_{i}-1$. The mapping

$$
\begin{aligned}
& E \rightarrow F_{i}^{p_{i}} \\
& \gamma \mapsto\left(\operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \gamma\right), \operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i} \gamma\right), \ldots, \operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{p_{i}-1} \gamma\right)\right) .
\end{aligned}
$$

is in fact a bijection, which can be realized as follows. Since the set $\left\{1, \alpha_{i}, \ldots, \alpha_{i}^{p_{i}-1}\right\}$ forms a basis of $E$ over $F_{i}$ and $v_{i} h\left(\alpha_{i}\right) \neq 0$, the set $\left\{v_{i} h\left(\alpha_{i}\right), v_{i} h\left(\alpha_{i}\right) \alpha_{i}, \ldots, v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{p_{i}-1}\right\}$ also forms a basis. Let $\left\{\theta_{0}, \theta_{1}, \ldots, \theta_{p_{i}-1}\right\}$ be the dual basis of $\left\{v_{i} h\left(\alpha_{i}\right), v_{i} h\left(\alpha_{i}\right) \alpha_{i}, \ldots\right.$, $\left.v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{p_{i}-1}\right\}$, i.e.,

$$
\operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{s} \theta_{j}\right)=\left\{\begin{array}{ll}
0, & \text { if } s \neq j \\
1, & \text { if } s=j
\end{array} \text { for all } s, j \in\left\{0,1, \ldots, p_{i}-1\right\}\right.
$$

The value $c_{i}$ can now be found as follows:

$$
c_{i}=\sum_{s=0}^{p_{i}-1} \operatorname{tr}_{i}\left(v_{i} h\left(\alpha_{i}\right) \alpha_{i}^{s} c_{i}\right) \theta_{s} .
$$

(this is the essence of the repair scheme proposed in [26]).
The presented arguments constitute a linear repair scheme of the node $c_{i}, i=$ $1, \ldots m$ over $F_{i}$. The information downloaded from each of the helper nodes consists of one element of $F_{i}$, or, in other words, the $\left(1 / p_{i}\right)$ th proportion of the contents of each node. This shows that node $i$ admits nontrivial optimal repair. The proof is thereby complete.

Example 5.1. Take $q=5, k=3, r=5$. We have $\pi(r)=3$ and $p_{1}=2, p_{2}=3, p_{3}=5$. Let us construct an $(8,3)$ RS code over the field $E=\mathbb{F}_{5^{30}}$, where the first 3 nodes admit nontrivial optimal repair schemes. Let $\alpha$ be a primitive element of $E$. Choose the set $\Omega=\left\{\alpha_{1}, \ldots, \alpha_{8}\right\}$ as follows:

$$
\alpha_{1}=\alpha^{\frac{5^{30}-1}{5^{2}-1}}, \alpha_{2}=\alpha^{\frac{5^{30}-1}{5^{3}-1}}, \alpha_{3}=\alpha^{5^{30}-1} 5^{5^{5}-1}, \alpha_{4}=0, \alpha_{5}=1, \alpha_{6}=2, \alpha_{7}=3, \alpha_{8}=4
$$

The number of helper nodes for the first 3 nodes is $\left(d_{1}, d_{2}, d_{3}\right)=(4,5,7)$. It is easy to verify that for any subset $A \subseteq\{1,2,3\}$

$$
\mathbb{F}_{5}\left(\alpha_{i}: i \in A\right)=\mathbb{F}_{m_{A}}, \text { where } m_{A}=5^{\left(\prod_{i \in A} p_{i}\right)}
$$

The code $\mathcal{C}$ constructed in the above proof is given by $\mathcal{C}=\operatorname{RS}_{E}(8,3, \Omega)$. Let us address the task of repairing $c_{3}$ from all the remaining 7 helper nodes with repair bandwidth achieving the cut-set bound. Let $\mathcal{C}^{\perp}=\operatorname{GRS}_{E}(8,5, \Omega, v)$, where $v=\left(v_{1}, \ldots, v_{8}\right) \in$
$\left(E^{*}\right)^{8}$. We download the value $\operatorname{tr}_{E / \mathbb{F}_{56}}\left(v_{j} c_{j}\right)$ from each helper node $c_{j}, j \neq 3$. Since $\left[E: \mathbb{F}_{56}\right]=p_{3}$, this amounts to downloading exactly a $1 / p_{3}=(1 / 5)$-th fraction of the information stored at each helper node, which achieves the cut-set bound. The value of $c_{3}$ can be found from the downloaded information using the following 5 equations:

$$
\operatorname{tr}_{E / \mathbb{F}_{56}}\left(\alpha_{3}^{s} v_{3} c_{3}\right)=-\sum_{j \neq 3} \operatorname{tr}_{E / \mathbb{F}_{56}}\left(\alpha_{j}^{s} v_{j} c_{j}\right)=-\sum_{j \neq 3} \alpha_{j}^{s} \operatorname{tr}_{E / \mathbb{F}_{56}}\left(v_{j} c_{j}\right), \quad s=0, \ldots, 4 .
$$

Indeed, the downloaded symbols suffice to recover the vector $\left(\operatorname{tr}_{E / \mathbb{F}_{56}}\left(\alpha_{3}^{s} v_{3} c_{3}\right), s=0, \ldots, 4\right)$, and therefore also suffice to repair the symbol $c_{3}$.

### 5.3 A family of RS codes achieving the cut-set bound

In this section we develop the ideas discussed above and construct RS codes achieving the cut-set bound with nontrivial optimal repair of all nodes. More precisely, given any positive integers $k<d \leq n-1$, we explicitly construct an $(n, k)$ RS code $\mathcal{C}$ achieving the cut-set bound for the repair of any single node from any $d$ helper nodes. In other words, $\mathcal{C}$ is an $(n, k) \operatorname{MSR}$ code with $(1, d)$-optimal repair property.

Let $\mathbb{F}_{p}$ be a finite field of prime order (for simplicity we can take $p=2$ ). Denote $s:=d-k+1$ and let $p_{1}, \ldots, p_{n}$ be $n$ distinct primes such that

$$
\begin{equation*}
p_{i} \equiv 1 \bmod s \quad \text { for all } i=1,2, \ldots, n . \tag{5.6}
\end{equation*}
$$

According to Dirichlet's theorem, there are infinitely many such primes. For $i=1, \ldots, n$, let $\alpha_{i}$ be an element of degree $p_{i}$ over $\mathbb{F}_{p}$, i.e., $\left[\mathbb{F}_{p}\left(\alpha_{i}\right): \mathbb{F}_{p}\right]=p_{i}$, and define

$$
\begin{equation*}
\mathbb{F}:=\mathbb{F}_{p}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \tag{5.7}
\end{equation*}
$$

Note that for any subset of indices $A \subseteq[n]$, the field $\mathbb{F}_{p}\left(\left\{\alpha_{i}: i \in A\right\}\right)$ is an extension of $\mathbb{F}_{p}$ of degree $\prod_{i \in A} p_{i}$, and in particular, $\mathbb{F}$ has degree $\prod_{i=1}^{n} p_{i}$ over $\mathbb{F}_{p}$. Next, we define $n$ distinct subfields $F_{i}$ of the field $\mathbb{F}$ and one extension field $\mathbb{K}$ of $\mathbb{F}$.

1. For $i=1, \ldots, n$, define $F_{i}=\mathbb{F}_{p}\left(\left\{\alpha_{j}: j \neq i\right\}\right)$. Note that $\mathbb{F}=F_{i}\left(\alpha_{i}\right)$ and $\left[\mathbb{F}: F_{i}\right]=p_{i}$.
2. The field $\mathbb{K}$ is defined to be the degree- $s$ extension of the field $\mathbb{F}$, i.e. there exists an element $\beta \in \mathbb{K}$ of degree $s$ over $\mathbb{F}$ such that $\mathbb{K}=\mathbb{F}(\beta)$. We also have $\left[\mathbb{K}: F_{i}\right]=s p_{i}$ for all $i$.

We are ready to construct a family of RS codes that can be optimally repaired for each node. The set $\alpha_{1}, \ldots, \alpha_{n}$ serves as the set of evaluation points of the code.

The following theorem is the main result of this section.
Theorem 5.4. Let $k, n, d$ be any positive integers such that $k<d<n$. Let $\Omega=$ $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$, where $\alpha_{i}, i=1, \ldots, n$ is an element of degree $p_{i}$ over $\mathbb{F}_{p}$ and $p_{i}$ is the $i$ th smallest prime that satisfies (5.6). The code $\mathcal{C}:=\operatorname{RS}_{\mathbb{K}}(n, k, \Omega)$ achieves the cut-set bound for the repair of any single node from any $d$ helper nodes. In other words, $\mathcal{C}$ is an $(n, k)$ MSR code with $(1, d)$-optimal repair property.

Remark 5.2. The code constructions in this chapter rely on the condition of the form $\alpha_{i} \notin \mathbb{F}_{q}\left(\alpha_{j}, j \neq i\right), i=1, \ldots, n$ (in this section we also require that the extension degree $\left.\left[\mathbb{F}: F_{i}\right] \equiv 1 \bmod s, i=1, \ldots, n\right)$. The most efficient way to accomplish this in terms of the value of sub-packetization l is to take the extension degrees to be the smallest (distinct) primes, and this is the underlying idea behind the code constructions presented in this chapter.

Proof. Our repair scheme of the $i$-th node is performed over the field $F_{i}$. More specifically, for every $i \in[n]$, we explicitly construct a vector space $S_{i}$ over the field $F_{i}$ such that

$$
\begin{equation*}
\operatorname{dim}_{F_{i}} S_{i}=p_{i}, \quad S_{i}+S_{i} \alpha_{i}+\cdots+S_{i} \alpha_{i}^{s-1}=\mathbb{K} \tag{5.8}
\end{equation*}
$$

where $S_{i} \alpha:=\left\{\gamma \alpha: \gamma \in S_{i}\right\}$, and the operation + is the Minkowski sum of sets, $T_{1}+$ $T_{2}:=\left\{\gamma_{1}+\gamma_{2}: \gamma_{1} \in T_{1}, \gamma_{2} \in T_{2}\right\}$. Note that the sum in (5.8) is in fact a direct sum since the dimension of each summand is $p_{i}$, and $\left[\mathbb{K}: F_{i}\right]=s p_{i}$. We will describe a construction of $S_{i}$ and prove that $S_{i}$ satisfies (5.8) in Lemma 5.5 later in this section. For now let us assume that we have such vector spaces $S_{i}, i=1,2, \ldots, n$ and continue the proof of the theorem.

Suppose that we want to repair the $i$-th node from a subset $\mathcal{R} \subseteq[n] \backslash\{i\}$ of $|\mathcal{R}|=d$ helper nodes. Let $h(x)$ be the annihilator polynomial of the set $\left\{\alpha_{j}: j \in[n] \backslash(\mathcal{R} \cup\{i\})\right\}$, i.e.,

$$
\begin{equation*}
h(x)=\prod_{j \in[n] \backslash(\mathcal{R} \cup\{i\})}\left(x-\alpha_{j}\right) . \tag{5.9}
\end{equation*}
$$

By (2.2) the dual code of $\mathcal{C}$ is $\mathcal{C}^{\perp}=\operatorname{GRS}_{\mathbb{K}}(n, n-k, \Omega, v)$ where the coefficients $v=$ $\left(v_{1}, \ldots, v_{n}\right) \in\left(\mathbb{K}^{*}\right)^{n}$ are nonzero. Clearly, $\operatorname{deg}\left(x^{t} h(x)\right) \leq s-1+n-(d+1)<n-k$ for all $t=0,1, \ldots, s-1$, so for any such $t$ we have

$$
\begin{equation*}
\left(v_{1} \alpha_{1}^{t} h\left(\alpha_{1}\right), \ldots, v_{n} \alpha_{n}^{t} h\left(\alpha_{n}\right)\right) \in \mathcal{C}^{\perp} \tag{5.10}
\end{equation*}
$$

These $s$ dual codewords will be used to recover the $i$-th coordinate. Let $c=\left(c_{1}, \ldots, c_{n}\right) \in$ $\mathcal{C}$ be a codeword, and let us construct a repair scheme for the coordinate (node) $c_{i}$ using the values $\left\{c_{j}: j \in \mathcal{R}\right\}$. Rewrite (5.10) as follows:

$$
\begin{equation*}
\sum_{j=1}^{n} v_{j} \alpha_{j}^{t} h\left(\alpha_{j}\right) c_{j}=0 \text { for all } t=0, \ldots, s-1 \tag{5.11}
\end{equation*}
$$

Let $e_{1}, \ldots, e_{p_{i}}$ be an arbitrary basis of the subspace $S_{i}$ over the field $F_{i}$. From (5.11) we obtain the following system of $s p_{i}$ equations:

$$
\sum_{j=1}^{n} e_{m} v_{j} \alpha_{j}^{t} h\left(\alpha_{j}\right) c_{j}=0, \quad t=0, \ldots, s-1 ; m=1, \ldots, p_{i}
$$

Let $\operatorname{tr}_{i}:=\operatorname{tr}_{\mathbb{K} / F_{i}}$ be the trace map to the subfield $F_{i}$. From the last set of equations we have

$$
\begin{equation*}
\sum_{j=1}^{n} \operatorname{tr}_{i}\left(e_{m} v_{j} \alpha_{j}^{t} h\left(\alpha_{j}\right) c_{j}\right)=0 \text { for all } t=0, \ldots, s-1 \text { and all } m=1, \ldots, p_{i} \tag{5.12}
\end{equation*}
$$

Arguing as in (5.5), let us write (5.12) in the following form: for all $t=0, \ldots, s-1$ and all $m=1, \ldots, p_{i}$,

$$
\begin{align*}
\operatorname{tr}_{i}\left(e_{m} \alpha_{i}^{t} v_{i} h\left(\alpha_{i}\right) c_{i}\right) & =-\sum_{j \neq i} \operatorname{tr}_{i}\left(e_{m} v_{j} \alpha_{j}^{t} h\left(\alpha_{j}\right) c_{j}\right) \\
& =-\sum_{j \in \mathcal{R}} \operatorname{tr}_{i}\left(e_{m} v_{j} \alpha_{j}^{t} h\left(\alpha_{j}\right) c_{j}\right)  \tag{5.13}\\
& =-\sum_{j \in \mathcal{R}} \alpha_{j}^{t} h\left(\alpha_{j}\right) \operatorname{tr}_{i}\left(e_{m} v_{j} c_{j}\right),
\end{align*}
$$

where the second equality follows from (5.9) and the third follows from the fact that the trace mapping $\operatorname{tr}_{i}$ is $F_{i}$-linear, and that $\alpha_{j} \in F_{i}$ for all $j \neq i$.

As before, to recover $c_{i}$, we download the following $p_{i}$ symbols of $F_{i}$ from each helper node $c_{j}, j \in \mathcal{R}$ :

$$
\begin{equation*}
\operatorname{tr}_{i}\left(e_{m} v_{j} c_{j}\right) \text { for } m=1, \ldots, p_{i} \tag{5.14}
\end{equation*}
$$

These field elements suffice to recover the node $c_{i}$. Indeed, according to (5.13), we can calculate the values of $\operatorname{tr}_{i}\left(e_{m} \alpha_{i}^{t} v_{i} h\left(\alpha_{i}\right) c_{i}\right)$ for all $t=0, \ldots, s-1$ and all $m=1, \ldots, p_{i}$ from the set of elements in (5.14). By definition, $e_{1}, \ldots, e_{p_{i}}$ is a basis of the subspace $S_{i}$ over the field $F_{i}$. According to (5.8), $\mathbb{K}=S_{i}+S_{i} \alpha_{i}+\cdots+S_{i} \alpha_{i}^{s-1}$. Therefore, the set $\left\{e_{m} \alpha_{i}^{t}: t=0, \ldots, s-1 ; m=1, \ldots, p_{i}\right\}$ forms a basis of $\mathbb{K}$ over $F_{i}$ and so does the set $\left\{e_{m} \alpha_{i}^{t} v_{i} h\left(\alpha_{i}\right): t=0, \ldots, s-1 ; m=1, \ldots, p_{i}\right\}$ (recall that $v_{i} \cdot h\left(\alpha_{i}\right) \neq 0$ ). Hence the mapping

$$
\begin{aligned}
& \mathbb{K} \rightarrow F_{i}^{s p_{i}} \\
& \gamma \mapsto\left(\operatorname{tr}_{i}\left(e_{m} \alpha_{i}^{t} v_{i} h\left(\alpha_{i}\right) \gamma\right), m=1, \ldots, p_{i} ; t=0, \ldots, s-1\right)
\end{aligned}
$$

is a bijection. This means that $c_{i}$ is uniquely determined by the set of values

$$
\left\{\operatorname{tr}_{i}\left(e_{m} \alpha_{i}^{t} v_{i} h\left(\alpha_{i}\right) c_{i}\right), m=1, \ldots, p_{i} ; t=0, \ldots, s-1\right\}
$$

validating our repair scheme.
It is also clear that the construction meets the cut-set bound. Indeed, $c_{j} \in \mathbb{K}$ for all $j$ and $\left[\mathbb{K}: F_{i}\right]=s p_{i}$, so the amount of information required from each helper node (5.14) is exactly $(1 / s)$ th fraction of its contents.

This completes the proof of Theorem 5.4.
In the proof above we assumed the existence of the vector space $S_{i}$ that satisfies (5.8) for all $i \in[n]$. In the next lemma we construct such a space and establish its properties.

For a vector space $V$ over a field $F$ and a set of vectors $A=\left(a_{1}, \ldots, a_{l}\right) \subset V$, let $\operatorname{Span}_{F}(A)=\left\{\sum_{i=1}^{l} \gamma_{i} a_{i}, \gamma_{i} \in F\right\}$ be the span of $A$ over $F$.

Lemma 5.5. Let $\beta$ be a generating element of $\mathbb{K}$ over $\mathbb{F}=\mathbb{F}_{p}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Given $i \in[n]$, define the following vector spaces over $F_{i}$ :

$$
\begin{gathered}
S_{i}^{(1)}=\operatorname{Span}_{F_{i}}\left(\beta^{u} \alpha_{i}^{u+q s}, u=0,1, \ldots, s-1 ; q=0,1, \ldots, \frac{p_{i}-1}{s}-1\right) \\
S_{i}^{(2)}=\operatorname{Span}_{F_{i}}\left(\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{p_{i}-1}\right) \\
S_{i}=S_{i}^{(1)}+S_{i}^{(2)}
\end{gathered}
$$

Then

$$
\operatorname{dim}_{F_{i}} S_{i}=p_{i}, \quad S_{i}+S_{i} \alpha_{i}+\cdots+S_{i} \alpha_{i}^{s-1}=\mathbb{K}
$$

Proof. Let $K:=S_{i}+S_{i} \alpha_{i}+\cdots+S_{i} \alpha_{i}^{s-1}$. If $K=\mathbb{K}$, then $\operatorname{dim}_{F_{i}} S_{i}=p_{i}$ easily follows. Indeed, by definition $\operatorname{dim}_{F_{i}} S_{i} \leq p_{i}$. On the other hand, $\left[\mathbb{K}: F_{i}\right]=s p_{i}$ and $K=\mathbb{K}$ together imply that $\operatorname{dim}_{F_{i}} S_{i} \geq p_{i}$.

Let us prove that $K=\mathbb{K}$. Clearly $K$ is a vector space over $F_{i}$, and $K \subseteq \mathbb{K}$. Let us show the reverse inclusion, namely that $\mathbb{K} \subseteq K$. To prove this, recall that $\mathbb{K}$ is a vector space of dimension $s$ over $\mathbb{F}$ (see (5.7)), and the set $1, \beta, \ldots, \beta^{s-1}$ forms a basis, i.e., $\mathbb{K}=\oplus_{u=0}^{s-1} \beta^{u} \mathbb{F}$. Thus, the lemma will be proved if we show that $\beta^{u} \mathbb{F} \subseteq K$ for all $u=0,1, \ldots, s-1$. To prove this inclusion we will use induction on $u$.

For the induction base, let $u=0$. In this case, we have $\alpha_{i}^{q S} \in S_{i}^{(1)}$ for all $0 \leq q<$ $\frac{p_{i}-1}{s}$. Therefore $\alpha_{i}^{q s+j} \in S_{i}^{(1)} \alpha_{i}^{j}$ for all $0 \leq q<\frac{p_{i}-1}{s}$. As a result, $\alpha_{i}^{q s+j} \in K$ for all $0 \leq q<\frac{p_{i}-1}{s}$ and all $0 \leq j \leq s-1$. In other words,

$$
\begin{equation*}
\alpha_{i}^{t} \in K, t=0,1, \ldots, p_{i}-2 \tag{5.15}
\end{equation*}
$$

Next we show that also $\alpha_{i}^{p_{i}-1} \in K$. For every $t=1, \ldots, s-1$ we have $0 \leq$ $\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor<\frac{p_{i}-1}{s}$. As a result,

$$
\beta^{t} \alpha_{i}^{t+\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \in S_{i}^{(1)}, t=1, \ldots, s-1
$$

We obtain, for each $t=1, \ldots, s-1$,

$$
\beta^{t} \alpha_{i}^{p_{i}-1}=\beta^{t} \alpha_{i}^{t+\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \alpha_{i}^{p_{i}-1-t-\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \in S_{i} \alpha_{i}^{p_{i}-1-t-\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \subseteq K .
$$

At the same time,

$$
\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{p_{i}-1} \in S_{i}^{(2)} \subseteq K
$$

The last two statements together imply that

$$
\alpha_{i}^{p_{i}-1}=\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{p_{i}-1}-\sum_{t=1}^{s-1} \beta^{t} \alpha_{i}^{p_{i}-1} \in K .
$$

Combining this with (5.15), we conclude that $\alpha_{i}^{t} \in K$ for all $t=0,1, \ldots, p_{i}-1$. Recall that $1, \alpha_{i}, \ldots, \alpha_{i}^{p_{i}-1}$ is a basis of $\mathbb{F}$ over $F_{i}$, and that $K$ is a vector space over $F_{i}$, so $\mathbb{F} \subseteq K$. This establishes the induction base.

Now let us fix $u \geq 1$ and let us assume that $\beta^{u^{\prime}} \mathbb{F} \subseteq K$ for all $u^{\prime}<u$. To prove the induction step, we need to show that $\beta^{u} \mathbb{F} \subseteq K$. Mimicking the argument that led to (5.15), we can easily show that

$$
\begin{equation*}
\beta^{u} \alpha_{i}^{u+t} \in K, t=0,1, \ldots, p_{i}-2 . \tag{5.16}
\end{equation*}
$$

Let us show that (5.16) is also true for $t=p_{i}-1$, i.e., that $\beta^{u} \alpha_{i}^{u+p_{i}-1} \in K$. For every $1 \leq t \leq s-1-u$, we have $0 \leq\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor<\frac{p_{i}-1}{s}$. As a result,

$$
\beta^{u+t} \alpha_{i}^{u+t+\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \in S_{i}^{(1)}, t=1, \ldots, s-1-u
$$

Therefore, for all such $t$

$$
\begin{equation*}
\beta^{u+t} \alpha_{i}^{u+p_{i}-1}=\beta^{u+t} \alpha_{i}^{u+t+\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \alpha_{i}^{p_{i}-1-t-\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \in S_{i} \alpha_{i}^{p_{i}-1-t-\left\lfloor\frac{p_{i}-1-t}{s}\right\rfloor s} \subseteq K \tag{5.17}
\end{equation*}
$$

By the induction hypothesis, $\beta^{u^{\prime}} \mathbb{F} \subseteq K$ for all $u^{\prime}=0,1, \ldots, u-1$. As a result,

$$
\begin{equation*}
\beta^{u^{\prime}} \alpha_{i}^{u+p_{i}-1} \in K, u^{\prime}=0,1, \ldots, u-1 \tag{5.18}
\end{equation*}
$$

At the same time,

$$
\begin{equation*}
\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{u+p_{i}-1}=\left(\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{p_{i}-1}\right) \alpha_{i}^{u} \in S_{i}^{(2)} \alpha_{i}^{u} \subseteq K \tag{5.19}
\end{equation*}
$$

Combining (5.17), (5.18) and (5.19), we obtain

$$
\beta^{u} \alpha_{i}^{u+p_{i}-1}=\sum_{t=0}^{s-1} \beta^{t} \alpha_{i}^{u+p_{i}-1}-\sum_{u^{\prime}=0}^{u-1} \beta^{u^{\prime}} \alpha_{i}^{u+p_{i}-1}-\sum_{t=1}^{s-1-u} \beta^{u+t} \alpha_{i}^{u+p_{i}-1} \in K .
$$

Now on account of (5.16) we can conclude that $\beta^{u} \alpha_{i}^{u+t} \in K$ for all $t=0,1, \ldots, p_{i}-1$. Therefore, $\beta^{u} \mathbb{F} \subseteq K$. This establishes the induction step and completes the proof of the lemma.

The value of sub-packetization of the constructed codes is given in the following obvious proposition.

Proposition 5.6. The sub-packetization of our construction is $l=\left[\mathbb{K}: \mathbb{F}_{p}\right]=s \prod_{i=1}^{n} p_{i}$, where $p_{i}$ 's are the smallest $n$ distinct primes satisfying (5.6).

The proof follows immediately from the fact that the repair of the $i$-th coordinate is performed over the field $F_{i}$, so the repair field of our construction is $\cap_{i=1}^{n} F_{i}=\mathbb{F}_{p}$. To estimate the asymptotics of $l$ for $n \rightarrow \infty$, recall that our discussion of Dirichlet's prime number theorem in Sec. 5.1.4 above implies that, for fixed $s, l=e^{(1+o(1)) n \log n}$. This proves the upper bound in (5.2).

### 5.4 A lower bound on the sub-packetization of scalar linear MSR codes

In this section we prove a lower bound on the sub-packetization value $l$ of $(n, k)$ scalar linear MSR codes, which implies that $l \geq e^{(1+o(1)) k \log k}$. In contrast, for MSR array codes, a much smaller sub-packetization value $l=r^{[n /(r+1)\rceil}$ is achievable [68]. This shows that limiting oneself to scalar linear codes necessarily leads to a much larger subpacketization, and constructing such codes in real storage systems is even less feasible than their array code counterparts. The main result of this section is the following theorem:

Theorem 5.7. Let $F=\mathbb{F}_{q}$ and $E=\mathbb{F}_{q^{l}}$ for a prime power $q$. Let $d$ be an integer between $k+1$ and $n-1$. Let $\mathcal{C} \subseteq E^{n}$ be an $(n, k)$ scalar linear MDS code with a linear repair scheme over $F$. Suppose that the repair bandwidth of the scheme achieves the cut-set bound (2.1) with equality for the repair of any single node from any $d$ helper nodes. Then the sub-packetization l is at least

$$
l \geq \prod_{i=1}^{k-1} p_{i}
$$

where $p_{i}$ is the $i$-th smallest prime.
As discussed above in Sec. 5.1.4, this theorem implies the asymptotic lower bound $l \geq e^{(1+o(1)) k \log k}$.

In the proof of Theorem 5.7, we will need the following auxiliary lemmas.
Lemma 5.8. (Subfield criterion [34, Theorem 2.6]) Each subfield of the field $\mathbb{F}_{p^{n}}$ is of order $p^{m}$, where $m \mid n$. For every positive divisor $m$ of $n$ there exists a unique subfield of $\mathbb{F}_{p^{n}}$ that contains $p^{m}$ elements.

Lemma 5.9. Let $E$ be an extension field of $\mathbb{F}_{q}$ and let $\alpha_{1}, \ldots, \alpha_{n} \in E$. Then

$$
\left[\mathbb{F}_{q}\left(\alpha_{1}, \ldots, \alpha_{n}\right): \mathbb{F}_{q}\right]=\operatorname{lcm}\left(d_{1}, \ldots, d_{n}\right)
$$

where $d_{i}=\left[\mathbb{F}_{q}\left(\alpha_{i}\right): \mathbb{F}_{q}\right]$.
Proof: Obvious.
Lemma 5.10. Let $a_{1}, a_{2}, \ldots, a_{n} \in F^{m}$ and $b_{1}, b_{2}, \ldots, b_{n} \in F^{m}$ be two sets of vectors over a field $F$, and let $A$ and $B$ denote their spans over $F$. Let $c_{i}=a_{i}+b_{i}, i=1, \ldots, n$ then

$$
\begin{equation*}
\operatorname{dim}_{F}\left(c_{1}, \ldots, c_{n}\right) \leq \operatorname{dim} A+\operatorname{dim} B \tag{5.20}
\end{equation*}
$$

The lemma follows immediately from the fact that, for any two subspaces $A$ and $B$ of a linear space,

$$
\begin{equation*}
\operatorname{dim}(A+B)+\operatorname{dim}(A \cap B)=\operatorname{dim} A+\operatorname{dim} B \tag{5.21}
\end{equation*}
$$

In the next lemma $\mathcal{S}_{F}(\cdot)$ refers to the row space of the matrix argument over the field $F$.

Lemma 5.11. Let $E$ be an extension of a finite field $F$ of degree $l$. Let $A=\left(a_{i, j}\right)$ be an $m \times n$ matrix over $E$. Then

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{S}_{F}(A)\right) \leq \sum_{j=1}^{n} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right) \tag{5.22}
\end{equation*}
$$

Moreover, if (5.22) holds with equality, then for every $\mathcal{J} \subseteq[n]$,

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}}\right)\right)=\sum_{j \in \mathcal{J}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right) \tag{5.23}
\end{equation*}
$$

where $A_{\mathcal{J}}$ is the restriction of $A$ to the columns with indices in $\mathcal{J}$.
Proof. Inequality (5.22) is an immediate consequence of Lemma 5.10. Indeed, suppose that $n=2$ and view the $i$ th row of $A$ as the sum of two 2 -dimensional vectors over $E$, namely $\left(a_{i, 1} \mid 0\right)$ and $\left(0 \mid a_{i, 2}\right), i=1, \ldots, m$; then (5.22) is the same as (5.20). The extension to $n>2$ follows by straightforward induction.

Now let us prove the second part of the claim. Suppose that

$$
\operatorname{dim}\left(\mathcal{S}_{F}(A)\right)=\sum_{j=1}^{n} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right)
$$

Then for every $\mathcal{J} \subseteq[n]$,

$$
\begin{aligned}
& \sum_{j \in \mathcal{J}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right)+\sum_{j \in \mathcal{J}^{c}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right) \\
= & \operatorname{dim}\left(\mathcal{S}_{F}(A)\right) \leq \operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}}\right)\right)+\operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}^{c}}\right)\right) .
\end{aligned}
$$

But according to (5.22),

$$
\begin{aligned}
& \operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}}\right)\right) \leq \sum_{j \in \mathcal{J}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right) \\
& \operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}^{c}}\right)\right) \leq \sum_{j \in \mathcal{J}^{c}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right)
\end{aligned}
$$

Therefore

$$
\operatorname{dim}\left(\mathcal{S}_{F}\left(A_{\mathcal{J}}\right)\right)=\sum_{j \in \mathcal{J}} \operatorname{dim}_{F}\left(a_{1, j}, a_{2, j}, \ldots, a_{m, j}\right)
$$

This completes the proof of the lemma.
Now we are ready to prove Theorem 5.7.
Proof of Theorem 5.7: Let $\mathcal{C}$ be an $(n, k)$ MSR code with $(1, d)$-optimal repair property. By puncturing the code $\mathcal{C}$ to any $d+1$ coordinates, we obtain a $(d+1, k)$ MSR code with $(1, d)$-optimal repair property. Therefore without loss of generality below we assume that $d=n-1$.

Let $H=\left[M \mid I_{r}\right]$ be the parity-check matrix of the code $\mathcal{C}$ over $E$, written in systematic form, where $M$ is an $r \times k$ matrix and $I_{r}$ is the $r \times r$ identity matrix. Let $h_{i j}$ be the entry of $H$ in position $(i, j)$. Since $\mathcal{C}$ is an MDS code, every square submatrix of $M$ is invertible. In particular, every entry of $M$ is nonzero, so without loss of generality we may assume that $h_{1, j}=1, j=1,2, \ldots, k$. Since $d \geq k+1$, we also have $n \geq k+2$, and therefore $H$ contains at least two rows.

The theorem will follow from the following claim.
Claim 5.1. For $j=1, \ldots, k-1$ define $\alpha_{j}:=\frac{h_{2, j}}{h_{2, k}}$. Then for every $j=1, \ldots, k-1$,

$$
\begin{equation*}
\alpha_{j} \notin \mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right\}\right) \tag{5.24}
\end{equation*}
$$

In other words, $\alpha_{j}$ is not generated by the remaining $\alpha_{i}$ 's over $\mathbb{F}_{q}$.
We first show that this claim indeed implies the theorem. Let $d_{i}=\left[\mathbb{F}_{q}\left(\alpha_{i}\right): \mathbb{F}_{q}\right]$ be the degree of the field extension generated by $\alpha_{i}$. We prove by contradiction that for all $j=1,2, \ldots, k-1, d_{j}$ does not divide $\operatorname{lcm}\left(d_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right)$. Suppose the contrary, i.e., that there is a $j$ such that $d_{j} \mid \operatorname{lcm}\left(d_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right)$. According to Lemma 5.9,

$$
\left[\mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right\}\right): \mathbb{F}_{q}\right]=\operatorname{lcm}\left(d_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right)
$$

Then by Lemma 5.8, there is a subfield

$$
\begin{equation*}
F_{j} \subseteq \mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right\}\right) \tag{5.25}
\end{equation*}
$$

such that $\left[F_{j}: \mathbb{F}_{q}\right]=d_{j}$. Notice that $E=\mathbb{F}_{q^{l}}$ contains all $\alpha_{u}, u=1,2, \ldots, k-1$. So both $F_{j}$ and $\mathbb{F}_{q}\left(\alpha_{j}\right)$ are subfields of $E$, and they have the same order $q^{d_{j}}$. Consequently, $\mathbb{F}_{q}\left(\alpha_{j}\right)=F_{j}$. Then from (5.25) we conclude that $\alpha_{j} \in \mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\right.\right.$ $\{j\}\})$, which contradicts (5.24). Thus, our assumption is wrong, and $d_{j} \chi \operatorname{lcm}\left(d_{i}: i \in\right.$ $\{1,2, \ldots, k-1\} \backslash\{j\})$. As an immediate corollary,

$$
l=\left[E: \mathbb{F}_{q}\right] \geq\left[\mathbb{F}_{q}\left(\left\{\alpha_{i}: i=1, \ldots, k-1\right\}\right): \mathbb{F}_{q}\right]=\operatorname{lcm}\left(d_{1}, \ldots, d_{k-1}\right) \geq \prod_{i=1}^{k-1} p_{i}
$$

Thus we have shown that Claim 5.1 indeed implies the theorem. Now let us prove the claim.

Proof of the Claim 5.1: Consider the repair of the $j$-th node of the code $\mathcal{C}$ for some $j \in\{1,2, \ldots, k-1\}$. Since $\mathcal{C}$ can be viewed as an $(n, k, n-1, l)$ MSR code with a linear repair scheme over $\mathbb{F}_{q}$, node $c_{j}$ can be repaired by downloading $(n-1) l / r$ symbols of $\mathbb{F}_{q}$ from all the remaining nodes $\left\{c_{i}: i \in[n] \backslash\{j\}\right\}$, where $r=n-k$. Therefore by Theorem 5.1, there exist $l$ codewords

$$
\left(c_{t, 1}, c_{t, 2}, \ldots, c_{t, n}\right) \in \mathcal{C}^{\perp}, t=1,2, \ldots, l
$$

such that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}_{q}}\left(c_{1, j}, c_{2, j}, \ldots, c_{l, j}\right)=l, \text { and } \tag{5.26}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i \neq j} \operatorname{dim}_{\mathbb{F}_{q}}\left(c_{1, i}, c_{2, i}, \ldots, c_{l, i}\right)=\frac{(n-1) l}{r} \tag{5.27}
\end{equation*}
$$

Since $H$ is a generator matrix of $\mathcal{C}^{\perp}$, for each $t=1,2, \ldots, l$ there is a column vector $b_{t} \in E^{r}$ such that $\left(c_{t, 1}, c_{t, 2}, \ldots, c_{t, n}\right)=b_{t}^{T} H$. We define an $l \times r$ matrix $B$ over the field $E$ as $B=\left[b_{1} b_{2} \ldots b_{l}\right]^{T}$. We claim that the $\mathbb{F}_{q}$-rank of the row space of $B$ is $l$. Indeed, assume the contrary, then there exists a nonzero vector $w \in \mathbb{F}_{q}^{l}$ such that $w B=0$. Therefore,

$$
w B H=w\left[\begin{array}{cccc}
c_{1,1} & c_{1,2} & \ldots & c_{1, n} \\
c_{2,1} & c_{2,2} & \ldots & c_{2, n} \\
\vdots & \vdots & \vdots & \vdots \\
c_{l, 1} & c_{l, 2} & \ldots & c_{l, n}
\end{array}\right]=0 .
$$

This implies that $w\left(c_{1, j}, c_{2, j}, \ldots, c_{l, j}\right)^{T}=0$, contradicting (5.26). Thus we conclude that $B$ has $l$ linearly independent rows over $\mathbb{F}_{q}$.

Now we want to show that there exists an $l \times l$ invertible matrix $A$ over $\mathbb{F}_{q}$ such that the matrix $A B$ is an $r \times r$ block-diagonal matrix $\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right)$, where each block $a_{i}$ is formed of a column vector of length $\frac{l}{r}$. In other words, by performing elementary row operations over $\mathbb{F}_{q}, B$ can be transformed into an $r \times r$ block-diagonal matrix $\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right)$. Indeed, for $i \in[n]$, let $h_{i}$ be the $i$-th column of the matrix $H$, and define

$$
t_{i}=\operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left(c_{1, i}, c_{2, i}, \ldots, c_{l, i}\right)
$$

By (5.27), we have

$$
\begin{equation*}
\sum_{i \neq j}^{n} t_{i}=\frac{(n-1) l}{r} \tag{5.28}
\end{equation*}
$$

Since $H$ generates an $(n, r)$ MDS code, for any subset of indices $\mathcal{J} \subseteq[n]$ of size $|\mathcal{J}|=r$, the matrix $H_{\mathcal{J}}$ is of full rank. Therefore, the $l \times r$ matrix $B H_{\mathcal{J}}$ satisfies the conditions

$$
\begin{equation*}
l=\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}(B)\right)=\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(B H_{\mathcal{J}}\right)\right) \leq \sum_{i \in \mathcal{J}} \operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right) \tag{5.29}
\end{equation*}
$$

where the last inequality follows from Lemma 5.11. Summing both sides of (5.29) over all subsets $\mathcal{J} \subseteq[n] \backslash\{j\}$ of size $|\mathcal{J}|=r$, we obtain that

$$
\begin{align*}
l\binom{n-1}{r} & \leq \sum_{\substack{\mathcal{J} \subseteq[n] \backslash\{j\} \\
|\mathcal{J}|=r}} \sum_{i \in \mathcal{J}} \operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right) \\
& =\binom{n-2}{r-1} \sum_{i \neq j} t_{i}  \tag{5.30}\\
& \stackrel{(5.28)}{=}\binom{n-2}{r-1} \frac{(n-1) l}{r} \\
& =l\binom{n-1}{r},
\end{align*}
$$

This implies that the inequality above is in fact an equality, and therefore, on account of (5.29) for every subset $\mathcal{J} \subseteq[n] \backslash\{j\},|\mathcal{J}|=r$ we have

$$
\begin{equation*}
l=\sum_{i \in \mathcal{J}} \operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right)=\sum_{i \in \mathcal{J}} t_{i} . \tag{5.31}
\end{equation*}
$$

From (5.31) we obtain that for all $i \in[n] \backslash\{j\}$

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right)=t_{i}=l / r . \tag{5.32}
\end{equation*}
$$

Moreover, since (5.29) holds with equality, we can use the second part of Lemma 5.11 to claim that, for $\mathcal{J} \subseteq[n] \backslash\{j\}$ of size $|\mathcal{J}| \leq r$,

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(B H_{\mathcal{J}}\right)\right)=\sum_{i \in \mathcal{J}} \operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right)=\frac{|\mathcal{J}| l}{r} \tag{5.33}
\end{equation*}
$$

Let us take $\mathcal{J}$ to be a subset of $\{k+1, k+2, \ldots, n\}$. Since the last $r$ columns of $H$ form an identity matrix, (5.33) becomes

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(B_{\mathcal{J}}\right)\right)=\frac{|\mathcal{J}| l}{r} \text { for all } \mathcal{J} \subseteq[r] \text { with size }|\mathcal{J}| \leq r \tag{5.34}
\end{equation*}
$$

Now we are ready to prove that by performing elementary row operations over $\mathbb{F}_{q}, B$ can be transformed into an $r \times r$ block diagonal matrix $\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right)$, where each block $a_{i}$ is a single column vector of length $\frac{l}{r}$. We proceed by induction. More specifically, we prove that for $i=1,2, \ldots, r$, we can use elementary row operations over $\mathbb{F}_{q}$ to transform the first $i$ columns of $B$ into the following form:

$$
\left[\begin{array}{cccc}
a_{1} & 0 & \ldots & 0 \\
0 & a_{2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & a_{i} \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0}
\end{array}\right]
$$

where each $\mathbf{0}$ in the last row of the above matrix is a column vector of length $l\left(1-\frac{i}{r}\right)$.
Let $i=1$. According to (5.34), each column of $B$ has dimension $l / r$ over $\mathbb{F}_{q}$. Thus the induction base holds trivially. Now assume that there is an $l \times l$ invertible matrix $A$ over $\mathbb{F}_{q}$ such that

$$
A B_{[i-1]}=\left[\begin{array}{cccc}
a_{1} & 0 & \ldots & 0 \\
0 & a_{2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & a_{i-1} \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0}
\end{array}\right]
$$

where each $\mathbf{0}$ in the last row of this matrix is a column vector of length $l\left(1-\frac{i-1}{r}\right)$. Let us write the $i$-th column of $A B$ as $\left(v_{1}, v_{2}, \ldots, v_{l}\right)^{T}$. Since each column of $B$ has dimension
$l / r$ over $\mathbb{F}_{q},\left(v_{1}, v_{2}, \ldots, v_{l}\right)^{T}$ also has dimension $l / r$ over $\mathbb{F}_{q}$. Since the last $l\left(1-\frac{i-1}{r}\right)$ rows of the matrix $A B_{[i-1]}$ are all zero, we can easily deduce that

$$
\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(A B_{[i]}\right)\right) \leq \frac{i-1}{r} l+\operatorname{dim}_{\mathbb{F}_{q}}\left(v_{(i-1) l / r+1}, v_{(i-1) l / r+2}, \ldots, v_{l}\right)
$$

$\operatorname{By}(5.34), \operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(A B_{[i]}\right)\right)=\operatorname{dim}\left(\mathcal{S}_{\mathbb{F}_{q}}\left(B_{[i]}\right)\right)=\frac{i l}{r}$. As a result,

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(v_{(i-1) l / r+1}, v_{(i-1) l / r+2}, \ldots, v_{l}\right) \geq l / r=\operatorname{dim}_{\mathbb{F}_{q}}\left(v_{1}, v_{2}, \ldots, v_{l}\right)
$$

In other words, $\left(v_{(i-1) l / r+1}, v_{(i-1) l / r+2}, \ldots, v_{l}\right)$ contains a basis of the set $\left(v_{1}, v_{2}, \ldots, v_{l}\right)$ over $\mathbb{F}_{q}$. This implies that we can use elementary row operations on the matrix $A B$ to eliminate all the nonzero entries $v_{m}$ for $m \leq(i-1) l / r$, and thus obtain the desired block-diagonal structure for the first $i$ columns. This establishes the induction step.

We conclude that there exists an $l \times l$ invertible matrix $A$ over $\mathbb{F}_{q}$ such that $A B=$ $\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right)$, where each block $a_{i}$ is a single column vector of length $\frac{l}{r}$. For $u \in[r]$, let $A_{u}$ be the vector space spanned by the entries of $a_{u}$ over $\mathbb{F}_{q}$. According to (5.32), for all $i \in[n] \backslash\{j\}$

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(A B h_{i}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{i}\right)=l / r .
$$

Since

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}}\left(A B h_{i}\right) & =\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right) h_{i}\right) \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{1} h_{1, i}+\cdots+A_{r} h_{r, i}\right), \quad i=1,2, \ldots, n,
\end{aligned}
$$

for all $i \in[n] \backslash\{j\}$ we have

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{1} h_{1, i}+\cdots+A_{r} h_{r, i}\right)=l / r .
$$

Since each column of $B$ has dimension $l / r$ over $\mathbb{F}_{q}, A_{u}$ also has dimension $l / r$ over $\mathbb{F}_{q}$ for every $u \in[r]$. Recall that $h_{u, i} \neq 0$ for all $u \in[r]$ and all $i \in[k]$. Thus

$$
\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{u} h_{u, i}\right)=l / r=\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{1} h_{1, i}+\cdots+A_{r} h_{r, i}\right)
$$

for all $u=1, \ldots, r$ and $i \in[k] \backslash\{j\}$. Therefore,

$$
A_{1} h_{1, i}=A_{2} h_{2, i}=\cdots=A_{r} h_{r, i} \text { and all } i \in[k] \backslash\{j\} .
$$

Since $h_{1, i}=1$ for all $i=1,2, \ldots, k$, we have

$$
\begin{equation*}
A_{2} h_{2, i}=A_{1} \text { for all } i \in[k] \backslash\{j\} \tag{5.35}
\end{equation*}
$$

Equivalently,

$$
A_{2} \alpha_{i}=A_{2} \text { for all } i \in\{1,2, \ldots, k-1\} \backslash\{j\} .
$$

By definition $A_{2}$ is a vector space over $\mathbb{F}_{q}$, so

$$
\begin{equation*}
A_{2} \gamma=A_{2} \text { for all } \gamma \in \mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right\}\right) \tag{5.36}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{1} h_{1, j}+\cdots+A_{r} h_{r, j}\right) & =\operatorname{dim}_{\mathbb{F}_{q}}\left(\operatorname{Diag}\left(a_{1}, \ldots, a_{r}\right) h_{j}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left(A B h_{j}\right)  \tag{5.37}\\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left(B h_{j}\right)=\operatorname{dim}_{\mathbb{F}_{q}}\left\{c_{1, j}, c_{2, j}, \ldots, c_{l, j}\right\}=l,
\end{align*}
$$

while

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}_{q}}\left(A_{u} h_{u, j}\right)=l / r, \quad u=1,2, \ldots, r . \tag{5.38}
\end{equation*}
$$

Equations (5.37) and (5.38) together imply that the vector spaces $A_{1} h_{1, j}, A_{2} h_{2, j}, \ldots, A_{r} h_{r, j}$ are pairwise disjoint. In particular, $A_{1} \cap A_{2} h_{2, j}=\{0\}$. On account of (5.35), we therefore have $A_{2} h_{2, k} \cap A_{2} h_{2, j}=\{0\}$. This implies that $A_{2} \alpha_{j} \neq A_{2}$. By (5.36), we conclude that $\alpha_{j} \notin \mathbb{F}_{q}\left(\left\{\alpha_{i}: i \in\{1,2, \ldots, k-1\} \backslash\{j\}\right\}\right)$. This completes the proof of the claim.

### 5.5 A family of Reed-Solomon Codes with asymptotically optimal repair bandwidth

In this section we couple the linear repair scheme of [26] (see Section 5.1.2 for a recap) with the $r$-ary expansion idea of $[6,61]$ to construct a family of RS codes with asymptotically optimal repair bandwidth.

Given any $n$ and $k$, we will specify a symbol field $E$, which is a degree $l$ finite field extension over some finite field $F$, and a set of evaluation points $\Lambda$, and view the $\mathrm{RS}_{E}(n, k, \Lambda)$ codes as $(n, k, l)$ array codes over $F$. We will show that they have repair bandwidth bounded above by $\frac{l(n+1)}{n-k}$ over the base field $F$. Since the optimal repair bandwidth for an $(n, k, l)$ MDS array code is $\frac{l(n-1)}{n-k}$, we conclude that when $n \rightarrow \infty$, the ratio between the actual and the optimal repair bandwidth approaches 1 (the corresponding quantity of the construction in [26] is about 1.5).

### 5.5.1 The choice of symbol field and evaluation points

Here we explain how to find a symbol field $E$ and a set of evaluation points $\Lambda$ such that the corresponding RS code has nearly optimal repair bandwidth.

Suppose that $n$ and $k$ are arbitrary fixed numbers. Let $F$ be a finite field and let $h(x) \in F[x]$ be a degree $l$ irreducible polynomial over $F$, where $l=r^{n}, r=n-k$. Let $\beta$ be a root of $h(x)$ and set the symbol field to be $E=F(\beta)$, i.e., the field generated by $\beta$ over $F$. Clearly $\left\{1, \beta, \beta^{2}, \ldots, \beta^{l-1}\right\}$ is a basis for $E$ over $F$. Choose the set of evaluation points to be $\Lambda=\left\{\beta^{r^{0}}, \beta^{r^{1}}, \ldots, \beta^{r^{n-1}}\right\}$.

Theorem 5.12. The repair bandwidth of the code $R S_{E}(n, k, \Lambda)$ over $F$ is less than $l \frac{n+1}{n-k}$.
Proof. We need to show that for every $i \in[n]$, we can find polynomials $f_{i, j}$ with $\operatorname{deg}\left(f_{i, j}\right)<$ $r, j=1, \ldots, l$ such that $f_{i, 1}\left(\beta^{r^{i-1}}\right), \ldots, f_{i, l}\left(\beta^{r i-1}\right)$ form a basis for $E$ over $F$ and

$$
\sum_{0 \leq t<n, t \neq i-1} \operatorname{dim}_{F}\left(\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}\right)<\frac{l(n+1)}{n-k} .
$$

For $a=0,1, \ldots, l-1$, write its $r$-ary expansion as $a=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$, where $a_{i}$ is the $i$-th digit from the right. Define the set of $l$ polynomials $\left\{f_{i, j}\right\}_{j \in[l]}=\left\{\beta^{a} x^{s}: a_{i}=\right.$ $0, s=0,1, \ldots, r-1\}$.

It is easy to verify that

$$
\left\{f_{i, j}\left(\beta^{r^{i-1}}\right): j \in[l]\right\}=\left\{1, \beta, \beta^{2}, \ldots, \beta^{l-1}\right\}
$$

(as sets), so the elements $\left\{f_{i, j}\left(\beta^{r^{i-1}}\right)\right\}_{j \in[l]}$ form a basis for $E$ over $F$. When $t<i-1$, we have
$\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}=\left\{\beta^{a}: a_{i}=0\right\} \bigcup\left(\bigcup_{u=0}^{r-2}\left\{\beta^{a}: a_{i}=1, a_{i-1}=\cdots=a_{t+2}=0, a_{t+1}=u\right\}\right)$.
Thus $\operatorname{dim}_{F}\left(\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}\right) \leq \frac{l}{r}+(r-1) \frac{l}{r^{i-t}}$ if $t<i-1$. When $t>i-1$, we have
$\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}=\left\{\beta^{a}: a_{i}=0\right\} \bigcup\left(\bigcup_{u=0}^{r-2}\left\{\beta^{l+a}: a_{n}=\cdots=a_{t+2}=0, a_{t+1}=u, a_{i}=0\right\}\right)$.
Thus $\operatorname{dim}_{F}\left(\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}\right) \leq \frac{l}{r}+(r-1) \frac{l}{r^{n-t+1}}$ for $t>i-1$. An upper bound on the sum of the dimensions is given by:

$$
\begin{aligned}
& \sum_{0 \leq t<n, t \neq i-1} \operatorname{dim}_{F}\left(\left\{f_{i, j}\left(\beta^{r^{t}}\right)\right\}_{j \in[l]}\right) \\
\leq & (n-1) \frac{l}{r}+(r-1) \sum_{t=0}^{i-2} \frac{l}{r^{i-t}}+(r-1) \sum_{t=i}^{n-1} \frac{l}{r^{n-t+1}} \\
= & l\left(\frac{n-1}{r}+\frac{r^{i-1}-1}{r^{i}}+\frac{r^{n-i}-1}{r^{n-i+1}}\right) \\
< & l \frac{n+1}{n-k} .
\end{aligned}
$$

The proof is complete.

### 5.6 Concluding remarks

In this chapter, we constructed optimal-repair RS code with sub-packetization $l=\exp ((1+$ $o(1)) n \log n)$. We also proved an almost matching lower bound on $l$, showing that the super-exponential scaling is both necessary and sufficient for achieving the cut-set bound (2.1) using linear repair schemes. Finally, we constructed an $(n, k=n-r)$ RS code with sub-packetization $l=r^{n}$ (much smaller than the first construction) that asymptotically achieves (2.1) for the repair of any single failed node from all the other $n-1$ surviving nodes.

A possible future direction of research is to study the optimal trade-off between the repair bandwidth of scalar codes and the sub-packetization value. From the results in this chapter we know that if we allow ourselves $l=r^{n}$, then the bandwidth can approach (2.1). It is therefore of interest to study the best achievable repair bandwidth of RS codes with smaller sub-packetization.

## Chapter 6: Fractional decoding: Error correction from partial information

In this chapter we consider error correction by MDS codes based on a part of the received codeword. Our problem is motivated by applications in distributed storage. While efficiently correcting erasures by MDS storage codes (the "repair problem") has been widely studied in recent literature, the problem of correcting errors in a similar setting seems to represent a new question in coding theory.

Suppose that $k$ data symbols are encoded using an $(n, k)$ MDS code, and some of the codeword coordinates are located on faulty storage nodes that introduce errors. We want to recover the original data from the corrupted codeword under the constraint that the decoder can download only an $\alpha$ proportion of the codeword (fractional decoding). For any $(n, k)$ code we show that the number of correctable errors under this constraint is bounded above by $\lfloor(n-k / \alpha) / 2\rfloor$. We also present two families of MDS array codes which achieve this bound with equality under a simple decoding procedure. The decoder downloads an $\alpha$ proportion of each of the codeword's coordinates, and provides a much larger decoding radius compared to the naive approach of reading some $\alpha n$ coordinates of the codeword. One of the code families is formed of Reed-Solomon (RS) codes with well-chosen evaluation points, while the other is based on folded RS codes.

Finally, we show that folded RS codes also have the optimal list decoding radius under the fractional decoding constraint.

The results presented in this chapter appear in [63].

### 6.1 Introduction

In this chapter we extend the setting of erasure correction from partial information to the problem of error correction. In a distributed system, we usually face a limitation on the disk input/output operations as well as on the amount of information transmitted for the purpose of decoding (decoding bandwidth). Under no limitations on the decoding bandwidth, it is possible to recover the information from any $\lfloor(d-1) / 2\rfloor$ errors, where $d$ is the distance of the code. Assuming that the system permits the decoder to utilize only an $\alpha<1$ proportion of the whole codeword, we face the natural question of how many errors we can guarantee to correct in this setup. In other words, how much do we give up in terms of error-correcting capability by limiting the decoding bandwidth?

Informal description of the problem. Let $\mathcal{C}$ be a code of length $n$ and dimension $k$ over a field $F$. Let $y=c+e$ be equal to a codeword $c$ plus an error vector $e \in F^{n}$. Suppose
that the decoder attempts to recover the data encoded in $c$ based on a part of the vector $y$. More specifically, suppose that the input to the decoder is formed as some functions $f_{i}$ of the symbols $y_{i}, i=1, \ldots, n$, each defined on an individual coordinate, and suppose that the total number of field symbols available to the decoder is $\alpha n, \alpha \leq 1$. Clearly we should take $\alpha \geq k / n$ because the codeword encodes $k$ data symbols, and even without errors to recover the data the decoder needs at least as many input symbols. If $\alpha=1$, we return to the standard decoding problem, so our goal is to study error correction for $\alpha$ in the range $\frac{k}{n} \leq \alpha<1$.

We call the number of errors correctable from an $\alpha$ proportion of the codeword the $\alpha$-decoding radius, and denote it by $r_{\alpha}(n, k)$. Our first result, proved in Section 6.2, is an upper bound on $r_{\alpha}(n, k)$. Then in Sections 6.3 and 6.4 we present two code constructions that achieve this upper bound with equality. The code families that we consider belong to the class of array codes, and therefore we phrase our definitions and results in terms of such codes. At the same time, the general problem of fractional decoding as well as the upper bound on the $\alpha$-decoding radius in Theorem 6.2 apply to all codes, and do not depend on the specific setting considered below.

An $(n, k, l)$ array code $\mathcal{C}$ is formed of $l \times n$ matrices $C=\left(C_{1}, \ldots, C_{n}\right) \in\left(F^{l}\right)^{n}$, where $F$ is a finite field. Each column $C_{i}$ of the matrix is a codeword coordinate, and the parameter $l$ that determines the dimension of the column vector $C_{i}$ is called subpacketization. We may also consider $\mathcal{C}$ as a code over the alphabet $F^{l}$, and then one error amounts to an incorrect column $C_{i}$. Accordingly, correcting up to $t$ errors means correcting any combination of errors $E=\left(E_{1}, E_{2}, \ldots, E_{n}\right) \in\left(F^{l}\right)^{n}$ of Hamming weight $w(E):=\left|\left\{i: E_{i} \neq 0\right\}\right| \leq t$, where the received codeword is the matrix $C+E=$ $\left(C_{i}+E_{i}, i=1, \ldots, n\right)$.

Definition 6.1 ( $\alpha$-decoding radius). Let $\mathcal{C}$ be an $(n, k, l)$ array code over the field $F$. We say that $\mathcal{C}$ corrects up to $t$ errors by downloading $\alpha n l$ symbols of $F$ if there exist functions

$$
\begin{equation*}
f_{i}: F^{l} \rightarrow F^{\alpha_{i} l}, i=1, \ldots, n \text { and } g: F^{\left(\sum_{i=1}^{n} \alpha_{i}\right) l} \rightarrow F^{n l} \tag{6.1}
\end{equation*}
$$

such that $\sum_{i=1}^{n} \alpha_{i} \leq n \alpha$ and for any codeword $C \in \mathcal{C}$ and any error $E \in\left(F^{l}\right)^{n}, w(E) \leq t$

$$
\begin{equation*}
g\left(f_{1}\left(C_{1}+E_{1}\right), f_{2}\left(C_{2}+E_{2}\right), \ldots, f_{n}\left(C_{n}+E_{n}\right)\right)=\left(C_{1}, C_{2}, \ldots, C_{n}\right) \tag{6.2}
\end{equation*}
$$

For $\alpha \geq k / n$, we define the $\alpha$-decoding radius of $\mathcal{C}$ as the maximum number of errors that $\mathcal{C}$ can correct by downloading $\alpha n l$ symbols of $F$, and denote it as $r_{\alpha}(\mathcal{C})$.

Finally, define the $\alpha$-decoding radius $r_{\alpha}(n, k)$ as follows:

$$
r_{\alpha}(n, k)=\max _{\mathcal{C} \in \mathcal{M}_{n, k}} r_{\alpha}(\mathcal{C})
$$

where $\mathcal{M}_{n, k}$ is the set of all $(n, k)$ codes.
Remark 6.1. Note that the part of the codeword that we access may be larger than $\alpha n$, and we only require that the decoding function $g$ uses no more than $\alpha n l$ symbols of $F$. The motivation comes from distributed storage where what matters is the amount of information transmitted over the network. In the context of regenerating codes and
erasure correction, this quantity is usually called the repair bandwidth. If the portion of the codeword accessed for the repair purposes is the same as the minimum possible repair bandwidth, then the codes are referred to as optimal-access regenerating codes (see [67, 78]). In this chapter we resort to the same language for the problem of error correction.

For any code $\mathcal{C}$ we have $r_{1}(\mathcal{C}) \leq\lfloor(n-k) / 2\rfloor$, with equality if $\mathcal{C}$ is an MDS code. Thus, $r_{1}(n, k)=\lfloor(n-k) / 2\rfloor$. We also have the following obvious lower bound on $r_{\alpha}(n, k)$.

Lemma 6.1. For any $k \leq n$ and $k / n \leq \alpha \leq 1$

$$
\begin{equation*}
r_{\alpha}(n, k) \geq\lfloor(\alpha n-k) / 2\rfloor . \tag{6.3}
\end{equation*}
$$

To see this, take an $(n, k)$ MDS code and pick $\alpha n$ coordinates to form a punctured code $\mathcal{C}$. The punctured code $\mathcal{C}$ is an MDS code of length $\alpha n$ and dimension $k$, so (6.3) follows by definition.

In this chapter we show that

$$
\begin{equation*}
r_{\alpha}(n, k)=\lfloor(n-k / \alpha) / 2\rfloor \tag{6.4}
\end{equation*}
$$

for any $n, k$ and $\alpha$ and we give two families of explicit constructions of MDS codes together with decoding schemes for which the optimal value in (6.4) is achieved. The optimal $\alpha$-decoding radius in (6.4) improves upon the lower bound (6.3) obtained from the naive decoding strategy by a factor of $1 / \alpha$ (see Fig. 1 which shows $r_{\alpha}(n, k) / n$ vs $\alpha$ ).


Figure 6.1: Normalized $\alpha$-decoding radius: Trivial bound (6.3) and improved bound (6.4) for codes of rate $R=0.4$.

The underlying idea behind our code constructions is as follows. Let $\epsilon$ be the proportion of erroneous coordinates in the codeword. The naive decoding procedure suggests to choose some $\alpha n$ coordinates and decode based on their entire contents. However, in
the worst case the number of errors in the chosen coordinates can be as large as $\epsilon n$, and we will have only $(\alpha-\epsilon) n$ error-free coordinates in the chosen subset. At the same time, by symmetrizing the decoding procedure and reading exactly an $\alpha$ proportion of each coordinate's contents, we can increase the proportion of error-free downloaded contents regardless of the location of the erroneous coordinates and improve the chances for successful decoding.

One code family that we construct is formed of Reed-Solomon (RS) codes with carefully chosen evaluation points, and the other one is based on Folded RS codes of Guruswami and Rudra [25].

In Sect. 6.4 we also introduce the notion of $\alpha$-list decoding capacity, and show that Folded Reed-Solomon codes can achieve the $\alpha$-list decoding capacity.

### 6.2 Upper bound on the $\alpha$-decoding radius

In this section we prove the following result.

## Theorem 6.2.

$$
\begin{equation*}
r_{\alpha}(n, k) \leq\lfloor(n-k / \alpha) / 2\rfloor . \tag{6.5}
\end{equation*}
$$

Proof. We need to show that if an $(n, k, l)$ code $\mathcal{C}$ over the field $F$ can correct up to $t$ errors by downloading $\alpha n l$ symbols of $F$ (see Def. 6.1), then $t \leq\lfloor(n-k / \alpha) / 2\rfloor$. By assumption, for any codeword $C=\left(C_{1}, \ldots, C_{n}\right) \in \mathcal{C}$ and any error vector $E=$ $\left(E_{1}, E_{2}, \ldots, E_{n}\right)$ of weight $\leq t$ there exist $n+1$ functions $f_{i}: F^{l} \rightarrow F^{\alpha_{i} l}, i=1,2, \ldots, n$ and $g: F^{\left(\sum_{i=1}^{n} \alpha_{i}\right) l} \rightarrow F^{n l}$ that satisfy (6.1)-(6.2).

We claim that $\sum_{i \in \mathcal{I}} \alpha_{i} \geq k$ for any set $\mathcal{I} \subseteq\{1,2, \ldots, n\}$ with cardinality $|\mathcal{I}|=n-$ $2 t$. Assume toward a contradiction that there is a set $\mathcal{I}_{0} \subseteq\{1,2, \ldots, n\},\left|\mathcal{I}_{0}\right|=n-2 t$ such that $\sum_{i \in \mathcal{I}_{0}} \alpha_{i}<k$. Without loss of generality, assume that $\mathcal{I}_{0}=\{1,2, \ldots, n-2 t\}$. Let us partition the set $\{1,2, \ldots, n\} \backslash \mathcal{I}_{0}$ into two disjoint sets $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$ such that $\left|\mathcal{J}_{1}\right|=\left|\mathcal{J}_{2}\right|=$ $t$. Since the dimension of $\mathcal{C}$ is $k$, there are a total of $|F|^{k l}$ codewords. At the same time, the vector $\left(f_{i}\left(C_{i}\right), i=1, \ldots, n-2 t\right)$ takes at most $\prod_{i \in \mathcal{I}_{0}}|F|^{\alpha_{i} l}=|F|^{\left(\sum_{i=\mathcal{I}_{0}} \alpha_{i}\right) l}<|F|^{k l}$ different values, so there exist two distinct codeword $\hat{C}$ and $\tilde{C}$ for which these vectors coincide:

$$
\begin{equation*}
\left(f_{1}\left(\hat{C}_{1}\right), f_{2}\left(\hat{C}_{2}\right), \ldots, f_{n-2 t}\left(\hat{C}_{n-2 t}\right)\right)=\left(f_{1}\left(\tilde{C}_{1}\right), f_{2}\left(\tilde{C}_{2}\right), \ldots, f_{n-2 t}\left(\tilde{C}_{n-2 t}\right)\right) \tag{6.6}
\end{equation*}
$$

Define error vectors $\hat{E}$ and $\tilde{E}$ by setting

$$
\hat{E}_{i}=\left\{\begin{array}{ll}
\tilde{C}_{i}-\hat{C}_{i} & \text { if } i \in \mathcal{J}_{1}  \tag{6.7}\\
0 & \text { if } i \notin \mathcal{J}_{1}
\end{array}, \quad \tilde{E}_{i}= \begin{cases}\hat{C}_{i}-\tilde{C}_{i} & \text { if } i \in \mathcal{J}_{2} \\
0 & \text { if } i \notin \mathcal{J}_{2}\end{cases}\right.
$$

Clearly, the weight of both $\hat{E}$ and $\tilde{E}$ is at most $t$. By (6.2), we have

$$
\begin{aligned}
& g\left(f_{1}\left(\hat{C}_{1}+\hat{E}_{1}\right), f_{2}\left(\hat{C}_{2}+\hat{E}_{2}\right), \ldots, f_{n}\left(\hat{C}_{n}+\hat{E}_{n}\right)\right)=\hat{C} \\
& g\left(f_{1}\left(\tilde{C}_{1}+\tilde{E}_{1}\right), f_{2}\left(\tilde{C}_{2}+\tilde{E}_{2}\right), \ldots, f_{n}\left(\tilde{C}_{n}+\tilde{E}_{n}\right)\right)=\tilde{C}
\end{aligned}
$$

According to (6.6)-(6.7), $f_{j}(\hat{C}+\hat{E})=f_{j}(\tilde{C}+\tilde{E}), j=1,2, \ldots, n$. As a result, $\hat{C}=\tilde{C}$, in contradiction to our assumption. We conclude that $\sum_{i \in \mathcal{I}} \alpha_{i} \geq k$ for any set $\mathcal{I} \subseteq$ $\{1,2, \ldots, n\}$ of size $|\mathcal{I}|=n-2 t$.

Let $\mathcal{I}$ be an $(n-2 t)$-subset of $\{1, \ldots, n\}$ such that the quantity $\sum_{i \in \mathcal{I}} \alpha_{i}$ is the smallest among all $(n-2 t)$-subsets. By the above argument the average proportion of information transmitted from a coordinate in the set $\mathcal{I}$ is at least $k /(n-2 t)$. On the other hand, by definition, the average proportion transmitted from all the coordinates is at most $\alpha$, which is at least $k /(n-2 t)$ because of the property the set $\mathcal{I}$ satisfies. Hence we get $k /(n-2 t) \leq \alpha$, and this concludes the proof.

### 6.3 A Reed-Solomon code construction

In this section we construct an evaluation point set $\Omega$ such that the corresponding RS code achieves the optimal $\alpha$-decoding radius (6.4). Let $F=G F\left(q^{l}\right)$ be an $l$-degree extension of $B=G F(q)$ and let

$$
\operatorname{tr}_{F / B}(\beta)=\beta+\beta^{q}+\beta^{q^{2}}+\cdots+\beta^{q^{l-1}}
$$

be the trace function. Let $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{l-1}$ be a basis of $F$ over $B$ and let $\nu_{0}, \nu_{1}, \ldots, \nu_{l-1}$ be the trace-dual basis (i.e., $\operatorname{tr}_{F / B}\left(\nu_{i} \zeta_{j}\right)=\delta_{i j}$ for all $i, j$ ). Then every element $\beta \in F$ can be calculated from its $l$ projections $\left\{\operatorname{tr}_{F / B}\left(\zeta_{i} \beta\right)\right\}_{i=0}^{l-1}$ on $B$ as follows:

$$
\beta=\sum_{i=0}^{l-1} \operatorname{tr}_{F / B}\left(\zeta_{i} \beta\right) \nu_{i}
$$

Let $\alpha=m / l<1$, where $m$ and $l$ are positive integers. Let $q \geq n$ be the cardinality of the alphabet $B$ and suppose that $m \mid k$. We show that an $(n, k) \operatorname{RS}$ code $\operatorname{RS}_{F}(n, k, \Omega) \subseteq$ $F^{n}$ with all the evaluation points $\Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right\} \subseteq B$ has the optimal $\alpha$-decoding radius.

To link our construction with the definitions made earlier, we view each codeword coordinate as a vector of dimension $l$ over $B$. Thus $\operatorname{RS}_{F}(n, k, \Omega)$ can be viewed as an ( $n, k, l$ ) MDS array code over the base field $B$. Our decoding scheme will be based on downloading $m$ symbols of $B$ from each of the codeword coordinates.

Before proceeding we need to introduce some notation. We write the encoding polynomial as

$$
h(x)=a_{k-1} x^{k-1}+a_{k-2} x^{k-2}+\cdots+a_{0}
$$

then the $i$-th coordinate of the codeword is ${ }^{1}$

$$
\begin{equation*}
c_{i}=h\left(\omega_{i}\right)=a_{k-1} \omega_{i}^{k-1}+a_{k-2} \omega_{i}^{k-2}+\cdots+a_{0} . \tag{6.8}
\end{equation*}
$$

[^4]For $j=0,1, \ldots, l-1$, we further define

$$
h_{j}(x)=\sum_{i=0}^{k-1} \operatorname{tr}_{F / B}\left(\zeta_{j} a_{i}\right) x^{i} .
$$

Since the coefficients of $\left\{h_{j}(x)\right\}_{j=0}^{l-1}$ contain all the projections of the coefficients of $h(x)$ on the elements of the basis $\zeta_{j}, j=0, \ldots, l-1$, the coefficients of $h(x)$ can be calculated from the coefficients of $\left\{h_{j}(x)\right\}_{j=0}^{l-1}$. In other words, to recover the codeword, we only need to recover the $l$ polynomials $h_{j}(x)$.

Let $A_{0}, A_{1}, \ldots, A_{m-1} \subseteq B$ be $m$ pairwise disjoint subsets of the field $B$, each of size $k / m$. For $j=0,1, \ldots, m-1$, define the annihilator polynomial of the set $A_{j}$ to be

$$
p_{j}(x)=\prod_{\omega \in A_{j}}(x-\omega)
$$

The $m$ symbols we download from the $i$-th coordinate are

$$
\begin{equation*}
d_{i}^{(j)}=\operatorname{tr}_{F / B}\left(\zeta_{l-m+j} c_{i}\right)\left(p_{j}\left(\omega_{i}\right)\right)^{l-m}+\sum_{u=0}^{l-m-1} \operatorname{tr}_{F / B}\left(\zeta_{u} c_{i}\right)\left(p_{j}\left(\omega_{i}\right)\right)^{u}, \quad j=0,1, \ldots, m-1 \tag{6.9}
\end{equation*}
$$

Clearly, $d_{i}^{(j)} \in B$ for all $j=0,1, \ldots, m-1$. Substituting (6.8) into (6.9) and noting that $\omega_{i} \in B$, we see that $d_{i}^{(j)}=g_{j}\left(\omega_{i}\right), j=0,1, \ldots, m-1$, where

$$
g_{j}(x)=h_{l-m+j}(x)\left(p_{j}(x)\right)^{l-m}+\sum_{u=0}^{l-m-1} h_{u}(x)\left(p_{j}(x)\right)^{u}
$$

Since $\operatorname{deg}\left(p_{j}\right)=k / m$, we have $\operatorname{deg}\left(g_{j}\right)<l k / m$. Thus for every $j=0,1, \ldots, m-1$,

$$
\left(d_{1}^{(j)}, d_{2}^{(j)}, \ldots, d_{n}^{(j)}\right) \in \operatorname{RS}_{B}(n, l k / m, \Omega)
$$

As a result, we can recover all the coefficients of polynomials $\left\{g_{j}(x)\right\}_{j=0}^{m-1}$ as long as there are no more than $\lfloor(n-l k / m) / 2\rfloor$ errors in the original codeword $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. Now we only need to show that given polynomials $\left\{g_{j}(x)\right\}_{j=0}^{m-1}$, we can recover the polynomials $\left\{h_{j}(x)\right\}_{j=0}^{l-1}$. To see this, we notice that for $j=0,1, \ldots, m-1$,

$$
g_{j}(\omega)=h_{0}(\omega) \text { for all } \omega \in A_{j}
$$

Consequently, we know the evaluations of $h_{0}(x)$ at all the points in $\cup_{j=0}^{m-1} A_{j}$. There are $k$ distinct points in the set $\cup_{j=0}^{m-1} A_{j}$ and the degree of $h_{0}(x)$ is less than $k$, so we can recover $h_{0}(x)$. From $h_{0}(x)$ and $\left\{g_{j}(x)\right\}_{j=0}^{m-1}$, we can calculate the polynomials

$$
\begin{aligned}
g_{j}^{(1)}(x) & =\frac{g_{j}(x)-h_{0}(x)}{p_{j}(x)} \\
& =h_{l-m+j}(x)\left(p_{j}(x)\right)^{l-m-1}+\sum_{u=1}^{l-m-1} h_{u}(x)\left(p_{j}(x)\right)^{u-1}, \quad j=0,1, \ldots, m-1
\end{aligned}
$$

Since $g_{j}^{(1)}(\omega)=h_{1}(\omega)$ for all $\omega \in A_{j}$, we know the evaluations of $h_{1}(x)$ at all the points in $\cup_{j=0}^{m-1} A_{j}$. So we can also recover $h_{1}(x)$. From $h_{0}(x), h_{1}(x)$ and $\left\{g_{j}(x)\right\}_{j=0}^{m-1}$, we can calculate the polynomials

$$
\begin{aligned}
g_{j}^{(2)}(x) & =\frac{g_{j}^{(1)}(x)-h_{1}(x)}{p_{j}(x)} \\
& =h_{l-m+j}(x)\left(p_{j}(x)\right)^{l-m-2}+\sum_{u=2}^{l-m-1} h_{u}(x)\left(p_{j}(x)\right)^{u-2}, \quad j=0,1, \ldots, m-1 .
\end{aligned}
$$

Since $g_{j}^{(2)}(\omega)=h_{2}(\omega)$ for all $\omega \in A_{j}$, we know the evaluations of $h_{2}(x)$ at all the points in $\cup_{j=0}^{m-1} A_{j}$. So we can also recover $h_{2}(x)$. It is clear that we can repeat this procedure until we recover $\left\{h_{j}(x)\right\}_{j=0}^{l-m-1}$. Then the polynomials $\left\{h_{l-m+j}(x)\right\}_{j=0}^{m-1}$ can be easily recovered from

$$
h_{l-m+j}(x)=\frac{g_{j}(x)-\sum_{u=0}^{l-m-1} h_{u}(x)\left(p_{j}(x)\right)^{u}}{\left(p_{j}(x)\right)^{l-m}} .
$$

This shows that we can recover the polynomials $\left\{h_{j}(x)\right\}_{j=0}^{l-1}$ from the polynomials $\left\{g_{j}(x)\right\}_{j=0}^{m-1}$, and consequently recover the original codeword.

### 6.4 Fractional decoding of Folded RS codes

Guruswami and Rudra [25] introduced Folded Reed-Solomon (FRS) code to show that it achieves the list decoding capacity. In this section we show that FRS codes also have optimal $\alpha$-decoding radius among all the codes of the same length and dimension. We begin with recalling the definition of FRS codes.

Definition 6.2. Let $F$ be a finite field of cardinality $|F|>n l$. Let $\gamma$ be a primitive element of $F$. An FRS code $\operatorname{FRS}(n, k, l) \subseteq F^{n l}$ is an MDS array code with codewords given by

$$
\begin{aligned}
& \left\{\left(C_{1}, C_{2}, \ldots, C_{n}\right):\right. \\
& \left.\quad C_{i}=\left(h\left(\gamma^{(i-1) l}\right), h\left(\gamma^{(i-1) l+1}\right), \ldots, h\left(\gamma^{i l-1}\right)\right) \in F^{l}, h \in F[x], \operatorname{deg} h \leq k l-1\right\}
\end{aligned}
$$

We assume throughout that $\alpha l$ is an integer.

### 6.4.1 Unique decoding

## Proposition 6.3.

$$
r_{\alpha}(\operatorname{FRS}(n, k, l))=\lfloor(n-k / \alpha) / 2\rfloor .
$$

Proof. We shall define $n+1$ functions $f_{i}, i=1,2, \ldots, n$ and $g$ that satisfy (6.1)-(6.2). Define $f: F^{l} \rightarrow F^{\alpha l}$ as follows: For any $\left(d_{1}, d_{2}, \ldots, d_{l}\right) \in F^{l}$,

$$
\begin{equation*}
f\left(\left(d_{1}, d_{2}, \ldots, d_{l}\right)\right)=\left(d_{1}, d_{2}, \ldots, d_{\alpha l}\right) \tag{6.10}
\end{equation*}
$$

Let $f_{i}=f$ for $1 \leq i \leq n$. Define a new code

$$
\begin{align*}
& \mathcal{C}^{\alpha}= \\
& \left\{\left(C_{1}^{\alpha}, C_{2}^{\alpha}, \ldots, C_{n}^{\alpha}\right)=\left(f\left(C_{1}\right), f\left(C_{2}\right), \ldots, f\left(C_{n}\right)\right):\left(C_{1}, C_{2}, \ldots, C_{n}\right) \in \operatorname{FRS}(n, k, l)\right\} . \tag{6.11}
\end{align*}
$$

It is easy to see that $C^{\alpha}$ defined above has the following equivalent description:

$$
\begin{array}{r}
C^{\alpha}=\left\{\left(C_{1}^{\alpha}, C_{2}^{\alpha}, \ldots, C_{n}^{\alpha}\right): C_{i}^{\alpha}=\left(h\left(\gamma^{(i-1) l}\right), h\left(\gamma^{(i-1) l+1}\right), \ldots, h\left(\gamma^{(i-1) l+\alpha l-1}\right)\right) \in F^{l},\right. \\
1 \leq i \leq n, h \in F[x], \operatorname{deg} h \leq k l-1\} . \tag{6.12}
\end{array}
$$

Since any $k / \alpha$ coordinates of $\mathcal{C}^{\alpha}$ contain $(k / \alpha)(\alpha l)=k l$ evaluations of the encoding polynomial $h$ of degree less than $k l$, we can recover $h$ and thus the whole codeword from any $k / \alpha$ coordinates of $\mathcal{C}^{\alpha}$. We thus conclude that $\mathcal{C}^{\alpha}$ is an $(n, k / \alpha, \alpha l)$ MDS array code, and so it can correct up to $\lfloor(n-k / \alpha) / 2\rfloor$ errors.

Remark 6.2. Suppose that there are several values $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ such that $\alpha_{i} l$ are integer for all $i=1, \ldots, m$. Then the code $\operatorname{FRS}(n, k, l)$ achieves the optimal $\alpha_{i}$-decoding radius for all $i=1, \ldots, m$ simultaneously.

We can use the decoding method described above to give more general code constructions achieving the optimal $\alpha$-decoding radius. In fact, we can take any $(n l, k l)$ scalar MDS code $\mathcal{C}^{s}$ over finite field $F$ and bundle together every $l$ coordinates of $\mathcal{C}^{s}$ into a vector in $F^{l}$. It is clear that we obtain an $(n, k, l)$ MDS array code $\mathcal{C}^{(\text {arr })}$ in this way. Moreover, by reading $\alpha l$ symbols of $F$ from each of the coordinates of $\mathcal{C}^{(a r r)}$ we obtain an $(n, k / \alpha, \alpha l)$ MDS array code $\mathcal{C}^{\alpha}$ which can correct up to $\lfloor(n-k / \alpha) / 2\rfloor$ errors. Thus the code $\mathcal{C}^{\text {(arr) }}$ can correct up to $\lfloor(n-k / \alpha) / 2\rfloor$ errors by downloading $\alpha n l$ symbols of $F$.

In conclusion note that the FRS codes accomplish fractional decoding with the optimal access property discussed briefly in Remark 6.1.

### 6.4.2 Fractional list decoding and $\alpha$-list decoding capacity

So far we have focused on the unique decoding problem under the constraint of fractional decoding. In this section we consider list decoding from partial information.

We say that a code $\mathcal{C}$ of length $n$ corrects $\rho n$ errors under list-of- $L$ decoding (has normalized list decoding radius $\rho$ ) if every sphere of radius $\rho n$ in the space $F^{n}$ contains at most $L$ codewords of $\mathcal{C}$. In other words, there exists a decoder of $\mathcal{C}$ that outputs a list of $\leq L$ codewords including the transmitted one as long as the channel introduces no more that $\rho n$ errors. To maintain low complexity of decoding, we require that $L$ be a polynomial function of $n$.

Let $R=k / n$ denote the rate of the code. It is clear that for any sequence of codes with fixed rate $R$ and growing length $n$, the list decoding radius does not exceed $1-R$. As shown in [25], FRS codes of growing length have list decoding radius that for $n \rightarrow \infty$ approaches the optimal value of $1-R$ (as [25] puts it, FRS codes achieve the list decoding capacity).

In this section we show that the conclusion about the optimal list decoding radius of FRS codes extends to the case of fractional decoding. We begin with defining the $\alpha$-list decoding radius of the code.

Definition 6.3 ( $\alpha$-list decoding capacity). Let $\mathcal{C}$ be an $(n, k, l)$ array code, where each codeword $C=\left(C_{1}, \ldots, C_{n}\right)$ is an $l \times n$ matrix with $C_{i} \in F^{l}, i=1, \ldots, n$. We say that $\mathcal{C}$ corrects up to $t$ errors under list-of- $L$ decoding by downloading $\alpha n l$ symbols of $F$ if there exist functions

$$
\begin{gather*}
f_{i}: F^{l} \rightarrow F^{\alpha_{i} l}, i=1,2, \ldots, n, \text { and } \\
g_{i}: F^{\left(\sum_{i=1}^{n} \alpha_{i}\right) l} \rightarrow F^{n l}, i=1,2, \ldots, L \tag{6.13}
\end{gather*}
$$

such that $\sum_{i=1}^{n} \alpha_{i} \leq n \alpha$, and for any codeword $C \in \mathcal{C}$ and any error $E \in F^{l n}, w(E) \leq t$ the decoding list

$$
\begin{equation*}
\left\{g_{i}\left(f_{1}\left(C_{1}+E_{1}\right), f_{2}\left(C_{2}+E_{2}\right), \ldots, f_{n}\left(C_{n}+E_{n}\right)\right)\right\}_{i=1}^{L} \tag{6.14}
\end{equation*}
$$

contains the codeword $C$.
For $\alpha \geq k / n$, we define the $(\alpha, L)$-list decoding radius $r_{\alpha, L}(\mathcal{C})$ of $\mathcal{C}$ as the maximum number of errors that can be corrected under list-of- $L$ decoding by downloading $\alpha n l$ symbols of $F$. Let $r_{\alpha, L}(n, k)=\max _{\mathcal{C}} r_{\alpha, L}(\mathcal{C})$, where the maximum is taken over all codes of length $n$ and dimension $k$.

For $\alpha \geq R$, we further define the $\alpha$-list decoding capacity of codes of rate $R$ as

$$
\rho_{\alpha}(R)=\sup _{m \in \mathbb{N}} \limsup _{n \rightarrow \infty} \frac{r_{\alpha, n^{m}}(n, R n)}{n} .
$$

Using an argument that closely follows the proof of Theorem 6.2 , we can show that $\rho_{\alpha}(R) \leq 1-R / \alpha$. On the other hand, there exists a family of FRS codes of increasing length $n$ and sub-packetization $l$ that are $(\alpha, L)$-list decodable from a fraction arbitrarily close to $1-R / \alpha$ of errors with list size $L$ polynomial in $n$. This leads to the following statement.

Theorem 6.4. We have

$$
\rho_{\alpha}(R)=1-R / \alpha,
$$

and this bound is achievable by a family of FRS codes.
To show that the FRS codes achieve the $\alpha$-list decoding capacity, we need to define the functions $f_{i}, i=1,2, \ldots, n$ and $g_{i}, i=1,2, \ldots, L$ that satisfy (6.13)-(6.14). We again use the functions $f_{1}=f_{2}=\cdots=f_{n}=f$ defined in (6.10), i.e., we still download an $\alpha l$ symbols of $F$ from each of the codeword coordinates. Then we obtain the code $\mathcal{C}^{\alpha}$ defined in (6.12) whose rate is $R / \alpha$. When the code length $n$ and sub-packetization $l$ of the FRS code become large enough, we can use the list decoding algorithm introduced in [25] to decode $\mathcal{C}^{\alpha}$ up to a fraction arbitrarily close to $1-R / \alpha$ of errors with list size $L$ polynomial in $n$.

Note that for sufficiently large $n$ and $l$, the FRS codes achieve the $\alpha$-list decoding capacity uniformly for all values of $\alpha$.

Remark 6.3. The code $\mathcal{C}^{\alpha}$ differs from FRS codes in the sense that the evaluation points in two consecutive coordinates are not consecutive powers of the primitive element. However, the list decoding algorithm introduced in [25] only requires that within each codeword coordinate, the evaluation points are consecutive powers of the primitive element. The code $\mathcal{C}^{\alpha}$ satisfies this constraint, so the list decoding algorithm in [25] still applies to it.

Remark 6.4. Although FRS codes achieve the $\alpha$-list decoding capacity, they require larger node (codeword coordinate) size than the RS construction given in Sect. 6.3. The base field in RS construction (the field $B$ in Sect. 6.3) has to be only of size $q \geq n$, while the base field in this section has to be of size at least $n l$. As a result, the node size in the RS construction is $l \log n$ bits, while the codeword coordinates of the FRS codes contain $l \log (n l)$ bits.

### 6.5 Concluding remarks

In this chapter we studied the problem of decoding from errors under the constraint of downloading only a part of the received codeword. We gave two families of optimal code constructions and their error correction (decoding) procedures. The idea behind the constructions and recovery schemes is rather similar to regenerating codes: in regenerating codes, we can repair the same number of erasures by downloading a smaller proportion of the codeword if we connect to more helper nodes; here we can correct the same number of errors by downloading a smaller proportion of the codeword if we utilize all codeword coordinates. Equivalently, for the same amount of downloaded information we can decode from a larger number of errors.

A natural further question to ask is whether it is possible to construct an MDS code that corrects both erasures and errors (nearly) optimally in terms of the bandwidth, where the optimality that corresponds to erasures is measured by the cut-set bound given in [12], and the optimality of correcting errors is measured by the $\alpha$-decoding radius defined in this chapter.

## Chapter 7: Some open problems

In this thesis we presented various constructions of MSR codes with some additional favorable properties, such as small field size, small sub-packetization and optimal access property. We also constructed explicit scalar linear MSR codes, which resolve the open problem about the existence of such codes. Finally, we extended the concept of repair bandwidth to the context of error correction and introduced a new problem in coding theory. Below we list several open problems that constitute potential directions for future research.

1. CONStRUCt EXPLICIT MSR CODES WITh SUb-PACKEtization $l=r^{n /(r+1)}$.

For simplicity, let us consider the case $(r+1) \mid n$. As shown in [68], there exist MSR codes with sub-packetization $l=r^{n /(r+1)}$, and this is the best known achievable sub-packetization value. For the case $r=2$ and 3 , explicit constructions with this sub-packetization are given in [68] and [44], respectively. For general values of $r$, it remains an open problem to construct explicit MSR codes with small field size (e.g., linear in $n$ ) achieving this sub-packetization value.
2. CLOSE THE GAP BETWEEN ACHIEVABLE SUB-PACKETIZATION VALUE AND THE LOWER BOUND.
The best known lower bound on the sub-packetization value of MSR codes is due to [22]. It has the following form:

$$
2 \log _{2} l\left(\log _{r /(r-1)} l+1\right) \geq k .
$$

In contrast, constructions of codes with the smallest currently known sub-packetization achieve $\log _{r} l=n /(r+1)$ [68]. The gap between the bound and the known constructions calls for either improving the bound or finding better codes, and this constitutes an intriguing open problem concerning regenerating codes.

## 3. SUb-PACKETIZATION DEPENDENT BOUND ON REPAIR BANDWIDTH.

For simplicity, let us assume that $d=n-1$. Namely, we repair the failed node by connecting to all the surviving nodes. The cut-set bound is derived without any constraints on how large the sub-packetization $l$ can be. According to [22], in order to achieve the cut-set bound, $l$ needs to be larger than $2^{\sqrt{k /(2 r-1)}}$. This might not always be possible in practice due to the complexity consideration. Therefore it is of interest to derive a tight (achievable) lower bound on the repair bandwidth under an additional constraint that $l<L$. The cut-set bound corresponds to the case $L=\infty$. It is interesting to see how the lower bound changes as $L$ decreases. We
note that [5] states some relevant results in this direction, but this question is still far from being fully understood.
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[^0]:    ${ }^{1}$ these symbols can be some functions of the contents of the nodes $\left\{C_{i}, i \in \mathcal{R}\right\}$.

[^1]:    ${ }^{1}$ [44] also considered relaxing systematic optimal-access to systematic optimal-repair, and gave an explicit construction of codes for $r=3$ and $k$ a multiple of 4 with sub-packetization $l=r^{k /(r+1)}$ over the field of size linear in $k$.

[^2]:    ${ }^{1}$ The construction of [68] achieves the cut-set bound only for repair of systematic nodes, and gives $l=r^{\lceil k /(r+1)\rceil}$. Using the approach of [77], it is possible to modify the construction of [68] and to obtain an MSR code with $l=r^{\lceil n /(r+1)\rceil}$.

[^3]:    ${ }^{2}$ Expressing the sub-packetization of the construction in [11] via $n$ and $r$ is difficult. The precise form of the result in [11] is as follows: for every $s<l$ and $r \geq q^{s}$, the authors construct repair schemes of RS codes of length $n=q^{l}$ with repair bandwidth $(n-1)(l-s)$. Moreover, if $r=q^{s}$, then the schemes proposed in [11] achieve the smallest possible repair bandwidth for codes with these parameters.

[^4]:    ${ }^{1}$ For the time being we view the codeword coordinates as scalars in $F$ rather than vectors over $B$, and use lowercase $c_{i}$ instead of $C_{i}$ in Def. 6.1 to denote them.

