
 

 

 

 

ABSTRACT 

 

Title of Dissertation:  MEASUREMENT OF ULTRAFAST DYNAMICS IN 

THE INTERACTION OF INTENSE LASER PULSES 

WITH GASES, ATOMIC CLUSTERS, AND PLASMAS 

Ki-Yong Kim, Doctor of Philosophy, 2003 

 

Dissertation directed by: Professor Howard M. Milchberg 
    Institute for Physical Science and Technology 
 

We have investigated the time resolved dynamics of intense, ultrashort pulse laser 

interactions with gases, nanometer-size clusters, and plasma waveguides. To probe the 

ultrafast dynamics in these interactions, we developed a new femtosecond optical 

diagnostic, single-shot supercontinuum spectral interferometry (SSSI), which measures 

ultra-rapid transients induced by an intense laser pulse in the complex index of refraction. 

The measurement of the transient refractive index in intense laser-heated materials 

provides a direct view of how the laser-produced perturbation evolves in time and space. 

Our SSSI diagnostic is capable of ~10 fs temporal resolution on a temporal window ~1.5 

ps long, along with ~7 µm one-dimensional (1D) spatial resolution.  

SSSI was first applied to probe the ionization dynamics of helium gas under the 

irradiation of high intensity (~1017 W/cm2) laser pulses. It revealed a characteristic 



 

stepwise transition process He → He+ → He2+, in agreement with the optical field 

ionization model. This measurement was used as a test case to demonstrate that finite 

laser-target interaction lengths can strongly affect the interpretation of all measurements 

involving extraction of transient phases. 

The time-resolved explosion dynamics of intense (~1015 W/cm2) laser-heated 

clusters was also studied with SSSI and additional ultrafast optical diagnostics. Here, the 

ultrafast processes are ionization and rapid cluster plasma explosion. The measurement 

strongly supports our laser-cluster interaction scenario in which laser-heated clusters 

explode layer-by-layer, and the laser is strongly coupled at critical density. For the cluster 

sizes and laser intensities of this experiment, the measured several hundred-femtosecond 

evolution timescale of laser-heated clusters can be understood in terms of plasma 

hydrodynamics. A major implication of our understanding of microscopic cluster 

dynamics was the prediction and observation of self-focusing in clustered gases.  

Finally, using SSSI, we have explored the interaction of intense laser pulses with 

preformed plasma waveguides. This measurement revealed the presence of guided laser-

induced distortions such as ionization, which can lead to degraded waveguide 

performance. To overcome this problem, a funnel-mouthed plasma waveguide was 

developed and diagnosed. In addition, a new plasma waveguide generation method has 

been demonstrated, which uses the unique features associated with the laser-cluster 

interaction – self-focusing and strong absorption. 
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Chapter 1: Introduction and overview 

 

1.1 Overview of intense laser–matter interactions 

The interaction of light with matter is one of the fundamental and universal 

phenomena in nature. The first demonstration of the laser in the early 1960’s 1 opened up a 

path to investigate light-matter interaction with rich applications in many areas of science 

and technology. The recent development of a new class of ultrahigh intensity lasers has 

extended such studies to conditions only previously seen in either astrophysical or particle 

accelerator settings: gigabar pressures, megavolt temperatures, relativistic particle 

dynamics, and nuclear reactions. 

Practically, high intensity laser–matter interactions are performed by focusing 

ultrashort high-power laser pulses into a small volume where a target is located (see Fig. 

1.1). At high laser intensities, the electric field in a laser pulse becomes strong enough to 

greatly exceed the Coulomb atomic field seen by electrons in the ground state of atoms and 

many highly charged ions. For hydrogen, the atomic Coulomb field is Eat ~ 5 × 109 V/cm. 

A laser intensity of ~3 ×1016 W/cm2 can supply such a field, and such intensities are 

nowadays considered modest. 

The maximum electric E and magnetic B fields in vacuum are, in practical units, 

V/cm  ]cm/W10[ 1075.2 21810
max IE ×= ,   (1.1) 

Gauss  ]cm/W10[ 1092 2186
max IB ×= ,   (1.2) 

where I is the laser intensity in units of 1018 W/cm2. For instance, at a laser intensity of 1018 

W/cm2, which is routinely obtained with current tabletop laser technology, the 
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corresponding electric field is Emax ~ 2.8 × 1010 V/cm. This is well beyond the Coulomb 

binding field strength in ground state hydrogen. At such field strengths, the laser can easily 

ionize the bound electrons of atoms and generate a plasma in which the electrons quiver at 

velocities close to the speed of light, and their relativistic mass increase strongly changes 

the plasma refractive index. 

At such high intensity (1018 W/cm2), the magnetic field strength associated with the 

laser becomes enormous (B ~ 104 Tesla, which cannot be accessed with a conventional 

source of static magnetic field in the laboratory) and the full Lorentz force 

[ ]ce B)/EF ×+= υ(  determines the motion of electrons in the laser field, where υ and e are 

the velocity and charge, respectively, of electrons. This leads to relativistic nonlinear 

effects. The free electrons oscillate in a figure-of-8 pattern, radiating photons at harmonics 

of the incident laser frequency. This is called relativistic nonlinear Thomson scattering,2 in 

which each harmonic has its own unique angular distribution of scattering.3 

The creation of strong electromagnetic fields, unique with high intensity lasers, has 

allowed us to reach a new regime inaccessible before in the laboratory (see Appendices A 

and B for a chart of high intensity laser evolution and relevant physics). The theme of this 

dissertation is the measurement of ultrafast processes in the interaction of intense laser 

pulses with gases, clusters, and plasmas. Under high intensity illumination, all neutral 

materials undergo extremely rapid changes, ultimately transforming to plasma. In this 

introductory chapter, we review basic high intensity processes, ultrafast measurement 

techniques, and previous work in the areas of laser-gas, laser-cluster, and laser-plasma 

interactions. 
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1.2 Laser-driven ionization of gases 

1.2.1 Ionization mechanisms 

The interaction of intense (I ≥ 1013 W/cm2) laser fields with gases is commonly 

accompanied by ionization and plasma creation. The intensity of 1013 W/cm2 corresponds 

to the typical threshold for direct laser ionization of noble gases such as xenon. For very 

long laser pulses (> few nanoseconds), gas breakdown can occur at lower intensities via the 

seeding of avalanche ionization by pre-existing free electrons. 

Depending on the laser intensity and gas atomic/molecular properties, three regimes 

of ionization are observed: (a) multiphoton, (b) tunneling, and (c) over-the-barrier (barrier 

suppression) ionization, as shown in Fig. 1.2. These ionization regimes are typically 

characterized by the Keldysh parameter Kγ , given by 4 

p

i
K U

U
2

=γ ,      (1.3) 

where Ui is the ionization potential energy of the atom or ion and Up is the laser 

ponderomotive potential energy ( = average kinetic energy of electrons in the oscillating 

laser field), which is given by 

2

22
2

42
1

ω
υ

e
oseP m

EemU >=<= ,    (1.4) 

or in practical units Up [eV] = ]m[]W/cm[109.33 2214 µI λ−× , where υos = 
ωem

eE  is the 

quiver velocity of an electron, and me and e are the electron mass and charge. In the semi-

classical picture, the Keldysh parameter Kγ  represents the ratio of the ionization time to 

the laser period  
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γ ,  (1.5) 

where T = 2π/ω  is the laser oscillation period and x0 ≈ Ui/(eE) is the distance from the 

atomic core where the bound electron is liberated.  

For Kγ >> 1, there are many optical periods during the ionization time. In this 

regime, multiphoton ionization (MPI), bound electron absorbs N photons where ωhN  > Ui 

[see Fig. 1.2(a)]. The rate for non-resonant MPI is given by 

N
N Iw σ= ,     (1.6) 

where σN the generalized N-photon ionization cross section and N is the minimum number 

of photons required for ionization.5 

In the regime of Kγ < 1, where the ionization time is much shorter than a laser 

period, the Coulomb potential can be viewed as being suppressed by the instantaneous 

laser field which the electron sees as a DC field. In this regime, the bound electron 

experiences a combined effective potential as shown in Fig. 1.2(b), and the electron can 

tunnel out of the new effective barrier. This ionization regime is called optical field 

ionization (OFI) or tunneling ionization (TI) and the ionization rate w is discussed in 

Chapter 4 in detail.  

In the strong field limit ( Kγ << 1), the laser field completely suppresses the 

Coulomb potential, so the bound electron can simply escape over the top of the effective 

potential barrier. This regime is called “over-the-barrier ionization” (OTBI) and shown in 

Fig. 1.2(c). By equating the maximum of the suppressed atomic potential to the binding 

(ionization potential) energy, the threshold intensity for OTBI is estimated as  
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26

4

th 128 Ze
cU

I i

π
=      (1.7) 

or Ith [W/cm2] = 4 × 109 (Ui [eV])4Z-2, where Ui is the ionization potential, Z is the charge 

state of the resulting ion.6, 7 

In terms of laser intensity, the ionization is dominated by the MPI process for 

intensities below ~1012 W/cm2 (for laser wavelength λ ~ 0.8 µm and Ar → Ar1+), by the 

OFI (TI) process for intensities above ~1014 W/cm2, and by OTBI process for intensity in 

excess of ~3 × 1014 W/cm2. For higher ion stages, however, the threshold intensities 

become higher. For example, OFI (TI) dominates for I > ~1016 W/cm2 (for Ar7+ → Ar8+), 

whereas OTBI dominates for I > ~3 × 1016 W/cm2. Since in a pulse, the laser intensity 

increases with time, for high intensities (Ipeak > 1014 W/cm2) OFI dominates the ionization 

process before the laser intensity reaches the OTBI regime. 

 

1.2.2 Optical field ionization and collisional ionization 

In the intensity regime of 1015 ~ 1017 W/cm2, which is of interest in this dissertation, 

the Keldysh parameters are in the range of Kγ  ~ 0.07 – 0.7 for He1+ → He2+ and Kγ ~ 0.1 – 

1 for Ar → Ar8+, showing that OFI is the dominant photoionization mechanism for the 

laser-gas (helium) or laser-cluster (argon) interaction experiments of this dissertation. Even 

at an intensity of 1015 W/cm2, the OFI rate is ~10-1 fs-1 (1 fs = 10-15 s) for (He → He1+) and 

~1  fs-1 for (Ar → Ar1+), indicating that OFI occurs so rapidly under our conditions that the 

main laser field propagates in plasma while still ionizing atoms.  

An initially field-ionized plasma can undergo further ionization through electron-

ion collisional process (collisional ionization). For a laser-produced plasma, the electron-
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ion collision rate for a thermal electron velocity distribution 8, 9 of temperature Te in the 

presence of a laser field 10 is given by 11 

( ) ( ) 2/3
eff

32
6

2/3

42

]eV[
ln]cm[

109.2
3/23

ln24
T

NZ
UTkm

NeZ eii

PeBe

eii
ei

Λ
×≈

+

Λ
=

−
−π

ν ,  (1.8) 

where Z is the average degree of ionization, Ni is the ion density, lnΛei is the Coulomb 

logarithm, and Teff = kBTe + 2Up/3 is the effective temperature. In the high intensity limit 

(Up >> kBTe), where the ponderomotive quiver velocity of electron dominates the mean 

thermal electron velocity, the collision rate is approximated by νei ~ 1015 Z2Ni[cm-3] 

(I[W/cm2])-3/2 (λ[µm])-3. For an initially singly ionized plasma of ion density of Ni ~ 2 × 

1019 cm-3 (for an ideal gas of approximately atmospheric pressure) and laser intensity of 

1015 W/cm2 at λ = 0.8 µm, the collision frequency is νei ~ 1012 s-1, corresponding to a time 

between collisions of ~1 picosecond (1 ps = 10-12 s), which is much longer that the typical 

pulse length of ~100 fs used in the experiments discussed in this dissertation. Additionally, 

since the collision rate is far smaller than the OFI ionization rate under the same 

conditions, collisional processes during the laser pulse can often be ignored for most 

ultrashort (subpicosecond) laser interaction with gases at less than atmospheric pressure. 

However, for dense plasmas (Ni ≥ 1022cm-3), collisions play a key role, even on 

femtosecond (10-15 s) time scales. One example is the plasma of laser-heated clusters, 

described later in this dissertation. 

 

1.3 Ultrafast optical diagnostics for high intensity laser–matter interaction 

To date, many experiments have examined the issue of laser–matter interaction 

dynamics by measuring x-ray spectra or fast particles (with time-of-flight spectrometers) 
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that emerge from the interaction zone long after the interaction has occurred. The 

interaction scenario is then inferred from this data. Since these diagnostics naturally deal 

with time-integrated signals, the understanding of ultrafast evolution dynamics, which is 

inherent in ultrashort (~100 fs) pulse interaction, may be limited. Therefore, to investigate 

the interaction processes on a femtosecond time scale, time-resolved ultrafast diagnostics 

are strongly demanded. In this section, we present some basic concepts of ultrafast optical 

diagnostics that play an essential role in the study of intense laser–matter interactions. 

Further details are described in Chapter 2. 

Laser-irradiated targets such as solids, gases, and plasmas can have their 

macroscopic complex index of refraction significantly altered in time and space. This 

transient refractive index change can then encode itself on the propagation phase and 

amplitude envelope of laser pulses. A laser pulse propagating the transient refractive index 

experiences absorption, A, and phase shift, ∆φ, given by 

  ( )














−−≈ ∫ ⊥⊥ dztznEtA i ),,(2exp1, in rr

λ
π  ,  (1.9) 

 ( ) [ ]∫ −≈∆ ⊥⊥ dztznt r 1),,(2, rr
λ
πφ ,    (1.10) 

where Ein is the incident laser energy, z is the propagation direction, ⊥r  is the coordinate 

normal to z, λ is the wavelength of laser in vacuum, and nr and ni are the transient real and 

imaginary indices of refraction. Hence, the absorption and phase shift measurements show 

how the complex refractive index (n = nr + ini) in the laser-irradiated target evolves in 

space as well as with time. This, in turn, reveals the details of the laser-target interaction 

dynamics. 
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Typically, time-resolved absorption can be measured with a real-time fast detector 

such as a photodiode or a streak camera. Here, the time resolution which resolves the 

dynamics is set by the response time of the detector. Typically, ultrafast photodiodes 12 and 

optical streak cameras 13 provide the fastest response times of ~10 ps and ~0.5 ps, 

respectively. To achieve time resolutions of well under 1 ps, a novel diagnostic technique 

must be employed. 

Recently, nonlinear optical diagnostics have been greatly developed to provide 

femtosecond time resolution. Examples include intensity or interferometric 

autocorrelation/cross-correlation techniques,14 FROG (Frequency Resolved Optical 

Gating) 15–17 and SPIDER (Spectral Phase Interferometry for Direct Electric-field 

Reconstruction).18, 19 In particular, FROG and SPIDER can characterize the intensity and 

phase shifts of laser pulses with femtosecond temporal resolution. For example, ultrafast 

laser-induced ionization dynamics of gases has been investigated using FROG.20 However, 

relatively high intensities are needed because of nonlinear signal yield requirements. 

Furthermore, these diagnostics do not provide any spatial information on the pump-

perturbed target, which is necessary for the full understanding of the interaction dynamics. 

In contrast to nonlinear techniques, some novel linear methods can overcome these 

limitations, while still providing femtosecond temporal resolution. 

To serve these goals, we have developed an ultrafast linear optical diagnostic: 

single-shot supercontinuum spectral interferometry (SSSI). With this diagnostic, we can 

observe interaction dynamics in a single-shot with femtosecond time resolution and micron 

1D spatial resolution. Essentially, SSSI is based on the pump–probe technique, where the 
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first laser pulse (pump) initiates the interaction dynamics in a target or sample, and the 

second laser pulse (probe) probes the resulting dynamics. 

The concept of pump-probe technique is shown in Fig. 1.3 with two possible 

operating schemes: (a) multi-shot and (b) single-shot. In case (a), a synchronized short 

(femtosecond) probe pulse, typically split from the main pump laser, samples the pump-

disturbed volume and takes a “snapshot” of pump-induced dynamics at a certain delay after 

the pump. The pump-induced disturbance – such as absorption, frequency modulation, and 

phase shifts – can be recorded with a relatively slow detector. By successively varying the 

pump-probe delay, one can reconstruct the interaction history from a series of time-delayed 

snapshots. The time resolution is determined by the probe pulse duration, independent of 

the detector response time. Such optical pulse width can be as short as ~10 – 20 fs. For x-

rays used as probes,21–23 it can be of order of ~1 fs. 

In case (b), shown in Fig. 1.3(b), a long probe pulse records the entire dynamics in 

a single-shot. To reconstruct the full dynamics, the probe pulse needs to be temporally 

resolved to extract the absorption and phase shift modulated by the transient refractive 

index in the pump-irradiated target. SSSI is a subject of method (b) and the detailed 

descriptions of the diagnostic are provided in Chapter 2. 

 

1.4 Interaction of intense femtosecond laser pulses with gases 

One of the earliest works on optical field ionization (OFI) was the measurement of 

the peak intensity dependence of ion yields for various gases,24 over a high dynamic range 

of laser intensity. Use of similar ion or electron spectroscopy techniques has triggered the 

discovery of nonsequential ionization in helium (He → He+2 directly, compared to the 
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sequential process He → He+ → He+2).25 However, these types of measurements, which 

involve charged particle detection long after the ionization event, do not provide 

information on the time-resolved ionization dynamics. Hence, it is desirable to employ 

ultrafast optical diagnostics to probe laser-induced ionization processes with femtosecond 

temporal resolution.  

One earlier example of time-resolved measurement of ionization dynamics is the 

monitoring of spectral blue shifts. A rapid increase in electron density owing to ionization 

results in a rapid reduction of n, which in turn causes a spectral blue shift in either the 

pump pulse inducing the ionization 26 or in a probe beam co-propagating with the pump.27 

The time-dependent spectral shift is given by ∆ω(t,τ) = ω(t,τ) − ω0 where ω(t,τ) = 

−∂φ(t,τ)/∂t = ω0 − k0z∂n(t,τ)/∂t, where τ is the time delay between the pump and probe 

pulses (τ = 0 for pump alone). The blue shift method for extraction of ionization dynamics 

depends on the time derivative of the refractive index, ∂n/∂t, which in many practical cases 

can be small. As a result, the spectral change ∆ω is too small to measure from the 

ionization of low-density and low-Z gases. 

Further investigation was conducted using FROG by measuring the time-domain 

intensity and phase of an ultrashort pulse interacting with gases.23 FROG measured the 

femtosecond ionization processes and ionization rates for several species of noble and 

diatomic gases. However, due to the lack of spatial information on the laser-gas interaction, 

the full study of ionization dynamics was quite restricted. We overcome this limitation 

using our ultrafast SSSI diagnostic, providing a complete picture of laser-produced 

ionization processes in time and space. For instance, our SSSI could measure the spatio-

temporal ionization process of helium in an intense laser field. In particular, we observed 
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the characteristic double stepwise ionization of helium (He → He+ followed by He+ → 

He2+). The details are described in Chapter 4.  

 

1.5 Interaction of intense laser pulses with clusters 

Atoms or molecules exhibit short-range attractions for one another owing to Van 

der Waals forces. Under a rapid cooling process, such as nozzle ejection of a gas puff into 

vacuum, hundreds to a few tens of millions of atoms can aggregate together to make nano-

scale clusters, typically of diameter less than a few thousand angstroms. 

 Recently, there has been great interest in the interaction of intense laser pulses with 

clusters. The first experiments were conducted by McPherson et al.,28–30 who observed 

what was considered anomalous x-ray emission from high intensity (1016 –1018 W/cm2) 

laser-irradiated krypton clusters. McPherson et al. attributed the emission to the 

multiphoton excitation of atoms in clusters (present in their jet) to yield ions with inner-

shell vacancies, which then decayed by prompt emission of kilovolt x-rays. To explain 

their observations, they proposed the “coherent electron motion model”, in which high 

charge states arise from collisions by coherently moving electrons accelerated by the strong 

laser field to produce “hollow atoms” (with inner shell vacant while outer shells are still 

populated, making an inverted electronic configuration).28 Even though there has been 

debate about their model, their initial work generated interest in the high intensity physics 

community, raising interesting questions about the source of the observed highly charged 

ions and energetic x-ray emission. 

Since then, many experiments revealed that if an intense, ultrashort laser pulse is 

focused in a gas of clusters, the clusters are almost instantaneously heated to temperatures 
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up to ~107 K – many times hotter than the sun – and they explode violently. This occurs 

owing to the near solid density (> 1022cm-3) internal to clusters, which exhibit most 

characteristics of laser-irradiated solids – high laser energy absorption and the resulting 

creation of high temperature plasma.31 Such high plasma temperature indicates that laser-

heated clusters are a copious source of x-rays,28–33 energetic ions 34, 35 and electrons,35, 36–38 

and neutrons.39–42 The velocities of the particles thrown off by the explosion are high 

enough that nuclear fusion has been demonstrated from the collisions of deuterium nuclei 

from nearby explosions. 39–42  Figure 1.4 illustrates the high intensity laser interaction with 

nano-scale clusters and resulting generation of x-rays, extreme ultraviolet (EUV) emission, 

and energetic particles, accompanied by strong laser absorption and scattering. 

However, exactly how these nano-plasmas explode has been a controversial 

question, and one of more than just academic interest. For it turns out that the clusters 

explode so rapidly that the heating laser pulse – even one as short as 100 fs – is still on 

while they are doing so. The time-dependent details of the ultra-rapidly evolving cluster 

ion and electron spatial distributions determine the manner in which the laser couples 

energy to the cluster and with what efficiency. 

Recently, several laser-cluster interaction models have been developed.43–48 For 

small clusters of a few hundred atoms or less, laser-heated electrons can easily escape the 

cluster early in the interaction, leaving electrostatic forces between the ions to drive cluster 

disassembly (“coulomb explosion”).46 For larger clusters composed of greater than ~103 

atoms, hydrodynamic forces dominate the cluster explosion dynamics.43, 44, 46, 48 However, 

Lezius et al. have claimed that the Coulomb explosion scenario could still dominate in 
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clusters as large as 105 atoms, which has raised questions about the details of cluster 

dissociation mechanism.46 

Rose-Petruck et al. proposed the “ionization ignition model” to explain the 

enhanced ionization with high charge states in laser-heated rare gas clusters, based on 

classical trajectory Monte-Carlo simulations.45 In their model, the ionization is driven by 

the combined field of the laser and Coulomb forces arising from neighboring ions in 

clusters. However, the simulation was limited to treat only small clusters (up to 50 atoms). 

  The earliest and most often cited plasma hydrodynamic model assumes that a laser-

heated cluster expands at uniform density (“uniform density model”).43, 44 This model 

qualitatively explains the observation of high ionization stages,29 energetic electrons and 

ions,36, 49 and resonant behavior in the laser-cluster coupling.43, 44, 50–53 However, this model 

fails to explain the apparent few hundred femtosecond time scale for strong laser-cluster 

coupling (for cluster sizes of >104 atoms per cluster), inferred from recent 

absorption/scattering 50, 51 and x-ray 52, 53 measurements. 

  For a better understanding of the laser-cluster interaction (for cluster sizes of >103 

atoms per cluster), Milchberg et al. have recently developed a one-dimensional (1D) 

hydrodynamic laser-cluster interaction code, in which the laser field is treated self-

consistently (see Chapter 6 for details).48 The model not only explains the discrepancy on 

the coupling time scale but also provides additional physical insight into the interaction 

dynamics which lead to applications. The model predicts that the laser couples resonantly 

at the critical density region of the expanding clusters (see Fig. 1.5).48 This implies that 

clusters explode “layer-by-layer” rather than at uniform density. This determination has 

significant consequences for the applications of laser-heated clusters such as optical 
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guiding,55 high harmonic generation,56–58 x-ray sources for next generation lithography,59 

EUV and x-ray microscopy,60 and energetic neutron sources.39–42 

To overcome certain limitations of the hydrodynamic model (see Chapter 6), a 

three-dimensional (3D) electrostatic particle-in-cell (PIC) simulation has been developed 

by Taguchi et al. to study the kinetics of energetic electrons in a laser-heated cluster.61 It 

shows that energetic electrons are created by a Brunel-type absorption process 62 in the 

sharp density gradient of the cluster edge and that above a certain intensity threshold 

related to the cluster size, nonlinear resonant absorption and heating occurs when these 

electrons are driven in phase with the laser field. In addition, the simulation results also 

verify the characteristic layer-by-layer expansion feature of our 1D hydrodynamic model.61  

 

1.6 Interaction of intense laser pulses with plasma waveguides 

Without a means for defeating beam diffraction, at best the interaction of high 

intensity laser fields with matter is practically limited to the laser focal volume, as shown 

in Fig. 1.1. This is mainly because a focused laser beam naturally diverges (diffraction) 

immediately after its focus, and hence away from the focal region, and the laser peak 

intensity decreases dramatically. Typically the high intensity interaction area is given by 

twice the Rayleigh length of laser beam, 2z0 = λπ /2 2
0w , where w0 is the spot size (1/e2 

intensity radius) and λ is the wavelength.  

Elongated guiding of high intensity lasers over many Rayleigh lengths is greatly 

demanded for many intense laser–matter applications. For example, in the scheme of laser-

driven plasma electron accelerators (see Appendix B), the electron energy gain is limited to 

~100 MeV for an interaction length of 1 mm (for electron density Ne = 1018 cm-3), which is 
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large but far below the requirements for high energy physics-based particle acceleration. 

To achieve several GeV energy gain, at least a few centimeters of propagation at high 

intensity is required. This can be realized with the use of plasma waveguides, the details of 

which are described in Chapter 7. 

Since a plasma waveguide is essential for many high intensity laser–matter 

interaction experiments, how an ultrashort, intense laser pulse interacts with a plasma 

waveguide must be investigated. Figure 1.6 shows a schematic illustrating laser wakefield 

acceleration (LWFA) of electrons using a plasma waveguide. Here a preformed plasma 

waveguide is preferred over the relativistic self-channeling because of several advantages 

(see Chapter 7 for details). An intense laser pulse excites a wakefield as it propagates in the 

plasma waveguide. Our SSSI diagnostic beam can probe the wakefield region, potentially 

revealing the plasma electron density oscillations in the waveguide. The inset in Fig. 1.6 

shows a schematic of an electron density oscillation in time and 1D space, which can be 

probed by with SSSI.  

 

1.7 Synopsis 

The main theme of this dissertation is the study of time-resolved dynamics of 

intense laser interactions with gases, clusters, and plasmas. To observe these ultrafast laser-

induced dynamics, we first introduce a novel femtosecond optical diagnostic: single-shot 

supercontinuum spectral interferometry (SSSI) in Chapter 2.  

Chapter 3 provides a detailed description of our multi-terawatt Ti:sapphire laser 

system used for the experiments discussed in this dissertation. Presented in Chapter 4 is the 

time-resolved ionization dynamics of helium in an intense laser field.  
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Chapter 5 describes the characterization of our nanometer-sized atomic or 

molecular cluster sources that will be used for our studies of high intensity laser–cluster 

interactions. The average cluster size and the number of clusters per unit volume – both of 

which play an essential role in the interaction of intense laser pulses with clustered gases – 

are measured with an all-optical diagnostic. 

Chapter 6 discusses the transient explosion dynamics of intense laser-heated 

clusters. With the use of ultrafast optical diagnostics, such as time-resolved pump-probe 

laser absorption/scattering and SSSI, we verify our 1D hydrodynamic laser-cluster 

interaction model, in which “layer-by-layer” cluster explosion occurs, resulting in resonant 

coupling durations of several hundred femtoseconds. These results directly lead to the 

demonstration of self-focusing of intense laser pulses in clustered gases, discussed later in 

Chapter 7. 

Chapter 7 also deals with the interaction of intense ultrashort laser pulses with 

plasma waveguides. Our SSSI diagnostic reveals the presence of pump-induced ionization 

distortions in the plasma waveguide. In this chapter, a novel plasma waveguide generation 

method is also demonstrated, which uses the unique features of the laser interaction with 

clustered gases – self-focusing and strong absorption. 
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Figure 1.1: Focusing of ultrashort high power laser pulses in a small volume for high 
intensity laser–matter interaction experiments. 
 
 
 
 
 

 
 
 
 
 
 
Figure 1.2: Three different laser-induced ionization mechanisms: (a) multiphoton, (b) 
tunneling, and (c) over-the-barrier (barrier suppression) ionization.
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Figure 1.3: Two pump-probe diagnostic schemes: (a) multi-shot and (b) single-shot.
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Figure 1.4: Interaction of an intense laser pulse with atomic or molecular clusters produces 
energetic electrons and ions, x-rays, and extreme ultraviolets (EUVs). 
 
 
 

 
Figure 1.5:  Diagram illustrating the interaction of intense laser fields with clusters. 
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Figure 1.6: Laser wakefield excitation scheme in a preformed plasma waveguide. SSSI can 
potentially detect the electron density oscillations in the waveguide with one-dimensional 
(1D) spatio-temporal information in a single-shot. 
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Chapter 2: Single-shot supercontinuum spectral interferometry 

 

2.1 Introduction 

As described in Chapter 1, ultrafast optical diagnostics play an important role in 

studying femtosecond laser-matter interactions. In this chapter, we present single-shot 

supercontinuum spectral interferometry (SSSI). SSSI measures laser-induced refractive 

index transients using an ultrafast optical probe pulse, enabling the study of the evolution 

dynamics of laser-irradiated targets with femtosecond time resolution. In this dissertation, 

SSSI has been used as an essential diagnostic in investigating the time-resolved interaction 

dynamics of laser pulses with atomic gases, clusters, and plasma waveguides. 

To understand SSSI, we first introduce spectral interferometry (SI) with its main 

application to time-resolved laser spectroscopy. In addition, multi-shot and single-shot SI 

(SSI) schemes are described, with an emphasis on the ultimate achievable temporal 

resolution. After the overview of SI and SSI, the theoretical framework and experimental 

demonstration of SSSI are presented. 

 

2.2 Spectral interferometry 

Spectral interferometry (SI),1 also known as frequency domain interferometry 

(FDI), is a phase-sensitive linear diagnostic which has been widely used in many 

experiments to measure refractive index transients. In this technique, a pump pulse induces 

an index transient in a medium, and a reference pulse and a time delayed replica (probe) 

pulse, upon which the pump-pulse-induced phase shift has been imposed, are interfered in 
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the frequency domain by combining them in a spectrometer [see Fig. 2.1(a)].2 The 

interference allows even small phase shifts to be detected. In early applications of this 

technique,2, 3 the index transient was reconstructed by probing, at a succession of delays, 

with a pulse much shorter than the transient. This version of SI is sensitive to shot-to-shot 

variations in the laser pulse properties and in the sample response, which can result in 

degradation of the acquired phase information upon its step-delayed reconstruction. 

Nevertheless, SI diagnostics have been successfully used for the measurements of induced 

phase modulation in solids,2, 4, 5 time evolution of femtosecond laser-plasmas,3, 6, 7 shock 

waves,8 and laser-driven plasma electron density oscillations.9–13 A more detailed 

description of SI is provided in Appendix C. 

Recently, single-shot SI (SSI) was developed in order to avoid the need for step-

delayed reconstruction of pump-induced index transients. This was realized by linearly 

chirping the reference and a probe beams so that each temporal slice of the refractive index 

variation was projected onto a different frequency component [see Fig. 2.1(b)].14–16 The 

temporal phase variation was then obtained from considering a direct mapping between the 

frequency and time. However, temporal resolution can be severely limited by using direct 

mapping. In recent work, this limitation has not been considered 14, 15 or has been 

incompletely analyzed, neglecting the effect of the phase modulation itself on the 

achievable resolution.16, 17 
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2.3 Single-shot supercontinuum spectral interferometry (SSSI) 

2.3.1 Introduction 

Recently, we have developed a novel single-shot spectral interferometry (SSI) 

diagnostic which uses a chirped probe pulse having an extremely broad spectral bandwidth. 

We have called the method Single-shot Supercontinuum Spectral Interferometry (SSSI).5 It 

uses a probe of bandwidth in excess of 100 nm generated by the self-focusing of an intense 

laser pulse in atmospheric pressure air (see Appendix D). This large bandwidth allows 

temporal resolution of ~10 fs, which is up to an order of magnitude better than in previous 

work.14–16 The use of air as the nonlinear medium provides, in a single self-focused 

filament, probe light at almost three orders of magnitude greater brightness compared to 

the SC generated in solids (see Appendix D). We note that the proximity of the SC 

spectrum to the pump wavelength reduces group velocity walk-off effects, which can be 

present in spectral interferometry schemes using frequency-doubled probe pulses.18 In 

addition, the temporal field of view can be arbitrarily adjusted (up to a few picoseconds) by 

chirping the probe beam with an appropriate thickness of dispersive material, which is 

easier than pulse stretching by limiting the phase-matching bandwidth.18 The very large 

bandwidth of our SSI probe pulses demands that a detailed analysis be performed in order 

to determine the method’s ultimate temporal resolution. To this end, we have examined, 

experimentally and theoretically, the dependence of the temporal resolution of this 

diagnostic on the SC pulse bandwidth and chirp. 

Our SSSI diagnostic has been successfully applied to measurements of the 

femtosecond transients of laser-induced nonlinear Kerr effect in glass,5 optical field 
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ionization (OFI) of helium gas,19 and the dynamics of exploding laser-heated argon 

clusters.20 

 

2.3.2 Principle of SSSI 

In our SSSI scheme, a reference SC pulse Er(t) and a τ0-delayed probe pulse Epr(t)= 

)(
0r

0)( ττ −∆Φ− tietE , upon which a time-dependent phase shift ∆Φ(t) has been imposed, 

interfere in the frequency domain according to  

 [ ], )(cos)(~)(~2)(~)(~)(~)(~
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p)(~ ωφω rieE are the Fourier transforms of Er(t) 

and Epr(t), respectively, the spectral amplitudes pr0r0,
~E  and phases φr,pr are real, and ∆φ(ω) = 

φpr(ω) − φr(ω) + ωτ0 is the spectral phase difference between the probe and reference 

pulses. The temporal phase shift ∆Φ(t – τ0) is determined by (see Appendix E) 
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where  ∆φ(ω) and )(~
0pr ωE are extracted from the interferogram,21 )(~

0r ωE  is the square 

root of the measured reference pulse spectrum, and φr  is measured through cross-phase 

modulation (XPM) of the SC pulse with a short pump pulse in fused silica. 

A simpler and more direct approach which avoids Eq. (2.4) uses the nearly linear 

mapping between frequency and time to extract the transient phase shift as  

∆Φ(t(ω)) = ∆φ(a(ω  – ω0)).     (2.5) 

Here 
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 ))(1(2 42
22

−− ∆+= ωββa       (2.6) 

is the linear chirp coefficient for a Gaussian pulse (see Appendix C), where ∆ω is the full 

width at half maximum (FWHM) of the probe spectrum and 
0

)/( 22
2

1
2 ωωφβ ∂∂= is the 

group delay dispersion. With this method, however, the temporal resolution of the 

extracted phase transient can be shown to be limited to 

2/142
2

1
resol ])(1[)(~ ωβω ∆+∆∆ −t ,      (2.7) 

(see Appendix E for derivation). Shortly, ∆tresol is the minimum temporal interval that 

contributes to the phase shift at a fixed probe frequency, and is obtained by examining the 

decay with t′ of ∆φ(ω, t′) as a result of an impulse perturbation applied at t′ = 0. Equation 

(2.7) implies that for a large chirp (β2 >> ∆ω–2), the resolution is ∆tresol ~ β2 ∆ω, indicating 

that excessive chirp (large β2) can degrade the resolution. With a small chirp (β2 << ∆ω–2), 

∆tresol approaches the fundamental limit of transform-limited pulse duration ∆ω–1 at the 

sacrifice of temporal field of view. Nevertheless, the utility of the direct mapping technique 

is that it allows one to see the temporal phase variations intuitively from a raw 

interferogram, tracing the relative fringe shift with respect to the frequency axis. 

 

2.4 Experimental demonstration of SSSI – cross phase modulation in glass 

In this section, we present proof-of-principle demonstration of our SSSI diagnostic, 

with an emphasis on the limitations of direct mapping and on the ultimate temporal 

resolution. As shown in Fig. 2.2(a), Kerr-induced cross phase modulation (XPM) in fused 

silica glass was used to shift the probe phase on a femtosecond time scale. An optical pump 

pulse modulates the refractive index of the fused silica glass as n = n0 + n2Ip(t) where Ip(t) 
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is the instantaneous pump intensity and n2 = 3.2 × 10-16 cm2/W is the nonlinear index of 

refraction of fused silica. 22 This transient refractive index, in turn, perturbs the probe pulse 

with a temporal phase shift of ∆Φ(t) = cLtIn p /)(20ω  where L is the material length. Using 

SSSI, we measured the spectral shift ∆φ(ω) of the probe with various chirps at a fixed 

broad spectral bandwidth. Both direct mapping and Fourier transform techniques were used 

to extract ∆Φ(t). 

 

2.4.1 Experimental setup 

The experimental setup is shown in Fig. 2.2(b). The SC pulse is generated as 

broadband conical emission from f/8 focusing of a ~1 mJ, 80 fs pulse in atmospheric 

pressure air. Although it is possible to generate SC in a sapphire window,23 the pump 

power is limited to the critical power for self-focusing (Pcr ≈ 3MW) to avoid multiple 

filament formation,24 which leads to significant spatio-temporal phase distortions. This 

limits maximum useable pump energies in bulk media to the microjoule range (see 

Appendix D for details). 

Imaging of our air SC source shows that it originates from a single filament in the 

focal region. The conical emission spectrum is increasingly blue-shifted with radius.25, 26 

The SC beam is collimated and split into collinear twin pulses (reference and probe pulses) 

with delay τ0 by a Michelson interferometer delay line. The twin pulse beam is sent 

through a ~250 µm diameter aperture to clean the spatial profile and reduce the spatial 

chirp (see Appendix D). Temporal chirp, in addition to that imposed by the intrinsic system 

optics, was added with an additional dispersive glass window DW, either 22.2 mm thick 

BK7 or 25.4 mm thick SF4 glass. 
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The time-dependent refractive index variation used to test the diagnostic was 

generated by a 0.12 µJ, 800 nm, 80 fs pump pulse focused at f/50 by a MgF2 lens into a 1-

mm-thick fused silica window (FS) with a FWHM spot size of 40 µm. The pulse width was 

measured independently by frequency resolved optical gating (FROG) 27. The twin chirped 

SC pulses were directed through the pump mirror (dichroic splitter DS), and collinearly 

focused into the FS window with the pump to a FWHM spot size of 170 µm, overfilling 

the pump spot. The pulse timing was arranged so that the reference pulse preceded the 

probe pulse, and the pump pulse was overlapped with the probe, generating a time- and 

space-dependent phase variation due to the Kerr-induced XPM. The pump was removed 

from the beam path by mirror M with a ~60 nm-bandwidth high reflectivity coating at 800 

nm, leaving the SC pulses with a FWHM bandwidth of ~65 nm. The coherence time 

corresponding to this bandwidth is τc = 2.77/∆ω  ~ 11 fs. The twin pulses were then imaged 

with 15× magnification onto the spectrometer entrance slit, producing a spectral 

interferogram on the spectrometer CCD with 1D spatial resolution along the slit. The 

spectral and spatial resolutions of the imaging spectrometer were 0.5 nm and 7 µm, 

respectively. 

 

 2.4.2 Spectral phase extraction and chirp characterization 

Once a spectral interferogram is obtained experimentally, the spectral phase 

difference ∆φ(x, ω) = φpr(x, ω) − φr(x, ω) + ωτ0 is extracted first. The simplest method is 

tracing the shifts of fringe peaks or valleys as demonstrated in references.2, 4, 15 This 

technique, however, depends on the criterion used for fringe location, and requires a great 

deal of time for data processing. Moreover, the finite number of fringes substantially limits 
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the extractable data points. To extract ∆φ(ω) more accurately, we used the Fourier 

transform method developed by Takeda et al. 21 (see Appendix F). This method can extract 

),(~),(~
pr0r0 ωω xExE  and ∆φ(x, ω) from a two-dimensional (2D) spectral interferogram I(x, 

ω). For more detailed descriptions, see Appendix F. Figure 2.3 shows (a) a sample 

experimental 2D spectral interferogram I(x, λ) and (i)-(iii) show the steps in the Fourier 

transform method to extract the phase difference ∆φ(x, λ). Shown in Figure 2.3(b) is 

∆φpr(x, λ) obtained from ∆φpump-on(x, ω) by subtracting ∆φpump-off(x, ω) where ∆φpump-on, pump-

off (x, ω) are the probe-reference phase differences with the pump on and off, respectively. 

This method bypasses the need for measuring τ0, and it potentially reduces the unwanted 

spatial phase distortion arising from irregularities in the spectrometer slit or beam spatial 

chirp. 

To determine the temporal probe phase shift ∆Φpr(t) from the spectral phase shift 

∆φpr(x, ω) measurement, the spectral phase φr(ω) of the reference pulse must be well 

characterized. In this section, we present a method to measure the linear chirp coefficient a, 

defined in Eq. (2.6), which will give us the spectral phase through second order in ω.4 This 

was experimentally implemented by tracing the translation of ∆φ(ω) along the ω–axis as 

the pump-probe separation τ was varied. Figure 2.4(a) shows the results of the XPM 

procedure for determining the chirp parameter a of the SC pulse. Spectral phase plots 

∆φ(ω) on the beam axis were extracted for a sequence of incremental delays (∆t = 66 fs) of 

the pump [Fig. 2.4(a-i)]. A linear least squares fit of the phase peaks versus time delay 

gave a1 = (1.06 ± 0.08) × 103 fs2 (no chirping window W), a2 = (2.40 ± 0.03) ×103 fs2 [22.2 
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mm BK7, shown in Fig. 2.4(a-ii)], and a3 = (6.85 ± 0.05) × 103 fs2  (25.4 mm SF4). The 

quoted errors represent the variance of the data points from the fits. 

The second approach, which is similar but even simpler than the first method, was 

to monitor the probe (or reference) XPM spectrum without the presence of the other replica 

pulse. Figure 2.4(b-i) shows raw probe spectra under the variation of the pump-probe delay 

τ. The wavelength shifts of perturbed probe spectra are plotted in Fig. 2.4(b-ii) as a 

function of delay τ. Co-plotted is a linear least squares fit of the data points, from which 

the chirp coefficient a can be extracted. Similar results were obtained with this method. 

To characterize the linear chirp of probe (or reference), we ignored higher-order 

dispersions (TOD, 4OD, and etc.; see Appendix C) arising from the SC generation process 

and the intrinsic material dispersion of the optics (see Appendix D). Even though the probe 

pulse is mostly linearly chirped as shown in Fig. 2.4, unknown higher order dispersion may 

cause an imperfect retrieval of the temporal phase variation ∆Φ(t), particularly with the 

Fourier transform method. This will be addressed in Section 2.5 in detail. 

 

2.4.3 Experimental results 

We first examined the effect of increasing chirp at fixed SC bandwidth on results 

obtained using the direct mapping method. Figure 2.5(a) shows the measured and 

simulated time dependent phases for (i) a1 = (1.06 ± 0.08) × 103 fs2, (ii) a2 = (2.40 ± 0.03) × 

103 fs2, and (iii) a3 = (6.85 ± 0.05) × 103 fs2, for which Eq. (2.6) gives the expected time 

resolutions ∆tres of ~140 fs, ~300 fs, and ~870 fs, respectively. As predicted by Eq. (2.7), 

the phase recovered from direct mapping becomes increasingly distorted as the chirp 

increases for a fixed pulse bandwidth. Even for the case of smallest chirp, panel (i) of Fig. 
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2.5(a), the associated time resolution of 140 fs is still insufficient to track the index 

variation induced by the 80 fs pump.  

The theoretical simulations of Fig. 2.5(a)(i′)-(iii′) were performed by assuming 

Gaussian probe and reference pulses using the measured values of bandwidth and chirp and 

separated by delay τ0. The pump pulse perturbed the probe via XPM according to 

)(
0rpr

0)()( ττ −∆Φ−= tietEtE , where )/2ln4exp()( 22
peak ptt τ−∆Φ=∆Φ  and peak∆Φ  = 

cLIn /peak20ω = 3.45 rad is the peak nonlinear phase shift, using peak laser intensity Ipeak = 

1.2 × 1012 W/cm2, pump FWHM pulsewidth τp = 80 fs, interaction length L = 1 mm, and 

central probe frequency ω0 = 2.72 × 1015 Hz. Transforming into the frequency domain 

yielded a spectral interferogram via Eq. (2.3), from which the transient phase was 

calculated as ∆Φ[t(ω)] = ∆φ[a(ω – ω0)]. The simulations are in excellent agreement with 

the experimental results: increasing distortion with chirp in the recovery of ∆Φ(t). 

Applying the full Fourier transformation to determine ∆Φ(t) via Eq. (2.4) requires 

knowledge of φr(ω). This was determined through second order φr(ω) ≈ β2(ω –  ω0)2 from 

the XPM calibration shown in Fig. 2.4.  The results for increasing chirp (and increasing 

temporal observation window) are shown in Fig. 2.5(b), where the chirp-induced 

distortions are largely eliminated. Figure 2.6 compares the direct mapping and Fourier 

transform methods in a 2D plot, corresponding to Fig. 2.5(a-iii) and 2.6(b-iii). Distortion is 

seen in Fig. 2.6(a) with direct frequency-to-time mapping, while the full Fourier transform 

shows little distortion in Fig. 2.6(b).  
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2.5 Limitations of SSSI 

In this section, we investigate the limitations of the SSSI diagnostic. First, we 

examine the effect of higher order dispersion on the ultimate achievable temporal 

resolution. In addition, the issue of temporal field of view is addressed in comparison with 

other femtosecond optical diagnostics.  

As noted before, we assumed that the reference pulse was linearly chirped, ignoring 

higher order dispersions (3OD, 4OD, and etc.) that may exist. Here a question arises: does 

neglect of higher order dispersion corrections to φr(ω) affect the ultimate temporal 

resolution of this technique? Additional n ≥ 3 terms n
n )( 0ωωβ −  would have the effect of 

extending the fit in Fig. 2 4(a)-(b) to the nonlinear terms in ω (t) = ω0 + bt + ct2 + dt3 + ⋅⋅⋅ , 

where b = 1/a is the linear chirp rate, and c and the higher order coefficients are functions 

of ∆ω and βn. 

To examine the effect of higher order chirp contributions that were neglected by the 

linear fit of Fig. 2.4(a)-(b), we simulated the extraction of ∆Φ(t) for XPM pump durations 

τp of (a) 80 fs, (b) 50 fs, and (c) 20 fs for fixed ∆Φpeak = 3.45 rad. We assumed nonlinearly 

chirped reference and probe pulses of the form ( )⋅− 2
0

2
0 /2ln4exp τtE  

( )[ ]32exp 32
0 ctbtti ++− ω , where b = 1/a1 = 9.4 × 10-4 fs-2 and ∆ω = 4ln2/τc ~ 0.255 fs-1 

(measured values of chirp and bandwidth were used), τ0 = ∆ω/b ~ 270 fs is the FWHM of 

the chirped pulse, and c is the non-zero cubic chirp coefficient. Here the uncertainty in b, 

i.e., ∆b/b limits the maximum possible value of the coefficient c to ~2∆b/τ0. The results are 

shown in Fig. 2.7. There, we considered three cases: (i) ∆b/b = 0.01, (ii) ∆b/b = 0.05, and 

(iii) ∆b/b = 0.1. The corresponding c values are (i) c = 6.9 × 10-8 fs-3, (ii), c = 3.5 × 10-7 fs-3, 
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and (iii) c = 6.9 × 10-7 fs-3. The XPM perturbation was imposed on the probe and the sum 

of the reference and perturbed probe was transformed to the frequency domain, generating 

a spectral interferogram from which ∆φ(ω) was extracted. The absolute probe phase was 

then constructed as φpr(ω) = ∆φ(ω) + β2(ω−ω0)2, purposely neglecting the higher order 

dispersion terms which should have been included by virtue of c ≠ 0. Finally, ∆Φ(t) was 

extracted via Eq. (2.4). It is seen that neglect of higher order terms in φpr(ω) is most 

significant for the shortest (τp = 20 fs) pump pulse and the largest uncertainty in ∆b/b. Our 

estimated uncertainty in b from the linear least squares fit in Fig. 2.4(b-ii) is ∆b/b ~ 0.01, 

which is consistent with the onset of retrieval distortion for a 20 fs pump pulse. 

We note another restriction on the ultimate temporal resolution. Short intense pump 

pulses can add additional frequency wings δω to the probe spectrum owing to XPM, 

whereas the reference spectrum remains unchanged. This frequency mismatch leads to 

distorted spectral interference between the reference and probe. As a result, the retrieval of 

the transient refractive index becomes incomplete, effectively increasing the temporal 

resolution. This can be seen analytically: if frequency wings δω ~ ∆Φpeak/τp are added by 

the XPM perturbation )/2ln4exp()( 22
peak ptt τ−∆Φ=∆Φ , then the distortion of spectral 

interference is negligible if δω << ∆ω or τp >> ∆Φpeakτc. Thus ∆Φpeak sets the ultimate 

temporal resolution through ∆tresol ~ ∆Φpeakτc for |∆Φpeak| >1. In general, the time resolution 

∆tresol is determined by the spectral bandwidth (∆ω ~ 1/τc) and the smallest measurable 

phase shift ∆Φpeak. 

The temporal field of view is an important consideration in a single-shot diagnostic. 

With SSSI, the temporal observation window is determined from the probe pulse duration, 
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and it is easily controlled by the thickness of dispersive material (DW). There is, however, 

a fundamental limit on the probe pulse duration τpr: the probe and reference separation τ0 

must be larger than the pulse duration, i.e., τ0 > τpr. Otherwise, the reference and probe 

pulses overlap in time, and the pump-induced modulation can perturb both of these pulses, 

consequently making the reference pulse useless. However, too large a τ0 causes fringe 

visibility to become poor as the spectral modulation period shrinks according to δω = 2π/τ0 

or δλ = –λ2(cτ0)-1 from Eq. (2.3). From our spectrometer resolution of δλ = 0.5 nm, the 

maximal reference-probe separation is τ0 = 3 ps, which sets the maximum observation 

window in our implementation of SSSI.  

 

2.6 Conclusions 

We have reviewed the principles of SI and SSI diagnostics and their applications 

for time-resolved phase and amplitude spectroscopy. More importantly, we have developed 

a SSI method using sub-mJ-level supercontinuum pulses generated by self-focusing in air: 

single-shot supercontinuum spectral interferometry (SSSI). It was theoretically and 

experimentally shown that the direct frequency-to-time mapping method of transient phase 

extraction has its time resolution strongly limited by the pulse chirp. In addition, with a full 

Fourier transformation, the complete phase transient can in principle be extracted with 

temporal resolution limited mainly by the accuracy of the chirp measurement to 

~∆Φpeakτc/2. 
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Figure 2.1: (a) Multi-shot spectral interferometry layout. (b) Single-shot chirped spectral 
interferometry diagnostic layout.
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Figure 2.2: (a) Schematic of cross phase modulation (XPM) of a probe pulse induced by an 
intense pump pulse in fused silica glass. (b) XPM experimental setup, showing pump, 
reference, and probe beams, dispersive window (DW), dichroic splitter (DS), 1-mm-thick 
fused silica glass (FS), pump removal mirror (M), and imaging spectrometer. Sample 
spectral interferogram image from optical Kerr-induced XPM in FS is also shown. 
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Figure 2.3: (a) Raw chirped spectral interferogram with XPM. (b) Extracted spectral phase 
∆φ (x, λ) using fast Fourier transform (FFT) phase extraction method shown in (i)-(iii). 
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Figure 2.4: Determination of the chirp parameter of the SC pulse. Two methods [(a) and 
(b)] are possible. (a-i) Spectral phase plots were extracted for a sequence of incremental 
delays (∆t = 66 fs) of the pump for DW = 22.2 mm BK7. The plots are vertically offset for 
clarity. (a-ii) Linear least squares fit of the phase peaks versus time delay gave a2 = (2.40 ± 
0.03) ×103 fs2 for DW = 22.2 mm BK7. (b-i) Raw probe spectral intensity modulations 
with varying pump-probe delay. (b-ii) Plot of wavelength at modulation peaks vs. pump-
probe delay with a linear least squares fit.  
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Figure 2.5: (a) Experimental [(i)-(iii)] and corresponding theoretical [(i′)-(iii′)] transient 
phase extracted using direct frequency-to-time mapping for chirp parameters (i) a1 = 1.06 × 
103 fs2, (ii) a2 = 2.40 × 103 fs2, and (iii) a3 = 6.85 × 103 fs2. The plots are space-central time 
line-outs of the full phase images. (b) Full Fourier extraction of transient phase for the 
three chirps of (a). Experimental results: (i)-(iii). Corresponding simulations: (i′)-(iii′). 
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Figure 2.6: Full time and one-dimensional (1D) space image of extracted spatio-temporal 
XPM phase shift ∆Φ(x, t) with (a) direct frequency-to-time mapping and (b) full Fourier 
transform methods for the chirp of a3 = 6.85 × 103 fs2. 
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Figure 2.7: Simulated transient phase extraction from XPM perturbation with (a) 80 fs, (b) 
50 fs, and (c) 20 fs pump pulse durations with probe pulse chirp through cubic term 
accounted for (solid lines) and with chirp kept only through quadratic term (lines with solid 
squares). Cubic term are (i) c = 6.9 × 10-8 fs-3, (ii) c = 3.5 × 10-7 fs-3, and (iii) c = 6.9 × 10-7 
fs-3. 
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Chapter 3: Femtosecond multi-terawatt Ti:sapphire laser system 

 

3.1 CPA technique and Ti:sapphire laser 

The chirped pulse amplification (CPA) technique 1, 2 described in Appendix A 

opened a new path for the generation of ultrahigh power laser pulses. It directly led to the 

advent of high-repetition-rate tabletop multi-terawatt pulsed lasers with an adoption of 

titanium-doped sapphire (Ti:Al2O3 or Ti:sapphire) crystals as the gain medium. The first 

use of Ti:sapphire in a solid state laser was demonstrated by Moulton in 1982.3, 4 Since 

then, Ti:sapphire has been the most popular gain medium for ultrashort high power solid 

state lasers due to the following spectroscopic and material characteristics: large peak 

emission cross section of σ = 30 × 10-20 cm2, relatively long upper state lifetime of 3.2 µs, 

broad gain bandwidth from 700 nm to 1100 nm, high thermal conductivity of 46 W/m·K at 

300 K, high optical damage threshold of 8 ~ 10 J/cm2, and high energy storage density of 1 

J/cm2.3-6 Other solid state crystal such as Cr:LiSAF (Cr:LiSrAlF6) and Cr:Forsterite also 

have been used as gain media to generate femtosecond terawatt laser pulses, but laser rods 

of these materials have not been manufactured to the same optical quality as with 

Ti:sapphire. Therefore, the Ti:sapphire crystal is still the most popular active medium for 

the majority of high-repetition-rate, multi-terawatt laser facilities around the world. The 

general features of femtosecond multi-terawatt Ti:sapphire laser systems can be found in 

review papers 6–9 and dissertations.10, 11 

In this chapter, our home-made multi-terawatt Ti:sapphire laser system, used for 

most of the experiments of this dissertation, is described. Figure 3.1 is a schematic of our 
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10 Hz repetition rate, 2 TW peak power, 60 fs Ti:sapphire laser system. The system 

consists of an oscillator, a pulse stretcher, a regenerative amplifier, and two multi-pass 

amplifiers followed by a pulse compressor. First, a 50 fs pulse train at 76.3 MHz is 

generated from the Kerr-lens mode-locked Ti:sapphire oscillator. The pulse is temporally 

stretched in the pulse stretcher, and then amplified in the regenerative amplifier followed 

by two additional multi-pass amplifiers. Finally, the amplified pulse is compressed back to 

nearly the original pulse duration in the compressor to produce 60 fs, 100 mJ pulses at 10 

Hz repetition rate.  

 

3.2 Femtosecond pulse train generation (oscillator) 

Femtosecond pulse generation in our Ti:sapphire oscillator is based on the Kerr lens 

mode-locking (KLM) mechanism. The first operation of KLM or self-mode-locking using 

Ti:sapphire was demonstrated by Sibbett and his group in 1991.12, 13 After that, a number of 

experimental 14–19 and theoretical 20–23 works on KLM have been reported. The basic 

concept of KLM is that the gain crystal behaves like a fast saturable nonlinearity under the 

onset of Kerr lens focusing, resulting in passive mode locking to generate a femtosecond 

pulse train. In the nonlinear regime of KLM, the Kerr effect occurs when the refractive 

index of the gain medium becomes intensity-dependent according to n = n0 + n2I, where n0 

is the normal refractive index and n2 is called the “nonlinear index of refraction”. This 

effect results in an intensity-dependent graded-index lens, which causes the laser crystal to 

act as a lens with an intensity-dependent focal length. With the employment of a hard or 

soft aperture in the resonator, the Kerr lens can introduce a low loss for high intensity and 

high loss for low intensity. Ultimately, this gives rise to pulse sharpening in the time 
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domain, as only the most intense pulses survive the losses. Because of the extremely fast 

electronic response time of ~1 fs in solid media,24 KLM is preferred over other mode-

locking methods for the generation of stable femtosecond laser pulses. To date, sub-6-fs 

pulses (~2 optical cycles) are the shortest pulses to be directly produced using KLM.25 

More details on KLM and femtosecond pulse generation are found in references.5, 26 

Our home-made Ti:sapphire oscillator is shown in Figure 3.1. It consists of an 

astigmatically compensated cavity,18 a Brewster cut 9 mm long Ti:sapphire crystal rod, two 

concave mirrors with dichroic coatings, a flat output coupler (OC), a flat high-reflection 

cavity mirror, a mirror mounted on a piezo-electric transducer (PZT) stage, one folding 

mirror, and fused silica prism pair. The Ti:sapphire crystal is pumped by a frequency-

doubled diode pumped Nd:YVO4 (vanadate) laser (Spectra-Physics Millennia Classic) 

delivering 4.75 W at 528 nm. The repetition rate of the oscillator is f = c/2Lcavity = 76.3 

MHz where Lcavity = 1.97 m is the cavity length. The average power is 300 mW. Since the 

Kerr nonlinearity is not strong enough for the self-starting of KLM from quiescent 

oscillator noise, in order to initiate KLM one needs to translate the second prism rapidly to 

generate strong amplitude modulations.  

In general, dispersion in the oscillator – induced by self phase modulation (SPM) 

and material dispersion (see Appendix G) in the crystal and multilayer dielectric mirrors – 

distorts the spectral phase and leads to pulse broadening. Hence, to generate ultrashort 

optical pulses, phase distortion should be minimized. To compensate group delay 

dispersion (GDD) and third order dispersion (TOD) in the oscillator, a pair of prisms is 

introduced inside the cavity to produce negative GDD and TOD (see Appendix C for GDD 

and TOD). This was first proposed by Fork and et al. 27 and demonstrated by many groups. 
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A diagram of the prism pair geometry is shown in Figure 3.1 and 3.2 (a). The GDD and 

TOD for a prism pair are given as follows 28, 29  

2

2

2

3

2 λπ
λφ

d
Pd

c
=′′      and     








+−=′′′ 3

3

2

2

32

4

3
4 λ

λ
λπ

λφ
d

Pd
d

Pd
c

,  (3.1.1) 

where 

β
λ

β
λλλ

cos8sin)2(4
22

3
2

2

2

2

pp l
d
dnl

d
dnnn

d
nd

d
Pd







−


















−+= − , (3.1.2) 

β
λλ

β
λλ

cos24sin4 2

2

3

3

3

3

pp l
d

nd
d
dnl

d
nd

d
Pd

−= ,    (3.1.3) 

where P = 2lpcosβ is the optical path length that contributes to dispersion, lp is the distance 

between the two prisms, β is the angle between the ray at wavelength λ and the reference 

ray which connects the prism apexes, and n is the refractive index of the prism. For fused 

silica glass prisms in our geometry, cosβ ≈ 1, lp ≈ 1 m, lpsinβ ≈ 2 mm, n = 1.711, dn/dλ = − 

0.01726 µm-1, d2n/dλ2 = 0.03965 µm-2, and d3n/dλ3 = − 0.2365 µm-3 at 800 nm (see 

Appendix G). We get φ′′ = −6.2 × 103 fs2 and φ′′′
 = −2.1 × 103 fs3 for GDD and TOD. Prism 

2 is mounted on a 2D translation stage so that one can easily adjust lp and d2 independently 

to eliminate GDD and TOD [see Fig. 3.2(a)]. In addition, the stage for prism 2 makes 

possible the rapid motion of this prism to initiate KLM.  

The maximum spectral bandwidth of 48 nm (FWHM) is produced with good 

oscillator alignment. It supports an approximate 20 fs Fourier-transform-limited pulse 

width assuming a Gaussian pulse shape. The autocorrelation trace of the oscillator output 

was measured to be 72 fs (FWHM) with our interferometric autocorrelator using two-

photon absorption 30, 31 in GaAsP, shown in Fig. 3.3(a) with a sample autocorrelation trace 

in Fig. 3.3(b). Assuming a Gaussian pulse envelope, the estimated pulse width is 50 fs. It is 
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larger than the Fourier-transform-limited value because the pulse acquires a strong chirp 

due to the material dispersion in the output coupler and in the autocorrelator optics. 

However, the ultimate pulse duration at the output of the full laser system can be less than 

50 fs because much of the chirp can be compensated by compressor adjustments.  

Our oscillator is sensitive to temperature variations in the room. Due to the thermal 

expansion of the optical table and in the metallic optical mounts in the oscillator, the cavity 

length (repetition rate) changes with temperature at a rate of 31 µm/C° (–1.2 kHz/C°). In 

addition, the central wavelength drifts with temperature at a rate of 1.85 nm/C°. To 

stabilize the temperature of the optical table surface and in the optical mounts, a heater tape 

was laid out surrounding the footprint of the oscillator. The table surface temperature is 

monitored and controlled by a thermocouple and controller (Omega Engineering, 

CN77324). This arrangement greatly improves oscillator stability. Additionally, the PZT-

mounted mirror is controlled by a Lock-to-Clock (LTC) phase-locked loop (Spectra-

Physics), originally installed for the synchronization of Ti:sapphire and Nd:YAG laser 

systems (see Appendix H). This is used to fix the mode-locked pulse repetition rate at 76.3 

MHz.  

 

3.3 Pulse stretcher 

In many CPA laser systems, a pair of anti-parallel diffraction gratings with two 

lenses is commonly used to stretch pulses of large bandwidth by typically 1000 times their 

original pulse duration.32 Between the two anti-parallel gratings, two lenses form a 

telescope, which inverts the angular dispersion and results in a net positive GVD provided 

that the gratings lie inside the focal planes of the lenses.33 However, for pulse durations 
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below 100 fs, as in our system, the lens-based telescope introduces strong chromatic 

aberrations.  To avoid the chromatic aberration and on-axis coma due to the refractive 

elements, an aberration-free stretcher using a single grating and two spherical concentric 

mirrors in an Öffner Triplet 34 design was adapted for our stretcher.35 Additionally, the 

single grating design eliminated the possibility of misaligning two separate gratings. The 

layout for our stretcher is shown in Fig. 3.1. A grating of 1200 grooves/mm is placed 450 

mm away from the center of the concave mirror with curvature radius of R1 = 900 mm and 

the convex mirror of R2 = 1800 mm. With a grating separation of L = 900 mm, injection 

angle θin = 36°, grating groove spacing d = 0.830 µm, and λ = 805 nm, GDD and TOD are 

φ′′
stretcher = 3.02 × 106 fs2 and φ′′′

stretcher = −2.18 × 108 fs3, respectively, from Eq. (3.1). This 

gives a stretching ratio of ~9 ps/nm at 800 nm. For a spectral bandwidth of ∆λ = 32 nm 

(FWHM) input, the stretched output pulse duration is ~300 ps (FWHM). Since the same 

expression Eq. (3.2) for compressor dispersion can be applied to the stretcher, see Section 

3.5 for more details.  

 

3.4 Laser pulse energy amplification 

3.4.1 Regenerative pulse energy amplification 

The regenerative amplifier (RGA) gain medium is a Brewster-cut Ti:sapphire 

crystal (6.25 mm diameter and 20 mm length, absorption coefficient α = 1.31 at 514 nm, 

Crystal Systems) pumped by a 10 Hz repetition rate, 35 mJ frequency doubled 532 nm 

Nd:YAG laser pulse (Spectra-Physics, Quantra-Ray INDI-30). The RGA cavity consists of 

two cavity mirrors (one concave with f = 3 m and one convex with f = –3 m) and one 

folding dichroic mirror for pump pulse transmission.  
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After passing through the pulse stretcher, the temporally stretched pulse is 

amplified in the RGA. First, the pulse propagates through a thin film polarizer (TFP) with a 

horizontal polarization (P-polarization) as shown in Fig. 3.1. Then, it travels through a 

half-wave plate (λ/2) followed by a Faraday rotator (FR) with a net 90° polarization 

changes (from P to S). The S-polarized pulse is reflected from the second TFP and goes 

through a KDP Pockels cell PC1 (Medox Electro-Optics, Model 700-KD*P) with a 25-mm 

long 10-mm aperture KD*P crystal. The Pockels cell angle is adjusted to provide quarter-

wave (λ/4) retardation without any applied voltage to the birefringent KD*P crystal. After 

a double pass through the Pockels cell with a net half-wave retardation, the polarization is 

changed from S to P. The pulse then propagates though TPF2 and remains in the RGA 

cavity. After it again double passes the Pockels cell, it leaves the cavity with a negligible 

amount of amplification. However, the optical pulse can be trapped in the cavity for many 

round trips and significant energy amplification by applying a half-wave high voltage pulse 

(with a rise time of 3.6 ns) from a pulse driver (Electro-Optics, Medox DR 85-A) to the 

Pockels cell to induce a half-wave (λ/2) retardation. The optical pulse energy then grows 

from the nanojoule level up to the millijoule level after ~28 times round trips in the RGA 

cavity, constituting an energy gain of ~106. The pulse is ejected from the cavity by 

applying an additional high voltage pulse (with a rise time of 3.9 ns) to make 4
3 λ 

retardation in the Pockels cell, changing the polarization from P to S. The S-polarized pulse 

goes through the FR and TFP without polarization change and leaves RGA. The Medox 

timer/driver sets the repetition rate in the RGA at 10 Hz, with synchronization ensured to 

individual oscillator pulses from the 76.3 MHz pulse train (see Appendix H). 
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Two major effects – gain narrowing 36, 37 and gain shifting 37 – must be considered 

in the CPA amplification system in order not to distort the spectrum during power 

amplification. As the RGA stage contributes the largest portion of the system 

amplification, gain narrowing must be considered most carefully there. For instance, for 

the case of gain narrowing, if a seed beam with an infinite spectral bandwidth is injected 

into a Ti:sapphire amplification chain with a gain of 107, even though the Ti:sapphire 

crystal has a broad gain bandwidth of 230 nm (FWHM), the spectrum of the amplified 

pulse is reduced to 47 nm (FWHM).7, 38 It can then only support the minimal transform-

limited pulse duration of 18 fs at a millijoule energy level. In addition, the finite reflection 

or transmission bandwidth of the mirrors and TFPs in the RGA results in further narrowing 

of the pulse spectrum. It is shown in Fig. 3.4 that the spectral bandwidth is reduced from 32 

nm at the oscillator output to 27.7 nm after power amplification. 

The other effect, gain shifting, happens when the leading part of the stretched seed 

pulse – positively chirped and thus with red spectral components arriving earliest – 

experiences more gain, owing to gain saturation, compared to the blue components which 

come later.  This gain shifting is not serious in our RGA, but it becomes more serious after 

the two power amplifiers (PA1 and PA2) as shown in Fig. 3.4(a). 

Typically, the pulse output from the RGA has multiple pre-pulses and post-pulses 

superimposed on a long plateau. The pre- and post-pulses are generated due to the finite S- 

vs. P-polarization extinction ratio of the TFPs (1:100) in the RGA cavity. Therefore, at 

each round trip, ~1 % of the pulse energy leaks out of RGA to produce multiple pre- and 

post-pulses. To enhance the contrast ratio between the main pulse and the unwanted pre- 

and post-pulses, an external Pockels cell PC2 (rise time 2 ~ 3 ns, Cleveland Crystals 
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IPD2545) is introduced after the RGA (see Fig. 3.1).  The pulse ejected from the RGA is 

reflected from an external thin film polarizer (TFP3) with S-polarization. Then, it double-

passes through the external Pockels PC2 with a net λ/2 retardation when a high voltage is 

applied to PC2. The high voltage pulse is applied right before the main pulse enters PC2 so 

that there is no polarization shift for the pre-pulses. Hence, only the P-polarized main pulse 

with a PC2-induced retardation can propagate through TFP3 and enter the next 

amplification stage PA1. In this arrangement, the post-pulses are not filtered out because 

they acquire the same phase retardation in PC2 (PC2 has a relaxation time of 2 ~ 3 µs to 

decay to zero voltage). Before PC2, the contrast ratio is 10-2:1. However, after PC2, the 

pre-to-main pulse extinction ratio is 10-4:1. 

 

3.4.2 Multi-pass power amplification 

The pulse from the RGA is amplified further in a 3-pass amplifier PA1 and a 4-pass 

amplifier PA2. The beam paths and pumping geometry for these stages are shown in Fig. 

3.1. In PA1, a Brewster cut Ti:sapphire crystal (10 mm diameter × 12 mm length, Crystal 

Systems) is pumped by 350 mJ frequency doubled (532 nm) Nd:YAG pulses at a repetition 

rate of 10 Hz. The pump beams are relay-imaged to the amplifier crystal by f1 = 1500 mm 

and f2 = 800 mm lenses. With a demagnification of 2, the pump beam diameter at the 

crystal face is 4 mm with a flat-top profile. The Ti:sapphire pulse propagates through the 

crystal in a 3-pass bow-tie amplification geometry. The overall energy gain of 20 is 

achieved, agreeing with the theoretical expectation based on the Frantz-Nodvic equation.39 

The normal-cut Ti:sapphire crystal (α = 2.70 cm-1 at 514 nm, Crystal Systems) in PA2 has 

a 10 mm diameter and 12 mm length with anti-reflection broad-band coatings of 650 ~ 950 
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nm.  The crystal is pumped on both sides by ~300 mJ and ~200 mJ frequency doubled 532 

nm Nd:YAG pulses. The flat-top pump beam diameter is 6 mm on the two crystal faces 

with dual lens relay imaging system (f1 = 1500 mm, f2 = 1000 mm). The maximum output 

energy after PA2 is 220 mJ with a net gain of 4.4. The pre-compression pump-to-laser 

energy conversion efficiency of our Ti:sapphire laser system is 0.21. 

In designing high power amplifiers, thermal lensing 5, 8 – induced by the heat load 

due to the large pump energy fluence on the laser crystal – is a major concern.  Since the 

quantum efficiency of Ti:sapphire pumped at 527 nm is approximately 0.6, at least 40% of 

the absorbed light is released as heat.8 The radial thermal gradient and the thermo-

mechanical stress in the pumping zone produce a positive lens-like index of refraction 

profile in the crystal rod. Hence, as the beam repeatedly passes through the heated crystal, 

it undergoes unfavorable focusing in the amplification chain and develops a dramatically 

deteriorated transverse phase profile, which could lead to optical damage. To reduce the 

thermal lensing in PA1 and PA2, the laser rods are water-cooled at room temperature. In 

addition, a plano-concave lens L1 with a focal length f = –1500 mm is placed in the beam 

path of PA1. The lens overwhelms the thermal lensing with a moderate beam divergence. 

In addition, a telescope with 150 mm (L2) and –100 mm (L3) lenses is placed between 

PA1 and PA2 as shown in Fig. 3.1. The telescope divergence is adjusted so that the thermal 

lensing in PA2 is also pre-compensated. However, in general it is not easy to cancel out 

exactly the thermal lensing because of alignment difficulty and the variation of the 

effective focal length of the thermal lens with pump energy.  For even higher pump 

energies than used in our system, cryogenic cooling of the Ti:sapphire crystal rod with 

liquid nitrogen is preferable for minimizing thermal lensing, because the Ti:sapphire 
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material develops a very high thermal conductivity at low temperatures (2000 W/m·K at 77 

K).8 

In high intensity amplification systems, self-phase modulation (SPM) occurs due to 

the nonlinear index of refraction of a material induced by the beam itself. Typically, the 

effect on laser beams of SPM is described by the so-called B-integral, B(r, t) = 

∫
L

dztzrI
n

0
2 ),,(

2
λ
π

, where n2 is the nonlinear index of refraction of the material through 

which the intense beam propagates, λ is the vacuum wavelength, and L is the propagation 

length in the material.40 The B-integral is simply the additional phase accumulated by the 

nonlinear propagation. In general, linear phase distortion components such as GDD and 

TOD from the amplification system can be compensated in the final pulse compression 

stage. However, the intensity dependence of the B-integral makes it impossible to exactly 

compensate the phase shift over the entire beam profile. Hence, SPM in the amplification 

chain should be minimized to keep the B-integral small. Otherwise, SPM degrades the 

contrast of the compressed pulse, thereby reducing the peak intensity significantly.41 The 

overall estimated B-integral in our Ti:sapphire laser system is far less than unity. 

 

3.5 Pulse compressor 

To compress the stretched pulse back to near the original pulse width, two parallel 

gratings (120 × 140 mm, 1200 grooves/mm) were used to produce negative GDD.42 The 

schematic of our compressor is shown in Figs. 3.1 and 3.2(b). The GDD and TOD in the 

double-pass compressor are given by 29 (see Appendix C for GDD and TOD)  
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where L is the perpendicular separation between the two parallel gratings, θin is the incident 

angle, and d is the grating groove spacing, and λ is the central wavelength. Under our 

conditions [L = 940 mm × cos(33.7°) = 782 mm, θin = 24.4°, d = 0.830 µm,  and λ = 793 

nm], the estimated GDD and TOD are φ′′
compressor = −3.10 × 106 fs2 and φ′′′

compressor = 2.56 × 

108 fs3, respectively. As shown in Eqs. (3.2.1) and (3.2.2), by adjusting L and θin, GDD and 

TOD can be arbitrarily adjusted at a fixed wavelength.  In general, to compensate GDD, 

TOD, 4OD, and so forth in the compressor, one needs to satisfy the following equations.  

0),(compressorampstretcher =′′+′′+′′ inL θφφφ ,    (3.3.1) 

0),(compressorampstretcher =′′′+′′′+′′′ inL θφφφ ,    (3.3.2) 

… …       

0),((n)
compressor

(n)
amp

(n)
stretcher =++ inL θφφφ .    (3.3.3) 

However, since the grating-based compressor has only two degrees of freedom − the 

incidence angle θin and the grating distance L − one can eliminate dispersion only up to 

third order, leaving the higher order dispersion terms uncompensated. To compensate these 

higher order dispersions, more degrees of freedom are needed. For instance, adding 

additional material in the amplification chain 43 or using an adjustable air-spaced doublet 

lens in the stretcher,44 dispersion compensation up to 4OD was achieved. In our case, the 
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accumulated GDD and TOD in the stretcher and the amplifier chains are almost fully 

compensated in the compressor. 

The overall compressor energy transmission efficiency of 50% is mostly 

determined by the grating diffraction efficiency (90% near the Littrow angle, 4 grating 

reflections) and the gold mirror reflection efficiency (~96% at 800 nm, 6 mirror 

reflections). Before the amplified chirped pulse enters the compressor, the beam size is 

expanded to ~12 mm (FWHM). Otherwise, the compressed pulse could damage the last 

compressor grating because of its high peak intensity ~9.6 × 1011 W/cm2.  

One also needs to consider the self-focusing of the compressed pulse in air after it 

exits the compressor.  With the nonlinear refractive index of air n2 = 5 × 10-19 cm2/W, 45 the 

B-integral accumulates at a rate of 0.008 cm-1. For the air propagation length L = 1 m, the 

B-integral of 0.8 is still less than unity. However, if the energy exceeds twice more than 

our current 100 mJ after the compressor, strong SPM in air would require the entire 

compressor and the path from the compressor to the interaction chamber to be enclosed in 

vacuum. The equivalent self-focusing length in air zf for the current system output energy 

of 100 mJ is approximately zf = 
( ) 2/1

2
2
1

1/ −cPP
kw

 ≈ 14 m where k = 2π/λ is the wavenumber in 

vacuum, w = 10.2 mm is the compressor output beam radius at 1/e2, P ≈ 1.7 TW is the peak 

power, and Pc = 
20

2

2 nnπ
λ  = 2 GW is the critical power for self-focusing in air.46  
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3.6 Femtosecond laser pulse characterization 

The spatial, temporal, and spectral characteristics of intense pulses should be well 

diagnosed before any experiments. Figure 3.4(a)-(b) show the pulse spectra and spatial 

profiles after each CPA stage: oscillator, stretcher, RGA, PA2, and compressor. The central 

wavelengths and spectral full width at half maxima (FWHM) after each stage are marked 

in Fig. 3.4(a). It is notable that the spectral bandwidth decreases gradually as the pulse 

propagates through our CPA system. First, physical spectrum clipping occurs due to the 

finite transverse size of the grating in the stretcher, which reduces the FWHM spectrum 

from 48 nm to 32 nm. Additionally, gain narrowing in the amplifiers – mainly in the RGA 

and also in PA1 and PA2 – further limits the spectral bandwidth. Finally, the spectral 

bandwidth reduces further down to ~23 nm in the compressor because the grating has a 

maximum diffraction efficiency near 790 nm, whereas the central wavelength of the pulse 

after PA2 is 811.3 nm. To take the full advantage of the broad oscillator spectrum of 48 

nm, whose transform-limited pulse duration is 20 fs, spectral narrowing and clipping 

should be avoided. 

In the future, to preserve the broad oscillator broad bandwidth throughout the laser 

system, it would be desirable to inject more bluer (795 ~ 790 nm) seed pulses into the RGA 

to solve four problems simultaneously 47: spectral clipping, gain narrowing, gain shifting, 

and the wavelength mismatch in the compressor. In addition, spectral beam shaping 

techniques 48 can be employed in the system to increase the spectral bandwidth. One well-

known solution is to use a thin angle-tuned étalon as a frequency-dependent attenuator (or 

spectrum flattener) in the RGA for regenerative pulse shaping.49 With this technique, it was 

reported that the spectral bandwidth was broadened to ~100 nm, which is nearly three 
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times wider than the gain-narrowing limit.47 However, this technique requires careful pulse 

recompression with compensation of higher order dispersion necessitated by the spectral 

broadening. Another pulse shaping technique, the acousto-optic programmable dispersive 

filter (AOPDF) 50, 51 method can be used not only to modulate the spectral shape but also to 

adaptively compensate the dispersion in the laser system, enabling reshaping of the output 

pulse envelope and phase.  

The temporal pulse envelope and time-dependent phase of the Ti:sapphire laser 

pulse after the compressor is characterized by polarization gating (PG) frequency resolved 

optical gating (FROG). Figure 3.5(a)-(b) show our PG FROG setup and a sample of FROG 

trace taken after the compressor. The retrieved temporal pulse envelope and its phase are 

shown in Fig. 3.5(b). The FWHM pulse duration is ~70 fs. It has modulated wings because 

of the incomplete compensation of TOD in the compressor. With a careful adjustment of 

the compressor, the pulse width is measured to be as short as 60 fs.  

The spatial profiles of beams are shown in Fig. 3.4(b) with the beam radii (FWHM) 

in the parenthesis after each CPA stage. The beam radius after the compressor is 12 mm 

(FWHM) with a Gaussian profile. The typical peak intensity is Ipeak = 1018 W/cm2 with a 

spot-size of ~12.6 µm (FWHM) using plano-convex lens focusing (see Fig. 3.6). Higher 

peak intensity Ipeak = 2.3 × 1018 W/cm2 can be achieved with a spot-size of ~8 µm by 

focusing with an off-axis parabola.    

 

3.7 Conclusions and future upgrade 

In this chapter, our 2-TW Ti:sapphire laser system was described. A future laser 

upgrade is planned to increase the peak power up to ~6 TW with a high contrast ratio. The 
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pulse duration can be reduced to sub-35 fs by limiting the spectral narrowing and 

optimizing the phase compensation in the compressor. In addition, the pulse energy will be 

further amplified with an additional pump laser source. With the overall pump laser energy 

of 1.8 J and compressor efficiency improvements, the expected Ti:sapphire pulse energy is 

~300 mJ after the compressor. Here, a vacuum compressor must be employed to avoid any 

nonlinear effects owing to the intensity-dependent refractive index of air. 
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Figure 3.1: Schematic of the 10 Hz repetition rate, 2 TW peak power, 60 fs Ti:sapphire 
laser system used in the experiments of this dissertation.
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Figure 3.2: (a) A prism pair compensating GDD and TOD inside the oscillator. (b) A 
grating pair in the compressor for the pulse recompression. 
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Figure 3.3: (a) Schematic diagram of interferometric autocorrelator using two-photon 
absorption. (b) Sample autocorrelation trace of oscillator output with a 72 fs full width at 
half maximum (FWHM). 
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Figure 3.4: Ti:sapphire laser pulse (a) spectra and (b) beam spatial profiles (with the 
FWHM beam sizes) after each CPA stage: oscillator, stretcher, RGA, and PA1&2, and 
compressor. The dashed lines in (a) are free-running spectra without the seed beam 
injection. 
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Figure 3.5: (a) Frequency resolved optical gating (FROG) setup with polarization gating 
(PG) geometry. (b) Retrieved electric field envelope (thick black line) and phase profiles 
(red thin lines) retrieved from the sample PG FROG trace (inset) taken after the 
compressor. Uncompensated TOD is responsible for the oscillatory side lobes. 
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Figure 3.6: (a) The vacuum focal spot profile with (b) the horizontal and vertical line-outs. 
The peak intensity is ~ 1018 W/cm2 with the spot size of 12.6 µm (FWHM). 
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Chapter 4: Femtosecond laser-induced ionization of helium 

 

4.1 Introduction 

The interaction of high intensity ultrashort pulses with low density gases and 

plasmas is rich in fundamental phenomena and applications including optical field 

ionization,1–3 high harmonic generation,4, 5 relativistic self-channeling,6, 7 and laser-induced 

wake-fields in plasmas.8 In particular, optical field ionization is a fundamental and 

universal process that occurs in a wide range of media under high intensity femtosecond 

laser irradiation Ipeak ≥ 1015 W/cm2 where the Keldysh parameter γK  < 1. 

In this chapter, we use our single-shot supercontinuum spectral interferometry 

(SSSI) diagnostic to characterize the laser-induced optical field ionization (OFI) dynamics 

of helium gas. Helium was chosen as a target because of the atom’s relatively simple 

electronic structure, with two bound electrons. Using SSSI, we directly observe the 

liberation process of bound electrons by an intense laser field. The diagnostic directly 

reveals that the rising edge of the laser field liberates the first bound electron in helium 

atoms via the OFI process (He → He+), and once the first electron is removed, it takes time 

for the laser field to strip the second electron from He+ because it requires an even stronger 

electric field to remove it. As the laser field increases with time, the second electron is 

finally liberated through OFI (He+ → He2+), ultimately producing completely striped 

helium ions (He2+) and free electrons. Experimentally, we observe the time-resolved 

stepwise ionization process He → He+ followed by He+ → He2+ by measuring the refractive 

index evolution in a helium gas jet induced by intense femtosecond field ionization. The 
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index transient is attributed to the rapid stepwise onset of free electron density. As 

emphasized earlier, the SSSI diagnostic measures the refractive index transient in a single-

shot. Also in this chapter, we discuss the importance of using a thin interaction region for 

all such spectral interferometry measurements of refractive index transients. 

  

4.2 ADK tunneling ionization model of helium 

For sub-atmospheric pressure gases exposed to intense femtosecond laser pulses, 

the dominant ionization mechanism is optical field ionization or tunneling ionization for 

cases where the Keldysh parameter γK < 1 (see Chapter 1).1 For our experimental pump 

pulses with λ = 800 nm and peak intensity Ipeak = 3.8 × 1016 W/cm2, γK ~ 0.07. We use the 

tunneling ionization rate calculated by Ammosov, Delone, and Krainov (ADK).9, 10 The 

static-field ADK ionization rate is 
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where ωat = me4/ħ3 ≈ 4.134 × 1016 s-1 is the atomic unit of frequency, *nC  ≈ ( ) ⋅**/2 nne  

( ) 2/1*2 −nπ  is a constant approximately equal to 2, Ui is the ionization potential for the 

atom of interest, Uh = 13.598 eV is the ionization potential for hydrogen, E is the laser 

electric field, Eat = me
2e5/ħ4 ≈ 5.142 ×109 V/cm is the atomic field seen by the ground state 

electron in hydrogen, n* = Z(Ui/Uh)–1/2 is the effective principal quantum number, l is the 

orbital angular momentum quantum number, m is the magnetic quantum number, and Z is 

the resulting ion charge. The ADK ionization rate w, averaged over a laser period for a 

linearly polarized laser, is 
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where wst is the static-field ionization rate shown in Eq. (4.1).  

The ADK ionization rate for each state of helium (He and He+), averaged over a 

laser period, is  
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where EH is the laser field normalized to the atomic field seen by the ground state electron 

in hydrogen, χH is the ionization potential normalized to that of hydrogen, neff  = ZχH
–1/2 is 

the effective principal quantum number, and Z is the resulting ion charge.  

First, we simulate the spatio-temporal evolution of the electron density for the case 

of a low-pressure helium gas jet irradiated by a femtosecond laser pulse. The full 

simulation code includes optical field ionization, collisional ionization, thermal transport, 

and hydrodynamics.11 Figure 4.1 shows a thin helium gas sheet irradiated by an intense 

laser pulse. The results of a simulation of the spatio-temporal electron density variation on 

the gas sheet plane is shown in Fig. 4.2 for a spatial and temporal Gaussian pump pulse  

222
peak )/(2ln4/)(2ln4

peakpump ),( FWHMFWHM rrtt eeItrI −−− ⋅= τ ,   (4.4) 

where τFWHM = 240 fs is the pump pulse full width at half maximum (FWHM), tpeak = 288.3 

fs is the time at which peak intensity of Ipeak ~ 3.8 ×1016 W/cm2 is achieved, and rFWHM = 

10.3 µm is the pump spot radius. The neutral helium gas density was taken to be NHe = 1.7 

× 1017 cm-3 to correspond with the experimental value (see below). The two-step ionization 

(He → He+ → He2+) in space and time is clearly seen in Fig. 4.2(a). The simulation 

confirms that optical field ionization is by far the dominant effect. Collisional ionization 
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plays no role here: increasing the initial neutral He density by more than a factor of 50 

increases the spatio-temporal electron density profile only proportionally. The effects of 

thermal transport and hydrodynamics are similarly negligible at these densities and time 

scales. The distinctiveness of the field ionization steps in space and time results from the 

large ionization potential (I.P.) gaps for He  He+ (I.P. = 24.58741 eV) and He+  He2+ 

(I.P. = 54.41778 eV).12 Figure 4.2(b) shows the on-axis (r = 0) transient electron density 

evolution and the pump pulse envelope. The temporal step is clearly seen. The time 

evolution of the spatial steps in electron density is seen in Fig. 4.2(c), which shows a 

sequence of electron density profiles at 20 fs increments.  

 

4.3 Experimental results 

The experimental setup is shown in Fig. 4.3(a). A 20 mJ, λ = 800 nm, 240 fs 

FWHM pump pulse from a Ti:sapphire laser system is focused at f/4 by a BK7 lens into a 

helium gas jet. The focal spot is elliptical with FWHM dimensions 10.3µm x 16.1µm. This 

corresponds to a peak vacuum intensity Ipeak = 3.8 × 1016 W/cm2. The pump beam confocal 

parameter is 2z0 ~ 0.6 mm. The thin sheet of helium gas, produced by a nozzle with a 10 

mm × 0.4 mm exit orifice, is also shown in Fig. 4.1(a). The pump laser beam was incident 

normal to the gas sheet and 0.5 mm above the nozzle mouth, with a resulting laser-gas 

interaction length of 0.5 mm. The setup of our SSSI diagnostic was previously described in 

Chapter 2. Here, the reference and probe pulses were sent through a 1′′ thick SF4 glass 

window and positively chirped to ~1.5 ps. This sets the maximum temporal window for the 

single-shot observation of ionization dynamics. Figure 4.3(b) shows an image of the 

helium gas jet irradiated by the Ti:sapphire laser pulse (artificial color). The laser-produced 
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helium plasma is clearly visible at the center of the gas jet. Sample spectral interferograms 

are shown in Fig. 4.4(a)-(b) with the gas jet off (a) and on (b), where a wavelength-

dependent fringe shift is seen only in (b). 

An experimental spatio-temporal phase profile ∆Φ(x, t) at 15 psi jet backing 

pressure is shown in Fig. 4.5(a). This profile was extracted using the procedure embodied 

by Eq. (2.4). ∆Φ(x, t) is proportional to the transient electron density variation across the 

pump beam profile at the jet. The transient phase at the profile center [∆Φ(x = 0, t)] is 

plotted in Fig. 4.5(b) for 5 psi jet backing pressure (line with triangles) and 15 psi (line 

with squares). For the laser-gas interaction length of 0.5 mm, the maximum phase shift in 

the 5 psi case implies an electron density of 3.4 × 1017 cm-3, which, for 2 free electrons per 

atom, implies a neutral helium density of NHe = 1.7 × 1017 cm-3. This number was used in 

the simulations of Fig. 4.2. The on-axis pump temporal envelope is also shown (line with 

circles) in Fig. 4.5(b). The pump pulse envelope was measured from cross-phase 

modulation (XPM) between the pump and probe pulses in a thin glass slide (see Chapter 

2). 

The plots in Fig. 4.5(b) show that the helium gas is ionized in two sequential steps. 

The phase rises rapidly, and then slightly jogs near –250 fs for both the 5-psi and 15-psi 

cases. The phase then rises again, saturating near –200 fs for both cases. The coincidence 

of these temporal features implies that the ionization dynamics are independent of gas 

density. This in turn implies that collisional ionization is negligible, as predicted by the 

simulation in Section 4.2. The phase jogs near –250 fs are also seen in the inset to Fig. 

4.5(b), which shows the radial phase profile at a sequence of 20 fs incremental delays. 

Initially the phase profile grows at a constant rate, but it lingers near its half maximum 
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value, after which it grows again. We interpret the jogs, or steps, as the temporal pause that 

occurs between the pump achieving ionization saturation to He+ and the early stages of 

ionization to He2+. The measured steps, however, are less distinct than predicted in the 

simulation of Fig. 4.2(b). In addition, the step in the 15-psi result is less distinct than the 5-

psi step. These observations are explained by considering the finite interaction length of the 

laser pulses in the gas jet, as will be discussed in the following section.  

 

4.4 Simulation of probe propagation in helium plasma: beam propagation method 

To examine how the finite laser-gas interaction length affects the probe phase 

profiles observed at the exit of the helium gas sheet, we simulated probe pulse propagation 

through refractive index profiles generated by the co-propagating pump pulse. There are 

three main effects that can result in sufficient probe pulse phase distortion to mask the 

index transient we wish to uncover. The simulation covers all three. The first is caused by 

mismatch between the natural divergences of the pump and probe beams. In our 

experimental geometry, the probe beam overfills the pump at the focus, so the beam 

divergences are different. Under such conditions, a probe ray would sample a range of 

radial electron densities along its propagation path. Thus, the transverse phase dependence 

of the probe beam at the jet exit would differ from the desired transverse phase profile 

∆Φ(x, t), which should be proportional to the axially integrated electron density. This phase 

distortion effect is mitigated by making the pump and probe beams as planar as possible 

with respect to the gas jet. This was achieved in practice by ensuring that the confocal 

parameters of the pump and probe beams (2z0 ~ 0.6 mm and 65 mm, respectively) were 

greater than the gas sheet thickness (here 0.5 mm).  
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The second, and more significant phase distortion effect is described as follows. 

The pump intensity varies along the propagation axis z, so the degree of ionization can 

change along that axis if the gas jet is sufficiently extended along z. For example, for a 

sufficiently extended gas jet, helium can be found completely doubly ionized around the 

pump focus but singly ionized axially away from it. Hence, when the probe pulse 

propagates along z with the pump beam, it acquires a phase shift through the He+ plasma 

well before it reaches the pump focal region near z = 0, whereupon it picks up an additional 

phase shift due to the He2+ plasma there. Hence, the accumulated probe phase may not 

reveal a sharp transition from He+ to He2+. In general, for thick jets, or even worse, for 

backfill gas targets,13–15 pump intensity variation along the propagation axis within the gas 

volume can significantly degrade transient phase shift measurements. A diagram showing 

how the chirped probe samples the transient refractive index profile generated by the co-

propagating pump pulse is shown in Fig. 4.6(a). Here, the reference pulse is not shown. 

The chirped probe pulse can be decomposed into a series of temporal slices δpr(t − τ) with 

delays τ with respect to the pump. Each slice of the probe δpr(t − τ) propagates in an 

electron density disturbance Ne(x, z, t′ − τ) generated by the co-propagating pump pulse 

Ep(t) where Ne(x, z, t) is the electron density in the lab frame and t′ = t − z/vg is a time 

coordinate local to the pump pulse. The electron density disturbance and the probe pulse 

are assumed to move at the pump group velocity vg. Figure 4.6(b) shows electron density 

profiles Ne(x, z, t′  − τ) left in a helium gas volume at 50 fs intervals by a Gaussian pump 

pulse propagating along the z-axis. The pulse was modeled to correspond to the 

experimental one: peak intensity Ipeak ~ 3.8 × 1016 W/cm2, λpump = 800 nm, FWHM pulse 

width τFWHM = 240 fs, and focal radius xFWHM = 10.3 µm, corresponding to a confocal 
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parameter of 2z0 ~ 0.6 mm. The neutral helium target was taken to be of density NHe = 1.7 

× 1017 cm-3, corresponding to the 5 psi experiment, but with a jet thickness of 2 mm. A 

boundary box in the figure shows the actual extent of our helium gas sheet. This 

calculation of pump pulse propagation ignores ionization-induced refraction.16, 17 For τ = 

50 and 100 fs delays between the pump Ep(t) and the probe slice δpr(t − τ), the probe slice 

samples only a singly ionized helium plasma, but with τ = 150, 200, 250, and 300 fs, the 

probe samples both He+ plasma away from the pump focus and He2+ plasma around the 

focus. This results in smearing out of the temporal step from He+ to He2+. However, with 

the thin 0.5 mm gas jet actually used, which is less than the pump beam confocal parameter 

2z0 = 0.6 mm, distortion of the measured is minimized.  

The third distortion effect is the refraction of the probe beam owing to the radial 

distribution of electron density induced by the pump. To simulate the spatio-temporal 

phase profiles ∆Φ(x, t − τ) of the probe pulse at the exit of the helium gas sheet, we first 

compute the refractive index profiles ∆n(x, z, t′  − τ) from the corresponding electron 

density profiles Ne(x, z, t′  − τ). Figure 4.7 shows calculated 2D spatial refractive index 

shift profiles ∆n(x, z, t′  − τ) of the helium plasma that a series of probe slices δpr(t − τ) 

propagate through with (a) 50 fs, (b) 100 fs, (c) 150 fs, (d) 200 fs, (e) 250fs, and (f) 300 fs 

delays with respect to the pump pulse. Once a time-invariant refractive index profile is 

given for a probe slice δpr(t − τ), the beam propagation method (BPM) 18 is used to achieve 

the spatio-temporal phase profiles ∆Φ(x, z, t − τ). Each τ-delayed temporal slice of the 

probe δpr(r, z, t − τ) = δpr0(r, z, t − τ) exp[iΦpr(r, z, t − τ)] with an initial Gaussian transverse 

spatial profile propagates through the helium jet through the time-invariant refractive index 

n(r, z, t′  − τ) = [1 − Ne(x, z, t′  − τ)/Ncr]1/2 along the z-axis. Each reference pulse δr(r, z, t − 
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τ) = δr0(r, z, t − τ) exp[iΦr(r, z, t − τ)] propagates in neutral helium gas. At each grid point 

along z, the electric fields of the reference and probe slices are decomposed into a 

superposition of plane waves via a discrete Fourier transform (DFT), and the plane waves 

propagate a distance δz through the refractive index profile < n > locally averaged along δz. 

At z + δz, a phase correction term exp[ik0(n(r, z, t′  − τ) − < n >)δz] is added to take into 

account the local space variation of the refractive index profile. Finally, an inverse DFT 

converts the superposition of the plane waves into the electric fields of the reference and 

probe δr, pr(r, z + δz, t − τ) at z + δz. The transverse fields give the reference and probe 

phases Φr, pr(r, z, t − τ) at z + δz. This process is repeated until the waves reach the end of 

the plasma ∆z. At each z, the phase difference between the reference and probe beams 

∆Φ(r, z, t − τ) = Φpr(r, z, t − τ) − Φr(r, z, t − τ) can be obtained. At the end of the helium 

plasma, the phase difference ∆Φ(r, z = ∆z, t − τ) = ∆Φ(r, t − τ) simulates the 

experimentally measured probe phase shift owing to the ionization-induced transient 

refractive index. In the BPM calculation, the propagation step length is taken to δz = 10 µm 

for the reference and probe beams, which is much less than z0 for both. The reference and 

probe beams have λprobe = 700 nm and focal spot radii xFWHM = 100 µm, corresponding to 

the experimental values. The simulation implicitly accounts for distortions owing to the 

second effect (axial pump variation) and the third effect (ionization-induced refraction). 

Figure 4.8 shows a sequence of calculated probe phase profiles ∆Φ(x, t − τ) at the 

jet exit for laser-gas interaction lengths ∆z of (a) 0.1 mm, (b) 0.25 mm, (c) 0.5 mm, (d) 

0.75 mm, (e) 1 mm, and (f) 2 mm. With the shortest interaction length, ∆z = 0.1 mm, the 

double-step ionization feature is prominent. However, as the interaction length ∆z 

increases, the step gradually smears out. Also, radial phase oscillations develop due to 
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increasing probe refraction with interaction length. With ∆z = 0.5 mm, which corresponds 

to the gas sheet of our experiment, the temporal double-step in the phase is still 

discernable. However, both the radial flat-top near the beam center and the step on the 

beam edge predicted by Fig. 4.2 are substantially smoothed owing to the probe refraction. 

This agrees with the experimentally measured phase shown in the inset of Fig. 4.5(b). By 

∆z = 1 mm [Fig. 4.8(e)], the temporal step has washed out as well. The washing out of the 

temporal step is mostly caused by the second distortion effect: axial pump intensity 

variation within the laser-gas interaction volume.  Consequently, it is vitally important to 

keep the laser-gas interaction length as small as possible. In our case, it appears that a gas 

sheet not too much thicker than the 0.5 mm of our experiment would have ended up 

washing out the temporal effects we were trying to uncover.  

To summarize, the results of our simulations show that a short laser-gas interaction 

length must be used to localize the electron density measurement in space and time. 

Otherwise, the measured spatio-temporal phase at the jet exit is significantly affected by (a) 

the divergence mismatch of the pump and probe pulses, (b) axial variation of the pump 

intensity in the interaction volume, and (c) probe beam refraction. A short interaction 

length mitigates all three effects.  

 

4.5 Conclusions 

We have observed laser-driven double-step optical field ionization of helium (He 

→ He+ → He2+) with single-shot supercontinuum spectral interferometry (SSSI). SSSI 

provides ~10 fs resolution and a ~2 ps observation window to observe the ionization 

dynamics. The experimental measurements of electron density evolution Ne(x, t) are in 
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good agreement with the tunneling ionization model. The large spectral bandwidth of the 

supercontinuum probe pulse, the single-shot pump-probe operation, and the minimal laser-

gas interaction length of ~0.5 mm made it possible to observe the double-step transient. 

It was also emphasized that the laser-target interaction length should be minimized 

to avoid degradation of transient spatio-temporal phase or refractive index measurements. 

This applies not only to the various versions of spectral interferometry, but to FROG-

related measurements as well.19 In recent SI-based measurements of laser-driven electron 

density wakefields 13–15 in a static-filled helium gas volume (with laser-gas interaction 

length L >> z0 at densities Ne ~ 1017 cm-3 similar to those of our experiment), both temporal 

14 and spatio-temporal 13, 15 phases ∆Φ were extracted, from which were inferred axial and 

axial/radial plasma oscillations, respectively. Our calculation cautions that all such 

measurements where L > z0 must be accompanied by a careful analysis of probe beam 

propagation.  

In summary, our helium ionization experiment not only shows the ultrashort 

measurement capability of our SSSI diagnostic, but it also strongly illustrates the 

limitations inherent in any SI-based measurement. In that regard, it is worth emphasizing 

again that a minimal laser-target interaction length is essential for clear measurements of 

refractive index profile transients. Otherwise, three effects can act to mask the true index 

profile transient. First, any difference in divergence between the pump and probe beams 

can result in transverse spatial mixing of temporal information encoded on the probe beam. 

Second, the axial pump intensity variation within the interaction volume can act to smear 

out any temporal phase structure picked up by the probe. Finally, probe beam refraction 

from the pump-induced index profile can smear out temporal and spatial phase structure. 
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These three effects can be greatly suppressed with a short laser-target interaction length. 

Otherwise, all such measurements must be accompanied by a careful analysis of probe 

beam propagation. 
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Figure 4.1: (a) Ionization of a thin helium gas jet irradiated by an intense laser pulse. 
 
 

 
Figure 4.2: (a) Theoretical spatio-temporal electron density profile at the laser focus using 
ADK theory with τFWHM = 240 fs, rFWHM = 10.3µm, and Ipeak = 3.8 × 1016 W/cm2. (b) On-
axis electron density evolution (solid line) and pump pulse envelope (dashed line).  (c) 
Electron density profiles at ∆t = 20 fs time increments. 
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Figure 4.3: (a) Experimental setup with pump beam and chirped supercontinuum (SC) 
reference and probe pulses combined at a beam splitter and focused into a helium gas jet. 
The pump is dumped and the reference and probe SC pulses are relayed to the imaging 
spectrometer. (b) A photograph of the helium gas jet irradiated by a Ti:sapphire laser pulse 
(artificial color) with peak intensity Ipeak = 3.8 × 1016 W/cm2. Laser-produced helium 
plasma is visible at the jet center. 
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Figure 4.4: Sample spectral interferograms are shown with the helium gas jet (a) off and 
(b) on. A notable wavelength-dependent fringe shift occurs in (b).  
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Figure 4.5: (a) Experimental spatio-temporal phase profile ∆Φ(x, t) from optical field 
ionization of helium at 15 psi jet backing pressure. (b) Central line-outs for jet backing 
pressures of 5 psi (line with solid triangles) and 15 psi (line with squares). The pump pulse 
envelope obtained from XPM in glass is also shown (line with circles). The inset shows 
spatial phase profiles from the 5-psi case at 20 fs increments.
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Figure 4.6: (a) Schematic pump-probe diagram. A slice of the probe pulse samples the 
volume of the helium plasma. (b) Simulated electron density profiles Ne(x, z, t′  − τ) that a 
slice of the probe pulse δpr (t − τ) samples with τ = 50 fs time increments.     
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Figure 4.7: Theoretical 2D spatial refractive index shift profiles ∆n(x, z, t′  − τ) of the 
helium plasma sampled by a slice of the probe pulse δpr (t − τ) with (a) 50 fs, (b) 100 fs, (c) 
150 fs, (d) 200 fs, (e) 250fs, and (f) 300 fs delays with respect to the pump pulse. 
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Figure 4.8: Theoretical probe phase profiles ∆Φ(x, t) at the end of the helium plasma with 
the laser-gas interaction length ∆z (a) 0.1 mm, (b) 0.25 mm, (c) 0.5 mm, (d) 0.75 mm, (e) 1 
mm, and (f) 2 mm. 
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Chapter 5: Characterization of cluster sources  

 

In the interaction of intense laser pulses with clusters, van der Waals-bonded 

aggregates of up to ~107 atoms, the average cluster size and density play a crucial role in 

determining the dynamics of the laser-cluster coupling and the resulting explosive 

dynamics of the super-hot cluster plasma. For proper interpretation of experiments, the 

cluster source needs to be well characterized. However, the determination of the mean 

cluster size and number of clusters per unit volume (cluster density) has not been 

previously performed. Most, if not all, earlier laser-cluster interaction experiments have 

depended on the use of semi-empirical scaling formulas for cluster size and density 

estimation. 

In this chapter, two different cluster sources are characterized using a simple all-

optical technique which enables measurement of the average cluster size and density. The 

technique employs Rayleigh scattering imaging combined with interferometry. A conical 

nozzle gas jet and an elongated gas jet were characterized. It will be shown that our 

elongated gas jet can produce a cm-length plume of clusters (with average cluster size 

controllable from 20 Å to1000 Å in radius) with a highly uniform spatial distribution under 

cryogenic cooling of the gas jet body. 

 

5.1 Atomic and molecular cluster source 

Supersonic nozzle or free jet sources are currently widely used for the generation of 

rare gas, molecular, and low-boiling point metal clusters. Historically, Becker, Bier, and 

Henkes first reported on the formation of cluster beams – aggregates of atoms or 
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molecules, bonded via interatomic (or intermolecular) forces such as van der Waals force, 

ranging in size from dimers to nano-droplets of few million atoms – in a condensing 

supersonic nozzle flow into vacuum.1 Since then, formation of clusters in free jets has been 

well understood and documented in the literature.2–6 

The mechanism for cluster formation in an expanding nozzle flow is as follows. At 

high valve backing pressure, atoms or molecules experience many collisions in the initial 

expanding phase where the collisional mean free path is much smaller than the nozzle 

diameter. The expansion, which is adiabatic and isenthalpic, cools the gas, resulting in the 

generation of dimers through collisions mediated by van der Waals forces. Dimers seed the 

initial cluster nucleation and further cluster growth occurs via collisions. Clusters reach 

quasi-equilibrium with radii ranging from few Å to ~1000 Å depending on gas species, gas 

valve backing pressure, valve temperature, and nozzle geometry. 

Traditionally, atomic clusters generated by jet expansion have been characterized 

by the semi-empirical parameter Γ* introduced by Hagena, expressed as 2–4 

29.2
0

0
85.0

*

T
pd

kH=Γ ,     (5.1) 

where kH is a gas dependent constant (kH ~1650 for Ar and 2890 for Kr,4 see Table 5.1), d 

is the orifice diameter in µm, p0 is nozzle backing pressure in mbar, and T0 is temperature 

in Kelvin. For a supersonic nozzle with a jet expansion half angle α, the throat diameter 

can be replaced by an equivalent diameter deq = 0.74d/tanα.5 

A scaling for the average number of atoms per cluster nc,  

35.2*

1000
33 







 Γ
=cn ,     (5.2) 
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was verified in the regime 1000 <  Γ* < 7300 by Hagena using time-of-flight of mass 

spectrometry.5 From Eqs. (5.1) and (5.2), nc scales with p0 and the inverse of T0 ( cn  ∝ 

Γ*2.35 ∝ p0
2.35T0 -5.38). Hence, to vary the average cluster size, one can vary the valve 

backing pressure p0 and temperature T0. In addition, large values of kH (i.e. heavier atoms 

with larger polarizability) are favored for the generation of bigger clusters. Here, the 

average cluster size a is related to nc by  

3/1
cWS nra = ,      (5.3) 

in the frame of liquid drop model, where rWS is the Wigner-Seitz radius rWS  = ( ) 3/143 πρm , 

m is the mass, and ρ is the atom bulk density in the liquid state at the melting point.7 The 

Wigner-Seitz radii of various noble gases are listed in Table 5.1.  

 
Table 5.1 The values of kH, rWS, and inter-cluster atomic density for noble gases. 

 He Ne Ar Kr Xe
kH

   ref. 4 3.85 185 1650 2890 5500
rWS

  ref. 7 [Å]      –  1.858 2.231 2.387 2.572
Density (×1022cm-3)      – 3.72 2.15 1.76 1.40

 
 
For the intense laser-cluster interaction studies of this dissertation, gas jets with two 

types of nozzle are used. The first jet source consists of a stainless solenoid value (General 

Valve Corporation series 9) and a supersonic conical expansion nozzle (d = 0.5 mm, α = 

5°, and 12.7 mm nozzle length) as shown in Fig. 5.1(a). The cluster source is placed in a 

vacuum chamber equipped with a 164 cfm displacement roots pump (Leybold RUVAC 

WS 251). The solenoid operates at 10 Hz with a valve opening time of 450 µs. A Kel-F 

poppet, mounted on an armature in the solenoid value, is actuated with a high-voltage 

electric pulse in the solenoid coil surrounding the armature. The sudden poppet actuation, 
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driven by a 300-volt pulse from a high voltage pulse driver (General Valve IOTA ONE), 

opens the pressurized valve rapidly, resulting in the supersonic expanding nozzle flow, 

which promotes clustering of the gas atoms. The valve gas pressure p0 is controlled with a 

commercial gas regulator, and the chamber background pressure of ~ 0.1 torr is measured 

with a Baratron absolute pressure transducer (MKS Instruments Model 626A). The conical 

nozzle jet is typically operated at room temperature whereas the second cluster source, the 

elongated nozzle shown in Fig. 5.1(b), is cryogenically cooled and its operation is 

described in Section 5.4 in detail. 

 

5.2 Rayleigh scattering by neutral clusters 

Rayleigh scattering has been widely used as a simple method to verify the presence 

of clusters in a jet expansion source.8–11 The Rayleigh scattering cross section for ka <<1 is 

given by 12 

2
6424

scatt. 2
1

3
8

3
8

+
−

==
ε
επγπσ akk ,    (5.4) 

where  k = 2π/λ is the wavenumber, γ = a3(ε – 1)/(ε + 2) is the cluster polarizability, a is 

the cluster radius, and ε is the dielectric function of the material internal to the cluster. 

With an ensemble of uniform sized clusters, the Rayleigh scattering signal SRayleigh ∝ 

Ncσscatt where Nc is the cluster density (the number of clusters per unit volume). The cluster 

density Nc ∝ N0/nc where N0 is the overall atomic density and nc is the average number of 

atoms per cluster. The scattering cross section σscatt ∝ a6 from Eq. (5.4), and σscatt ∝ a6 ∝ 

nc
2 from Eq. (5.3). From Eqs. (5.1) and (5.2), we get nc ∝ Γ*2.35 ∝ p0

2.35. Since, the overall 
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atomic density N0 increases linearly with the gas jet backing pressure p0, the Rayleigh 

scattering signal is proportional to 

SRayleigh ∝ Ncσscatt.∝ (N0/nc)(nc
2) ∝ p0

3.35.   (5.5) 

This pressure-dependent Rayleigh scattering yield (SRayleigh ∝ p0
3.35) can be checked 

experimentally as shown in Fig. 5.2(a). A 7 ns vertically polarized Nd:YAG probe pulse at 

532 nm is weekly focused in the conical gas jet at f/100. The probe is dominantly scattered 

by the argon clusters formed in the gas jet. The 90° scattered probe pulse is collected by a f 

= 100 mm collecting lens and focused to a photomultiplier tube (PMT) through an 

interference filter at 532 nm and 2 mm aperture before the PMT. The relative scattered 

energy is plotted in Fig. 5.2(b) as a function of gas jet backing pressure. A least squares fit 

to the data points gives a pressure-dependent scattering yield of p0
2.54 ± 0.08. The scaling 

power of 2.54 indicates the presence of clusters in the gas jet because if monomers alone 

were present in the scattering volume, we would have simply SRayleigh ∝ N0σm scatt ∝ p0 

where σm scatt is the monomer Rayleigh scattering cross-section. However, the scattering 

yield of p0
2.54 is weaker than p0

3.35 from Eq. (5.5) based on Hagena’s scaling law, which 

implies that Hagena’s scaling law overestimates nc for the large clusters under our 

conditions.  

Rayleigh scattering is a simple and nondestructive technique to check the presence 

of clusters and relative cluster sizes, but it cannot on its own be used to absolutely estimate 

the average cluster size. It is, however, notable that some experimental groups have 

estimated the average cluster size by assigning a threshold cluster size for the onset of 

measurable optical scattering.10, 13 The justification for such a procedure is not clear. 
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5.3 Measurement of the average cluster size and density 

Determination of the average cluster size a and density is a task which up till now 

had not found a reliable solution. Numerous experimental approaches – mass spectroscopy 

with electron impact ionization,2, 3, 5, 6 fragmentation-corrected time-of-flight mass 

spectroscopic analysis,14 high-energy electron diffraction,15, 16 atom scattering,17–21 water-

capture with mass spectroscopy,22 Mie scattering for large clusters,23 fluorescence 

excitation spectra for small clusters,4 EUV Rayleigh scattering and absorption,24 Rayleigh 

scattering with auxiliary mass flux estimation,25, 26 and Rayleigh scattering with mass-

spectroscopy 9 – have been used to measure the average cluster size. Most of these 

techniques require sophisticated additional setups which may differ considerably from the 

main experiment of interest. Moreover, some of these methods involve cluster 

fragmentation due to photoionization or electron impact ionization, and these processes 

require detailed consideration and subsidiary modeling in the data analysis.14 

In this section, a simple all-optical technique is presented for the measurement of 

the spatial distribution of the average cluster size and number of clusters per unit volume 

(density). This technique uses a combination of Rayleigh scattering imaging and neutral 

cluster gas interferometry. We first show how Rayleigh scattering and interferometry can 

be used to determine the cluster size and density. 

 

5.3.1 Theory of Rayleigh scattering and neutral cluster gas interferometry 

  For a laser beam propagating from x to x + ∆x in an ensemble of clusters, the 

energy scattered by the clusters at 90° into a collecting lens is given by  

( ) ( ) ( ) xxNxExE c ∆≈∆ lensinlens σ ,    (5.6) 
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where Ein is the laser energy incident on the scattering volume, lensσ  is the cluster size 

distribution-averaged Rayleigh scattering cross section into the collecting lens, and Nc is 

the average number of clusters per unit volume. Since the clusters are randomly distributed 

in the scattering volume, Eq. (5.6) represents an incoherent sum of individual scatterings. 

Here, single scatting, in contrast to multiple scattering, is assumed in the scattering volume. 

For 90° scattering and ka << 1, lensσ  is given by  

( )44224

lenslens ααγπσσ −≈Ω







Ω
= ∫ kd

d
d ,   (5.7) 

where the bar represents an ensemble average over the cluster size distribution, α = 

( )hR0
1tan −   ≈ hR0 is the scattering collection half angle into the lens, R0 is the collection 

lens radius, and h is the distance between the cluster jet and the lens. From Eqs. (5.4) and 

(5.6), we obtain 
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The relative contribution to the measured Rayleigh scattering of any monomers in the 

cluster jet is negligible. 

In addition, neutral cluster gas interferometry can be employed to measure the real 

radial refractive index shift ∆nr (ρ) induced by the cluster gas, where ρ = (x2 + y2)1/2 [see 

Fiq.5.2(a)]. Here, first a probe phase shift ∆φ(x) is measured experimentally, and then 

∆nr(ρ) can be extracted from ∆φ(x) using an Abel inversion assuming radial symmetry.27 

∆φ(x) and ∆nr (ρ) are expressed as 
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and 

( ) ( )
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nr ,   (5.9.2) 

where ρ0 is the radius of the cluster gas-vacuum boundary (∆nr (ρ0) = 0). The index of 

refraction shift is ∆nr (ρ)  = nr (ρ) – 1 = 2πNc rγ + δnm where rγ = Re(γ ) and δnm = 

mmN γπ2  is the additional index contribution of monomers of density Nm and polarizability 

γm. Assuming δnm = 0 for now, we get 
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Combining Eqs. (5.8) and (5.10), one then obtains the effective radius aeff (x) ≡ 

( ) 3/1
36 )(/)( xaxa  and average cluster density Nc(x) of the ensemble of clusters by 

measuring ∆Elens/Ein and ∆φ (x). 

 

5.3.2 Experimental measurement of cluster size and density 

The experimental layout for 90° Rayleigh scattering is shown in Fig. 5.3(a). A 532 

nm, 7 ns, 0.06 mJ frequency-doubled Nd:YAG probe laser pulse synchronized with the gas 

puff was focused into the conical jet at f/100 with vertical polarization. The estimated peak 

intensity was 5.5 × 107 W/cm2 – sufficiently low so as not to disturb the neutral clusters – 

with a FWHM spot size of 110 µm. The scattered energy was collected by a BK7 lens of 

diameter 2R0 = 50.8 mm at a distance h = 192.5 mm from the gas jet. The scattering half 

angle was α = tan-1(R0/h) = 0.13. The Rayleigh scattering zone in the cluster jet was 

imaged by the lens onto a CCD camera. 50-shot averaged sample images are shown in Fig. 
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5.3(b) at a jet backing pressure range of 200 ~ 600 psi. One dimensional (1D) central 

lineouts of these profiles for increasing valve-backing pressure are plotted in Fig. 5.4(a). 

Figure 5.4(b) shows the on-axis (x = 0) Rayleigh scattering yields as a function of pressure. 

A polynomial least squares fit gives a pressure-dependent scattering yield of p0
2.61 ±  0.07, 

which is in good agreement with the scaling result of  p0
2.54 ±  0.08 (nc ∝ P0 1.61) obtained 

with the photomultiplier tube as described in Section 5.2. As before, the scattering yield is 

weaker than the p0
3.35 scaling (nc ∝ P0 2.35) predicted by Hagena. A number of experiments 

by other groups also show that the pressure scaling exponent for nc lies in the 1.5 ~ 2 range 

depending on experimental conditions.22 This indicates that for larger clusters (Γ* > 

15,000), Hagena’s scaling law overestimates the average cluster size. 

Figure 5.5(b)-(d) shows composite 2D Rayleigh scattering profiles at z = 2, 3, and 4 

mm heights from the nozzle orifice, obtained by scanning the cluster jet transversely with 

respect to the probe beam, as shown in Fig. 5.5(a). The cluster jet is mounted on a 3D 

translation stage driven by closed-loop motorized actuators (Newport CMA-25CCLL with 

motion controller Newport ESP300). In general, the 2D profiles verify the good cylindrical 

symmetry of the gas flow (justifying the use of Abel inversion with the interferometric 

data) and its sharp boundary (~500 µm) with vacuum. At (a) z = 2 mm, the profile appears 

slightly asymmetric, possibly due to an unknown irregularity in the nozzle or poppet. As 

the height z increases, the gas flow becomes more symmetric as shown in (c) and (d).  

Additionally, the temporal evolution of the cluster gas jet is characterized using 

Rayleigh scattering. Figure 5.5(e) shows the time history of 1D scattering profiles at z = 2 

mm distance from the nozzle orifice, obtained by adjusting the onset of the gas puff with 

respect to the probe pulse arrival. The scan shows that the jet opening duration is 750 µs 
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(FWHM) whereas the duration of the high voltage pulse in the solenoid coil is set at 450 

µs. Each 1D curve is spatially integrated and the result is shown in the panel to the right in 

Fig. 5.5(e). There is a secondary peak around t = 1000 µs due to the slight bouncing of the 

poppet as it returns to seal the nozzle entrance orifice.28 

To absolutely calibrate the Rayleigh scattering imaging in order to determine ∆Elens, 

a 45° mirror was placed above the jet to re-direct the Nd:YAG pulse into the CCD camera 

through the collecting lens, chamber window, and a series of calibrated neutral density 

(ND) filters. With a measurement of pulse energy before the lens, we can calibrate the 

scattering source energy sensitivity per pixel of the CCD camera at 532 nm. 

For the interferometry experiment, the same Nd:YAG probe pulse, but with an 

expanded beam size, was directed through the Ar cluster jet along the y-direction [see Fig. 

5.6(a)]. The probe acquires a phase shift ∆φ(x) due to the cluster jet, and it was relay-

imaged with a dual lens system from the jet exit through a modified Mach-Zehnder 

interferometer onto a CCD camera, generating 2D interferograms. Figure 5.6(b) shows a 

sample interferogram at a jet backing pressure of 800 psi. The phase shift ∆φ(x, z) (where z 

is along the nozzle axis) was extracted from the raw interferogram using a fast-Fourier 

transform (FFT) phase extraction technique 29 and plotted in Fig. 5.6(c). Then, the radial 

refractive index shift ∆nr (ρ) was obtained from ∆φ(x) using an Abel inversion 

algorithm.30–32 To reduce the Abel inversion noise, ∆φ(x) was first fitted to a Gaussian 

profile ( ) ( )2
0

2
0fit 2ln4exp xxx −∆=∆ φφ  where x0 is FWHM radius.31 The assumption of 

Gaussian phase shifts is very reasonable as shown in Fig. 5.6(d), where the phase shift line-

outs ∆φ(x) at z = 2, 3, and 4 mm are plotted, and a Gaussian least squares fit is applied to 

the z = 3 mm curve. The Abel inversion gives the radial refractive index shift ( )ρrn∆  = 
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( ) πφ /2ln41
00

−∆ kx  ( )2
0

22ln4exp xρ− . This measurement, combined with that of 

∆Elens(x)/ Ein , is sufficient to determine aeff and Nc (x) from Eqs. (5.8) and (5.10). 

Subsidiary information used is Re(ε) =1.68 and Im(ε) = 0 for solid Ar at 532 nm.33–34 

Figure 5.7(a) plots the cluster effective radius aeff (x) (solid squares) and density Nc (x) 

(open circles) at 400 psi backing pressure and 3 mm from the nozzle orifice. Figure 5.7(b) 

shows the on-axis aeff and Nc versus backing pressure. 

 

5.3.3 Consideration of cluster size distribution and cluster-monomer ratio 

The size distribution of clusters formed in a gas jet is not uniform but represents a 

distribution.14, 20, 35 In addition, the cluster beam in the supersonic nozzle consists of two 

phases – condensed (clusters) and uncondensed (single atoms/molecules or monomers). 

The details of the cluster size distribution and the monomer fractional density can affect the 

values of aeff and density Nc estimated from Eqs. (5.8) and (5.10). If the cluster size 

distribution is explicitly considered, we note that 6a = ( )∫
∞

0

6
cc dnnfa and 

3a = ( )∫
∞

0

3
cc dnnfa , where f(nc) is the normalized density of clusters having nc atoms or 

molecules and 3/1
cWS nra =  from Eq. (5.3). For a Gaussian or log-normal cluster size 

distribution having a mean atom number cn  and a distribution widthσ , we obtain aeff / a  = 

( ) 3/122 /1 cnσ+ . Even for a broad distribution width σ = 2/cn , we get aeff / a = 1.08, which 

indicates that the values of aeff extracted by the measurement exceeds the mean cluster size 

by only 8%. Thus, for non-pathological cluster size distributions, aeff   is a good 

representation of the mean cluster radius. 
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In any cluster jet flow, there is a non-zero density Nm of monomers. In general, the 

monomers contribute negligibly to the collected Rayleigh scattered light, but can have a 

measurable effect on the interferometric phase shift. As it is difficult to independently 

determine Nm, the usual case of non-accounting for monomers in the application of Eqs. 

(5.8) and (5.10) results in an underestimation for aeff by a factor ( ) 3/11 −− mδ , where δm = 

( )ccmm nNNN +  is the relative concentration of monomers. However, this factor’s cube 

root dependence greatly mitigates the effects of the uncertainty in δm. As an example, for 

our results at 600 psi, even for δm in the very wide range of 0% to 80%, the effective 

cluster size lies in the much more restricted range of 70 Å < aeff < 120 Å. 

 

5.4 Elongated cluster gas jet and its characterization 

For the generation of a long plasma channel, either preformed or self-guided, we 

have used a slot gas jet nozzle to produce an elongated thin gas plume as a target of intense 

laser pulse irradiation.36 In order to ensure dominant cluster phase generation in the slot jet 

expansion, our elongated gas jet was cryogenically cooled. This greatly enhanced the 

cluster yield in the flow, and also improved the flow uniformity.  

In this section, our elongated cluster source is described and the source is 

characterized with the Rayleigh scattering/interferometry diagnostic described in Section 

5.3. 

 

5.4.1 Elongated cluster source 

The elongated cluster source consists of a solenoid valve (General Valve 

Corporation series 9) and an elongated nozzle (11.5 mm length and 0.4 mm width of the 



 94

nozzle opening) as shown in Fig. 5.1(b). Teflon spacers (0.4 mm thick and 19 mm long) 

are placed in between two nozzle jaws to guide the gas flow in the nozzle.  

 To enhance clustering in the nozzle, the jet valve is cryogenically cooled with 

liquid nitrogen (LN2). Figure 5.8(a) shows the picture of the jet valve (below the elongated 

nozzle) enclosed in a copper cooling jacket (cryostat). The stainless steel LN2 feed tube and 

two solid-state cartridge heaters (Omega Engineering, CSS-10150) are clamped inside the 

cooling jacket. The gas jet and cooling jacket are mounted as a unit on a motor-driven 3D 

stage enabling remote positioning of the jet in real time during experiments. Liquid 

nitrogen, dispensed from a dewer at a backing pressure of 10 psi, flows through the feed 

tube to the cooling jacket. To control the cryostat temperature, the cartridge heaters are 

adjusted to vary the temperature from –150 C° (123 K) up to room temperature. The 

temperature measurement and control are conducted with a type T thermocouple embedded 

inside the cooling jacket and a temperature controller (Omega Engineering, CN77324) 

which turns the heaters on or off as needed. With this system, the cryostat temperature can 

be maintained at a user-selected set point to within a temperature range of ± 1.5°.  

In experiments thus far, argon or nitrogen gas has been used at backing pressures in 

the range of 200 ~ 600 psi, forming Ar or N2 clusters. The nucleation and growth of Ar or 

N2 clusters are greatly enhanced under cryogenic operation of the jet. At 10 Hz pulse 

repetition rate of the valve, a background pressure of ~100 mTorr is measured at T = 123 

K. In general, the background pressure is higher at low temperature because of increasing 

leakage through the closed valve poppet between gas pulses. 

If the valve temperature is lower than the boiling temperature Tb of Ar or N2 gases 

at a pressure p0, large-scale (~ µm) liquid fragments or droplets are formed, resulting from 



 95

the fragmentation of liquid injected into vacuum.37 Since we are interested in producing 

and characterizing nanometer scale clusters for the experiments of this dissertation, the jet 

operation is limited to the cluster regime, with valve temperature higher than Tb. 

 

5.4.2 Rayleigh scattering experiment 

 The experimental setup for Rayleigh scattering in the elongated gas jet is similar to 

that in Fig. 5.3(a). Here, the conical gas jet is replaced with the elongated cluster gas jet. A 

7 ns Nd:YAG probe pulse at 532 nm with vertical polarization was weekly focused (f/100) 

at z = 1.53 mm height from the elongated nozzle orifice. The probe was scattered by the 

argon or nitrogen cluster flows exiting the orifice. The 90° scattered beam was relay-

imaged (with 3× demagnification) by a collecting lens (f = 100 mm), located h = 447 mm 

away from the nozzle, to a CCD camera. 

Rayleigh scattering by Ar clusters was visible to the unaided eye at T = 153 K as 

shown in Fig. 5.8(b). Figure 5.9(a) shows CCD images of Rayleigh scattering at various 

backing pressures and temperatures. The central line-outs of the Rayleigh scattering signals 

are plotted in Fig. 5.9(b). As predicted, large clusters and resulting strong Rayleigh 

scattering is favored at high gas jet backing pressures and low temperatures. As seen in 

Fig. 5.9, scattering is more strongly dependent on temperature than pressure, which is 

consistent with the greater sensitivity of cluster size to temperature rather than pressure.2, 5 

Rayleigh scattering was measured to be enhanced by three orders of magnitude at T = 153 

K compared to room temperature. In addition, the scattering images show that the spatial 

cluster distribution is non-uniform at relatively high temperatures and low valve backing 

pressures. For instance, at room temperature, the scattering profile shows two humps up to 
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600 psi backing pressure, indicating suppressed yields of Ar clusters in the middle of the 

jet. However, relatively uniform cluster distributions along the nozzle length were 

observed below T = 153 K even at as low a pressure as 200 psi. 

Figure 5.10 shows the temperature-dependent Rayleigh scattering spatial 

distributions for (a) Ar and (b) N2 clusters at 400-psi backing pressure. The spatial 

uniformity of Ar clusters along the jet slot orifice is greatly improved below T = 193 K. In 

case of N2, no measurable Raleigh scattering was detected above T = 202 K (–70 C°). This 

is consistent with the lower kH value for N2 (kH = 528 for N2 and kH = 1650 for Ar).38 Only 

below ~140 K was the scattering uniform. In general, laser scattering imaging explicitly 

shows that the elongated gas jet can produce a spatially uniform cluster gas. 

A 2D laser scattering profile for the elongated gas jet was obtained by mechanically 

scanning the jet position with respect to the probe beam. Figure 5.11(a)-(b) shows 2D 

scattering profiles for an Ar cluster jet at T = 297 K (room temperature) and T = 153 K 

(cryogenic temperature), at z = 1.53 mm from the nozzle exit orifice. At room temperature, 

a double hump structure appears, which is eliminated at 153 K.  

Figure 5.11(c)-(d) shows the temporal evolution of the 1D laser scattering profile at 

the slot center at (a) T = 297 K and (b) T = 153 K. Notably, at T = 297 K, the double hump 

cluster distribution structure persists throughout the entire gas pulse history. However, at T 

= 153 K, the scattering profile starts with a uniform structure and becomes somewhat less 

uniform at later times. This implies that the jet timing can be properly synchronized with 

the arrival of an intense laser pulse in order to provide the most uniform cluster 

size/density distribution. Superimposed on Fig. 5.11(c)-(d) are the results of spatially 

integrating those plots. It is seen that the valve opening duration of 530 µs is significantly 
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increased at T = 153 K compared to the 300 µs measured at T = 297 K. This is mainly due 

to the slower response of the valve poppet at low temperatures. 

 

5.4.3 Interferometry and shadowgraphy of elongated cluster jet 

Neutral cluster gas interferometry was also performed, as described in Section 5.3, 

on our elongated gas jet. The experimental layout was similar to that in Fig. 5.6(a), except 

that here the interferometric probe beam was directed along the jet slot (the long axis of the 

jet). For the case of the probe beam propagating across the slot, the interferometric phase 

shift was too small to extract with reasonably good accuracy.  

A sample interferogram at 600 psi and room temperature, viewed at the end of the 

jet, is shown in Fig. 5.12(a), superimposed on an extracted phase shift profile ∆φ (x, z). 

Figure 5.12(c) shows the phase shift ∆φ (x0, z0) at x0 = 0 and z0 = 1.53 mm as a function of 

pressure at T = 297, 245, 193, and 153 K. The temperature dependence of the phase shift 

for Ar and N2 at 400 psi is plotted in Fig. 5.12(d). As temperature decreases, the phase shift 

increases mainly due to the result of an increased average gas density N0 in the valve at 

constant pressure. 

Figure 5.12(b) shows sample probe shadowgrams, obtained by blocking the 

reference beam in the Mach-Zehnder interferometer [see Fig 5.6(a)], with the jet on and off 

at 400 psi and 143 K. At low temperatures (133 K ~ 153 K), there was measurable probe 

intensity attenuation due to its scattering loss. The probe transmission line-out at z = 1.53 

mm is also plotted, showing more than 50% scattering loss along the jet slot. The cluster 

average size and density can be determined using such scattering attenuation 

measurements, by considering the transmission factor T = exp(–Nc σscatt L) for a jet length 



 98

of L, where σscatt  is related to cluster radius [see Eq. (5.4)]. This measurement is combined 

with additional information obtained from interferometry [see Eq. (5.10)]. The 

experimental result is presented in next section in comparison with that of 

scattering/interferometry technique. 

 

5.4.4 Measurement of the average cluster size and density 

The average cluster size a and density Nc in the elongated gas jet can be estimated 

from Eqs. (5.8) and (5.10) as described in Section 5.3. Figure 5.13(a)-(b) shows the 

average radius and density of Ar clusters at z = 1.53 mm as a function of pressure at T = 

297, 245 K, 193 K, and 153 K. Figure 5.13(c)-(d) shows the temperature-dependent 

average radius and density of Ar and N2 clusters in the jet at 400 psi. It shows that 

cryogenic cooling provides a means to control the average Ar cluster size in the range 20 Å 

– 1000 Å. The mean N2 cluster radius, estimated with Re(ε) = 1.436, is always smaller than 

that of Ar under the same jet conditions because of its lower value of kH.38 

As temperature drops and the cluster size increases, our scattering/interferometry 

technique begins to go outside its range of validity because the dipole approximation to the 

scattering cross section [in Eq. (5.7)] is less accurate for a/λ ≥ 0.05 (or ka ≥ 0.31 or a ≥ 250 

Å for λ = 532 nm).39 As a result, the scattering/interferometry results (line with squares) 

underestimate the average cluster size in the Mie regime (a ≥ 250 Å for λ = 532 nm). 

Figure 5.13(c) shows the results of both scattering/interferometry and 

shadowgraphy/interferometry experiments. The shadowgraphy/interferometry technique 

provides more reliable values for the average cluster size and density in the near-Mie 

regime because it is relatively unaffected by the transition from Rayleigh to Mie regimes.  
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For large clusters at low temperatures (133 K ~ 143 K), we performed 90° Mie 

scattering measurements as a complementary experiment for comparison with the 

Rayleigh/interferometry results. Here, S and P-polarized probe beams were used and the 

ratio in scattering yield was measured (S and P refer to polarization along z and y, 

respectively). For ka << 1 in the Rayleigh or dipole scattering regime, no scattering is 

expected into the collection optics with P polarization. In the regime of ka ≥ 0.3, however, 

there is a measurable Mie scattering. By measuring R(ka) = SP(ka)/SS(ka) where SP and SS 

are the 90° scattered energies into the collection optics with P and S incident polarizations, 

one can determine the average cluster size by comparison to the theoretical plot for R(ka).39 

Using a Mie scattering code,40 we determined average Ar cluster radii of 1170, 1250, 1360 

Å at T = 143 K, 138 K, and 133 K, respectively. As shown in Fig. 5.13, the Mie result 

agrees well with that of shadowgraphy/interferometry technique. 

 

5.5 Conclusions 

In conclusion, we have developed an all-optical technique to characterize spatial 

distributions of cluster size and density produced by jet nozzle expansion. The method 

should give reasonable values for average cluster radius and density for a wide range of 

cluster size distributions even in the presence of some uncertainty in relative monomer 

concentration. For laser-cluster interaction experiments, the method has the advantage of 

using components of the main setup, avoiding complicated additional instrumentation. 
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Figure 5.1: (a) Free jet condensation source for clusters consists of a solenoid valve and a 
supersonic conical nozzle (d = 0.5 mm entrance orifice diameter, α = 5° expansion half 
angle, 12.7 mm nozzle length, and 3 mm diameter exit orifice) at a valve backing pressure 
of p0 and temperature T0. (b) Gas jet with an elongated nozzle (l = 11.5 mm length and 0.4 
mm width). 
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Figure 5.2: (a) Experimental layout for 90º Rayleigh scattering. A probe pulse is weekly 
focused in the cluster jet and scattered into the collecting lens followed by an interference 
filter and a photomultiplier tube (PMT). The scattered photon energy is registered by the 
PMT and plotted in (b) as a function of backing pressure with a polynomial least squares fit 
(red line).
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Figure 5.3: (a) 90° Rayleigh scattering experiment. (b) Rayleigh scattering images on the 
CCD camera at various backing pressures (images are 50-shot averaged). 
 
 

 

Nd:YAG beam for 
90º scattering 

Ar cluster 
jet x

y

z

f1 = 1000 mm 

CCD

Lens (f2 =100 mm) 

D0

h α

200 psi  250 psi  300 psi  

350 psi  400 psi  450 psi  

500 psi  550 psi  600 psi  

(b)  

(a)  



 103

 
 
 

 
Figure 5.4: (a) 1D Rayleigh scattering profiles at various valve backing pressures for the 
conical gas jet. (b) On-axis Rayleigh scattering signal versus backing pressure with a 
polynomial least squares fit. 
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Figure 5.5: 2D Rayleigh scattering imaging profiles at the heights of (b) z = 2 mm, (c) 3 
mm, and (d) 4 mm from the nozzle exit orifice obtained by scanning the cluster jet with 
respect to the probe beam as shown in (a). One line represents one scan position. (e) 1D 
spatial and temporal Rayleigh scattering profiles at z = 2 mm height from the nozzle.
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Figure 5.6: (a) Experimental layout for neutral cluster gas interferometry. The frequency-
doubled 532 nm Nd:YAG pulse picks up a phase shift in the cluster gas jet as shown in (b) 
sample interferogram. (c) Extracted phase shift ∆φ(x, z) using FFT method from the raw 
interferogram. (d) Line-outs ∆φ(x) at z = 2 mm (triangles), 3 mm (circles), and 4 mm 
(squares). The z = 3 mm points are shown plotted with a Gaussian least squires fit (red 
line). 
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Figure 5.7: The average cluster radius and density across the conical gas jet. (b) On-axis 
average cluster radius and density as a function of pressure. 
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Figure 5.8: (a) Picture of the cryogenic elongated cluster source. The elongated gas jet, 
coolant tube, and heaters are clamped in the copper cryostat. The whole unit is mounted on 
a xyz stage inside a vacuum chamber. The cryostat temperature is monitored by a T-type 
thermocouple and controlled by both LN2 cooling and solid-state cartridge heating. (b) 
Photograph of Rayleigh scattering of 532 nm probe pulse in the elongated Ar cluster gas jet 
at T = 153 K. 
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Figure 5.9: (a) Ar cluster Rayleigh scattering images and (b) 1D line-outs at various 
backing pressures and temperatures [(i) 24 °C, (ii) –28 °C, (iii) –80 °C, and (iv) –120 °C]. 
In these images, ND filters with calibrated optical densities (OD) were used to avoid CCD 
pixel saturation.
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Figure 5.10: (a) Ar cluster Rayleigh scattering images and (b) central line-outs for the 
spatial distribution of Ar clusters in the elongated gas jet at 400 psi and various 
temperatures. (c) N2 cluster Rayleigh scattering images and (d) central line-outs at 400 psi 
and various temperatures. ND filter transmissions are varied to avoid CCD sensitivity 
saturation in (a) and (c). For the jet conditions explored, scattering was more uniform from 
Ar than from N2 sources. 
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Figure 5.11: 2D Rayleigh scattering spatial profiles of the elongated Ar cluster gas jet at 
room temperature (T = 297 K) and (b) T = 153 K. 1D Rayleigh scattering profiles of the 
elongated Ar cluster jet as a function of time at (c) T = 297 K and (d) T = 153 K. The 
Rayleigh scattering becomes relatively uniform and enhanced by three orders of magnitude 
at T = 153 K compared to T = 297 K.  
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Figure 5.12: (a) Extracted phase profile ∆φ(x, z) from sample interferogram obtained at 
room temperature. The nozzle is 90° rotated with respect to the probe pulse, and the jet is 
viewed end-on. (b) Ar cluster nozzle shadowgrams with jet on and off for the measurement 
of probe intensity attenuation. The probe transmission line-out is shown at z = 1.53 mm. 
(c)-(d) On-axis (x = 0) phase shifts ∆φ0 at z = 1.53 mm at various pressures and 
temperatures for argon and nitrogen clusters. 
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Figure 5.13: Average Ar cluster (a) sizes and (b) densities versus backing pressure at 
various temperatures T=297 K, 245 K, 193 K, and 153 K at z = 1.53 mm height from the 
elongated nozzle exit orifice. The temperature dependence of average Ar or N2 cluster (c) 
size and (d) density at 400 psi backing pressure. The average cluster size is also estimated 
from shadowgraphy and Mie scattering at low temperatures 133 K < T < 153 K. 
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Chapter 6: The interaction of intense laser pulses with atomic clusters 

 

6.1 Introduction 

Intense laser interaction with clusters, van der Waals- bonded agglomerations of up 

to ~107 atoms, is of much current interest owing to applications which include the 

generation of x-rays,1–6  fast electrons and ions,7–13 and nuclear particles,14–17 as well as 

control of beam propagation 18 and phase matching.19–21 Although the manner in which a 

strongly heated cluster explodes in the intense laser field should strongly determine the 

details of the laser coupling, there is still uncertainty over how this happens.  

In prior work, the ultrafast explosion dynamics of intense laser-heated clusters was 

inferred from the spectroscopic measurements of resulting energetic electrons, ions and 

extreme ultraviolet (EUV) and x-ray emission. Such measurements, however, cannot 

reveal the time-resolved evolution dynamics of laser-heated clusters because they are time-

integrated. Hence, to reveal a more full picture of the laser-cluster coupling and resulting 

cluster explosion dynamics, we have developed ultrafast optical diagnostics, capable of 

measuring, on a femtosecond time scale, the transient evolution of laser-irradiated cluster 

plasma. 

Presented in this chapter is a series of all-optically-diagnosed laser-cluster 

interaction experiments. We also present a one-dimensional (1D) laser-cluster interaction 

hydrodynamic model, whose predictions we compare to results of these measurements. 

The optical diagnostics include (i) time-resolved laser absorption/scattering and (ii) single-

shot supercontinuum spectral interferometry (SSSI). The experimental work strongly 
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supports our laser-cluster interaction scenario in which the laser energy is resonantly 

absorbed in the critical plasma density layer at Ne ~ Ncr,22 rather than at Ne ~ 3Ncr predicted 

by uniform density model.23, 24 For the cluster sizes of this experiment, the measured 

picosecond evolution timescale of laser-heated clusters can be understood in terms of 

plasma hydrodynamics. 

    

 6.2 1D plasma hydrodynamic laser-cluster interaction model 

The assumption of uniform density expansion, described in Chapter 1, results in the 

near field cluster response  

EEp )
2
1(3

+
−

==
ε
εγ a ,     (6.1) 

where p is the induced dipole moment of the cluster, E is the laser field, γ is the cluster 

polarizability, a is the cluster radius (where ka << 1), and ε = 1−ξ + i(ν/ω)ξ is the dielectric 

function of the plasma internal to the cluster, taken to be of the Drude form. Here ξ = (1 + 

ν2/ω2)−1Ne/Ncr, Ne is the electron density, Ncr = mω2/4πe2
 is the critical density (m and e are 

the electron mass and charge), ν is the collision frequency, and ω = ck is the laser 

frequency. Resonant laser-cluster coupling occurs when ε + 2 = 0, or Ne/Ncr ~ 3. As the 

cluster expands at the sound speed cs, the duration of the resonance is δtres ≈ 

s
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ω
ν  for initial radius a0 and electron density Ne0.22 For typical clusters having 

a0 up to a few hundred Å, δtres < 10 fs, an interval much shorter than the apparent 

picosecond time scale for resonance indicated by recent absorption/scattering 25, 26 and x-

ray 27, 28 measurements. This discrepancy cannot be explained by allowing for typical 
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cluster size distributions, which indicates that the uniform density model oversimplifies the 

laser-cluster interaction. 

In this section, a 1D hydrodynamic model of intense laser-cluster interaction, 

developed by Milchberg,22 is presented in which the laser field is treated self-consistently. 

The model solves the electric near field problem,∇ ⋅(εE) = 0, for a single cluster coupled 

with 1D radial Lagrangian hydrocode. Here E is the self-consistent electric field due to the 

laser and cluster, and ε is the space-dependent dielectric function of the cluster material. 

The near field treatment is valid for kamax << 1, where k is the laser wavenumber and amax 

is the expanding plasma-vacuum boundary. This is a good approximation for an initial 

cluster radius much smaller than the laser wavelength and for times not too late in the 

cluster expansion (typically ~ ps). 

The dielectric function ε of the cluster plasma is taken to be of the Drude form ε(r) 

= 1−ξ(r)+ i(ν(r)/ω)ξ(r), where ξ(r) = (1 + ν(r)2/ω2)−1Ne(r)/Ncr, Ne(r) is the electron density. 

Starting with a neutral cluster at solid density (~1022 atoms cm-3), at each time step, the 

self-consistent electric field is solved from ∇ ⋅(εE) = 0 using the neutral, electron, and ion 

density profiles and the electron and ion temperatures from the previous time step. The 

resulting electric field ionizes and heats the cluster plasma, generating new electron/ion 

temperature and density profiles in the next time step and advancing the hydrodynamic 

evolution. These profiles, in turn, are used to solve ∇ ⋅(εE) = 0 for the E-field at the next 

time step. The process, illustrated in Fig. 6.1(a), is repeated with a variable time step ∆t 

(determined internally by numerical stability requirements) until the desired temporal 

window of “observation” ends. The calculation includes field 29 and collisional ionizations, 

collisional heating and thermal conduction, either gradient-based or with the flux limit.30 



 116

The dynamics also includes ponderomotive forces. An ideal gas equation is used for the 

equation of state, which is a reasonable assumption for these laser-produced cluster 

plasmas, especially at high temperature.  

In the near-field limit, the electric field in the vicinity of a cluster is inherently two-

dimensional (2D) E(r, θ).22 It is simplified to 1D (in radius) in this hydrocode.  For an 

incident (external) laser electric field EL(t) = EL(t) ẑ , where ẑ  is the polarization unit 

vector, the code solves for the self-consistent scalar potential in spherical coordinates Φ(r, 

t) = u(r, t) cosθ  inside and outside the cluster, giving the electric field E(r, t) = −∇Φ(r, t) 

[see Fig. 6.1(b)]. As the hydrodynamic variables are constrained to depend only on radius, 

we calculate the field’s effect on the cluster via ionization, heating and ponderomotive 

forces by using an effective field 2/1
eff *EE)( ⋅=rE , where the angle brackets represent 

an average over solid angle. 

The cluster polarizability γ can be also calculated by our laser-cluster interaction 

code. Determination of γ is made by superimposing a very long and weak probe pulse on 

the much faster cluster dynamics and calculating the resulting self-consistent scalar 

potential Φprobe(r, t), which is then matched at r > amax to the known analytic solution 

outside the cluster Φprobe, out(r, t) = r⋅Eprobe(t) + r⋅p/r3, where p = γEprobe is the induced 

dipole moment of the cluster. 

As an example of a 1D hydrocode simulation, we simulate the interaction of a 800 

nm, 80 fs (FWHM), linearly-polarized laser pulse of 1015 W/cm2 peak intensity with an 

argon cluster of 300 Å radius and 2.15 × 1022 cm-3 internal atomic density (from Table 

5.1). The temporal pulse shape is Gaussian, with the pulse turning on at 1% peak power 

level at t = 0. In Figs. 6.2(a) and (b), we plot the electron density and the corresponding 
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electric field profiles for several times during the heating pulse. The average degree of 

ionization as a function of radius is also plotted in the inset of Fig. 6.2(a). The electron 

density rapidly reaches 10 times the critical density Ncr = 1.75 × 1021 cm-3 at 800 nm as fast 

as t << 60 fs, forming a super-critical plasma ball with a dominant charge state of Ar1+. 

This is due to ultrafast optical field ionization Ar → Ar1+. Once a sufficient density of 

electrons is generated by optical-field ionization, these electrons can effectively seed 

collisional avalanche ionization (from inelastic electron-atom and electron-ion collisions). 

As shown in the plot, the electron density substantially increases with time, ultimately 

producing ~3 × 1023 cm-3 electron density and Ar10+ ion state near the peak of the driving 

pulse at t = 400 fs. In parallel, the cluster plasma radially expands due to the hydrodynamic 

pressure of the laser-heated electrons. As shown in Fig. 6.2(a), in general, the electron 

density profiles exhibit a nonuniform expansion, in contrast to the “uniform plasma 

model”. The ion density, also computed with the code, displayed the evolution profiles 

similar to the electron ones. This nonuniform plasma expansion is a natural consequence of 

the rapid evolution of a hot fluid. An interesting phenomenon, a mass compression of the 

electron and ion densities, occurs due to the “rocket effect” driven by the ablative pressure 

of the expanding plasma. 

Figure 6.2(b) shows the corresponding electric field E(r, t) which is normalized to 

its magnitude in vacuum E0 (t) at each time. The electric field is significantly enhanced 

near the critical density layer Ne ~ Ncr during the entire pulse duration. The persistent 

resonance in the critical density surface at Ncr plays a dominant role in the laser energy 

coupling in the clusters. At vary early times (t = 2 fs) before plasma is formed, the field 

scaled relative to the vacuum value is less than unity, which is expected from dielectric 



 118

shielding where E/E0 = 3/(ε + 2) and ε >1.31 Once plasma develops (t > 2 fs), the electric 

field in the cluster core is significantly reduced with respect to the vacuum value, due to 

the supercritical plasma shielding where Ne > Ncr. 

The transient real and imaginary polarizabilities of the exploding cluster are 

simulated for an initial 300 Å radius Ar cluster under the irradiation of a 80 fs laser pulse 

with 1015 W/cm2 peak intensity. Figure 6.3(a) and (b) show the results of the simulation. 

The real polarizability Re(γ ) ≡ γr is positive for several hundred femtoseconds, and then 

goes negative and saturates at a constant negative value. The noise in the curve at long 

times is from the numerical instability. In general, the cluster dipole moment can be viewed 

as the integral of a dipole density over the cluster volume. That is, 

 Re(p) = γrEL = ∫−
V

rd int
3

4
1 Eξ
π

,    (6.2) 

where Eint is the self-consistent field internal to the cluster, and πξ 4/intE−  is the dipole 

moment density. The real polarizability γr  > 0 when the integral is dominated by regions 

where Ne > Ncr, or equivalently πξ 4/Lint EE ⋅− > 0, so the material is locally polarized so 

as to oppose the external field. However, as the plasma expands, and more underdense 

plasma layers develop, the polarizability γr becomes negative if the response of subcritical 

(Ne < Ncr) density layers dominates the integral. As the expansion continues, the response 

eventually relaxes to that of a sum of individual electrons, or a subcritical bulk plasma, as 

shown in Fig. 6.3(a). The imaginary polarizability in Fig. 6.3(b) explicitly shows the 

existence of the long-lived resonance absorption in a laser-heated cluster, lasting longer 

than a picosecond for these particular conditions. The code result also shows that a very 

brief 3Ncr resonance absorption occurs early in the laser pulse when the electron density 
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remains relatively uniform prior to cluster expansion, and the entire electrons respond to 

the driving laser field at Ne ~ 3Ncr. 

One of the limitations of the hydrocode is that it cannot take into account hot 

electrons that are generated in the laser-plasma interaction, such as the plasma wave 

breaking driven by the enhanced electric field at the critical density layer where the 

resonance absorption process occurs. In addition, the code is a 1D simulation, which 

cannot treat any possible asymmetric laser-cluster interactions for a given laser beam 

direction.12 Nevertheless, our 1D hydrocode provides physical insight for the laser-cluster 

coupling dynamics, where most of characteristic features were confirmed with a recently 

developed 3D particle-in-cell (PIC) simulation.32 

 

6.3 Scattering by laser-heated clusters 

As a laser pulse interacts with clusters, light is absorbed and scattered in response 

to the time-varying cluster polarizability. Hence, a natural approach is to use absorption 

and scattering as a diagnostic to study the ultrafast laser-cluster coupling and the 

subsequent cluster explosion dynamics. In the near field limit, the laser power scattered by 

a cluster is proportional to 2)(tp , where p(t) = γ(t)E(t) is the pump-induced cluster dipole 

moment, E(t) is the laser field, and γ(t) is the transient cluster polarizability. For an 

ensemble of clusters with a random spatial distribution, the dependence of the side-

scattering versus pump-probe delay follows the evolution of 2)(tγ  ∝ ∑j
2

j )(tγ , a sum 

over clusters in the observation volume, where cross terms in the sum have been neglected. 

We note that an interesting complication is that Rayleigh side scattering can be partially 
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coherent because 3λcN  < 1 where Nc is the number of clusters per unit volume. Therefore, 

the measurement of side scattering yields provides information on the cluster polarizability 

evolution in intense laser fields.  

 

6.3.1 Rayleigh scattering by laser-heated clusters 

The experimental layout for Rayleigh scattering imaging of an intense laser pulse is 

schematically shown in Fig. 6.4(a). At a repetition rate of 10 Hz, 1.5-mJ 798-nm linearly 

polarized Ti:sapphire laser pulses with pulse duration in the range of 80 fs ~ 1.45 ps were 

focused onto the conical cluster gas jet, described in Chapter 5, by a 150 mm (nominal) 

focal length BK 7 lens at f/20. The conical jet produces argon clusters of 180 Å ~ 350 Å, 

expected from Hagena’s scaling law,33, 34 at the backing pressures of 200 – 500 psi. The 

laser pulses, with peak intensity in the range of 1014 – 1015 W/cm2, were substantially 

absorbed by the clusters, rapidly creating nano-cluster plasmas. Simultaneously, laser 

energy was scattered (Rayleigh scattering) during the interaction. Part of the scattered light 

was first collected by a f1 = 250 mm focal length lens (L1), located f1 distance away from 

the gas jet. Then the collected light was imaged to a CCD camera though an additional f2 = 

420 mm lens (L2), placed f1 + f2 distance from the first collecting lens. A sample 2D 

Rayleigh scattering image is shown in the inset of Fig. 6.4(a). The radiation detected was 

mostly from Rayleigh scattering, not from plasma recombination. This was confirmed with 

the measurement of the scattering spectrum and angular distribution. 

The scattering angular distribution was measured by rotating the laser polarization 

using a λ/2 wave plate [see Fig. 6.4(a)]. Plotted in Fig. 6.4(b), the scattering pattern and its 

sin2θ least squares fit confirm dipole scattering in the Rayleigh regime where ka < 1. 
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Typical 2D scattering images are also included in Fig. 6.4, exhibiting the strong angle-

dependent Rayleigh scattering yield. There is, however, minor disagreement between the 

experimental data and the fit curve at θ < 20°, 80°< θ < 100°, and θ < 160° because of the 

relatively poor angle resolved measurement with a half collection angle of α = 6° and the 

possible contribution of multiple scattering. 

It is quite notable that all scattering images exhibit an interesting filamentary 

structure, reminiscent of feathers or fish bones. This kind of scattering pattern has been 

observed by many other research groups in their laser-gas jet experiments,35–37 without 

comment. It is believed, at least in the case of clusters, that local cluster density 

fluctuations give rise to an interference pattern for the scattered light, and this ultimately 

produces strong angle-dependent intensity modulations, which manifest themselves as 

filaments in the scattering images. We are currently performing scattering calculation to 

test this idea. 

 

6.3.2 The effect of laser prepulse 

Rayleigh scattering imaging is also quite useful for the diagnosis of laser prepulse 

effects in laser-cluster interactions. Typically, a laser prepulse plays a crucial role in 

intense laser matter interactions because, even with a moderate contrast ratio of 104. For a 

1018 W/cm2 pulse, the prepulse intensity easily reaches 1014 W/cm2, enough to generate a 

hot preplasma from solid targets. In case of high intensity laser-cluster interaction, a 

prepulse can pre-ionize and pre-heat clusters, forming an expanding cluster plasma before 

the main pulse arrives. Consequently, the main pulse interacts only with a low density 

plasma or a weakly ionized atomic gas instead of neutral clusters. For example, with the 
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presence of 1013 – 1015 W/cm2 prepulses, dramatically suppressed x-ray signals were 

reported.23, 38 

As a prepulse diagnostic in our laser-cluster experiment, 90° Rayleigh scattering 

was performed, as shown in Fig. 6.4(a). A photograph of the laser-irradiated cluster gas jet 

is shown in Figure 6.5(a), which also shows the main and pre-pulse. In this experiment, the 

prepulse contrast ratio was adjusted by detuning the triggering time to the internal 

[regenerative amplifier (RGA)] and external Pockels cells, allowing the variation of the 

prepulse leakage rate out of the RGA in our Ti:sapphire laser system (see Chapter 3 for 

details). Such prepulses arrive 16 ns in advance of the main pulse, with a contrast ratio of 

main to pre-pulse amplitude of 102 ~ 104. This contrast ratio was monitored with a fast 

silicon PIN photodiode and an oscilloscope. The main pulse energy was measured to be 26 

mJ with a peak intensity of 2 × 1017 W/cm2. With a poor pump-probe contrast ratio of < 

103, we observed a segmented laser-produced plasma as shown in the inset of Fig. 6.5(a). 

This is also manifested in the 2D Rayleigh scattering in Fig. 6.5(b), indicating no Rayleigh 

scattering was present at the center of the laser focal volume. This is attributed to the fact 

that Ar clusters near the beam waist, where the laser peak intensity is highest, were 

destroyed by the prepulse, and therefore the Rayleigh scattering from clusters vanished. 

This is also evident in the interferogram, in Fig. 6.5(b), taken with a transverse probe pulse 

1.2 ns after the pump (see Chapter 7 for our transverse interferometry diagnostic). The 

phase shift in the interferogram caused by the plasma electrons is noticeably reduced near 

the vacuum focus position compared to the periphery because the prepulse-produced Ar 

monomers couple much less laser energy and resultantly experience less plasma heating 

and ionization than when they are in cluster form. However, with a contrast ratio of > 104, 
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the Rayleigh scattering and interferogram in Fig. 6.5(c) verify the presence of undestroyed 

clusters upon the main pulse arrival. This prepulse-free laser operation makes it possible to 

study the full interaction dynamics of high intensity laser pulses with clusters. 

 

6.4 Time-resolved two-color scattering and absorption experiment 

To investigate the time-varying coupling dynamics, we employed a collinear pump-

probe technique for the measurement of scattering and absorption. Here the probe 

wavelength differs from the pump in order to discriminate it easily with a color filter. 

The experimental setup was similar to that in Fig. 6.4(a) except that a short, 

variably delayed, weak 400 nm probe pulse was employed to perform two-color pump-

probe absorption and scattering. The probe was obtained from frequency doubling a 80 fs, 

800 nm Ti:sapphire laser pulse in a thin KDP crystal. The pump and probe with a variable 

delay were collinearly focused in the cluster gas jet at ~ f/20. The pump was removed from 

the beam and the probe was imaged onto a CCD camera. To reduce the measurement 

uncertainty associated with the shot-to-shot laser energy fluctuations, a reference pulse, 

obtained by splitting ~50% of the probe pulse in a Michelson-type beam splitter, was also 

focused in the cluster target volume, laterally shifted with respect to the probe. Then it was 

recorded in the same CCD image, as shown in the insets of Fig. 6.6(a). The reference pulse 

always precedes the pump and does not overlap with the pump in the focal volume. Figure 

6.6(a) shows the normalized transmission of probe versus the pump-probe delay τ, under 

the irradiation of a 2.5 mJ (Ipeak ~ 3 × 1015 W/cm2) pump pulse in a gas of 180 Å (estimated 

at 200 psi using Hagena’s scaling law) Ar clusters. The plot explicitly shows the 
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picosecond time scale for the resonant laser coupling for this cluster size, in agreement 

with the simulation result shown in Fig. 6.3(b).  

The time-resolved scattering yield is plotted in Fig. 6.6(b) for the backing pressures 

of 200 and 400 psi (average radii 200 Å and 350 Å estimated from Hagena). The scattered 

400 nm probe light was detected with a spectrally filtered (390 nm ± 10 nm) 

photomultiplier tube (PMT) at 90° to the pump beam direction. We note that the pump 

pulse alone also generated a second harmonic at 400 nm in the cluster gas target, and this 

radiation was also scattered by the clusters and registered by the PMT, generating a 

constant background signal independent of the pump-probe delay τ. This background 

signal was subtracted from the plot in Fig. 6.6(b) to display only the probe scattering signal 

variations. The plot shows a ~2 ps time scale for resonant scattering, which is consistent 

with the experimental result for absorption at 200 psi. Although γ  is smaller at 400 nm than 

at 800 nm for a given cluster,22 both of results of Fig. 6.6(a) and (b) are in qualitative 

agreement with the variations of γ in Fig. 3(a) and (b). 

 

6.5 Measurement of transient complex polarizability of laser-heated clusters 

In this section, we investigate the femtosecond explosion dynamics of intense laser-

heated argon clusters by directly measuring the cluster transient complex polarizability 

with the use of our SSSI technique. We shall show that this SSSI measurement, along with 

the previous time-resolved absorption and scattering measurements, verifies the main 

features of our laser-cluster interaction model, in which the laser couples resonantly at the 

critical density region of the expanding clusters. This implies that clusters explode “layer-

by-layer” rather than at uniform density. 
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6.5.1 Experimental setup and results 

A schematic of the experimental arrangement is shown in Figure 6.7(a). Moderate 

energy (1 mJ) 800 nm, 80 fs pump pulses from a 10 Hz Ti:sapphire laser system were 

focused at f/20 onto the supersonic conical gas jet, described in Chapter 5, backed with 

high pressure argon gas. The gas jet was operated in the backing pressure range 150 – 400 

psi, with a pulse width of 450 µs. Cluster size estimates using the Hagena parameter for 

our nozzle conditions give average argon cluster radii in the range 150 – 300 Å. The peak 

vacuum laser intensity was Ipeak ~ 1 × 1015 W/cm2 in a 25 µm FWHM focal spot, with a 

confocal parameter of 2zR ~ 3.5 mm. 

Our experiment determines the ensemble average transient polarizability γ of the 

gas of laser-heated argon clusters, which is related to the refractive index n by n = 

2/1)41( γπ cN+ ≈ γπ cN21+ , where Nc is the number of clusters per unit volume. The 

transient index n was measured using our single-shot supercontinuum spectral 

interferometry (SSSI) diagnostic, as described in Chapter 2. Approximately 1 mJ was split 

from the main Ti:sapphire pulse and was focused in 1 atm air to produce a broad, 150 nm 

FWHM supercontinuum (SC) extending mainly to the short wavelength side of the pump 

pulse. After spatial filtering, the ~0.1 mJ SC pulse was recollimated and split into equal 

energy probe and reference pulses. Temporal chirp of the SC to ~1.5 ps was imposed on 

the pulses by a 25.4 mm thick SF4 glass window. The twin chirped SC pulses were 

recombined with the pump and collinearly focused with it into the interaction region, with 

the reference pulse leading the pump, and the probe superimposed on it. The SC beam was 

focused to a ~170 µm FWHM spot size, overfilling the pump spot. The pump and SC 
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beams were focused laterally away from the jet center so that the path length through the 

cluster gas was ~1 mm (The central path through the jet was ~3 mm). This eliminated the 

effects of probe beam refraction from the pump-induced index profile. The SC pulses were 

imaged from the exit of the jet onto the entrance slit of a spectrometer, providing 1D 

transverse space resolution. A CCD camera in the spectrometer’s focal plane recorded the 

spectral interferogram of the reference and probe pulses, shown in Fig. 6.7(b), from which 

the time dependent phase shift ∆φ(x, t) and absorption A(x, t) = 1−exp(−η(x, t)) of the 

probe pulse were extracted with ~10 fs resolution in a temporal window up to 1.5 ps long. 

Here x is the transverse dimension (x = 0 is the pump beam axis), and η is the small signal 

absorption coefficient. Figure 6.7(c) shows a perspective plot of the extracted phase ∆φ(x, 

t) profiles for the 350 psi case. The refractive indices nr = Re(n) and ni = Im(n) are related 

by ∆φ (x, t) = kpr (nr(x, t) −1)L and η (x, t) = kpr ni (x, t)L, where L = 1 mm is the interaction 

length through the cluster jet and kpr = 2π/λpr , where λpr = 700 nm is the SC central 

wavelength.  

Figure 6.8(a) and (b) show ∆φ (x = 0, t) and η (x = 0, t) (and nr −1 and ni) for a 

range of backing pressures. The phase shifts ∆φ are all positive for several hundred 

femtoseconds, and then become negative and saturate at constant negative values. With 

increasing backing pressure, the zero crossing moves to longer times and the relaxation to 

saturation occurs on increasing time scales. By contrast, laser ionization of a non-clustering 

helium gas jet shows purely negative-going phase shifts whose rise times are independent 

of jet backing pressure, as described in Chapter 4. The peak for each η curve occurs near 

the zero crossing point for its corresponding ∆φ. The curves for η broaden and the peaks 

move to longer times with increasing backing pressure. We note that the positive-going 
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spatial profile for ∆φ at early times shows that ultrafast laser-heated cluster gas can act as 

an optical self-guiding medium.18 

 

6.5.2 Interpretation of results 

For a pump laser with Gaussian FWHM pulsewidth 80 fs, center wavelength 800 

nm, and peak intensity 1015 W/cm2, Figs. 6.8(c) and (d) show calculation results for Re(γ ) 

= rγ  and Im(γ ) = iγ , calculated by performing a weighted average over a 100% FWHM 

size distribution, for a range of average cluster sizes with atomic density ρ = 1.8 × 

1022cm−3. We first discuss the long time behavior of rγ . At times t >> sca /0 , the average 

cluster density profile will become progressively more uniform. Therefore, γ  predicted by 

our model and that predicted by the uniform density model 23, 24 should converge to 

iγ → long,iγ = 0 and rγ → cr
3
0long, 3/ NZar ργ −= = const, where Z is the average ionization 

state in the expanded plasma, which remains “frozen in” until long after cluster 

disassembly. The values for long,rγ are overlaid on the simulation results with dashed lines; 

agreement with the code results is excellent. At times greater than ~1 ps, therefore, each 

cluster contributes an unchanging γr,long to the overall refractive index. This implies that the 

refractive index of a gas of exploding clusters can assume the uniform plasma value long 

before they merge with one another. That is, nr = 1 + 2πNc long,rγ = cr, 2/1 NNe ∞− , where 

∞,eN  is the final uniform electron density of the bulk plasma.  Transverse interferometry of 

the plasma from our 350 psi jet using a modified Mach-Zehnder interferometer, described 

in Chapter 7, gives ∞,eN ~ 5 × 1017 cm-3, giving cr, 2/ NNe ∞−  = −1.1 × 10−4 for λpr = 700 
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nm, in good agreement with the long time value of (nr − 1) for the 350 psi case in Fig. 

6.8(a). Using the code result of long,rγ ~ −7 × 10-16 cm3 (for 300 Å clusters) then gives Nc ~ 

3 × 1010 clusters/cm3. For 300 Å clusters, this corresponds to an average ~6 × 1016 

atoms/cm3, which is consistent with our measured ∞,eN  for Z ~ 10, which is itself 

consistent with previous EUV spectroscopy of argon clusters.27, 28 We note that peak values 

of γ  predicted by our model, and verified here, are ~100 times smaller than in the uniform 

density model for similar clusters.22–24 This has a major effect on propagation 18 and on 

cluster heating, where the power coupled to a cluster is proportional to Im(γ) 2
LE .22 

The crossover of γr from positive to negative values was expected from our 

hydrodynamic laser-cluster simulation result for single cluster polarizability, shown in Fig. 

6.3(a).  The real polarizability γr  > 0 when the integral in Eq. (6.2) is dominated by 

overdense or supercritical plasma layers (Ne > Ncr). In the opposite limit of γr  < 0, the 

subcritical Ne < Ncr response dominates the integral. The response eventually relaxes to 

that of a sum of individual electrons, or a subcritical bulk plasma (γr → γr ,long) . For larger 

clusters, the crossover occurs at longer times because there are more cluster “layers” to 

blow off toward subcritical density. The increase of γi over a few hundred femtoseconds 

corresponds to the evolution of the critical density layer on the cluster, and its decrease to 

zero at longer times occurs as the cluster average density drops below critical and 

continues lower.  

The calculation reproduces the main features of the experimental results shown in 

Fig. 6.8(a). For larger clusters, the zero crossing of rγ  (nr − 1) takes place at longer times 

and relaxation to the bulk response is slower. The peaks of iγ  (ni) take place at longer 
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times and the widths increase. The main difference between the experiment and calculation 

is that the calculation underestimates (by ~ 2×) the ratio of peak positive to negative 

excursion of rγ . This may be related to an overestimation of the early time shielding of the 

laser field by the cluster plasma or to limitations of the 1D model. A full 3D model, 

however, would still show resonant coupling at the critical density region and the intra-

cluster competition between the above critical and below critical density responses. It is 

that competition which is revealed by the experiment and which tells us how the cluster 

explodes. 

 

6.6 Conclusions 

The interaction of intense laser pulses with van der Waals-bonded clusters was 

measured using of our ultrafast optical diagnostics: time-resolved laser 

absorption/scattering and single-shot supercontinuum spectral interferometry (SSSI). These 

diagnostics measured a subpicosecond time-scale for the onset of strong laser-cluster 

coupling and relaxation times of several picoseconds for cluster disassembly. This is for 

nano-scale clusters < 50 nm under the irradiation of sub-picosecond (80 fs ~ 1.5 ps) high 

intensity (>1015 W/cm2) laser pulses. In particular, the SSSI diagnostic has provided a 

picture of the evolution dynamics of intense laser-heated cluster plasma. It showed that the 

time evolution of the polarizability is characteristic of competition in the optical response 

between super-critical and sub-critical density regions of the expanding cluster. All of 

these diagnostics bear out the picture of the interaction derived from our laser-cluster 

interaction model and directly led to the discovery of laser self-focusing phenomenon in 

clustered gases.18 
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Figure 6.1: (a) Diagram of the hydrodynamic simulation code for intense laser-cluster 
interaction. It computes the self-constant electric near field in a single cluster, coupled with 
1D radial Lagrangian hydrodynamics. (b) For 1D calculation, the electric field E(r, θ) is 
approximated to Eeff (r) = <E⋅E*>1/2 averaged over solid angle. 
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Figure 6.2: 1D hydrocode simulation results for the temporal evolution of (a) electron 
density and (b) electric field (normalized to vacuum value) profiles for an argon cluster of 
initial radius of 300 Å, irradiated by 800 nm, 300 fs FWHM Gaussian pulse with a peak 
intensity of 1015 W/cm2. The average degree of ionization is also superimposed in (a). 
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Figure 6.3: 1D hydrocode simulation results for the transient (a) real and (b) imaginary 
polarizability γ (t) of an exploding Ar cluster with 300 Å initial radius, irradiated by 800 
nm, 80 fs (FWHM) Gaussian pulse with a peak intensity of 1015 W/cm2. 
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Figure 6.4: (a) Experimental setup for 90° Rayleigh scattering of an intense Ti:sapphire 
laser pulse in a gas of laser-heated clusters. (b) Scattering angular distribution of intense 
laser pulses interacting with clusters, measured with θ -rotation of the linear laser 
polarization with respect to the CCD axis. A least squares fit of sin2 θ and representative 
raw 2D scattering images at θ = 8, 32, 60, and 88° are overlaid on the plot. 
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Figure 6.5: (a) Schematic of laser-cluster interaction with the presence of a laser prepulse. 
The inset shows a photograph of laser-irradiated clustered gas, imaging a segmented 
plasma recombination emission induced by laser prepulses. The side scattering of intense 
laser pulse and the corresponding interferograms are shown with a main to prepulse 
contrast ratio of (b) < 103 and (c) >104. 
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Figure 6.6: Time-resolved 400 nm probe (a) transmission and (b) 90° Rayleigh scattering 
as a function of pump-probe delay for an argon cluster gas at 200 and 400 psi backing 
pressures (average cluster radii 200 Å and 350 Å expected from Hagena), irradiated by a 
2.5 mJ laser pump pulse. The inset shows the probe and reference intensity profiles imaged 
on the CCD detector.
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Figure 6.7: (a) Experimental setup, showing pump beam and chirped supercontinuum (SC) 
reference and probe pulses combined at a beam splitter and focused by a lens through the 
edge of a cluster jet. The pump is dumped and the reference and probe SC pulses are 
relayed by a lens to the imaging spectrometer where they interfere, producing a spectral 
interferogram. (b) Sample spectral interferogram indicating (+) fringe shifts at early times 
and (–) later. (c) Perspective plot of the phase shift ∆Φ (proportional to nr−1) versus 
transverse coordinate and time at 350 psi. 
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Figure 6.8: (a) Phase shift  ∆φ (left scale) and corresponding real index shift nr − 1 (right 
scale) extracted from spectral interferograms, for backing pressures (cluster radii) 150 psi 
(150 Å), 200 psi (200 Å), 250 psi (235 Å), 300 psi (270 Å), and 350 psi (300 Å).  (b) Small 
signal absorption coefficient (left scale) and corresponding imaginary index ni (right scale). 
Plots are 10 shot averages. The error bars shown on the 350-psi plots represent the 
variance. (c) Calculation of Re(γ (t)) for average cluster sizes 150 – 300Å. The noise at 
longer times is from the numerical computation. Values for longr,γ  are shown as dotted 
lines. The temporal position of the pump laser pulse is shown. (d) Im(γ (t)) for the clusters 
of (c). The very small peaks in Im(γ ) and steps in Re(γ ) at t ~ 30 fs are from the 3Ncr 
resonance. 
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Chapter 7: Ultrafast measurements of guiding of intense femtosecond 

laser pulses in a plasma channel 

  

7.1 Introduction  

Optical guiding of intense laser beams over distances greatly in excess of the 

Rayleigh length is essential for many applications which include extremely high harmonic 

generation,1 x-ray lasers,2, 3 and laser-plasma-based charged particle accelerators.4 These 

applications would benefit greatly from a large intensity-interaction length. Without any 

guiding scheme involved, the effective propagation length of such intense pulses is limited 

to the extent of the focal region, typically less than 1 mm, given by the twice the Rayleigh 

length 2z0 = λπ /2 2
0w , where w0 is the spot size (1/e2 radius in intensity) and λ is the 

wavelength.  

Plasma is the unavoidable medium for intense pulse propagation: intensities of 

interest are generally in excess of minimum ionization thresholds of ~1013 W/cm2 in 

neutral gas. In a manner analogous to guiding in an optical fiber, light can be guided in 

plasmas if the refractive index at beam center can be increased sufficiently with respect to 

the beam edge to balance the effect of diffraction. Due to the advent of CPA technology, 

capable of producing focused intensities in excess of 1018 W/cm2, there has been a renewed 

interest in relativistic and charge displacement guiding, where the on-axis plasma refractive 

index increases by a relativistic enhancement of electron inertia near beam center or by 

ponderomotive expulsion of plasma electrons from the beam.5 – 10 Unfortunately, this self-

guiding process is susceptible to several instabilities 11–13 and separate control of the 
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guiding process and the desired application is not possible. Moreover, there are 

applications which use either lower intensities than those required for self-induced guiding, 

or require tailoring of the density profile and the transverse mode structure of the guided 

pulse.14  Therefore, a preformed guiding structure, produced independently of the pulse to 

be guided, is preferred. 

The first demonstration of high intensity optical guiding in a preformed plasma 

employed thermally-driven radial shock expansion of an elongated laser-induced plasma 

generated in an ambient gas in the line focus of an axicon lens.15, 16 An axicon lens 16–18 

was used to produce an elongated focus at intensities sufficient for gas breakdown and 

channel creation (≥1013 W/cm2). This is five orders of magnitude less intensity than 

required for self-induced effects such as relativistic self-focusing or charge-displacement 

channeling.5–10 Using this preformed plasma channel, guiding of optical pulses for up to 

100 Rayleigh lengths 19 and at intensities as high as ~1017 W/cm2 was demonstrated.18 In 

this scheme, the degree of control possible in the plasma waveguide exceeds that of almost 

any other known guiding structure, with the parameters of channel composition, density, 

depth, and curvature adjusted by choosing the gas type, density, guided pulse injection 

delay, and channel breakdown laser energy. This scheme is reviewed in the next section. 

We note that high intensity guiding has also been demonstrated in hollow capillary 

tubes 20–23 and in high voltage capillary discharges.24, 25 These methods are inherently of 

low repetition rate and there is little opportunity for control of the guiding structure or the 

composition of the guiding medium. The enclosed geometries in which these guides are 

produced have also prevented complete measurement of the electron density profile 

responsible for guiding. 
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7.2 Pre-formed plasma waveguide and taper issue 

A plasma waveguide is formed through the hydrodynamic evolution of a laser-

produced spark generated in the line focus of a conical lens (axicon) 16 in a background 

gas. In terms of wave optics, the plasma is generated and heated by a Bessel beam.26 The 

initial plasma electrons are generated by multiphoton and optical field ionization (see 

Chapter 1) early in the laser pulse, and then they are heated by the laser pulse through 

inverse bremsstrahlung (IB) absorption, driving further ionization via electron-ion and 

electron-atom collisions. The heated electrons pull the cooler ions radially outward into the 

neutral background gas, driving the plasma expansion at the local ion sound speed, cs = 

(<Z>kBTe/mi)1/2, where Z is the average ionization, kB is the Boltzmann constant, Te is the 

electron temperature, and mi is the ion mass. This results in an ion density minimum on 

axis and a density enhancement at the periphery (shock wave) from ion-atom and ion-ion 

collisions. Since the plasma remains essentially charge neutral, the electron density follows 

the ion density, providing a plasma density minimum on axis – the desired refractive index 

profile for guiding. The evolution of electron density profile in the plasma waveguide has 

been fully characterized 27 as have the optical properties of the guide.28 The guiding of high 

intensity laser pulses (I ~ 1017 W/cm2) over a  ~1.5 cm length has also been successfully 

demonstrated.18 

Figure 7.1(a) shows an axicon lens used to produce a long line-focus. A plane wave 

normally entering the flat side of the axicon (from left) will refract at the conical surface, 

forming a conical wave front which approaches the z axis at an angle  

( ) ααγ −= − sinsin 1 n ,     (7.1) 
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where α is the axicon base angle and n is the refractive index of the axicon material. For a 

beam of radius Rb incident on the flat side of the axicon, the effective length of line focus is  

zd = ( )( )αγ tantan/1 −− hb RR ,    (7.2) 

where Rh is the radius of the central hole in axicon. The hole in the axicon prevents axicon 

material damage due to internal focusing of the beam upon internal reflection at the conical 

surface. More importantly, it also allows the transmission of an injected pulse through the 

hole either in co- and counter-propagation directions. 

Figure 7.1(b) shows a photograph of a plasma waveguide generated by focusing a 

Nd:YAG laser pulse through an axicon lens (α =  30°, 23.7 mm base diameter, and 2.2 mm 

hole diameter) in a backfill gas. The plasma waveguide length shown here is ~1.5 cm for a 

typical beam diameter of ~1 cm. An intense, counter-propagating Ti:sapphire laser pulse 

(artificial color) can be injected into the waveguide and guided over many Rayleigh 

lengths. This long interaction length (≥1 cm) is a key-enabling element for the practical 

applications of laser-driven particle accelerators and high harmonic generation. 

One of the major problems associated with the use of laser-generated preformed 

plasma waveguides is reduced pump pulse coupling that occurs owing to excessive 

waveguide taper at the ends.18, 29 In backfill gas targets, this taper results from the sharp 

falloff in Bessel beam line focus intensity near the ends of the focus.29 For jets, the taper 

occurs even if the end is overfilled by the line focus. In that case, the taper is due to the 0.5 

~ 1 mm falloff scale length in the gas density at the jet edge.18 The lower-density plasma 

near the end is less ionized and heated by the laser and consequently the radial shock 

development and radial expansion lags that of axial sections closer to the line focus center. 
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A promising solution to this problem is to use an auxiliary laser pulse to generate a 

short length of strongly heated plasma near the end of the axicon line focus. The goal is to 

produce a local plasma lens or “funnel”, grafted onto the end of the plasma waveguide, 

which can focus and match an injected intense pump pulse into the main waveguide. 

Favorable conditions for this occur either when the funnel plasma expands radially at a rate 

faster than the waveguide end due to greater heating there, or when it starts its expansion at 

a time earlier than the point of main waveguide generation. 

  

7.3 Funnel-mouthed plasma waveguide generation and characterization 

7.3.1 Experimental setup 

Figure 7.2 shows the experimental setup for generating a plasma waveguide with a 

funnel entrance structure and subsequent guiding of intense Ti:sapphire laser pulses in the 

preformed plasma channel. A 1064 nm, 100 ps, ~500 mJ laser pulse from a Nd:YAG laser 

system 30, 31 generated the plasma waveguide at the ~1cm long line focus of a 30° base 

angle axicon in a static-filled gas of 640 torr of helium plus 10 torr of N2O, with an peak 

on-axis intensity of 5 × 1013 W/cm2. The gas N2O assists waveguide generation by field 

ionizing early in the Nd:YAG pulse and providing seed electrons for the uniform avalanche 

breakdown of helium (N2O has a relatively low breakdown threshold with a spark 

appearing at intensities slightly below 1013 W/cm2 for our 100 ps, 1060 nm Nd:YAG 

pulses). The funnel plasma was produced by focusing a 100 mJ portion of the Nd:YAG 

pulse through a lens (L1,  f = 150 mm) at the preformed waveguide entrance. The funnel 

generation pulse and Ti:sapphire injection pulse counter-propagate with respect to the 

axicon-focused waveguide generation pulse. The axial and transverse positioning of the 
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funnel plasma with respect to the axicon-generated waveguide was controlled by an 

external negative-positive lens pair in the funnel generation beam. By means of a long 

optical delay line (not shown), the funnel plasma can be generated with a negative through 

positive delay of –10 ns to + 3 ns with respect to the plasma waveguide. 

A ~40 mJ, 70 fs pulse from our Ti:sapphire laser system, synchronized to the 

Nd:YAG waveguide generating laser as described in Appendix H, was injected into the 

plasma waveguide. The pump pulse was focused at the waveguide entrance by L1 at f/4 

with the peak intensity of ~1017 W/cm2. The injection angle and positioning of the 

Ti:sapphire pump pulse was controlled by mounting lens L1 on a three-dimensional (3D) 

stage equipped with motorized actuators. After guiding in the plasma channel, the pump 

pulse then propagated through the axicon and mirror holes, followed by a collection lens 

(L2), with most pump energy (~99%) then dumped off a beam splitter (BS1) into a beam 

dump. The small leakage of the pump pulse through BS1 was used for the waveguide exit 

mode imaging with a CCD camera (CCD1). The Ti:sapphire and Nd:YAG laser systems 

were synchronized with a relative jitter less than 20 ps, as described in Appendix H. 

To study the time-resolved coupling dynamics of intense laser pulses in the plasma 

waveguide, we employed three optical diagnostics – waveguide exit mode imaging, 

femtosecond transverse interferometry/shadowgraphy, and single-shot supercontinuum 

spectral interferometry (SSSI). The transverse waveguide exit modes of the pump and 

probe pulses were imaged by a lens L2 onto CCD1 with ~7 µm spatial resolution.  

To diagnose the evolution of funnel-mouthed plasma waveguide and examine the 

pump pulse injection into the waveguide, femtosecond transverse 

interferometry/shadowgraphy 32 was used. A small portion of the diagnostic beam, split 
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from the main Ti:sapphire pump pulse, was sent transverse to the pump beam direction to 

sample plasma with time resolution limited by the probe pulse duration (~70 fs) and the 

time for propagation across the plasma. The adjustable optical delay allowed observation 

of the plasma waveguide evolution up to 5 ns after initial plasma creation. After sampling 

the plasma, the probe pulse was relay-imaged onto a CCD camera (CCD2) with two-lens 

imaging system [L3 (f3 = 100 mm) and L4 (f4 = 300 mm)] as shown in Fig. 7.2. It provided 

~10 µm spatial resolution with 3× imaging magnification. To obtain an interferometric 

picture, a modified Mach-Zehnder interferometer was placed between L4 and CCD2. Since 

the probe beam diameter is ~10 mm, whereas the plasma region is only a few hundred 

microns wide and a few millimeters long, it was possible to overlap the perturbed and 

unperturbed portions of the probe beam (and thus producing an interferogram) by vertically 

shearing the twin probe beams produced inside the interferometer arms. By blocking one of 

the interferometer arms, we could obtain plasma phase contrast images (shadowgrams). 

Finally, we employed our single-shot supercontinuum spectral interferometry 

(SSSI) diagnostic to measure the refractive index transient induced by intense pump pulses 

injected into plasma waveguides. This diagnostic uses a chirped supercontinuum (SC) 

probe pulse, capable of measuring a transient phase shift with ~10 fs (time) and ~7 µm 

(one-dimensional space) resolutions. It provides ~2 ps observation window in a single-shot 

operation. Full details of the SSSI diagnostic are described in Chapter 2 and Appendix C.  

 

7.3.2 Funnel generation and intense laser pulse injection 

Figure 7.3 shows shadowgram and interferogram images of the end region of a 

plasma waveguide produced in a backfill gas target (640 torr He plus 10 torr N2O) with and 
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without funnels generated at its end, taken by the transverse probe pulse 4.3 ns after the 

waveguide generation (axicon) pulse. Transverse interferometry showed that beyond the 

entrance, the waveguides were fully ionized with an electron density of Ne ~ 4 × 1019 cm-3, 

corresponding to the neutral helium density of NHe ~ 2 × 1019 cm-3 at 640 torr. The funnel-

free waveguide is seen to have a significant taper, as seen in our previous work.18, 27, 29 

Here, a minimum end electron density falloff distance of ~0.5 mm at the ends was 

observed from both shadowgraphy and interferometry. However, the addition of the funnel 

pulse removes the taper and widens the end region. The times in the figure refer to funnel 

pulse delay with respect to the axicon pulse. For the cases where the funnel pulse arrives in 

advance of the axicon pulse (negative delays), the waveguide end is significantly fatter 

than for the reverse situation. Under our conditions, the optimal delay for the funnel 

generation is –1.5 ns, when it exhibits the most ideal entrance structure for pulse injection. 

In all cases, however, the waveguide end taper is mitigated to various degrees. 

The injection of intense laser (pump) pulses into the waveguide was also examined 

with transverse shadowgraphy/interferometry. Figure 7.4 shows transverse shadowgrams 

and interferograms of the coupling of an injected Ti:sapphire laser pulse into a preformed 

waveguide entrance with a funnel generation beam off (a) and on (b). For both cases [(a) 

and (b)], the injection beam followed the axicon pulse by 2.8 ns. In case (b), the funnel 

generation pulse preceded the axicon pulse by 1.5 ns. For the funnel-free waveguide case 

[Fig. 7.4(a)], the pump pulse was not properly injected into the waveguide, and moreover, 

it produced unwanted ionization in the background gas near the waveguide entrance. This 

reduces the waveguide coupling efficiency. In contrast, with a funnel-mouthed waveguide 



 146

[Fig. 7.4(b)], the pump-induced ionization was substantially reduced, and the coupling is 

improved owing to the relatively wide opening of the waveguide entrance.  

Coupling of an intense Ti:sapphire pump pulse to the waveguide (a) with and (a′) 

without the funnel is shown in waveguide exit mode images of Fig. 7.5. As usual, the 

waveguide-free case shows a very large beam at the guide exit, which here overfills the 

imaging optics aperture. The waveguide case shows a bright lowest order exit mode with a 

focal spot of 20 µm (FWHM) and the peak guided intensity of ~1017 W/cm2. 

Figure 7.5(b) and (b′) shows the exit mode of the SC probe beam with the 

waveguide off and on, respectively. Since the probe beam overfills the plasma waveguide 

in (b′), it exhibits a bright lowest order exit mode surrounded by rings, which are due to far 

field interference of portions of the probe beam which do not couple into the entrance. 

We used our SSSI diagnostic to measure phase shifts induced by intense pump 

pulses injected into plasma waveguides. Preliminary results are for waveguides without 

funnels. Figure 7.5(c) and (c′) shows SSSI interferograms for the cases of (c) no waveguide 

and no pump and (c′) for the waveguide present but no pump. The swept frequency of the 

chirped supercontinuum (SC) pulses corresponds to the time interval shown in the images. 

There is no time-dependent fringe shift for case of (c). In case (c′), the waveguide is seen to 

trap the SC pulses. The injected SC pulses transversely overfill the waveguide. The bright 

region in the center is the trapped light. Above and below that is spatial interference 

(manifested by wide horizontal fringes) between light refracted away from the outside of 

the guide, and light that does not encounter the guide. The horizontal fringes correspond to 

the rings seen in Fig. 7.5(b′). 
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Panel (c′) is magnified and re-plotted in Fig. 7.6(a) to better see the fringes. Figure 

7.6(b) shows a SSSI interferogram for the waveguide on with pump pulse injection. Here, 

it is clear that guided pump-induced transient fringe bending is imposed on the guided, co-

propagating SC pulse, here corresponding to a transient negative phase shift. This is clearly 

seen in Fig. 7.6(c) where the extracted transient phase shift ∆Φ(x, t) imposed on the SC 

probe pulse is plotted, where x is a coordinate transverse to the guide. At this point, 

without having used the funnel, we attribute this phase shift to pump-induced ionization at 

the waveguide entrance (as noted, interferometry shows that beyond the entrance the 

waveguide is fully ionized). This is suggested by the negative sign of the phase shift, which 

corresponds to ionization, and by the temporal location of the shift beginning near the 

center of the chirped SC pulse time window, where the pump pulse is located. It is also 

seen that the bright strip of guided SC light widens at the same time that the fringe shift 

(phase shift) begins. The reason for this is not clear, and further experiments will elucidate 

the origin of this effect. 

  

7.4 Generation of plasma waveguides in a cluster gas jet 

7.4.1 Self-focusing of intense laser pulses in a clustered gas 

In Chapter 6, we examined the time-resolved explosion dynamics of laser-heated 

clusters and found that the time variation of the complex cluster polarizability γ embodies 

the details of the cluster explosion dynamics. These experimental results directly predicted 

a new macroscopic phenomenon: the self-focusing of intense laser pulses in a clustered 

gas.33 This self-focusing effect originates from the manner in which individual clusters 

heat up and explode in the presence of intense laser fields. This can occur at moderate 
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pulse intensities below ~1015 W/cm2, which implies that this effect is unrelated to either 

relativistic self-focusing or ponderomotive filamentation.5–10  

Figure 7.7(a) shows this self-focusing picture. As an intense laser pulse propagates 

in a clustered gas, while ionizing and heating clusters, Re(γ) = γr starts positive and 

initially grows with time (see Chapter 6). This occurs faster on the laser beam axis, where 

the intensity is higher, than at the beam edge. Hence, for sufficiently short pulses, an 

ensemble of laser-heated clusters provides a refractive index structure suitable for beam 

self-lensing or waveguiding. 

Figure 7.7(b) shows calculated radial profiles of ensemble-averaged (with a 100% 

FWHM size distribution) complex polarizability ( rγ  and iγ ) for 300 Å average radius 

argon clusters irradiated by a 100 fs Gaussian FWHM pump pulse with a peak intensity 5 × 

1015 W/cm2 and FWHM spot-size of 15 µm. Time t = 0 corresponds to 1% of the laser peak 

intensity at the leading edge. The radially convex δnr > 0 region at early times in the rγ  

plot leads us to expect self-focusing. 

Recently, we have demonstrated this self-focusing effect.33 In this experiment, we 

varied the laser pulse width from 80 fs to 1.5 ps at fixed energy of 7.5 mJ. Figure 7.8(a) 

shows the beam root-mean-square (RMS) radius Rrms at the argon cluster jet exit plane and 

the energy transmission as a function of pulse width. Rrms has a minimum near 350 fs. 

However, for non-clustering helium gas jets produced by the same nozzle, the jet exit beam 

radius continuously increases as pulsewidth shortens, consistent with the mechanism of 

ionization-induced refraction. Pump pulse propagation in the cluster jet was visualized by 

side-probing the plasma left behind by the pump. Figure 7.8(b) shows selected transverse 

shadowgrams taken  ~10 ps after the pump enters on the left. The 1.4 ps image closely 
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follows the vacuum beam profile. As the pulse shortens, the region near the vacuum focus 

(VF) becomes tighter until it appears to pinch at 80 fs, where the negligible fringe shift in 

the corresponding interferogram [Fig. 7.8(c)] implies a very narrow self-focused channel at 

the pinch location.  

The transient intensity profile, measured with the SSSI diagnostic, is shown in Fig. 

7.8(d). Earlier than t ~ −400 fs, the clusters are not yet ionized, and there is no phase or 

intensity perturbation to the probe. Past t ~ −400 fs, a radially widening intensity reduction 

of the probe begins (onset of pump-heated cluster absorption of the probe), which forms an 

effective beam diameter. We take the onset of Ar ionization (at ~1014 W/cm2) 34 to occur at 

~ −400 fs. This sets the location of the pump pulse peak as indicated by the vertical dashed 

line. The white boundary is caused by interference between the periphery of the phase 

shifted part of the probe beam (which propagates through the exploding cluster gas) and 

the unshifted part, which does not encounter the heated clusters. This beam diameter then 

abruptly increases over a ~300 fs interval around t = 0. There is a strong reduction in beam 

intensity during this interval.  These results are consistent with our model for the cluster 

transient polarizability [see Fig. 7.7(b)]: At early times, a positive profile in rγ  restrains 

beam divergence. During the ~300 fs interval around t = 0, rγ changes sign and the 

disturbed portion of the probe exit beam increases in size. Finally, and convincingly, the 

strong enhancement in absorption over the beam size-change interval is consistent with the 

maximum in iγ  reached during the sign change of rγ . This is consistent with the minimum 

beam transmission for τ ~ 350 fs pulses shown in Fig. 7.8(a).  
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7.4.2 Generation of plasma waveguides in cluster jets 

The density in an individual cluster is solid-like, while the volume average density 

can be variable up to that of typical gas at several atmospheres. Even for low volume 

average densities, an intense laser pulse can strongly couple to individual clusters owing to 

their high local density. This suggests the possibility of producing preformed plasma 

waveguides in a lower range of average density than in the usual case of laser-heated 

unclustered gas. The need for lower densities is motivated by the fact that the best-matched 

laser pulsewidth for resonant wakefield generation scales as 2/11~ −− ∝ ep Nωτ , which 

requires densities of a few times 1017 cm-3 and below for ~100 fs pump pulses (see Chapter 

1). Such low densities are not easily accessible with standard avalanche breakdown of 

unclustered gas, which favor densities of a few times 1018 cm-3 and higher.16 

We note here that avalanche pre-ionization schemes such as short pulse field 

ionization 35 or electrical discharge 36 in unclustered gas targets do not help in cases when 

desired electron density is below ~1018 cm-3. At early times in the avalanche breakdown, 

the electron density grow as 

( )tSNNtN ee 00 exp~)( ,    (7.3) 

where Ne0 is the seed electron density, S is the collisional ionization rate, and N0 is the 

initial gas density. The most important factor by far is N0, since it appears in the exponent. 

The initial electron density is a prefactor, and sensitivity to its value is lost after several e-

folding times of the avalanche process as saturation is approached. The solid density values 

for N0 in clusters favors strong local avalanche ionization, independent of the number of 

clusters per unit volume. 
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Here, we propose plasma waveguide generation method which combines the self-

guiding of short laser pulses in cluster jets with their strong absorption in the clusters.37 

The idea is to circumvent the high initial density requirement imposed by efficient inverse 

bremsstrahlung breakdown in unclustered gas targets, and to achieve a tight, elongated line 

focus in an end-injected geometry. Some typical numbers can be worked out. 

From the complex polarizability measurement of Chapter 6, examination of Fig. 6.8 

shows that the times where ∆φ ∝ nr – 1 is at peak positive values (where guiding can 

occur) corresponds to values of ni that are at more than half their maximum value (the 

maximum in ni occurs near the zero crossing point for nr – 1). So guiding is accompanied 

by strong absorption. How strong is the absorption? The absorption strongly depends on 

the laser pulse duration, as shown in Chapter 6. For higher density cluster jets with Nc ~ 

1011 clusters/cm3 (such as in the center of our jet) and a 800 fs pulse duration with a peak 

intensity of Ipeak ~ 1015 W/cm2, the measured value of ni from Fig. 6.8 would be scaled 

linearly with the cluster number density increase, giving ni = 2πNcγi ~ 4 × 10-4 (for the 350 

psi case, corresponding to 300 Å average radius clusters) with γi ~ 6 × 10-16 cm3. The 

corresponding damping length is (kni)-1 ~ 300 µm for a λ = 0.8 µm pump pulse, where k is 

the laser wavenumber. So essentially complete absorption can take place in less than 1 mm. 

However, for the shorter pulse duration of 80 fs, the estimated absorption length is (kni)-1 ~ 

20 mm with γi ~ 10-17 cm3. 

Here, we present preliminary results on plasma waveguide generation via the 

combined effects of self-focusing and strong absorption of intense laser pulses in clusters. 

To produce a long laser-cluster interaction length and consequent waveguide generation, an 

elongated cluster jet was used. 
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Figure 7.9(a) shows a photograph of a cryogenically cooled argon cluster gas jet 

(see Chapter 5) irradiated by a 70 fs, 50 mJ, 800 nm Ti:sapphire laser pulse (where the 

vacuum focus is located in the middle of jet). The ~1 cm long plasma recombination 

emission is shown imaged. The elongated cluster source and its characterization are 

described in Chapter 5. Figure 7.9(b)-(c) shows shadowgrams and interferograms of the 

long range propagation of the pump pulse for a valve temperature of T = 153 K (–120 °C) 

and gas jet backing pressure of 400 psi for a transverse probe delay of (b) 20 ps and (c) 2 

ns after the pump. This preliminary result shows that a long (~1 cm) plasma channel can be 

generated by the combined effect of self-focusing and strong absorption of laser pulses in 

clusters. Upon approaching the center of the jet, the pump has lost its energy substantially 

due to absorption, and little further plasma is produced to the right. 

To check for qualitative agreement with our model for laser-heated clusters, 

described in Chapter 6, the absorption length can be estimated and compared with the 

measured one (~1 cm). Here, the estimated absorption length is (kni)-1 ~ 1.3 cm, where ni = 

2πNcγi ~ 1 × 10-5 and γi ~ 10-17 cm3, obtained from the average cluster radius a ~ 300 Å and 

density Nc ~ 1.7 × 1011 cm-3 in the cryogenically cooled elongated jet (see Chapter 5), with 

an assumption of 80% monomer concentration. The interferograms in Fig. 7.9(b)-(c) show 

that the laser-heated zone within the cluster jet expands radially on a few nanosecond 

timescale and a plasma waveguide is formed in the usual manner. 

  

7.5 Conclusions  

We have presented the concept of funnel-mouthed plasma waveguides in backfill 

gas targets and its implementation for enhanced coupling of intense short laser pulses. We 
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have characterized the funnel structure at the waveguide entrance with various optical 

diagnostics. In particular, we have measured transient phase shifts generated by intense 

pump pulses injected into plasma waveguides using single-shot supercontinuum spectral 

interferometry (SSSI).  

We have also demonstrated that short pulse heated clustered gases can act as an 

optical guiding medium and are highly absorbing. Consequently, this leads to a method for 

plasma waveguide generation at average densities substantially lower than current typical 

values in non-clustered gases. We have recently demonstrated that injected pulses can be 

well guided by such waveguides and that these guides show greatly reduced taper and low 

on-axis electron densities. 
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Figure 7.1: (a) Conical lens (axicon) and its use to generate a line focus. (b) Generation of 
a plasma waveguide by focusing Nd:YAG laser through an axicon lens in a backfill gas of 
640 torr of helium plus 10 torr of N2O. Intense Ti:sapphire laser pulses can be coupled into 
the waveguide and guided over many Rayleigh lengths. 
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Figure 7.2: Experimental layout for guiding of intense Ti:sapphire laser pulses in a pre-
formed plasma channel generated by focusing Nd:YAG laser pulses with an axicon. A 
plasma funnel is generated at the entrance of the plasma waveguide by focusing part of 
Nd:YAG laser pulses with the Ti:sapphire pump pulse lens. The funnel generation pulse is 
independently adjustable in time and space with respect to both the waveguide generation 
pulse (axicon pulse) and the injected pump pulse. Included are transverse 
interferometry/shadowgraphy and longitudinal imaging/SSSI diagnostics.
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Figure 7.3: Shadowgrams and interferograms of waveguide end region showing typical 
taper for case of no funnel pulse, and taper removed for cases of funnel pulse at various 
delays before and after the waveguide generation pulse.
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Figure 7.4: Transverse shadowgrams and interferograms of an injected Ti:sapphire laser 
pulse (40 mJ, 70 fs, 800 nm) into the entrance of plasma waveguide with the funnel 
generation beam (a) off and (b) on.
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Figure 7.5: Images of (a) pump and (b) probe on the waveguide exit plane when no 
waveguide present. [(a′)-(b′)] with presence of waveguide. Single-shot supercontinuum 
spectral interferograms for case of waveguide (c) off and (c′) on.  
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Figure 7.6: Single-shot supercontinuum spectral interferogram (SSSI) for cases of pump 
pulse (a) off and (b) on into the plasma waveguide. (c) Extracted transient phase shift of 
probe pulse by an intense pump pulse injected into the plasma waveguide. 
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Figure 7.7: (a) Schematic of self-focusing of intense laser pulses in a gas of clusters. (b) 
Perspective plots of Re(γ ) and Im(γ ) versus radius and time calculated for a gas of 300 Å 
average radius clusters (with a 100% FWHM size distribution) heated by a 100 fs pulse of 
peal intensity of 5 × 1015 W/cm2 in a 15 µm FWHM spot. 
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Figure 7.8: (a) Pump beam root-mean-square (RMS) radius at jet exit and transmission 
versus pulse width. (b) Transverse shadowgrams of pump beam tracks in cluster jet 10 ps 
after pump enters from left for selected pump pulse widths. VF: location of vacuum focus. 
(c) Interferogram corresponding shadowgraph for the 80 fs pump pulse. (d) Transient 
intensity profile of SC probe.
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Figure 7.9: (a) Photograph of cryogenically cooled elongated Ar cluster gas jet irradiated 
by a 50 mJ, 70 fs Ti:sapphire pump pulse. Shadowgrams and interferograms at T = 153 K 
(–120 °C) and 400 psi valve backing pressure for the probe delays of (b) 20 ps and (c) 2 ns 
after the pump beam. 
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Appendix A: Historical evolution of high peak power lasers 

 

Starting from the first demonstration of the laser in the early 1960’s,1 there has been 

a remarkable increase in laser peak power over the past several decades, as shown in Fig. 

A.1. Early lasers were free running to produce kilowatt (1 kW = 103 W) pulses as short as 

micro- to milliseconds, producing peak intensities up to ~109 W/cm2. Since then, peak 

powers dramatically increased from kilowatt to gigawatt (1 GW = 109 W) due to the advent 

of Q-switching (for nanosecond pulse generation)2–4 and mode locking (picosecond and 

femtosecond).5–7 At this point, further power increase was restricted by the nonlinear 

(Kerr) response of optical materials internal to the laser. At laser peak power in excess of 

megawatt, optical materials exhibit an intensity-dependent nonlinear refractive index, n = 

n0 + n2I, where n0 is the normal (low intensity) refractive index, n2 is the nonlinear index of 

refraction, and I is the laser intensity.8 This nonlinear refractive index produces an 

unwanted nonlinear phase contribution given by 9 

∫=
L

dztzrIntrB
0

2 ),,(2),(
λ
π ,     (A.1) 

where λ is the vacuum wavelength and L is the propagation length in the optical material. 

For high intensity laser propagation (B > 1), this nonlinear phase retardation induces 

sufficient wave-front distortion to lead to self-focusing of laser pulses, leading to 

catastrophic beam filamentation and irreversible laser material damage.10  

To circumvent this power increase limitation, the chirped pulse amplification 

(CPA) technique was introduced.11–13 In the CPA scheme, ultrashort pulses are not directly 

amplified, but they are first stretched and then amplified. In this process, one can achieve 
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the same energy gain in the laser amplifiers, while reducing the peak power (= energy / 

time) by the factor of the pulse-stretching ratio. Here the pulse stretching is accomplished 

by introducing different group velocities for different frequency components (dispersion), 

which effectively spreads out the pulse. Due to the dispersion, the instantaneous frequency 

of the stretched pulse changes with time, or is chirped, and thus the name “Chirped Pulse 

Amplification (CPA)”. After leaving the amplification chain, the stretched pulses are 

recompressed to achieve the highest peak power. 

This CPA concept is shown in Fig. A.2. First, a laser oscillator produces an 

ultrashort optical pulse. Prior to any amplification, the pulse is stretched by a factor of ~104 

in the stretcher from the femtosecond to the nanosecond regime. This pulse stretching 

reduces the peak intensity accordingly and the energy of the stretched pulse can be safely 

increased in the amplifier without inducing any nonlinear effects. After a gain of energy by 

108 ~ 1010, the pulse is finally compressed back to the femtosecond regime, routinely 

giving peak power in excess of a terawatt (1 TW = 1012 W) and peak focused intensity of 

greater than 1018 W/cm2. 

The CPA technique has substantially increased laser peak powers from the gigawatt 

to terawatt regimes in many small tabletop university facilities, as shown in Fig. A.1, and it 

has also pushed the limit up to the petawatt (1 PW = 1015 W) level using larger amplifier 

facilities, which can be no longer classified as tabletop. Today, high power lasers being 

developed at large facilities such as national laboratories are capable of delivering 

subpicosecond pulses of petawatt peak powers and focused intensities approaching 1021 

W/cm2.14, 15 This is a remarkable increase in the laser peak power of over 10 orders of 

magnitude within the last 40 years. Figure A.3 summarizes the history of the development 
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of subpicosecond terawatt and petawatt lasers 13, 16–43 using CPA technology. The labels are 

names of current laser facilities around the world. 
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Figure A.1: Increases in peak power and focused intensity of tabletop lasers with year, 
showing thresholds for various physical phenomena  [Adapted and modified from M. D. 
Perry and G. Mourou, Science 264, 917 (1994); G. A. Mourou, C. P. J. Barty, and M. D. 
Perry, Phys. Today 51, 22 (January 1998)].
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Figure A.2: Schematic of concept of chirped pulse amplification (CPA) technique. 
 
 
 

Figure A.3: Development of terawatt and petawatt subpicosecond lasers with chirped pulse 
amplification (CPA) technology. 
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Appendix B: Brief overview of high intensity laser physics 

 
The evolution of laser technology, described in Appendix A, has enabled the study 

of high intensity physics not possible before in the laboratory experiments. Figure A.1 also 

shows the regimes of interest with increasing laser peak intensities – nonlinear bound 

electrons, free electrons, relativistic electrons, relativistic protons, and nonlinear quantum 

electrodynamics (QED) regimes.1 

 In the bound electron regime, where the peak laser intensity lies up to ~1013 

W/cm2, valence electrons in atoms exhibit a strong nonlinear response to an incident laser 

field. This characterizes the main feature of nonlinear optics, which has many interesting 

phenomena and applications.2, 3 For example, the nonlinearity (even at 106 W/cm2) 

produces an intensity-dependent refractive index in an optical medium as described in 

Appendix A. Due to the higher nonlinearity on the beam axis (because of higher intensity), 

this (Kerr) nonlinearity makes the medium act as a lens. With a strong Kerr nonlinearity, 

an intense laser can self-focus in the medium, competing with its natural diffraction if the 

laser power exceeds the critical self-focusing power given by 3 

20

2

2 nn
Pc π

λ
= ,      (B.1) 

where Pc ~ megawatt (MW) for solids and Pc ~ gigawatt (GW) for gases. 

In the free electron regime (1013 ~ 1018 W/cm2), bound electrons can be liberated 

from atoms owing to the suppressed Coulomb atomic potential by the intense laser electric 

field. They then form a laser-produced plasma, exhibiting numerous characteristics of 

laser–plasma interaction. One of applications in this regime is high harmonic generation 
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(HHG).4–9 Ultrashort and coherent soft x-ray pulses can be generated with interaction of 

high intensity femtosecond laser pulses with atoms. In a semi-classical model,10, 11 bound 

electrons are liberated by an intense laser field, and they gain kinetic energy 

(ponderomotive potential energy, Up) in the oscillating laser electric field. After half of the 

laser period (when the laser exhibits the opposite phase of electric field), the quasi-free 

electrons return back to theirs parent ions and with some probabilities they recombines to 

the ground state of atoms, emitting photons with the energy of the ionization potential plus 

the kinetic energy of electrons gained in the laser field. In this picture, the highest photon 

energy of harmonic is given by 10, 11 

Pi UU 17.3)( max +≈ωh ,    (B.2) 

where Ui is the ionization potential and the second term represents the highest kinetic 

energy obtained in the oscillating laser field. Due to the extremely short temporal duration 

of high harmonics (as short as a few femtoseconds) and low divergence in the forward 

direction, they can be potentially used for time-resolved x-ray diffraction or absorption to 

study the chemical and biochemical reactions and atomic structure with an extremely short 

time resolution. Recently, this HHG has been directly applied to attosecond (as = 10-18 s) 

spectroscopy,12–16 in which attosecond extreme-ultraviolet (XUV) pulses are generated 13, 14 

and used to probe laser-induced dynamics with an unprecedented time resolution.15, 16 

Indeed, it has allowed the study of the atomic inner shell process such as the relaxation 

dynamics of core-excited atoms occurring on the attosecond time scale.15 

In the nonlinear relativistic regime (≥1018 W/cm2), the quiver motion of electrons in 

the oscillating laser electric field is relativistic. For example, at an intensity of 1019 W/cm2, 

the electric field of laser is close to 1011 V/cm from Eq. (1.2), almost twenty times larger 
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than the Coulomb atomic field Eat ~ 5 × 109 V/cm. At this strong field strength, free 

electron can gain a cycle-averaged quiver energy (ponderomotive potential energy) of 0.6 

MeV from Eq. (1.5) (for laser wavelength λ = 0.8 µm), which is larger than the electron 

rest mass mec2 = 0.5 MeV. At this intensity (1019 W/cm2), the electron quiver velocity 

approaches 0.91 c. In addition, at such high intensities (>1018 W/cm2), B×υ  force in the 

Lorentz force becomes important, inducing many nonlinear relativistic effects. 

Another promising application in the intensity regime (≥1018 W/cm2) is tabletop 

laser-driven charged particle accelerators. For a laser intensity of 1018 W/cm2, the laser 

electric field reaches E ~ 30 GV/cm from Eq. (1.2). Such a field would potentially 

accelerate electrons up to 3 TeV energies for only 1 m length, well exceeding the current 

limit of large scale (~ kilometer) synchrotron and linacs. Unfortunately, this strong electric 

field cannot be directly used for charged particle acceleration because the electric field 

oscillates transversely to its propagation. However, when an intense laser pulse is focused 

in plasma, it pushes plasma electrons out of way by the ponderomotive force (the gradient 

of the radiation pressure), and this charge displacement initiates a longitudinal plasma 

(Langmuir) wave oscillating at a plasma frequency ωp = ee meN /4 2π , where Ne is the 

plasma density. If the laser pulse duration is of the order of ωp
-1, then it can resonantly 

excite a large amplitude plasma wave (wakefield) as shown in Fig. 1.6. This plasma wave 

travels at close to the speed of light along the laser propagation direction. It was proposed 

by Tajima and Dawson in 1979 that this longitudinal electric field of the plasma wake 

could be used to trap and accelerate charged particles to high energies.17 The maximum 

static electric field Emax of the longitudinal plasma waves resulting from the charge 

displacement is given by 
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)/(4 2
max ecmcmNE peee ωπ == ,    (B.3) 

or Emax [V/cm] = ]cm[94.0 3−
eN . For instance, a plasma with a density of Ne = 1018 cm-3 

can support an electric field Emax = 100 GV/m, which is approximately three orders of 

magnitude greater than that in conventional synchrotrons and RF linacs, where the electric 

field is limited to ~100 MV/m by the material breakdown in the wave structures. This large 

electric field gradient is capable of accelerating electrons up to GeV levels on an optical 

table. Many reach groups have reported the acceleration of electrons up to a few hundreds 

of MeV with electric fields of several tens of GV/m.18  

Other intense laser–matter interaction applications in the intensity range of 1015 ~ 

1020 W/cm2 include bright and x-ray generation in laser-produced plasmas,19, 20 remote 

sensing metrology, medical physics, laboratory astrophysics with intense lasers,21, 22 and 

optically induced unclear physics.23, 24 Long pulse (nanosecond) but still high intensity 

research area is inertial confinement fusion (ICF) 25, 26 using a fast-ignition concept.27  

In the regime of intensity in access of 1022 W/cm2, ions and protons start to show 

relativistic motions in the laser field, affecting the relativistic plasma dynamics. In the 

ultrastrong intensity regime where I > 1025 W/cm2, the vacuum begins to act nonlinearly 

with vacuum polarizability, and quantum electrodynamics (QED) can be examined. 

Furthermore, near the intensity of 1030 W/cm2, the laser field can reach the QED critical 

field strength (or known as Schwinger field ES = ( )hecm /)( 32  = 1.3 × 1016 V/cm), at which 

the electric field could spontaneously break down vacuum, generating electron-positron 

pairs.28, 29 This occurs when an electron is accelerated to its rest-mass energy in a Compton 

wavelength, λC = )/()2( mchπ . Since current laser technology does not allow accessing this 
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critical intensity, several approaches have been made to reach the Schwinger limit with 

present laser intensities. One example is to focus an intense laser pulse into relativistic 

counter-propagating electron bunches. In the rest frame of electrons, the electric field is 

increased by a factor of 2γ, where γ is the relativistic factor. With this scheme, 30% of the 

Schwinger limit was obtained with an observation of nonlinear Compton scattering 30 and 

electron-positron pair production in multiphoton light-by-light scattering.31 

So far, we have described a variety of physical phenomena unique in intense laser–

matter interaction and their potential applications. More details can be found in review 

papers.32–35  
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Appendix C: Spectral interferometry (SI) 

 

C.1 Theoretical background 

The laser electric field can be expressed in the time domain as  

( ))(
0

0)(Re)( titietEtE Φ+−= ω ,    (C.1) 

where E0(t) is the square root of laser intensity, ω0 is the carrier frequency, Φ(t) is the 

temporal phase, and Re denotes the real part of the complex laser field and will be 

henceforth omitted. Similarly, its spectral counterpart )(~ ωE  is given by  

)(
0 )(~)(~ ωφωω ieEE = ,     (C.2) 

where )(~
0 ωE  is the spectral amplitude and φ(ω) is a spectral phase function of (ω – ω0). 

Here, E(t) and )(~ ωE are uniquely linked by the following Fourier transform relations:  

∫
+∞

∞−
= dtetEE tiωω )()(~      (C.3.1) 

∫
∞+

∞−

−= ωω
π

ω deEtE ti)(~
2
1)( .    (C.3.2) 

Equations (C.3.1) and (C.3.2) imply that either time or frequency representation of the field 

completely characterizes the laser pulse. To describe )(~ ωE , one needs to know )(~
0 ωE  and 

φ(ω). Whereas )(~
0 ωE  can be simply determined from the measurement of spectral power 

)(~
0 ωE = )(ωI , φ(ω) can be hardly obtained with linear interferometry techniques,1 and 

the measurement of φ(ω) alone is already a vast research area. 
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In general, the spectral phase φ(ω) can be expanded in terms of a Taylor series 

around the carrier frequency ω0 as 

 K3
0

2
000 )(

6
1)(

2
1)()()( ωωφωωφωωφωφωφ −′′′+−′′+−′+= ,          (C.4) 

where the first-order dispersion ( )
0ωωωφφ ==′ dd gives the time shift, and the second-order 

dispersion ( )
0

22
ωωωφφ ==′′ dd  (also called group delay dispersion or GDD) describes a 

linear chirp, and higher order dispersions such as third-order dispersion (TOD) 

( )
0

33)3(
ωωωφφ == dd , fourth-order dispersion (4OD) ( )

0

44)4(
ωωωφφ == dd , and higher 

orders lead to a nonlinear chirp. The notation βn = 
0

)/(!
1

ωωφ nn
n dd  is used for the 

dispersion terms.  

   

C.2 Principle of spectral interferometry (SI) 

A reference pulse Er(t) and a τ0-delayed probe pulse Epr(t) = )(
0r

0)( ττ −∆Φ− tietE , 

upon which a time-dependent phase shift ∆Φ(t) has been imposed, interfere in the 

frequency domain according to 

 
[ ],)(cos)(~)(~2)(~)(~

)(~)(~)(~)(~

pr0r0

2

pr0

2

r0

2)(
pr0

)(
r0

2

prr

ωφωωωω

ωωωω ωφωφ

∆++=

+=+

EEEE

eEeEEE prr ii

 (C.6) 

where )(~
r ωE = )(

r0
r)(~ ωφω ieE and )(~

pr ωE = )(
pr0

p)(~ ωφω rieE are the Fourier transforms of  

Er(t) and Epr(t) via Eq. (C.3.1), the spectral amplitudes pr0r0,
~E  and phases φr,pr  are real, and 

∆φ(ω) = φpr(ω) − φr(ω) + ωτ0  is the spectral phase difference between the probe and 

reference pulses.  
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To understand Eq. (C.6), we consider a few examples of spectral interference. 

Figure C.1 shows various electric fields and their corresponding spectra for Gaussian 

reference Er(t) = ( )tit e 0
222ln4exp ωτ −−  and τ0-delayed probe Epr(t) = T0Er(t – τ0)ei∆Φ 

pulses under an external phase modulation ∆Φ. The central wavelength is taken to be λ0 = 

400 nm and the pulse durations are τe = 50 fs. Plotted in Fig. C.1(a), under the absence of 

external phase modulation (i.e., ∆Φ = 0), τ0 = 250 fs and T0 =1, the spectrum 

2

prr )(~)(~ ωω EE + exhibits strong modulations with a period of δω = 2π/τ0 or δλ = –λ2(cτ0)-1 

= 2.13 nm (for τ0 = 250 fs). However, in (b) with a ∆Φ = π applied to the probe and T0 =1, 

the spectral modulation shifts by ∆φ = π compared to (a). With a twice-longer reference-

probe separation (τ0 = 500 fs) in (c), the spectral modulation frequency also increases by a 

factor of two, while maintaining the π-phase shift. If the reference and probe intensities are 

different (i.e., T0
2 ≠ 1), the fringe visibility of spectral modulations is reduced to V = (Imax – 

Imin) / (Imax + Imin) = 2T0 / (1+ T0
2) where Imax and Imin are the maximum and minimum 

spectral intensities in the immediate neighborhood of the modulations. For example, if the 

probe intensity transmission is T0
2 = 0.1 as shown in (d), then the modulation becomes 

weaker but is still distinct enough to identify the externally applied π-phase shift. 

A question may arise as to how two temporally separated pulses can interfere with 

each other to make interference fringes. A physical explanation, previously given by 

Tokunaga et al.,2 is that the reference and probe pulses are temporally stretched by the 

linear dispersion of the grating in a spectrometer (which is used in the actual SI diagnostic) 

and then they overlap in time and space in the image plane of the spectrometer, where they 

interfere. Figure C.2 illustrates the pulse stretching and interference mechanism inside a 
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spectrometer. Reference Er(t) and probe Epr(t) pulses with a τ0 separation enter the 

spectrometer through the slit. The λ-wavelength components of both Er(t) and Epr(t) 

diffract at an angle of θm according to the grating equation dsinθm = mλ where d is the 

grating groove period and m (integer) is the order of the diffraction principal maxima. As 

shown in Fig. C.2(a), grating diffraction stretches the pulse duration of the λ-component by 

D0sinθ / c where D0 is the beam size on the grating. The stretched λ-components of Er(t) 

and Epr(t) interfere on the CCD camera plane to record the total intensity Itot(λ), the 

amplitude of which strongly depends on the reference-probe relative phase ∆φ (λ) and 

separation τ0. If nλn = cτ0, where n is an integer, and ∆φ (λn) = 0, then the λn-components 

of both reference and probe pulses interfere constructively to yield a maximum in Itot(λ). 

However, for (n + 1/2)λn = cτ0, they exhibit destructive interference, minimizing Itot(λ). 

Here, the spectral modulation period δω can be determined from the separation of two 

adjacent constructive interference peaks as δω = ωn+1 – ωn = 2πc(λn+1
–1

 – λn
–1) = 2π/τ0. In 

addition, the use of an imaging spectrometer shown in Fig. C.2(b) provides spectral 

intensity modulations Itot(x, λ) with 1D space (x) information. 

The shift in the spectral intensity modulation is directly related to the reference-

probe phase shift ∆φ. If such phase shifts are time dependent, then spectral interferometry 

(SI) can be used to extract them. In particular, for a pump pulse Ep(t), one can examine the 

pump-induced phase variations ∆Φ(t) in a target medium by locating Ep(t) after Er(t) but 

before, during, or after Epr(t) and monitoring the spectral intensity modulation shift ∆φ 

imposed on Epr(t) with a spectrometer. In a multiple-shot experiment, by varying the pump-

probe separation τ, one can map out the entire pump-induced phase shift ∆Φ(t). Such an 
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experiment gives a useful result if (a) there is shot-to-shot reproducibility and (b) the pulse 

width of Er(t) and Epr(t) are narrow compared to the variation timescale of ∆Φ(t). This 

technique will be discussed in the next section. 

  

C.3 Demonstration of multi-shot spectral interferometry  

As an experimental demonstration of a time-resolved SI diagnostic, we performed a 

pump-probe experiment in a helium gas target. The goal was the observation of the 

femtosecond time-resolved dynamics of helium ionization in intense pump laser fields. 

Figure C.3(a) shows the experimental setup. An intense 800-nm 100-fs pump pulse with a 

peak intensity Ipeak ~ 1017 W/cm2 was focused in a helium gas jet collinearly with weak 

400-nm sub-100-fs twin pulses (reference and probe). The pump induces femtosecond 

optical-field-ionization in the helium gas, transiently modifying the macroscopic refractive 

index of the gas (see Chapters 1 & 4 for a detailed description of laser-induced ionization). 

A reference pulse, preceding the pump in time, does not experience any perturbation. 

However, the τ-delayed probe pulse picks up a phase shift due to the refractive index 

change that precedes it. The reference and probe pulses were imaged onto the slit of an 

imaging spectrometer.  

The insets in Fig. C.3(b) show the spectral interferograms of the reference and 

probe, recorded on the CCD on the image plane of the spectrometer, with the pump pulse 

(i) off and (ii) on at a delay of τ = 180 fs. After the gas jet, the pump pulse is removed from 

the beam by a high reflectivity 800 nm mirror which allows passage of the 400 nm 

reference and probe pulses to the spectrometer. The vertical (x) and horizontal (λ) axes are 

space and wavelength, respectively. There is a noticeable phase shift in the center of (ii) 
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where the pump ionized the helium. The central line-outs are plotted in (iii) with the pump-

off (dashed line) and pump-on (solid line), exhibiting a clear spectral modulation shift. 

Here the fringe shift ∆λ/δλ is proportional to ∆φ(τ) where ∆λ is the wavelength shift of the 

fringe peak and δλ is the wavelength separation of two adjacent fringe peaks. By varying 

the pump-probe delay τ with a fixed reference-probe separation τ0, the ionization-induced 

phase shift ∆φ(τ) is mapped out as shown in Fig. C.3(b). The plot shows the rapid onset of 

free electron density from the neutral gas under the illumination of an intense femtosecond 

laser pulse.  

This experiment confirms that SI can be utilized as a time-resolved optical 

diagnostic in the multi-shot pump-probe regime. This multi-shot spectral interferometry, 

however, is extremely vulnerable to the shot-to-shot instability of the laser in energy, 

pulsewidth, mode quality, and pointing as well as shot-to-shot variations in target 

conditions. These fluctuations enhance measurement errors and thereby deteriorate the 

retrieved phase information. For sufficiently large fluctuations, the recovered transient 

could potentially be completely masked. To overcome this problem, single-shot spectral 

interferometry (SSI) is strongly demanded. SSI and our method (SSSI) are discussed in 

Chapter 2 of this dissertation. 
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Figure C.1: Electric fields and the corresponding spectra of a Gaussian reference pulse Er(t) 
= ( )tit e 0

222ln4exp ωτ −−  and τ0-delayed probe pulse Epr(t) = T0Er(t – τ0)ei∆Φ, upon which 
a phase shift ∆Φ and amplitude transmission T0 has been imposed. For (a)-(c), T0

2 = 1. For 
(d), T0

2 < 1. 
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Figure C.2: (a) Diagram showing how two temporally separated pulses, reference Er(t) and 
probe Epr(t), can interfere each other in the frequency domain. Er(t) and Epr(t) are stretched 
in time after the grating diffraction inside a spectrometer, then temporally overlapping and 
interfering on the imaging plane of spectrometer. (b) Perspective view of an imaging 
spectrometer, capable of providing spectral intensity modulations I(x, λ) with 1D space 
information.
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Figure C.3: (a) Schematic of general multi-shot spectral interferometry scheme. Here it was 
applied to the femtosecond ionization of helium. See text for details. (b) Plots of the probe 
phase shift ∆φ versus pump-probe delay τ. The central lineouts of the spectral 
interferograms are plotted in (iii) with the pump-off (dashed line) and pump-on (solid line) 
modes. 
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Appendix D: Generation of a supercontinuum light pulse 

 

The laser-based generation of supercontinuum (SC) or coherent white light is 

essential to provide the large optical bandwidths necessary for the excellent temporal 

resolution associated with the chirped spectral interferometry diagnostic. SC generation in 

condensed media was first reported by Alfano and Shapiro.1, 2 Later, SC generation was 

extended to other bulk media,3, 4 liquids,3, 5 and gases.6–9 SC generation in transparent 

condensed media is attractive owing to the source compactness and the typically broad 

spectral bandwidth. For example, SC with ∆λ > ~ 200 nm in a sapphire window was 

demonstrated.3, 4  

Typically, the onset of SC occurs at a laser power of P ≈ Pcr where Pcr = 

( ) 1
20

2 2 −nnπλ , where n0 is the normal refractive index and n2 is the nonlinear refractive 

index coefficient, is the critical power for self-focusing in the medium producing SC (see 

Chapter 3). Generally, the yield of SC increases with laser intensity. However, at P > Pcr, 

small-scale multi-filament SC is formed. As shown in Fig. D.1(a), the SC generated in a 

sapphire window at P > Pcr (Pcr ≈ 3MW for sapphire glass) is multiply filamented with 

associated severe spatial and temporal phase distortion. The inset shows a sample 

interferogram, obtained from the interference between an SC pulse and a ~ ps delayed SC 

twin replica, clearly exhibiting significant spatio-temporal phase distortions. To produce a 

coherent single filament SC, which is indispensable for interferometry, the pump power 

needs to be limited to Pcr. This limits maximum useable femtosecond pump energies in 

bulk media to the microjoule range. The result of this limitation on pump energy is sub-
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nanojoule SC pulses. This too low for an adequate signal-to-noise ratio in our single-shot 

experiments, where background contributions from pump-induced nonlinearities or from 

plasma emission are significant. 

To increase the SC energy in a single filament, we used atmospheric pressure air as 

the nonlinear medium for SC generation (Pcr = 1.8 GW for 1 atm air at 787 nm). Figure 

D.1(b) shows the SC spectrum generated from f/8 focusing of a ~1 mJ, 80 fs pulse in 1 atm 

of air. The broad bandwidth is generated from self-phase modulation owing to the neutral 

gas nonlinear response (n2) to the laser field as well as from ultrafast field ionization. The 

overall spectral bandwidth of our generated SC is ~200 nm, but the SC spectrum above 740 

nm was cut off by a 800 nm mirror (used to filter the pump pulse from the collinear pump, 

probe, and reference beams), leaving the SC pulse with a useable ~100 nm bandwidth. 

Produced by this method, SC pulses contained up to ~1 mJ of energy. 

Figure D.1(b), a 1D spectrally resolved image of the end of the filament, shows that 

our air SC source originated from a single filament in the focal region. The central spatial 

“hole” in the image is created by the 800 nm filter mirror, which removes the pump and its 

nearby spectral components. A strong spatial chirp is seen where the SC average 

wavelength is increasingly blue-shifted with radius. This “conical emission” (CE) is a 

universal phenomenon in SC generation, observed in all nonlinear media used thus far.1, 2, 

10–13 Even though CE was first reported three decades ago, its detailed origin is currently 

under debate with various proposed mechanisms: four-photon parametric generation 

(FPPG),1, 10 Čerenkov-tpye processes,11 moving focus model,12 and others. In general, the 

CE-induced spatial chirp can be unfavorable for the implementation of SSSI and must be 

reduced or eliminated. In our experiment, the spatial chirp was reduced by filtering the SC 
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with a pinhole, resulting in a SC pulse energy reduction. A better scheme might be to 

generate and guide SC pulses in a hollow fiber made of fused silica and filled with various 

gases.14, 15 The waveguiding process can spatially mix the transverse distribution of SC 

wavelengths and phases to produce a beam with transversely spatially uniform spectral 

phase properties. 
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Figure D.1: Spectra of supercontinuum (SC) light generated by a femtosecond Ti:sapphire 
laser pulse focused in (a) sapphire window at P > Pcr and (b) atmospheric pressure air. 
Each inset shows the spectral interferogram, obtained from interference between the SC 
pulse and a ~ps delayed SC twin replica. The spectral fringes in (a) are completely washed 
out due to the multi-filament SC generation with phase disruptions, whereas a single SC 
filament with a coherent ~100 nm spectral bandwidth was obtained in (b). 
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Appendix E: Transient phase measurement with a chirped pulse 

 

E.1 Description of chirped pulses in time and frequency domains 

A linearly chirped pulse with a Gaussian spectrum is expressed as 

( )2
0

2
00 )()(exp)(~ ωωβωωαω −+−−= iEE ,   (E.1) 

where the spectral width (FWHM) ∆ω is  

∆ω = α/2ln2      (E.2) 

and 
0

)/( 22
2

1
ωωφβ ∂∂= is the group delay dispersion. The corresponding temporal field 

E(t) can be obtained from Eq. (E.1) with an inverse Fourier transform as follows. 
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where ( )224ˆ βααα +≡ , ( )224ˆ βαββ +≡ , and ω(t) = dttd )(Φ− = tβω ˆ20 +  is the 

instantaneous frequency. The chirp coefficient a is defined as 
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2ln2122
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β

βα
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a .   (E.4) 

Form Eq. (E.3), the FWHM pulse duration of the chirped beam ∆t is given by 
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E.2 Derivation of temporal resolution associated with direct mapping 

 Suppose that a chirped probe pulse E(t) experiences an external small Gaussian 

phase modulation ∆Φ(t, τ) = ( )( )222ln4exp et ττδ −− , where δ <<1 and τ is the relative 

delay between the probe and perturbation and τe is the modulation FWHM. Then, the 

perturbed probe phase Epert(t) which is modulated by ∆Φ(t, τ), is expressed as   

( )
( )
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τ
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where ( ) ( )( )tititstiEtE βωταπβαδτ ˆˆexpˆˆ),( 0
222

0 −−−−−+−=∆  and 22ln4 es τ= . 

With a Fourier transform, the corresponding spectral field ),(~
pert τωE  is obtained as  
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For ω = ω0, Eq. (E.9) becomes 
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where 
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( ) ( )βα
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As the external modulation duration approaches a δ-function in the limit of impulse 

perturbation [i.e. τe → 0 and T2 → 4(α– iβ)], then from Eq. (E.10) we obtain   

( ) 









−=








+

−∝
∆

2
res

2

22

22

exp
2

exp
)(~
)(~

τ
τ

αβα
τ

ω
τ

E
E ,   (E.12) 

where ( ) αβατ 22
resol 2 +=  is the decay time of )(~)(~ ωτ EE∆ , equivalent to the 

minimum time interval that contributes to the phase shift at the fixed probe frequency ω = 

ω0 in response to the impulse perturbation. Here τresol represents the temporal resolution of 

the chirped pulse with the direct mapping method. From Eq. (E.2), τresol is expressed as 
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    (E.13) 

Tokunaga et al. derived a similar experession for the temporal resolution τresol, 

expressed as τresol = [ ] 4/1222 βα +  ≈ [ ] 4/1421 12 ωβω ∆+∆ − .1 We note that the difference 

between that result and ours arises from the interpretation of Eq. (E.9) to define the 

relaxation time.  

 

E.3 Direct mapping: simulation 

To illustrate the dependence of temporal resolution on the chirp and spectral 

bandwidth, we simulate spectral probe phase variations perturbed by an external phase 

modulation ∆Φext(t), as shown in Fig. E.1. Gaussian reference and probe pulses have (a) ∆λ 
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= 4 nm, (b) 8 nm, and (c) 32 nm bandwidths (FWHM) and (i) τe = 100 fs, (ii) τe = 200 fs, 

and (iii) τe = 400 fs pulse durations (FWHM) at λ0 = 400 nm with mutual separation τ0 = 1 

ps. This gives different chirp rates from Eq. (E.4). Suppose that an external phase 

modulation (dashed lines) ∆Φext(t) is applied to the probe pulse where ∆Φext(t) = 0 for t ≤ – 

50 fs, (π / 100)(t +50) for – 50 fs ≤  t < 50 fs, and π for t > 50 fs, respectively. The retrieved 

temporal phases ∆Φret(t) using the direct mapping technique are plotted with solid lines. 

We observe that, for a given spectral bandwidth, the increase of chirp [from (i) to (iii)] 

gradually degrades the retrieved temporal phase, and therefore the effective temporal 

resolution is degraded. For a fixed probe/reference pulse duration, the error associated with 

∆Φret(t) decreases with increasing spectral bandwidth [from (a) to (c)]. This simulation 

implies that better temporal resolution can be obtained with broader spectral bandwidth and 

smaller chirps. A large chirp, which is necessary for a wide temporal observation window, 

can induce unwanted phase distortions and degrade the temporal resolution, as predicted by 

Eq. (E.13).  

 

E.4 Derivation of transient phase shifts using Fourier transform  

A τ0-delayed probe pulse Epr (t), experiencing a pump-induced time-varying 

transmission T(t) and phase shift ∆Φ(t), with respect to a reference pulse Er (t), is expressed 

as 

)(
0r0pr

0)()()( τττ −∆Φ−−= tietEtTtE .    (E.14) 

From Eq. (E.14), we get the probe phase shift ∆Φ(t – τ0) as follows: 
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Using the Fourier transform from Eq.  (C.3.2), the reference and probe pulses in the time 

domain can be rewritten in the frequency domain as follows:  
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where φr, pr(ω) is the reference and probe spectral phase, respectively, and 

0rpr )()()( ωτωφωφωφ +−=∆ is the spectral phase difference between the probe and 

reference pulses. With introduction of a dummy variable, 0τ−=′ tt , we finally obtain 
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Figure E.1: Simulation results for the retrieved phase ∆Φret(t) (solid lines) with the direct 
mapping method. An external phase modulation (dashed lines) ∆Φext(t) = 0, (π/100)(t +50), 
and π for t < – 50 fs, – 50 fs < t < 50 fs, and t > 50 fs, respectively, is applied to the probe 
pulse. The reference and probe spectral bandwidths (FWHM) are (a) ∆λ = 4 nm, (b) 8 nm, 
and (c) 32 nm at λ0 = 400 nm, and the pulse durations τe (FWHM) are (i) τe = 100 fs, (ii) τe 
= 200 fs, and (iii) τe = 400 fs. 
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Appendix F: Fourier-transform fringe analysis 

 

F.1 Interferometric fringe analysis with Fourier-transform techinique  

A general expression for a 2-dimentional (2D) interferometric laser intensity 

profile, shortly an interferogram, is given by 

[ ]),(2cos2),(),(),( 02121 yxxfIIyxIyxIyxI φπγ +++=   (F.1) 

where I1, 2(x, y) are the individual laser intensities, |γ| is the degree of mutual coherence of 

the interfering waves, f0 is the spatial-carrier frequency of interferogram, and φ(x, y) is the 

relative phase of laser fields that we wish to uncover. We introduce the Fourier-transform 

method, developed by Taketa et al.,1 to extract the phase φ(x, y) from Eq. (F.1). 

Following the notations of Taketa et al., we write Eq. (F.1) as  

[ ]),(2cos),(),(),( 0 yxxfyxbyxayxI φπ ++=    (F.2) 

where a(x, y) presents the combination of I1, 2 (x, y) and any nonuniform background 

illuminations. For the convenience of mathematical treatments, we rewrite Eq. (F.2) as 

( ) ( )xifyxcxifyxcyxayxI 00 2exp),(*2exp),(),(),( ππ −++=   (F.3) 

where 

[ ]),(exp),(),( 2
1 yxiyxbyxc φ=     (F.4) 

and c*(x, y) is the complex conjugate of c(x, y).  

The fringe pattern in Eq (F.3) is then Fourier transformed with respect to x, giving 

),(*~),(~),(~),(~
00 yffCyffCyfAyfI xxxx ++−+=   (F.5) 
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where ),(~ yfI x , ),(~ yfA x , ),(~
0 yffC x − , and ),(*~

0 yffC x + are the Fourier spectra of 

I(x, y), a(x, y), and c(x, y), respectively, and fx is the spatial frequency in the x-direction. 

Here the spatial variations of a(x, y), b(x, y), and φ(x, y) must be slow compared to the 

spatial frequency f0. With a use of filter function, only ),(~
0 yffC x −  spectrum is extracted 

from Eq. (F.5) and translated by f0 toward the origin to obtain ),(~ yfC x . In this process, the 

unwanted background intensity profile a(x, y) is filtered out. Again using the inverse 

Fourier transform of ),(~ yfC x , we obtain c(x, y). To get φ(x, y) from the retrieved c(x, y), 

we apply a complex logarithm to Eq. (F.4) as shown as 

[ ] [ ] ),(),(ln),(ln 2
1 yxiyxbyxc φ+=     (F.6) 

From Eq. (F.6), finally the phase φ(x, y) and envelope intensity b(x, y) can be obtained as  

( )[ ] [ ]
[ ]),(Re

),(Imtan),(lnIm),( 1

yxc
yxcyxcyx −==φ    (F.7) 

),(2),( yxcyxb =       (F.8) 

where Re and Im represent the real and imaginary parts of c(x, y). 

Figure F.1 shows an experimental illustration of this Fourier-transform fringe 

analysis process. Starting with a (a) raw interferometric fringes I(x, y = y0), lined-out from 

an experimental interferogram at y = y0, the Fourier transform of I(x, y), i.e. ),(~ yfI x , is 

computed using a FFT algorithm, and the modulus of ),(~ yfI x  is plotted in Fig. F.1(b). 

),(~ yfI x  has a central DC-component ),(~ yfA x and two AC spectra: ),(~
0 yffC x −  and 

),(*~
0 yffC x + . Only ),(~

0 yffC x −  is selected with a square-filter function and shifted by 

f0 toward the origin to produce ),(~ yfC x . Applying an inverse Fourier transform to 
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),(~ yfC x  with a use of fast-Fourier-transform (FFT) algorithm, we obtain c(x, y). Figure 

F.1(c) shows the modulus of b(x, y) and the phase φ(x, y), computed from c(x, y) using Eqs. 

(F.7) and (F.8).  

The usual case of computer-based phase extraction function restrict the phase angle 

in range of –π and +π. To handle |φ(x, y)| > π, a phase unwrapping subroutine was 

performed to avoid phase discontinueties.  
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Figure F.1: Fourier-transform process showing various stages to extract the envelope 
intensity and phase profiles. (a) 1-D raw interferometric intensity profile g(x, y). (b) 
Modulus of Fourier transform |G(x, y)| containing a DC-component A(fx, y) and AC-spectra 
C(fx – f0, y) and C*(fx + f0, y). C(fx – f0, y) spectrum is selected with a filter function and 
shifted toward center by f0 to make C(fx, y). (c) Modulus b(x, y) and phase φ(x, y) obtained 
from the inverse Fourier transform of C(fx, y). 
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Appendix G: Optical material dispersion 

 

To describe the dispersion of common optical material, we use the following 

Sellmeir formula for the expression of their index of refraction.  
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where λ is the wavelength and expressed in units of µm. The values B1, B2, B3, C1, C2, and 

C3 for various sample optical glass can be found in reference.1 When a laser light passes 

through a material with a thickness of L, the light acquires a phase shift given by 

( ) ( )ωωωφ n
c
L

=      (G.2) 

where c is the speed of light and λπω c2=  is the laser angular frequency. 

From Eq. (G.2), the first order φ′ (time shift), second order φ′′ (GDD), third order φ′′′ 

(TOD), and fourth order φ′′′′ (4OD) dispersions can be obtained as follows 
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Table G.1 also shows GDD, TOD, and 4OD values for various optical material at a central 

wavelength of 800 nm. 

 
Table G.1: GDD, TOD, 4OD for a variety of optical glasses at 800 nm.1 

Optical material GDD 
d2φ/dω2 (fs2)  

TOD 
d3φ/dω3 (fs3) 

4OD 
d4φ/dω4 (fs4) 

Schott BK7 447 3318 -97 
Schott F2 1051 659 91 
Schott SF4     [ref. 2] 1717 1073 310 
Schott SF10 1594 1010 280 
Fused silica 362 272 -106 
CaF2 279 162 -28 
MgF2 (ne) 206 143 -51 
Sapphire (ne) 567 409 -144 

 
 

Figure G.1 shows various glass material dispersion plots with (a) index of 

refraction (b) group delay dispersion (GDD) (c) third order dispersion (TOD), and (d) 

fourth order dispersion (4OD) in the optical wavelength range. 
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Figure G.1: Material dispersion with (a) index of refraction (b) group delay dispersion 
(GDD) (c) third order dispersion (TOD), and (d) fourth order dispersion (4OD) for various 
glass in the optical wavelength range.  
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Appendix H: Synchroization of Ti:sapphire and Nd:YAG laser systems 

 

The Ti:sapphire and Nd:YAG laser systems were synchronized by externally 

locking the optical pulse phases of two laser systems, including oscillators and amplifiers 

(see Fig. H.1). The Nd:YAG oscillator (Coherent Antares) was actively mode-locked by 

using a 38.15 MHz rf mode-locker driver, and one output signal from the driver was 

frequency-doubled at a repetition rate of f = 76.3 MHz and used as the reference to the 

Ti:sapphire oscillator. The required synchronization was achieved with a use of electronic 

feedback loop stabilization module (Spectra-Physics, Lok-to-Clock model 3930) to lock 

the Ti:sapphire oscillator cavity length at L = 1.97 m (f = 76.3 MHz) constantly via a piezo-

driven mirror, matching the pulse train phase with that from the Nd:YAG laser oscillator.1 

Another 38.15 MHz reference was frequency-divided down to 10 Hz and used to externally 

trigger both of the Nd:YAG and Ti:sapphire laser amplifier systems synchronously at a 

repetition rate of 10 Hz.2 This synchronization of two laser systems enabled us to vary the 

injection timing of Ti:sapphire pump pulse into the plasma channel with an electronic 

delay. The relative firing jitter was less than 20 ps, measured from the cross-correlation 

experiment where the output beams of the Nd:YAG and Ti:sapphire oscillator were sum-

frequency mixed of in a 1-mm KDP crystal.3
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Figure H.1: Schematic diagram for the electronic signal synchronizations of Ti:sapphire 
and Nd:YAG laser systems using the rf generator (Coherent 7600 Mode-locker), Delay box 
(EG&G Model DB463), Lok-to-Clock electronics (Spectra-Physics Model 3930), Medox 
timer (Medox Electro-Optics), Delay box 1 & 2 (Stanford Research Systems DG535), and 
Delay box 3 (Berkeley Nucleonics Corporation Model 555).  
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