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Foreword

The technological systems which supply a serviosv@r, telecom, etc.) to the customers
are basically large interconnected networks, orgghin several hierarchical levels, with
one or more input points and several output pdoustomers)
The background acquired along many years by theanktmanagers shows that a fault
on a single component can sometimes cause an extend-of-service of an entire part
on the network, and therefore the loss of serviggply to many customers; typical recent
cases have been the power transmission black-btisve York and of Italy.
The occurrence of Interdependencies and CommoseClailures (CCFs) is evident in
the above cases, because the consequences of arfaukingle component are the out-
of-service of many components and the loss of serstipply to many users.
The causes of the above mentioned black-outs s&kmastially hidden; it is evident
that there is need of an effective methodologyttieranalysis of complex networks, that
could take into account not only the out-of-servamed disconnection of the faulted
components, but also a few basic functionalitiesat ttcan have impact on
interdependencies and CCFs:

- Protections, and their selective operation

- Re-configuration after fault

- Sequential disconnection during the repair times
The long analysis which has been carried out, aitspecific focus on the impact of
CCFs and interdependencies in large networks, lea® lan exciting challenge as a

starting point to try to solve the above proble@&course, the analysis had to start from



the origins, i.e. a_novel approadb the reliability analysis of repairable and re-

configurable systems, in order to obtain:

- A new approach to model the repairable networksrétiability analysis, including
CCFs as a main contributor

- Detailed interdependencies and CCFs analysis andrgiezed model of a network
structure

Among the questions that needed to be revisited; Wdnat really is a network?

For the Author, the research has provided the dppity to re-organize and develop

many ideas arising from a working life spent ondlesign and analysis of large systems.



Summary

The specific objectivesf this work are:

1. General methodology to include interdependencieB&36@ repairable systems

2. A new generalized approach to model the repainadteorks for reliability analysis,

including Interdependencies/CCFs as a main cortotbu

Detailed Interdependency/CCFs analysis and gemedalimodel of a Power
Distribution Load Node

Detailed Interdependency/CCFs analysis and gemedalimodel of a network
structure: a “RING” with load nodes is analyzedlatail; a generalized model of this

classic redundant scheme has not been develop#ueftime being.

The work is organized as follows:

General CCFs characteristics and modelization r@jteelevant both to repairable

and non repairable systems, are covered in CHRdsearch Background

Chapters 2 and 3 cover the research issues, olgeand contribution, and the step-

by-step sequence to reach the above mentionedtivbgEc

Chapter 4 describes a new approach to include Ci@Fsepairable systems

(Objective n. 1); main topics (new contributions3:a

- Distinction between Residence States and Trans8iates, to define a priori the
frame in which CCFs have to be included

- Ordering of the Transition States, to evaluate sdply the CCFs impact

- Extension to Montecarlo Simulation

Chapter 5 covers a new approach to networks rétiabnalysis (Objective N. 2) and

to include CCFs; main topics (new contribution®: a



- Generalized models for Nodes, Branches and Lodds

- Interdependencies and CCFs on Networks / Components

- System Interdependencies/CCFs

- Functional Interdependencies/CCFs

- Simultaneous and non-simultaneous InterdependéGciés

A detailed analysis, including statistics, of thriggical networks is reported in

Appendix A)

Load Nodes are the last sub-systems of the ouveeaork, and they are themselves
small networks; Chapter 6 is a detailed analysithefLoad Nodes (Objective n. 3),
carried out by means of Montecarlo in accordandhb thie criteria described at Ch. 5;

main topics (new contributions) are:

Simultaneous and Non-Simultaneous CCFs: Evaluatioheir impact

- Coupler: Evaluation of the Coupler impact on therall Load Node reliability

- Start-Up Time of Already Existing Networkgeneralized start-up time

- Control / Protections SystemiSvaluation of the impact of their malfunction

- Load Node Interface with the upper level grid

- Load Node Equivalent Model: macroblock to be in€lddn network analysis

The “ring” is a typical upper level network strugy Chapter 7 is covering a detailed
analysis of a network composed by a ring and of theerconnection /
interdependence with its the load nodes(Objeativéd), carried out in accordance
with the above criteria by means of Montecarlo dation. Main topics (new

contributions) are:



- Detailed Network Analysisincluding re-configuration, protections, different
failure modes for circuit breakers, system CCFsréach a comprehensive
understanding of the ring performance

- Simplified Mathematical Model, to be used to ev&tuzliability parameters even
though with a certain margin of uncertainty, buitegale for feasibility studies
(compare circuit alternatives etc.) and basic desig

» The last Chapters are covering Accomplishment, reut€ontributions and

Conclusions.

Vi
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1 Research Background

1.1 Importance of Dependence in Reliability and Riskljsis

(From [11R]) The significant risk contributors atgpically found at the interfaces
between components, subsystems, systems and tbhersding environment. That is, the
risk drivers emerge from aspects in which one portf the design depends on, or
interacts with, another portion, or the surroundarmyironment. Failures arising from
dependencies are often difficult to identify, arddneglected in Risk and Reliability

modeling and quantifications, may result_in undeémestion of risk A special class of

dependent failures is known @®mmon Cause Failures (CCF)and they are described

in the following Chapters.

1.2 Definition and Classification of Dependent Events

(From [11R]) Two events A and B are said to beethelent if

Pr(A NB) # Pr(A)Pr(B).
In the presence of dependencies, often, but nayawWPrAB) > Pr(A) Pr@). Therefore,
if A andB represent failure of a function, the actual proligbof failure of both will be
higher than the expected probability calculatecedam the assumption of independence.
In cases where a system provides multiple layersiedénse against total system or

functional failure, ignoring the effects of dependg can result in overestimation of the

level of reliability.




Dependencies can be classified in many differentswA classification, which is useful
in relating operational data to reliability chaextdtics of systems, is presented in the
following paragraphs. In this classification depemcies are first categorized based on
whether they stem from intended functional and ays<haracteristics of the system, or
are due to external factors and unintended charsiots. Therefore dependence is either
intrinsic or extrinsic to the system. The definitions and sub-classifocegi follow.
Intrinsic . This refers to dependencies where the functistete of one component is
affected by the functional state of another. Thésgendencies normally stem from the
way the system is designed to perform its interfdedtion. There are several subclasses
of intrinsic dependencies based on the type otigrfte that components have on each
other.

These are:

» Functional Requirement Dependency This refers to the case where the
functional status of componeAt determines the functional requirements of
componenB. Possible cases include

= B s not needed whef works,
= B s not needed wheA fails,
= B is needed wheA works,
= B is needed wheA fails.
Functional requirement dependency also includesscatere the load diis
increased upon failure .
» Functional Input Dependency (or Functional Unavailability). This is the

case where the functional statusBoflepends on the functional status/af



An example is the case where A must workBao work. In other word8 is
functionally unavailable as long & is not working. An example is the
dependence of a pump on electric power. Loss aftretepower makes the
pump functionally unavailable. Once electric poveecomes available, the
pump will also be operable.

Cascade Failure This refers to the cases where failuréddéads to failure of
B. For example, an over-current failure of a poweppty may cause the
failure components it feeds. In this case everhd power supply is made

operable, the components would still remain inoplera

Combinations of the above dependencies identifgralypes of intrinsic dependencies.

An example is th&hared Equipment Dependency, when several components are

functionally dependent on the same component. ¥amele if bothB andC are

functionally dependent oA, thenB andC have a shared equipment dependency.

Extrinsic. This refers to dependencies that are not inheredtintended in the designed

functional characteristics of the system. Such ddpacies are often physically external

to the system. Examples of extrinsic dependences a

» Physical/Environmental. This category includes dependencies due to

common environmental factors, including harsh eraamal environment
created by a component. For example, high vibratidaoced byA causes
failure of B.

Human Interactions. Dependency due to man-machine interaction. An

example is failure of multiple components due ®$hme maintenance error.
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1.3 Account for Dependencies in Risk and Reliabilitalgsis

(From [11R]) Risk and Reliability analysts geneyaliry to include the intrinsic
dependencies in the basic system logic model (éagli trees). So, for example,
functional dependencies arising from the dependefcg/stems on electric power are
included in the logic model by including basic etgenvhich represent component failure
modes associated with failures of the electric poswgply system. Failures resulting
from the failure of another component (cascadingropagating failures) are also often
modeled explicitly. Operator failures to respondhia manner called for by the operating
procedures are included as branches on the ewss# ¢ as basic events on fault trees.
Some errors made during maintenance are usuallyeledaxplicitly on fault trees, or

they may be included as contributors to overall gonent failure probabilities.



Extrinsic dependencies can be treated through nmgdelf the phenomena and the
physical processes involved. Examples are the teffe¢ temperature, humidity,
vibration, radiation, etc, in the category of PlegdiIEnvironmental dependencies. A key
feature of the so-called "external events" is @t that they can introduce dependencies
among PRA basic events. Explicit treatment of thiermal events such as fire etc. may
be a significant portion of a PRA study.

The logic model constructed initially has basic régethat for a first approximation are
considered independent. This step is necessarynédblee the analyst to construct
manageable models. As such, many extrinsic and sotriasic dependencies among
component failures are typically not accounteddgplicitly in the PRA logic models,
meaning that some of the corresponding basic evardgsnot actually independent.
Dependent failures whose root causes are not ékplicodeled in Risk And Reliability
analysis, are known &ommon Cause Failures (CCF). This category can be accounted
for by introducingcommon cause basic events (CCBE) in the PRA logic models. A

formal definitionfollows:

A Common Cause Failure event is defined as tharéilor unavailable state) of more
than one component due to a shared cause duringystem mission

Viewed in this fashion, CCFs are inseparable frobendlass of dependent failures and the
distinction is mainly based on the level of treattn@nd choice of modeling approach in
reliability analysis.

Components that fail due to a shared cause norrfallyn the same functional mode.
The term "common mode failure," which was usechim ¢arly literature and is still used

by some practitioners, is more indicative of thestmmmmon symptom of the CCF, i.e.,



failure of multiple components in the same modet ibus not a precise term for

communicating the important characteristics thatdbe a CCF event.

The following are some real examples of common edaiture events:

- Hydrazine leaks leading to two APU explosions orsSr

- Multiple engine failures on aircraft (Fokker F20917, 1988; Boeing 747 -1992)

- Three hydraulic system failure following #2 failuwe DC-10, 1989

- All three redundant auxiliary feed-water pumpsefdilat Three Mile Island nuclear
power plant

- Two SSME controllers on two separate engines failben a wire short

- Failure of two O-rings causing hot gas blow-by mSRB of Shuttle flight 51L

- Two redundant circuit boards failed due to elestiatic shock by technician during
replacement of an adjacent unit

- Worker accidentally tripped two redundant pumpsplgcing a ladder near pump
motors to paint the ceiling

- Maintenance contractor unfamiliar with componentfguration put lubricant in
motor winding of several redundant valves makireggrthinoperable

- Undersized motors purchased from a new vendor dafaskire of four redundant
cooling fans

- Check valves installed backwards, blocked flowwn tedundant lines

Common cause failures may also be viewed as benged by the presence of two

factors: aRoot Causg, i.e., the reason (or reasons) for failure of eamnponent failed in

the CCF event, and@oupling Factor (or factors) which was responsible for the event to

involve multiple components. For example failuretwb identical redundant electronic



devices due to exposure to excessively high tenmyresa is not only the result of
susceptibility of each of the devices to heat (mered to be the root cause in this
example), but also a result of both units beingniidal, and being exposed to the same
harsh environment (Coupling Factor). This causetupe of CCF events is depicted in
Figure 1.2

Since the use of identical components in redundémegation is a common strategy to
improve system reliability, coupling factors stemmifrom similarities of the redundant
components are often present in such redundantatans, leading to vulnerability to
CCF events. CCF events of identical redundant corams therefore merit special

attention in risk and reliability analysis of susystems.

@

|\__f/}|

Root Cause Coupling
Factor

Component
State

Fig. 1.2  Coupling Factor



1.4 Modeling Dependencies and CCFs in Non-RepairabdteBys

(From [11R]) Proper treatment of common cause fadurequires identifying those
components that are susceptible to CCFs, and atinguor their impact on the system
reliability. The oldest and one of the simplest Imoets for modeling the impact of CCFs
is the beta-factor model.

To illustrate the way beta factor treats commonseatrilures, consider a simple
redundancy of two identical components B1 and B&hecomponent is further divided
into an "independently failing" component, and dhat is affected by common cause
failures only (see Figure 1-3). It further assurtineg

Total component failure frequency = (Independeiitfa frequency) + (Common cause
failure frequency)

A factor, B, is then defined as

B= )‘_C
}\’ T
Ao =BAt (common cause failure frequency)

Ay =(-P)A; (independent failure frequency)

Component B1 Component B1 Common
Independent Failure Cause Failure
(B1) (B12)
(1 - B)XT 7777777777 B}‘T
Component B2 Component B2 Common
Independent Failure Cause Failure
(B2) (B12)
(1-B)y Ay




System S
Independent
Failure of B1
(B1)
CC Failure of
BlandB2 (—
Independent (B12)

Failure of B2 [ ]
(B2)

Common cause
failure of B1 and
B2

Fig. 1.3 P Factor Fault Tree

Independent Independent
failure of B1 failure of B2

Failure probability of the two-unit parallel systehB1 and B2 is then
Qg =(Agt) +(hct)=[1-B)rtF Brrt
A point estimate for beta is given by

_ 2n,
n; +2I‘l2

where:

nl = Number of independent failures,

n2 = Number of common cause failures

Samples of failure events are then used to obtalneg of n1 and n2 for the specific
component of interest. The resulting beta factdwesatogether with the total failure rate,
M, of the identical redundant components, is theeduo calculate the reliability of the
redundant formation in the presence of CCF events.

Other more advanced models have been developétbfor Repairable systems, such as
Basic Parametric (BP) model, Multiple Greek Letters (MGL), etc.; a camlpensive

treatise is reported in [3R].



1.5 Modeling CCFs and Dependencies in Repairable Sygstem

The models developed for Non-Repairable Systems;ribed in the previous Section,
are not directly applicable to repairable systamsact they do not take into account the
repair transitions and rates. Conversely, no sgpeaifodels have been developed for
repairable systems.
A comprehensive survey covering the literature thatvailable for the time being, led to
the following conclusions:
* A repairable system always requires a complex iiansmodel, in which it is
possible to include any additional sub-model retéva CCFs.
* No well-grounded approach exists for CCFs in rejidé systems, covering:
- Real (not simplified) technological systems
- Large networks
The different impact of CCF on Repairable and Na@p#rable Systems can be
summarized as follows:

> Non-Repairable System

» Mission-specific characteristicsSystem goal to be reached once on every

mission, otherwise the system is lost.

» Typical Reliability Figure Reliability.

* CCF Impact Intrinsic/Extrinsic CCF make redundancies useless
» Example Rocket with two redundant engines; CCF causesthef-service of

both of them and mission is aborted.

10



> Repairable System

» Mission-specific characteristiSupply of a continuous service to one only user.

» Typical Reliability Figure Availability; in case that both the redundant

components go out-of-service, there is a tempaaryice loss.

» CCF Impact Intrinsic/Extrinsic CCF make redundancies useldsswever,
cascade failure has to be very very fast, withim rigpair time of the first failed
component.

» Example Pumping system, with two redundant pumps.

1.6 Large Networks Reliability Analysis

The reliability analysis of Power systems networks,well as of other large networks

(telecom, etc) can be carried out by means of éinalymethods only if their complexity

is limited; the analytical methods are developmaitthe renewal theory of repairable

systems:

- Frequency and Duration (F&D), developed by Ringdled Wood, and improved by
Billinton and Allan

- Tailored Transition Diagrams and Matrices

A previous simplification can be obtained using tiMacrostructures”, developed by

Birolini at ETH Zrich, which are based too on teeewal theory of repairable systems.

However, the above mentioned methodologies do tiotvathe analysis of large

networks with complex transitions, unless for specconfigurations; the following

examples can be considered as the upper limits:

- The largest power system analyzed by the Authambgns of F&D (Frequency and

11



Duration) method has been a national power uiiit¢entral Africa; however, in this
case the grid configuration was simply a very edézhbackbone with many power
injection points and many load centers, and annsxte use of the “Macrostructures”
allowed to simplify so much the reliability model.

- The largest power system analyzed by the Authambgns of Transition Matrices is
a large power station with different possible cgufations; the dimension of the
largest transition matrix is 23x23 (including CCFs)

For more complex systems, Montecarlo simulationmandatory. Application of

Montecarlo simulation to large transmission netwostarted during the decade of 60’; a

remarkable contribution has been paid by ENEL (tbener Italian Utility), their

scientists achieved many international awards (Regg |IEEE Award of Excellence,

Salvaderi — IEEE Fellowship, etc.). Later, Montézanas been adopted by the best

specialists in Power systems analysis, such amtdii, Allan, Li, etc., and all the recent

studies in this area have been carried out ondle bf this methodology.

Montecarlo Methodologies are:

Simulation approaches Variance Reduction Techniques
- State Sampling - Antithetic Variates
- State Duration Sampling - Correlated Sampling
- Sequential Sampling - Control Variates
- State Transition Sampling - Importance sampling
- Hybrids - Stratified sampling

12



1.7 CCFs and Network Reliability Analysis

In general, a “network” is an

interconnected multi-level set of :
| 1

| - ]
- Nodes interconnecting points; -~~~ ~~~~ \ A e N
- Branchesinterconnections.

) . NETWORK (2 2 # o 5 s 1 s o 4 s s ) 4/ o )
that provide connection between
- Input
-  Users Illll-ll

Fig. 1.4 Network Blocks

Large Networks are usually organized in at ledswéls

- Injection Pointsconnecting the Input to the network Upper Level

- Network Upper Level It is usually a mesheaetwork, with intrinsic redundancies,

including the several backbones to delivery theiser

- Network Lower Levelt is usually a set of non-mesheetworks with simple

redundancies, connected to the upper level by mefanansition nodes
- Load NodesThey are connected to the lower level, and pmt service to the

users

13



NETWORK TOPOLOGY

I Injection
Points

Network
Lower Level

Load Nodes I

N: Nodes NT: Transition Nodes B: Branches I: Injection Points  LN: Load Nodes

Fig. 1.5 Network Topology

NODES: Interconnecting points of the BRANCHES: They are the

grid. They can be sub-networks, with interconnections between the nodes.
internal nodes and branches. They usually are a set of series
Transition Nodes are specific nodes that components, such as cables, device
provide interconnection between the connect the lines to the nodes, etc.

upper and lower network levels.

LOAD NODES: Connections between INJECTION POINTS : They
the Lower Level network and the users. represent the service suppthat has t

They are themselves networks with be delivered by means of the network.
internal nodes and branches and re-

configuration; they represent the lower
level of the overall network, and they
are very relevant for the overall netwc
reliability .

14



Differences between Repairable and NON-Repairablgv/brks:

NON-REPAIRABLE NETWORKS

Mission specific characteristicSystem
goal to be reached once on every missic
otherwise the system is lost.

Typical Reliability Figure Reliability.

CCF Impact Intrinsic/Extrinsic CCF
make redundancies useless.

Network ExampleAerospace on-board
telecommunication system

REPAIRABLE NETWORKS

Mission specific characteristiSupply of a
picontinuous service to the several Load
Nodes. The out-of-service of more load
nodes has to be considered a CCF.

Typical Reliability Figure Availability;
Loss of supply frequency and duration.

CCF Impactsame as for repairable
systems.

Network ExamplesTypical examples are
Utilities:

Power Transmission and Distribution
Systems

Telecommunication Systems

Gas and Water Utilities

Wi Fi networks

Important specific addition:

FAULTS PROPAGATION, that cause th
extended out-of-service of Load Nodes.
Main causes:

Out-of-service of nodes, causing
the disconnection of branches an
other nodes
Selective operation of the back-uf
protections, disconnecting up-
stream and down-stream
nodes/branches in case that the
fault has not been cleared at a firs
attempt.

11°}
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1.8 Valuable Previous Work

This research is basically an original work, spealfy it is not the development /
continuation of a previous work by other researshis origin are some real problems
faced during the analysis of large systems.
Of course, there is an indiscutible backgroundpbsws:
- CCFs University of Maryland ENRE Department backgroums been
fundamental; and specifically papers and report®byosleh covering CCFs

- Network Montecarlo SimulationStudies carried out by ENEL (former Italian

Utility) Research Center. Main Authors are Reggig®alvaderi, Noferi, Paris,
Manzoni, Invernizzi, Bertoldi, etc.

- Step-by-step development of reliability analysisoimplex systemsy means of

macrostructures, etc., to check the congruity ofndoarlo simulation: Former
ETH Zurich Reliability Laboratory, directed by Pr&irolini.

- Cascading Failure Propagation Studies, develope®®yRC (Power Systems

Engineering Research Center), mainly covering HYedi overload and

consequent failure propagation [23N], [24N].
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2 Research Issues, Objectives and Contribution

2.1 Research Issues

In Chapter 1, it has been shown that Interdepenégrand CCFs are major causes of
networks partial or total out-of-service, therefdhey have to be carefully taken into
account in network reliability assessment. It isrétiore evident the need of a generalized
approacho networks reliability, which could specificalépnsider:

- The overall structure of the network, at its sevireels. The focus has to be on the
reliability goal, that is to provide through thetwerk a service to the several users
downstream of the Load Nodes; in fact, the efféa tailure inside the network can
be the simultaneous out-of-service of many Loadd$pdnd this consequence has to
be considered as a System interdependency.

- The effects of component/equipment interdependenaired CCFs on the network
specific characteristics

- The effects of the out-of-service of the networksicure components (Nodes and
Branches), that can lead to a simultaneous ouéwnfice of many end users.

A comprehensive survey of the present practice @inthe available literature (see

Chapter 10 — Bibliography) led to the conclusioat ttuch a generalized approach has not

been proposed for the time being, and this wodnigffort to start.

This work is therefore covering the impact of idegpendencies and CCFs in large

repairable networks.

17



The large networks considered in this researchirepairable” systems, with possibility
of “re-configuration” after a fault and the conseqt disconnection of the faulted
equipment. Typical networks with these charactiessire the Utilities, e.g.:

- Power Transmission and Distribution Systems

- Telecommunication Systems

- Gas and Water Utilities

- Wi Fi networks

The main issues of the reseantie:

- ldentification of the specific interdependencied &CFs in large repairable networks

- Evaluation of their impact on the reliability parerars (load nodes availability, etc.)

It has been therefore necessary to analyse:

» The System and Equipment Failure Modeghat are relevant to interdependencies
and CCF, and thesubsequent Effects

- The hidden interdependencieand CCFs relevant to control, supervision and
protection systems, and to the automatic changesystems, that have no impact in
normal operation, but that can cause relevant taewvice when the above
automatic systems are called to operate under féerdfault conditions

Finally, it has been necessary to include interddpacies and CCFs in the reliability /

availability models.

18



2.2 Objectives
The specific objectives of this work are:

1. General methodology to include interdependencies/T& in repairable systems

2. A new generalized approach to model the repairableetworks for reliability

analysis, including Interdependencies/CCFEs as a nracontributor

a. Generalized models for Nodes, Branches and Lodds
b. Interdependencies and CCFs on Networks / Components
c. System Interdependencies/CCFs

d. Functional Interdependencies/CCFs

e. Simultaneous and non-simultaneous InterdependeGcés

3. Detailed Interdependency/CCFs analysis and generakd model of a Power

Distribution Load Node

4. Detailed Interdependency/CCFs analysis and generakd model of a network

structure: a “RING” with load nodes is analysed indetail; a generalized model

of this classic redundant scheme has not been demeéd for the time being.
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3 Methodology

3.1 Step-by-Step Sequence of Analysis

This work has been carried out in accordance waghfollowing sequence:

1st Step  General Methodology to include Interdependency/Ci@Hepairable
Systems, starting from transition diagrams and ioesdr

2nd Step General Models for Reliability Analysis of Large tMerks : Load,
Branches and Load Nodes.
Analysis of 3 types of networks with different caufration of nodes,
branches and load nodes, to assure generalization:
* Power transmission and distribution
* Telecommunication
e WiFi

3rd Step CCFs general approach for large networks, including
* The above general methodology to include CCFspairable
systems
* The above general models for reliability analysis

4th Step  Identification of interdependencies/CCFs, thatsecific of networks:
* Equipment CCFs, and impact on nodes, branchessaddlodes
» System Interdependencies/CCFs
« Interdependencies/CCFs originated by faults on siatel branches
* Simultaneous and Non-Simultaneous Interdependetids

5th Step  Analysis of Interdependencies/CCFs Stastisticsatiolate the models
» High Voltage Transmission Statistics
* Wi Fi amateur network statistics

6th Step Identification of the reference network: a two-ls/power system network.
* HV network: a HV ring, open in an intermediate gpiand re-
configurable after fault
* Load Nodes: HV/MV Substations, with two MV bbss¢
interconnected by a normally open tie breaker

7th Step  Detailed analysis and generalized model of the Ldades, by means
Montecarlo Simulation

8th Step Detailed analysis and generalized model of the ,ringluding the
generalized model of the Load Nodes, by means oftdt@rlo simulation

20



3.2 Montecarlo S imulation

Montecarlo simulation techniques has been extehsiused for the reliability
evaluation.
Two main techniques are usually adopted for laygéesns:
State Duration Sampling - Proved very effective
Random Walk - Proved very difficult
The Montecarlo Simulation approach has been agvisl|
» Arelevant effort has been made to develop a sitiomigrocedure suitable to obtain
- A sound results interpretation
- Arreliable validation of the calculation results
The procedure to reach the above objectives igitbescin Ch. 6.7
» Conversely, no specific techniques to optimize $athon have been adopted, e.g. for
computing time limitation, variance reduction, gtdyas been a choice to have as far
as possible a easily readable computer prografactiitate the results interpretation.
In other words, the Author preferred to privilegee ttechnical application of

Montecarlo simulation instead of to optimize thegiation efficiency.

3.3 Reference Network

The reference network is reported here below; itaidypical High Voltage sub-
transmission system fed from two injection poim#h a HV Ring feeding many Load

Nodes (Sub-Stations).
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4 1% Objective: CCFs Analysis in Repairable Systems —
Proposed Methodology

4.1 1st Objective - Summary

What Is Not Necessary

- A specific math model. Both the Markovian transitidiagrams and the Montecarlo
simulation can properly model any CCF in repairayletems.

- An “extension” of the system transitions, to taktiaccount CCFs: every system has
a limited quantity of out-of-service modes, and G@Fe not increasing them.

What Is Important : A proper methodology:

- To take into account the limited quantity of outsefrvice modes, and to include
CCFs in this frame

- To easily identify and evaluate the impact of C@s, the system reliability
parameters with and without CCFs

New_Contribution: Methodology:

- Distinction between Residence States and TransBiates, to define a priori the
frame in which CCFs have to be included
- Ordering of the Transition States, to evaluate sdply the CCFs impact

- Extension to Montecarlo Simulation
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4.2 Generalized Criteria to Include Interdependenciad £CFs in Repairable

Systems
The repairable systems have to take into accourdwal sequences with failure and
repair times, and they can be modeled by:

- Markov processes for limited systems

- Montecarlo simulation for real systems.
In both cases, it is possible to include interdel@ecies and CCFs within the fault/repair
sequences without limitations; specific interdepmaes and CCFs models are not
required, and conversely they could limit the agly
However, a generalized criteria to include Interdepndencies and CCFs in
repairable systems is necessaryt will be developed first for simple repairaldgstems
by means of Markov processes, then, on the basigedadcquired background, it will be
extended to Montecarlo simulation for large systems
The impact of Interdependencies and CCFs on thssitran diagrams and matrices
relevant to Markov models of Repairable Systenasifllows:

The Transition Diagrams relevant to the Markov Bs3es include:

- Transition StatesTransient system configurations, that take irtcoant the up-down
states of the components, their interactions, gediBc failure-repair transitions

- Residence state€umulative states that include one or more of aheve defined

Transition States, with the same output paramétatr is relevant for the reliability

goal (e.g. the cumulative output power of a povtatien with many generating sets).
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Interdependencies and CCFs

New Transition States, included into the ResideStetes
Add
New Transitions between Residence States, duetoaiw
transition states
Do not add New Residence States

Proposed Methodology:

1st Step « Definition “A Priori” of the Residence States okthepairable system

Identification of the interdependersi and CCFs, and their Transif

States included into the Residence States

2nd StepOrdering the Transition Stateshe ones relevant to CCFs are \
progressive number after the ones without CCFsllfinthere are tw

areas:

An internal area, without CCFs

A peripheral area, with CCFs

3rd Step Solution of the Transition Matrix by means of nuroar methods.

Remark on % Step — Numerical Method#n order to reach a satisfactory precision, it is

recommended to adopt standard numerical methodsh&isolution of the system of
linear equations, such as Gauss-Seidel and Newaphgdm. In case that a method with
matrix inversion had to be used, it is common pcacto adopt standard numerical
methods for the inversion too, because the tramsithatrices are including so many
“zeros”; the standard Matlab instruction Y=inv(>§ working with numerical methods,
and it is actually effective; another alternativencbe the Modified Gauss-Giordan

Elimination method proposed by matrixlab-examplasi.c
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Extension to Montecarlo simulation will be carrieat with the same methodology:

A priori identification of the Residence States

Identification of interdependencies and CCFs

Development of interdependencies and CCFs modelsransitions

Interdependencies and CCFs transition states aglern order to evaluate

reliability parameters witland withoutCCFs

4.3 Example — Power Plant Configuration Alternativesl&@CFs

4.3.1 Scope

The objective of this analysis is the comparisothoée Combined Cycle (the gas turbine
exhaust is used to produce steam) Power Plant gioafion Alternatives A), B) and C),
referred to the following parameters:

- Power Plant probabilistic evaluation of the averpgeer delivery,

- Quality of the power delivery, i.e. frequency andation of the faulted conditions

Configuration A: Single Shaft Combined Cycle
2 Gas Turbines +2 Steam Turbines
(2 Generators, 2 Transformers)

HRSG 1

._ coneren” frenett
.— Generator 2 Transf 2

HRSG 2
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Configuration B.

HRSG 1

Gas Turbijne 1 | Gen 1

Multi Shaft Combined Cycle

2 Gas Turbines +2 Steam Turbines
(4 Generators, 4 Transformers)

Transf 1

Gas Turbine 2 | Gen 2

Transf 2

HRSG 2

Configuration C:

HRSG 1

HP ST 1 | LP  |ssm| Gen 3 Transf 3
sST1
HP ST 2 | LP | Gen 4 Transf 4
ST 2
Multi Shaft Combined Cycle
2 Gas Turbines +1 Steam Turbine
(3 Generators, 3 Transformers)
Gen 3 Transf 3

E‘E—- Gen 1 Transf 1
E‘E—- Gen 2 Transf 2
4.3.2 Steps of the Analysis

o ik

Definition of the Reliability/Availability Indices

Simplified model of the Generating Sets

Reliability/Availability data of the generating set

Transition Diagrams and Matrices, and power dejiyepbabilistic evaluation

Frequency and Duration assessment of out-of-secanditions
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4.3.3 Reliability Parameters

The main characteristic of the power station, rah\for a reliability/availability analysis
is that it is a set of generating units which canduot-of-service either one by one, or
more than one simultaneously.

In this case, the reliability/availability analy$ the three alternatives has to take into
account the following parameters, which represeateliability/availability indices:

- Average Power Delivery It is the weighed mean of the products of the gow

delivery of each generating state, and the proibalmf the system to reside in this

state, referred to the overall power plant capacity

PE= [(Zn: p,P)/PT]x100

where:

PE: Average Power Delivery

PT: Power Plant Rated Power (450 MW)

I Partial Production Generating States (150 M\0Q B1W, etc)
P Probability of the system to reside in State i

pi: Power Production at State i (150 MW, 300 MW) etc

The R Probabilities are the ones included in the asytptoansition matrix; they

represent the asymptotic probabilities of the sydie reside into the several states.
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- Frequency and Duration of System Residence into ¢h'i” States: This index

represent the quality of the power delivery

4.3.4 Simplified Model of the Generating Sets
An exhaustive FMEA allowed us to identify in advanthe critical points and the
Common Cause Failures (CCF):

- Common Auxiliary Services (Compressed Air, A.C. RoBupply, etc)

- Common Lubricating Oip Circuits

- Common Control and Instrumentation Equipment, etc.
and to adopt suitable preventive measures; iteésetbre reasonable to consider that, for
sake of comparison of the power plant configuraitiarnatives, the generating sets can
be considered as “blocks” with specified reliailifata. In addition to the generating sets
blocks, the following blocks relevant to the conimt to the HV Substation, have to be
considered:

- Step-Up Transformers

- HV Circuit Breakers
The above equipment will be considered “in seriesthe generating sets, because their

out-of-service will cause the out-of-service of teevant generating sets.
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For all the equipment (generating sets, step-upstoamers and HV circuit breakers) it
has been assumed that the failure and repair pitdpatensity functions will have
exponential distribution; this assumption is usuapower systems reliability analysis,
and it is recommended by many reliability standaas tutorials.
The overall failure and repair rates of the gemegasets can be then evaluated by means
of the macrostructures, for series components|ksvis:

As= Z A

Ms=EAi )/ & Al )
In addition to the generating sets failures, ihésessary to take into account the impact
of the Common Cause Failures (CCF); they have bemmsidered as equivalent
cumulative blocks, and included in the transiticaigdams.
Furthermore, it is important to highlight that tredability blocks reported in this work,
and specifically the generating sets availabiljtoks not take into account forced outages
due to preventive maintenance; the reason is tfeteptive maintenance has a non-
negligible impact on the overall availability, btia “superposed” activity and therefore

it has actually no impact on the choice of theroptipower plant configuration.

4.3.5 Sequence to Include CCFs

The sequence is in accordance with the Generalddethgy proposed in Ch. 4.2, as

follows:
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1'Step - Definition of the Residence States : They are theid
Production Generating States defined in Ch. 4&hd,they are
indicated in the following transition diagrams
* Identification of Interdependencies and CCFs: Ahaeistive
FMEA with specific focus on CCFs has been carrietd o
2" Step  The Transition Matrices have been ordered in sushyathat
CCFs fall in an external area; this configuratieads to two sets
of equation, with/without CCFs; the separationha two areas is
evident in the following transition matrices.
39 Step  The linear system of equations has been solveddanmof

numerical methods embedded in MathCad

4.3.6 Transition Diagrams and Transition Matrices
They are reported in the following pages, for thre¢ A), B) and C) Power Plant
Configurations.
The evaluation of the reliability parameters, bwith and without CCFs, is reported for

Configuration A), to make an example.

4.4 1st Objective - Conclusion

The above methodology has been tested in someestyeig. the example reported at

Ch. 4.3) and led to satisfactory results:

- The transition diagrams and the relevant matricge Hbeen developed within the
frame of the real “residence states”, therefore fhiéure states transitions are

representing the real system dynamic performance.
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The addition of the CCFs within the frame of thesidence states” proved easy and
clear.

The calculation of the linear systems relevanhw ttansition matrices led to correct
results, because the a.m. linear systems provedcowiplex even though the

transition matrices are large and sparse.
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FAILURE AND REPAIR RATES

Gas Generating Set
AGTa= 700110 ¢ h-1

MTTRGTa=3( h HGTa= ————— puGTa= 0.033 h-1
MTTRGTe
Steam Generating Set
ASTa:= 46010°¢ h-1 MTTRSTa=7: h  pSTa= ———— usTa= 0.014 h-1
MTTRSTa

HV Circuit Breaker

; ACB =
XCBy:=0.006  Failurely AcBi=—2 XCB=7.64% 10 h-1
8760

1
=2 h CB:= —— CcB=0.5 h-1
MTTRCB:=Z e VTTRCE e
Step-Up Transformer
. AT —
ATy:=0.0. Failurely A=Y AT =228% 10° h-1
876(
1 ~4
MTTRT:=3000 h uT = uT = 3.333 10 h-1
MTTRT

Overall Failure Rates

AGT:=AGTa+ A\CB+ AT AGT=7.0% 10+ h-1

AGTa+ ACB+ AT
UGT:= uGT=0.025 h-1

AGTa . ACB . AT
uGTa uCB uT

AST:=ASTa+ ACB + AT AST = 4.63¢ 10 4 h-1

ASTa+ ACB+ AT
uST:= a usT=0.012 h-1

ASTa . ACB . AT
uSTa pCB uT
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Without CCFs

Configuration A:  Single Shaft Combined Cycle
2 Gas Turbines +2 Steam Turbines
(2 Generators, 2 Transformers)

Initial Conditions

PO:=1 Pl1:=0 P2:=0 P3:=0 P4:=0 P5:=( P6:=0
Giver

—~(2AGT + 2:AST)-PO + uGT-P1 + uST-P2= 0

2.MGT-PO — (AGT + AST + uGT)-P1 + uGT-P3 + uST-P4= ¢
2AST-PO — (AGT + AST + pST)-P2 + uGT-P5 + uST-P6 = €
AGT-P1 - uGT-P3 = 0

AST-P1 — uST-P4 = 0

AGT-P2 — uGTP5 = 0

AST-P2 — uST-P6 = ¢

PO+ Pl +P2+P3+P4+P5+P6=1

- - 0.87348
0.04865
PP .
op 0.06983
PP2 .
PP3 | := Find(PO, P1, P2, P3, P4, P5, P6) pps | | 1:35507x 10
PP4 P4 | | 1.94476x 10°°
PPs
- PP | 1os476x 1077
PP6 ,
2.79107% 10
PE-100
PE:= PP0-450+ (PP1 + PP2)-22¢ PE=419725 MW ——— =93272
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With CCFs

Configuration A:  Single Shaft Combined Cycle
2 Gas Turbines +2 Steam Turbines
(2 Generators, 2 Transformers)

Initial Conditions

PO:=1 Pl:=0 P2:=0 P3:=0 P4=0 P5:=0 P6:=0 P7:=0
P8:=0 P9:=0

Given
—~(2AGT + 2:AST + ACCF)-P0 + uGT-P1 + pST-P2 + pCCEP7 = 0
2AGT-PO - (AGT + AST + UGT + ACCF)-P1 + uGT-P3 + uST-P4 + uCCEP8 = 0
2.AST-PO — (AGT + AST + uST + ACCF)-P2 + uGT-P5 + uST-P6 + nCCF-P9 = ¢
AGT-P1 — uGT-P3 = ¢
AST-P1 — pST-P4 = (
AGT-P2 — uGT-P5 = ¢
AST-P2 — uST-P6 = (
ACCF-PO — uCCE-P7 = 0
ACCF-P1 — uCCF-P8 = 0
PO+ P1+P2+P3+P4+P5+P6+P7+P8+P9=1

PPO

PPO
. PPl 0 00 87089
PP2 .
op3 PP2 | [y 0.04851
PP3 2 0.06962
PP4 ey
= Find(P0, P1,P2, P3, P4, P5, P6, P7, P8, P9) pp4 | |31 1.3510510°3
PP5 =4 1.93899:103
PP 5 1.93899-10-3
PPo PP6 : s
6 2.78279°10
PP7
PP7 7 2.61267°10-3
PPs PP8 8 1.4553-104
PP9 PPY 9 2.08861°104
PE 100 o
DPE:=PP0-450 + (PP1 + PP2)-22¢ PE=41848 MW =92.99 %
PCCF:=PP7-450 + (PP8 + PP9)-22% PCCF=1255 MW CCF Impact
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5 2 Objective - Networks Reliability and CCFs

5.1 2" Objective - Summary

What Is Important

Network StructureNetworks are composed by Nodes, Branches and Noaes,

designed, purchased and erected as separated .blodiesms of reliability, the
system is still a network with Nodes, Branches boad Nodes but the reliability
block diagram is quite different from the hardware.

Network Interdependencies/CCF3ut-of-service of the network components can

lead to fault propagation, with the out-of-servifemore than one Load Node;

this scenario can be considered a Network Intend@gnce/CCF.

New Contributions

Definition of the Network Virtual Component¥irtual Nodes, Virtual Branches,

etc.

Network Interdependencies/CCFsEvaluation of Interdependencies/CCFs

originated by faults on Nodes and Branches

Definition/Evaluation of

* Functional Network Interdependencies/CCFs

» Simultaneous and Non-Simultaneous Interdependdes
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5.2 Networks General Analysis

A deep analysis has been carried out on three dlypietwork systems with re-
configuration after fault, with quite different spic characteristics but with many
characteristics that are also common to all thevoeds. The analysis is reported in
Ch. 6, while the conclusions are summarized in@iapter.

The objectives of the analysis are:

- To developnew _generalized model$or network reliability evaluation , common

to all the networks (see Ch. 5.4)
- To stategeneral rulesto identify the specific Dependent Failures of tiedworks
(see Ch. 5.5)
The three typical networks that have been analyzeéeétail are:
- Extra High Voltage (EHV) and High Voltage (HV) pomteansmission networks;
- Integrated Selective Phone Communication Netwo8&S{ — Sistema Telefonia
Selettiva Integrata).
- Wireless Networks
The main differences between the above networks are
* The complexity of the nodes:
- Simple Real Nodes but Complex Virtual Nodes in Po8xstems,
- Quite complex both Real and Virtual Nodes in Tefamunication Systems
- The predominant element in Wireless Systems
* The effects of failures:
- Failures on Power Systems can cause injuries tsopeel and equipment;

therefore, specific protective equipment is reqliignd they play a basic role
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- Failures on Telecommunication Systems and Wird\estsvorks have mainly
impact on the system performance, therefore pligteaquipment is less
critical than for Power Systems

The analysis of the three above mentioned typesetivorks, with such different

characteristics, seems enough comprehensivedddegeneralized results.

5.3 Identification of Typical Nodes Structures

The structures of the nodes of large networks aschlly repetitive, because the
networks have to be designed with homogeneougiesind have to be expanded in
the same way; usually there are no more than pdstpf Nodes.

A General Rule for the first step of every netwaralysiscan be stated as follows:

* Assumption The structures of the nodes of a network will agmthe same along
the working life of the network. The working lifac be short in case of Hi-Tech
networks under development (conditioned by techmbaolescence — e.g. Wi Fi)
or quite long (e.g. Power Systems); however, theresion of the working life is
not affecting in principle the above assumption.

+ Rule The structures of the nodes are basically repetitherefore it is not
advisable to try to identify a structure for everyde; conversely, the analyst has

to identify which are the basic structures of teeesal types of nodes, as well as

the design criteria of these basic structures.

5.4 Generalized Models

The detailed analysis of the three above mentiotygucal networks (see Appendix
A) led to the conclusion that the usual approaatsictering the physical structure of

the network can have relevant limitations, and sitaidvisable to develop new
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generalized modelthat could take into account all the network fimulities, as

follows:

» Nodes and Branche$hey are related not only to the physical confagion of the

grid, but_also to its functional characteristittserefore they are virtual blockisat

take into account both the main hardware and fh#ure modes.

Generalized models:

Branch between two A and B Nodes series connected RBD (Reliability

Block Diagram), including all the blocks relevaatthe failure modes that can
cause the disconnection between A and B. The &iluodes can be both
equipment failures and other functions, e.g. fronotgrtion and control
systems.

Node A connected to the B, C, ... N nodes by means oAtBe A-C, ..., A-

N Branches, that means all the Branches (as definedhe previous
paragraph) spreading from A: a series connected,RRiuding all the blocks
relevant to the failure modes that can cause tinels&neous disconnection /
out-of-service of althe A-B, A-C, ..., A-N Branches connected to A. Aiso
this case, the failure modes in general can be bgthpment failures and

other functions from protection and control systems

Remarks:

Some components that are part of the physical N¢elgs HV Substations)
have to be conversely included, in terms of religbmodeling, into the
branches spreading from the relevant Nodes. Tymiasés are Line Current

Transformers (CTs) and Potential Transformers (BT#)e HV Substations;

* There is the possibility that a reliability blocielevant to a specific failure

mode, could be included both into a Node and irBvaanch. Usually this block
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will be included into the Branch, because the disection of a branch is

always instantaneous, and it will anticipate thecdnnection of a Node that

normally is delayed (back-up protection) after tiwetative disconnection of all

the branches.

» Reconfiguration

- Nodes can be reconfigured, in case that they havssilplity of a
transference of the branches

- Branches cannot be re-configured; however, in tastea branch is out-of-
service, the grid can be reconfigured, by means tled nodes
reconfiguration

Load Centers (Load Nodegjhey main characteristics are:

Small networks inside the overall network

- Their reliability has a relevant impact on the @lkreliability of the network

- Goal of the load centers: to assure the servicelgugontinuity to their
customers; therefore, the reliability model is venportant.

- The reliability “blocks” are related not only toephysical configuration of
the load center, but also to its functional chamastics

Therefore, Load Centers are “virtual blocks”, comg by virtual nodes and

virtual branches of the same Load Centers.

The analysis has been carried out in such a walldw the superposition of the

"Virtual Blocks” of the Load Nodes to the upper é\network; calculation and

result interpretation has been easier because Hardeen no need to simulate

specifically every Load Node.
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Failure Modes in Generalized Models

A FMEA analysis is actually relevant in network dies, and it has to be tailored to

take into account all the effects on the system igmdirtual nodes and branches. It

can be simplified, taking into account the effeotsthe system only, but it has to
satisfy at least the following requirement:

» To identify the several equipment failure modes; dgample, in HV systems the
CTs, PTs, and mainly the Circuit Breakers, havdéersht failure modes, with
different effects;

» To evaluate the impact of the different failure reedn the system, taking into
account also the functionalities, such as the djperaf the protection and control
systems, and the switching sequences; specifidhyanalysis has evaluate if the
impact is either on the Branches (Lines) or onNbees (Sub-Stations);

» To define in which reliability model (either Braret or Nodes) the reliability
blocks relevant to the several failure modes haugetincluded.

It has to be pointed out that the equipment casgiiein different Reliability Blocks,

and not all these blocks have impact on (and haveetincluded in) either Branches

or Nodes; in fact, there is the possibility tha¢ythhave to be subdivided between

Branches and Nodes.

An example of such a simplified and tailored FMEAreported in the following

tables.

“Repair Modes” in Generalized Models

Two main modes have to be taken into account:
- Usual equipment repair or substitution
- Switching or change — over; the equipment or subsyss isolated, and the

service is restored by means of a switching sequéang. by-pass circuit breaker
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closing) or by means of a change-over sequence ¢ksging the tie-breaker of
two bus-bars)
The switching / change — over is a form of notansaneous redundancy, and of

course it is much faster than the repair / suligiitu

5.5 Network Interdependencies and CCFs — Generalizguio®ch

551 Scope

The scope of this generalized approach is to firedrtetwork Interdependencies and

CCFs, and specifically the hidden and complex d@hasboth are due to the network

structure, and have a relevant impact on the satveork structure.

The objectives are:

- Identification of interdependencies and CCFs on wogks
components/equipment, and evaluation of their impadhe network reliability,

- ldentification of interdependencies and CCFs odtgd by faults on nodes &
branches;

- ldentification of “functional” interdependenciesca@CFs originated by specific
networks characteristics;

- ldentification of simultaneous and non-simultanemtisrdependencies and CCFs.
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HV EQUIPMENT - SIMPLIFIED FMEA

IMPACT ON INCLUDED IN
EQUIPMENT FAILURE MODE
BRANCH NODE BRANCH NODE
Out-of-Service.
Line CTs Insulation breakdown The fault is eliminated by th.e up- - X
stream and down-stream Circuit
Breakers (1)
Out-of-Service.
Line PTs Insulation breakdown The fault is eliminated by the up- - X
stream and down-stream Circuit
Breakers (1)
Opens without command Out-of-Service. ) X
. Out-of-Service. .
Line ST Out-of-Service.
Circuit Breakers | Internal fault The fault is elllmln.ated by the cB The fault is eliminated by the X
on the opposite site of the line. L
. L remaining CBs of the node
(No repair activities)
Out-of-Service.
Stuck on demand (protection) - The fault is eliminated by the X
remaining CBs of the node
Neglected.
By-Pgss Opens without command Low probability of S|'multaneous )
Circuit Breakers - By-Pass operation
- Opening without command
Out-of-Service. Out-of-Service
Internal fault The fault is eI_|m|n_ated by the B The fault is eliminated by the X
on the opposite site of the line. .
. L remaining CBs of the node
(No repair activities)
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HV EQUIPMENT - SIMPLIFIED FMEA

IMPACT ON INCLUDED IN
EQUIPMENT FAILURE MODE
BRANCH NODE BRANCH NODE
Neglected.
Low probability of simultaneous
Stuck on demand (protection) - - By-Pass operation
- Faultonaline
- CB stuck
Neglected.
. The CB opening will separate the
Opens without command bus-bars but it will not stop the
Coupler power flow
Circuit Out-of-Service.
Breaker Internal fault The fault is eliminated by the X
remaining CBs of the node
Stuck on demand (protection) n.a. n.a.
Out-of-Service.
Bus-Bars PTs Insulation breakdown - The fault is eliminated by the X
remaining CBs of the node
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This generalized approach is taking into accouesehinterdependent factors:

* The Reliability Goal is to provide service to thedegoints of the Load Nodes

* A Component/Equipment interdependency/CCF can ctngspartial/total out-of-
service of a Load Node, or of a Network Node

* The out-of-service of a Network Node is a reductadrthe network reliability,

and there is the possibility of a simultaneousaftgervice of many Load Nodes.

5.5.2 CCFs in Network Component/Equipment

Identification of interdependencies and CCFs

They seem to be very unlikely, and mainly due teiremment; the main reason of
this low probability is the absence of interdepende between network
equipment/components:

Classification: These are mainly Extrinsic

Impact on Nodes and Branches

+ Nodes

Interdependencies and CCFs that can cause thef-eatvace of more than one
node are very unlikely, because normally there asfunctional relationship

between the nodes equipment and systems; statistiesAppendix A)) show that
the only CCFs seem to be be extrinsic causes, dugeather (tornados,
hurricanes, etc.); a discussion covering CCFshtVgower system is reported at
Ch. 7.5.

» Branches

The only relevant cases are environmental Intemf#gecies and CCFs (e.qg.
environmental failure on double HV circuit lines, an two HV lines feeding a

load node from different sources).

51



Eventually, these Interdependencies / CCFs usuwddlynot cause subsequent

Intrinsic CCFs (no Functional Requirement Depengleno Cascade)

5.5.3 Interdependencies and CCFs Originated by Faul#oates and

Branches

A Node Out-of-Servicaisually is not leading to the network out-of-seeyibut it

can cause the Out-of-Service of some Load Noded, iarcan reduce the

redundancy level assured by the meshed netwoekextension of the impact is

depending from the network configuration, and @ams cases (ring) it can be

wide. From the point of view of the Load Nodessita sort of CCF, not related to

the equipment but to the system characteristiesetbre in this work this type of

failure will be called System Interdependency / CCF

Discussion

» Comparison with Single Point Failure: there is nobly one component
failure causing the out-of-ser,vice of many othemponents; conversely, the
Load Nodes out-of-service is due to grid complexigundancy level and
configuration (open-closed branches and tie breaketc.). Conclusion: it is
not a SPF.

» Comparison with a usual CCF: there is not a unigaet cause for the Load

Nodes; therefore it is not a “classic” CCF

» Let us consider two failure probabilities for thedd Nodes:

Pint(i): Probability due to equipment failure, ins the Load Node
Pout(i): Probability due to up-stream failure, oigts the Load Node; it is not
fixed figure because it depends from the networfigorationt

PT(i)=Pint(i)+Pout(i)
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In this case:

Pint(1N2)=Pint(1)Pint(2) most likely, therefore there is €CF

PT(1n2)> Pint(1)Pint(2) because there is the impact ok tup-stream

failures, which is not a fixed figure.

Conclusion: Pout(i) is acting as a root cause, hus different node by node,

and it is depending from the grid configurationvelatually, Pout(i) is a sort

of CCF, even though it is a bit different from diassic definition.
Classification: This System CCF seems to be BExtjns fact it is due to an
external interaction that is causing the out-of#®er of redundant branches in
case of a fault on Component/Equipment.

A Branch Out-of-Servicehas a lower impact than a Node out-of-service; the

consequence is usually a lower redundancy levely.omMlo Intrinsic
Interdependencies / CCFs, due to functional remqerd/input and cascade
interaction, are expected; Extrinsic Interdepenten¢ CCFs are very unlikely,

and due to weather only.

554 Functional Interdependencies and CCFs

The detailed analysis of some existing networksttedhe conclusion that there is

another category of Interdependencies and CCFsteckl with the network

characteristics; in this work, the term “Functib@&F” has been adopted, however it

is open for discussion.

Conditions and relevant steps of the analysis:

There is a criticality
There is a bottleneck
A fault on the bottleneck will “initiate” a proce#isat has consequence on all the

centre load substations

53



Classification: These CCFs seem to be Extrinsie,tduan external interaction related

with the system functionality but not with the enoriment.

5.5.5 Simultaneous and Non-Simultaneous Interdependeaoig@CFs

During the development of the preliminary Load Ned@alysis, a problem became
evident; it can be stated in a general form ag¥at

In a redundant butepairable system, in general an InterdependenC{@ads to a
simultaneous out-of-service of two redundant brascim few cases only; conversely,

there are many Interdependencies/ CCFs that leaubto simultaneous faultsvhich

can be “repaired” while the system continues to kworOnce the

Interdependency/CCF has been identified, therehés gossibility to find a proper

solution while the system is working, during thepaie time of the first failed

component, in order to prevent a second fault enséecond redundant branch.

Examples:

- Excessive vibration of redundant pumps, due toreatefactors; during the out-
of-service of the first pump, there may be timesliminate the external cause of
vibration.

- Failure in one of two redundant transformer, andseguent overload of the other
transformer; during the repair of the failed tramsfer there is the possibility of a
load shedding to avoid the complete shut-down.

Classification: These are Intrinsic (Cascade) Ddpanies, but there is the possibility

to inhibit them by replacing in service the fauleldment before the dependent one is

faulted. Specific time-dependent models have tdéwloped taking into account the

cascade process and the fault-repair cycle.
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5.6 2" Objective - Conclusion

The above described methodology has been adoptdadebyuthor to solve some
network reliability studies that otherwise couldvblabeen faced with simplified
methods only, and proved satisfactory to properbdet the specific failure modes
leading to the out-of-service of Nodes and Brancheallowed the detailed analysis
of the Load Nodes (BObjective) and of the Ring {4Objective), reported in the

following Chapters.
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6 3 Objective - Power Systems Load Nodes Analysis

6.1 3 Objective - Summary

What Is Important

-  Complex Reliability Model Power distribution Load Nodes are small networks

within the overall network; their reliability moded complex because of change-
over (non complete redundancy) and protection serpse

- Impact on the Upper Level NetworlSome specific failure modes of the Load

Node can cause the out-of-service of the immedipper level node, and of other
up-stream nodes.

- Necessity of an Equivalent Load Node Maodghe reliability analysis of a large

network has to take into account also the religbhdf the Load Nodes. However,
the inclusion of a detailed model for every Load ddowould increase
dramatically the Montecarlo simulation time; thewref it is advisable to develop a
Load Node equivalent model not requiring a simalatito be added to the upper
level network model.

New Contributions

- Detailed Load Node Analysisdeveloped in accordance with the network
generalized theory

- Non-Simultaneous CCF&valuation of their impact

- Coupler Evaluation of the Coupler impact on the overalatd Node reliability

- Start-Up Time of Already Existing Networkgeneralized start-up time

- Control / Protections SystemSvaluation of the impact of their malfunction

- Load Node Interfacwiith the upper level grid

- Load Node Equivalent Modemacroblock to be included in network analysis
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6.2 Identification of Typical Load Nodes Structures

The structures of the nodes of large networks aschlly repetitive, because the
networks have to be designed with homogeneougiearitnd have to be expanded in
the same way.

In case of Power Systems Networks, the usual Lazikblare High Voltage / Middle

Voltage Substations with two HV/MV redundant braeshand two MV bus-bars

interconnected by a tie breaker.

6.3 Reliability Goal

The reliability goal is as follows:

Continuous load supply at the MV bus-bars.

It is assumed that every semi bus-bar will feed 59%he total load; therefore, the
out-of-service of a semi MV bus-bar will cause 5@#%d reduction. The reliability

goal of every semi bus-bar is to feed the rele®@ab of the overall load of the node.

6.4 Identification of Residence States and Virtual Nd8mnches

The analysis of the Load Node model is carriediouccordance with the general
criteria adopted in this report for the overall lgaes of large networks, and reported
in the previous Chapters:

- A priori identification of the “residence” states

- Identification of virtual Nodes and Branches

> A Priori Identification of the Residence States

The “Residence” states are the “out-of-service” diton of the Load Nodes
delivery points, that means the two MV bus-bars.
- One MV Bus-Bar Out-of-Service

- Both MV Bus-Bars Out of-Service
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> ldentification of Virtual Nodes and Branches

- Branchesthey include HV / MV bays, with the main equipmesee next
chapters

- Nodes They include the HV bus-bars, and the failure esodf circuit
breakers etc. that are not cleared and therefore@ase the disconnection of

the HV bus-bars. A detailed analysis is reportethefollowing chapters.

6.5 The Load Node

6.5.1 Scheme

The scheme of a typical HV/MV Load Substation igated in the next figures. Two

fully redundant HV/MV transformers bays feed thetelevant MV bus-bars.

HV N k <

HV Network HV Bus-bars

HV/MV HvDS

Load Substation HV CB

(Load Node ) L) el
ctT¥ 1P P

M v

2| Change-Over <
System

Fig. 6.1  Load Centre /N Sub-Station Typical Scheme
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The real load nodes are the MV bus-bars downsti&@ntransformers; however, in
this report all the substation has been considaseaiload node, because its purpose is
only to feed the node and not to interconnect thiegHd.

The Load Node, as above defined, starts downstee&t¥ interconnecting bus, that
is part of the HV grid.

Downstream the MV bus-bars, there is a MV distiliutnetwork, that it has not
considered in this study; in other words, the ddvesn limit of this work are the

interconnecting nodes of the MV distribution.

6.5.2 Protections

The following typical protections set will be codered:

Location Protection Function

Up-Stream the HV/MV - Phase and Ground Overcurrent (> 1) —
transformer Selective (time delayed)

Across the HV/MV transformer - Differential (Diff) - Instantaneous

Downstream the HV/MV - Phase and Ground Overcurrent (> ) —
transformer Selective (time delayed)
- Neutral Grounding Overcurrent (*)
(time delayed)
- Zero Sequence Overvoltage(*) (time
delayed)

MV Feeders - Phase and Ground Overcurrent (> 1) -
Instantaneous

Remarks: (*) Not reported on the above single disgram
Selectivitywill act as follows:
- In case that a 3-phase overcurrent relay on thefé#ders could not manage to
open the relevant MV Circuit Breaker, the up-stre2uphase overcurrent relay

will open the main MV circuit breaker. The relevaiV bus-bar section (Node)
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will be put out-of-service, and change-over seqaentl be inhibited (see next

paragraph); this will be a Single Point Failure d&irthe feeders

- In case that a ground overcurrent relay on the M&dérs could not manage to
open the relevant MV Circuit Breaker, the up-streamautral grounding
overcurrent and the zero sequence overvoltageseldy open. The main MV
circuit breaker and the relevant MV bus-bar sec(idode) will be put out-of-
service, and change-over sequence will be inhilfged next paragraph); this will

be a Single Point Failure for all the MV feeders

- In case that a fault on the HV connections or anlv/MV transformer would
not be cleared both by the differential relay and the phase and ground
overcurrent relay, the up-stream protections orHWesystem will isolate the HV
busbar up-stream the substation; in this case Mehange-over system (see next

paragraph) cannot work. This will be a Single Péiatiure for the two redundant

transformer bays, and of course a Single PoinuFaibr all the MV feeders

The above SPFs have to be included into the rétibnalysis

6.5.3 Change-Over System

The Change-Over system plays a basic role in thabigy analysis, because it

allows a change in configuration after fault; imsthase, the closure of the tie breaker

allows the redundancy to work. The automatic seceienill allow to close the tie

breaker, under the following conditions:

Reference situation: No voltage on B1

Required conditions to close C:

- Residual voltage on B1 less than 30% Vn, in ordeimbit the transient residual
counter-voltage

- Presence of voltage up-stream B2
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- No protections release due to faults on the MVridistion; otherwise, thetie

breaker would close on a fault.

6.6 Failures, Repairs, Switching

6.6.1 Failure Rates, and Identification of Componentdiwibw Impact on

Reliability Analysis

The failure rates of the several components arerteg here below.
The scope of this preliminary analysis is to obtagimplified scheme, including only

the components that are really relevant for thialgity analysis.

Single- Component Failure Rate Remarks
Line (Failures/year)
Diagram
Code
HV Bus-bars Rare Event Negligible
HV DS High Voltage Disconnecting< 10* Negligible
Switch
HV CB High Voltage Circuit 0.0067 *)
Breaker
(Overall Failure Rate — see
next Ch.)
LA Lightning Arrester <10* Negligible
CT Current Transformer <10* Negligible
PT Potential Transformer <10* Negligible
T HV/MV Transformer 0.02
MV Cable (50 m) 0.0007
MV CB Middle Voltage Circuit 0.0067 *
Breaker
(Overall Failure Rate — see
next Ch.)
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MV DS Middle Voltage <10° Negligible
Disconnecting Switch

MV Middle Voltage Tie Breaker 0.0067 *)
Coupler (Overall Failure Rate — see
next Ch.)

(*) Cumulative failure rate, covering all the fatumodes of the HV and

MV Circuit Breakers; it is reported in CIGRE Repart 83, it is

accepted by IEEE Std 493 and it is usually acceptati for High

Voltage and for Middle Voltage Circuit Breakers.€Tfailure rates

relevant to the several failure modes are reponéth. 6.6.2
From the above table, it is possible to conclude tie only equipment with relevant
failure rates are the circuit breakers, the HV/Mahsformers and the MV cables. The
MV cables failure rate can be cumulated in the HV/Wansformers failure rate,
therefore the scheme can be simplified considesitig the following components:

- Circuit Breakers

- Power Transformers

This simplification is usual and commonly acceptegdower systems analysis.

Main MV CB MV Coupler

T

CLOSED CIRCUIT BREAKER

Feeder MV CB

M

1+

OPEN CIRCUIT BREAKER

Fig. 6.2 Load Node Simplified Scheme
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6.6.2 Circuit Breakers Detailed Model and CCFs

Remark:Part of the following text is an extract from PafiE2N] “EHV Substations
Reliability Improvement by means of Circuit BreakeAutodiagnostic”, by the
Author and D. Politano, presented at 2003 IEEE gaéoPower Tech Conference; the
parts relevant to CCFs are a new contribution.

The work reported in the a.m. paper describesrtipact of auto-diagnostic in power
systems schemes, and it has been developed inrdhe fof the overall network
analysis covered by this PhD Dissertation.

Circuit Breakers without Auto-Diagnostic

The failure modes general classification adoptethis work is in accordance with

the CIGRE Report n. 83, that .is at present theencomprehensive document, and it
is used as a reference in IEEE Std 493.

It has to be pointed out that the Circuit Breakatydis both to open / close the
relevant power circuit, and to interrupt faults down-stream equipment; in other
words, it is required to clear faults on other @gueént, but itself can be subject to
fault. Three main failure modes have been consitjexs indicated here below; they
are in accordance with the CB model developed tor&yi

- M1: Fault cleared byntervention of up-stream c.b. and protections

- M2: Fault cleared withouttervention of up-stream c.b. and protections

- M83: Latent Fault, which inhibits fault tripping
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Failure % Failure Failure CCFE
Rate Mode (Preliminary Analysis)
(1/yr)
Does not close on 24.6 0,00164 M2 '
command Control system malfunction
Does not open on (es. CPU failure). This CCF
command 83 0,00055 M3 however has to be considered
. as impossible, because the
Closes without command 1,1 0,00007 M2 CBs are never called to
Opens without commang 7,0 0,00047, M2 operate simultaneously.
Does not make the 17 0,00011 M2
current
Elj)rt::nr;ot break the 3.0 0,00020 M1
Fails to Carry current Choice of Circuit Breakers
y 15 0,00010 M1 with characteristics lower than
the required ones.
Breakdown to earth 3,2 0,00021 M1 | Itis a very unlikely CCF,
Broakd bet because in large networks the
rlea own between 15 0,00010 M1 | C.Bs are usually specified
go esk q with standardized criteria.
reakdown across open 36 0,00024 M1
poles (internal)
Breakdown across open 15 0,00010 M1
poles (external)
Lock!ng in open/closed 28.4 0,00190 M3
position No CCE
Others
14,6 0,00098 M1-M2-M3
Total 100,0 0,0067

HV Circuit Breakers Failure Modes
In this report, the rates of the failure modes haaen evaluated as follows:

M1 Rounded sum of the failure rates of the sevdrhitems
M2  Neglected — see next chapters

M3  On Demand Probability; this is a more suitalgeife for CBs, which
are working as protective equipment
The classic three-state model developed by Endremyreported in the following
figure. Switching of faulted components compriseshbtheir isolation by means of
disconnecting switches, and change in S/S configurgwhen applicable) to by-pass

the faulted components.
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up removed failed

Fig. 6.3 Model of component “i” with three-statycles

“Switching” in this work is the isolation of a corpent, after the out-of-service of a
HV busbar due to the fault on the same component.

It has to be pointed out that, in substations \aiitomatic change-over between the
MV bus-bars, there is no need of a change in cardigpn both for the MV and for
the HV circuit breakers; the operation of the diswecting switches can be carried out
“after” the change over sequence, therefore it hasimpact on the system
availability. Eventually, the three-state modehat requiredn this case.

The different failure modes of CBs lead to a mooenplex switching model, as
developed by Endrenyi. The relevant transition idiagis reported in Fig. 6.4; it is
relevant to a simple circuit including a compon€rdnd a up-stream CB protecting it.
The correspondence between the failure rates odidiggam and the ones indicated in
the above Tables is as follows:

M1 Al

M2 A2

M3 The model takes into account these failures biyoducing a

probability “p(3)” that the CB would not interrupt case of a fault
on the protected component C
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(1-PE3)Ac

Fig. 6.4 Three-State Circuit Breaker Transitiiagram
WITHOUT AuDiagnostic

Circuit Breakers WITH Auto-Diagnostic

The performance of a typical modern, advanced #godstic systems is reported in
the following Table. Its condition monitoring umiot only collects and stores data but
also employs sophisticated mathematical processing analysis to provide a

complete picture of the breaker condition.
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Diagnostic Monitored Parameters Prevented Prevented
Failure Failure CCFs
Mode (Preliminary Analysis)
Interrupter Wear Phase currents Yes
Arcing time If there is wear-out of the CBs, in
Contact travel case of a fault on one of them the
M2 other one has to work with
doubled load, and the wear-out
can be accelerated leading to th
substation out-of-service
SF6 Gas System SF6 gas density
Integrity & Temperature M1
Leakage Rate
Mechanical Position versus time,
Integrity of the travel characteristic
CB Operating times
Supply voltage to the
charging motor M2
Coil energization time
Auxiliary contacts M3
position No .
No interdependence between CH
Trip/Close Coil Coil impedance relevant to these failures
Condition Circuit continuity M3
Mechanism Motor supply voltage
Charging System Motor current
Condition Number of motor starts M2
Charging time
Control Cabinet Heater current
Heater System Heater continuity M2

The addition of an advanced autodiagnostic systeith mave the following

consequences:
M1 faults: Some of them can be detected by thedtagoostic, and there is no
intervention of the up-stream CBs; the failure nadetion relevant to these faults
IS A1a¢ The remaining portion s 15

- M2 Faults: Their rate can be reducéd, (< A ) by CB monitoring and a proper
maintenance program

- M3 Faults: Their probability is reduced by autodiastic; the failure rate portion

relevant to the detected faults\is,q the residual fault probability is 5§
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Fig. 6.5 Three-State Circuit Breaker Transitiiagram WITH Auto-Diagnostic

CCFs Detailed Analysis

The CCF analysis reported in the previous paragraplpreliminary and simplified.
However, during the development of the preliminamalysis many problems became
evident; the main one can be stated in a geneamnal &s follows:

“In a redundant butrepairable system, in general a CCF is leadin@ tsimultaneous
out-of-service of two redundant branches in fewesasnly; conversely, there are
many CCFs that lead to non simultaneous faultsclvican be “repaired” while the
system continues to work. Once the CCFs has bemtifidd, there is time to find a
proper solution while the system is working to pregwew faults of the same type.”
Furthermore, the case of a power substation hasrita@resting peculiarity that can be

a general statement for all the redundant and napai systems with transfer switch:
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The tie-breaker and the automatic change-over secpiedon’t allow an
instantaneous transfer of the load (which is natessary) but they separate the two
load bus-bars, in such a way that a out-of-senat®ne bus-bar will not cause the
out-of-service of the other bus-bar too.

A more detailed CCF analysis has been thereforsidered as necessary. It has been
carried out by means of the frame reported in “Adified FMEA Tool for USE in
Identifying and Addressing Common Cause Failurek®is Industry”, by Mosleh
and Childs; the Summary Matrix reporting the conglfactors has been modified by

subdividing the faults as follows:

A Simultaneous or Quasi-Simultaneous Fault; theorsécfault will
surely happen within the repair time of the firato

B Non - Simultaneous Faults
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CIRCUIT BREAKERS

IMMEDIATE / INTERMEDIATE CAUSES RELATED TO COUPLING

FACTORS
Type Immediate Intermediate Failure | Failure | Coupling
Cause Cause Mode Factor
A B
Control system
power supply out M2 sa | -
Common of service;
Control No opening / | Control / 1
System closing signalg protection 2 M3 4d
malfunction equipment
malfunction
(*)
Excess short . Power system 5 Mt
S Under Design | short circuit level - | d4a
circuit duty growth 6 M1
M3
Exce_ss Under Design| Load growth 7 M2 4 4
loading
NON
Repairable Working life
Aging, end | part exceeded 10 M1 i la
of life, wear- | deterioration
out, fatigue | Repairable No spare parts
part availability due to 12 M1 - | 4d
deterioration | obsolescence

(*)This CCF is extremely unlikely, and thereforewtll not taken into account,
because the CBs are not called to operate simoltshe
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HV CIRCUIT BREAKERS

COUPLING N & N
S .
FACTOR o S & &S £
) X Q¢ 5 “/Qofo
@ o (3 o & (3 N
1. Oper'l Usage 2. Shared Environm. 3. Functional Cou  pling 4. Common Personnel 5. Documentation 6. 7.
FAILURE
FAILURE .
MODE SIMULT
1 Does not close on M2
command

Does not open on

2 command M3

Closes without ---------------
3 M2

command

Opens without ---------------
4 M2

command

Does not make the
current

-~ ! + r r 1 r r r r [ | | I | |
5 M2

o [poesrotvraerne | w4 ¢ L ¢ | | [ [ I [ { [ P o} |

current M3

-~ ! + r r ! ! r r {r [ | | ! | |
M2

7 |Falls to carry current

o~ r r ! | {r { r [ p } | |
8 |Breakdown to earth M1

.~ ! r ! f{ + + { + 7 { 1 | [ | |
9 Breakdown between M1

poles

Breakdown across
open poles (internal)

0 w ettt r + r r 1 [ r  { | | | |

Breakdown across

o~ r r ! | {r { r [ p } | |
11 |open poles M1

(external)

1o |tosknginopenr (oo~ 1 (¢ ¢ ¢ ¢+ r | | | [ [ [ [ |

closed position

NS I N N N N N N U U U (U U D S —
13 |Others M2

A: Simultaneous or Quasi-Simultaneous Fault; the second fault will surely happen within the repair time of the first one
B: Non - Simultaneous Fault
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6.6.3 Transformer Model and CCFs

Transformers are:

- Passive equipment

- Protected by the up-stream circuit breakers

- Disconnected after the release of the up-streapuitibreakers, in case of an
internal fault; anyway, in the simple scheme of &It/ Substation there are no
by-pass disconnecting switches and circuit breakieesefore the disconnection is
only a safety measure without any impact on rdiigli availability.

Therefore, there is no need to consider severiréamodalities such as for the HV

Circuit Breakers (M1, M2 and M3).

A very exhaustive FMECA for power transformers hasn developed by the Author

a few years ago; on the base of this analysisastiieen possible to develop a CCF

analysis such as for the HV Circuit Breakers.

HV/MV TRANSFORMERS
IMMEDIATE / INTERMEDIATE CAUSES RELATED TO COUPLING FACTORS
Type Immediate Intermediate Subsystem Coupling
Cause Cause Failure Factor
A B
Conductors insulation . Overload due to
) . Overheating 1 4a -
deterioration load growth
Oil Deterioration No oil treatment Poor maintenance 3 - 4d
Thermal Load growth 4a -
On Load Tap Changer overstresses .
deterioration Failure on mech/el .
Poor maintenance - 4d
components
. No spare parts
) ] s:tzﬂ(;?::;ﬁart availability due to
Ql?tm?a{tiezi of life, wear- obsolescence % . 1a
- 1allg NON Repairable Working life
part deterioration exceeded
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HV/MV TRANSFORMERS

COUPLING N o
FACTOR S S e & S &
§ & S F /&5
e N < 9 & o
L4 < L4 RSN L4 L3
1. Oper’l Usage 2. Shared Environm. 3. Functional Cou  pling 4. Common Personnel 5. Documentation 6. 7.
SUB-SYSTEM SIMULT.
FAILURE :
A X

1 |Conductors

2 |Mechanical Parts

3 |Dielectric (Oil)

4 |Cooling System

5 |Magnetic Circuit

6 |HV Bushings

On-Load Tap
Changer

.~ {r {r r r r + y r r [ | |
o~ ! . r r r r + + r [ | |
o~ ! !+ +  r r r [ {r r | ] |
.~ {r {r r r r + y r r [ | |
.~ ! r r r + + + + [ | |
o~ ! !+ + ! x4y [ {r r | ] |

A: Simultaneous or Quasi-Simultaneous Fault; the second fault will surely happen within the repair time of the first one
B: Non - Simultaneous Fault
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6.6.4 NON Cleared Fault in a MV Branch

In case that a fault on a MV feeder downstreamMiebus-bars has not been cleared
by the feeder MV circuit breaker, the protectiviays selective operation will open
the general up-stream MV circuit breaker, to isoldte fault; therefore, the relevant
half MV bus-bar will be out-of-service, as well a the downstream MV feeders;
this is a CCF for the MV distribution, downstreale tisconnected half MV bus-bar
only.
The failure / repair sequence is as follows:
Input Data:

- N: Feeders quantity

- M Feeder individual failure rate, comprehensivetlté feeder MV circuit

breaker failure rate in M1 mode

- P:"“On Demand” failure probability

Failure (out-of-service) rate a MV semi bus-barsrfon cleared fault:
Abus =N {f x P)

Repair / Restoration time: the time to disconndw faulted feeder MV circuit

breaker.

6.6.5 Effects on Nodes and Branches

The failure effects on nodes and branches are texpan the following simplified
FMEA.

Remarks

- The availability of the tie breaker has not bedtetainto account in the virtual

branch analysis, because it has no direct impacit,ohowever the coupler
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performance has been included both in the tramsiiagrams and in the

simulation sequences.
- The CCFs relevant to NON simultaneous faults (TBpehave been cumulated

with the non CCF failures because they do not cdose of redundancy (see

output tables)

6.6.6 Overall Failure and Repair Rates

Average Repair
Cumulative On ngand Average / Disconnection K
Failure Fallu@ Fall_ure Rate Time Remarks
Probability (Failures/Y) ()
CIRCUIT BREAKERS
M1 0.002 720/10
M2 Not relevant. CB failed closure is not a cause of out-of-service
M3 0.001 720/10

CCF M1 Included in M1

CCF M2 | Not relevant. CB failed closure is not a cause of out-of-service

CCF M3 Included in M3

MV/LV TRANSFORMERS

F 0,012 720

CCEF: failure of a
CCF 0,1 transformer and overload
of the other one.

MV FEEDERS

F 0.25

CB M3 0.001
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HV/MV SUBSTATION - SIMPLIFIED FMEA

IMPACT ON INCLUDED IN
FAILURE
EQUIPMENT MODE
BRANCH MV NODE HV NODE BRANCH | HV NODE
Both MV Bus Bars Out- | HV Bus Bars out-of-service
M1 Branch Out-of-Service of-Service, because HV | The fault is cleared by the X
M3 Bus Bars out-of-service | CBs located upstream the H
bus bars.
Branch Out-of-Service
M2 MV Bus-Bar OK - Load - X
HV transfer activated
Circuit Breakers B Type only
CCF M1 . X
Included in M1
CCFM2 | Not Relevant. CB failed closure is not a causeutfas-service
B Type only
CCF M3 . X
Included in M3
Sl::t;jﬁféem Branch Out-of-Service
MV Bus-Bar OK — Load - - X
CCEB transfer activated
HV/MV S Tl a oK
Transformers eq“ef.‘ lal-and quick ou
of-service of both
CCFA transformers. - X
Both MV Bus-Bars OutH
of-Service
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HV/MV SUBSTATION - SIMPLIFIED FMEA

IMPACT ON INCLUDED IN
FAILURE
EQUIPMENT MODE
BRANCH MV NODE BRANCH MV NODE
M1 Branch Out-of-Service.
M2 . X
MV Bus-Bar out-of-service
M3
MV Main CCF M1 Included in M1 X
Circuit Breakers CCE M2 Branch Out-of-Service. X
MV Bus-Bar Out-of-Service
CCF M3 Included in M3 X
M1 Both MV Bus Bars Out-of-Service X
MV Coupler -
M3 MV Bus-Bar Out-of-Service. X
M1 MV Bus-Bar Out-of-Service. X
MV Eeeders M3 The MV Main CB will release
Circuit Breakers M2 Feeder only out-of-service
CCE Not Applicable

There are no redundancies
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6.7 Simulation — Preliminary Approach

6.7.1 Step-by-Step Approach to Simulation

There are two main problems in simulation:

- Results validation

- Results Interpretation

The main idea is to start with a simplified modet,which is possible to find an
analytic solution; the simulation process will tHemhoned up to reach a similar
result.

A big effort will be paid to develop simulation suich a way that it will be possible
to reach a sound interpretation of the resultt thie adoption of specific techniques,
markers, etc.

The simplified model relevant to power substatisifie one included in the text

[9B] “Reliability Engineering”, Birolini, and repted here below. The preliminary
transition diagram, considering the transition frampre-defined bus-bar, has been
developed by the Author; the final diagram, wite #ymmetry between busbars, and

the analytic solution, have been developed by Birol

(100% load)

!

enbalon

(50% load) (50% load)

Fig. 6.6  Simplified Sub-Station Model
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Once the simplified model will have been solvedsbyulation, it will be expanded

up to reach the substation configuration repoiriéathe previous Chapters.

6.7.2

Simulation Techniques

Two main techniques are used for the simulatiothi$ type of power systems:

State Duration Sampling

Random Walk

State Duration Sampling

Approach:

Sampling the probability distribution of the compon state duration. Each
component has an initial state and the duratioeach remaining in that state is
sampled; the usual choice is from exponential ibistion. If the state of a
component changes within the time span of the sitian, how long it remains in
the next state is sampled repeatedly until the Span is reached.

The step-by-step procedure is well described in][1R&liability Assessment of
Electric Power Systems Using Monte Carlo MethoddiirBon, Li

1. Specify the initial state of each component. Gdherd is assumed that all

components are initially in “up” state; this assuiop however will be

discussed because it is not fully applicable tgdaretworks

. Sample the duration of each component residingtinpresent state. For

example, given an exponential distribution, the giang value of the state
duration is:

T :—iInUi
A

where U, is a uniformly distributed number between [0,1}responding to

the ith component; if the present state is the up stytis, the failure rate of
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theith component; if the present state is the dowresthis the repair rate of

theith component.

Repeat Step 2 in the given time span (yr) and desampling values of each
state duration for all components. Chronologicainponent state transition
processes in the given time span for each compaaenbe obtained .

. The chronological system state transition proceas be obtained by
combining the chronological component state trarsitprocesses of all
components. The chronological system state transifprocess for two
components is shown in Fig. 6.7

. Carry out system analysis for each different systaate to obtain the

reliability index.

RRAL
TTAL TRAL=TTAL+RRAL | |
RRB1 RRB2
: PT Ot
TTB1] | TRB1 = TTB1 + RRB1 :
| TTB2 (+TTB1) | TRB2 = TTB2 4 RRB2
System —>
Out-Of-Service
T t

Fig. 6.7 Two independent repairable compasighiand B, operate in
parallel. Systenegdion requires at least one component in
service.
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* Advantages
- It can be easily used to calculate the actual aqyindex
- Any state duration distribution can be easily cdastd
- The statistical probability distributions of theliability indices can be
calculated in addition to their expected values
- The “history” and trend of a state can be takea a&dcount
Remark: State Duration Sampling is specificallyoramended in the a.m. Billinton —

Li textbook for the reliability simulation of paw substations.

Random Walk

This technique has been developed to analyze |gsrtollisions on Atomic Physic. It

proved very effective in reliability analysis ottenological plants (nuclear, chemical,
etc.).

A sample of random walk is reported in the follogiiigure; a well detailed theory is
reported in [2M] “Basic of the Monte Carlo Methodthv Application to System

Reliability” by Marseguerra, Zio.

5
L

System’s
states

Fig. 6.8 Random Walk, with 8 states(From “Moatdc Sampling and Simulation
for Application to RAM” Marseguerraio )
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However, some difficulties arose in the simulatioh power substations. The
transition diagram of the simplified “first steptleeme reported in Fig. 6.6 is showed
in the next figure; the analysis of this “simpldie model leads to the following

considerations:

- Although the model is very simplified, the transiti diagram is very

expanded, with many states.
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1345 1234 145 \
A2

A\

Failed
Substitution/Repair
Absorving State

| | * Stand-By
** Working

Fig.6.9 Random Walk of the Simplified Model
83



- The addition of more components (transformers), madhly of more failure
modes related to virtual nodes, protections, C@&fs, seems to lead to an
excessive quantity of states, that cannot be mahagkout difficulties;

For the above reasons, for the time being the “BRantValk” has been abandoned,

and the “State Duration Sampling” has been preferre

6.8 Load Nodes Simulation — First Steps

6.8.1 Simplified Substation Simulation

The first step has been to obtain the MTTF of tingpéified sub-station scheme, and
to compare the results with the analytic calcufatio
Objectivesof this first step:

- Validation of the simulation modebn the base of the comparison with analytical

results; the models relevant to more complex sckehave been built on the

frame of the validated model

- Clear understanding of the transition processl of its performance, on the base
of the simulation; for example, the process to hettte steady state will be
analyzed by means of a realistic simulation, toeustnd if the steady state is a
reasonable assumption

- Development of specific simulation modetis be applied to load nodes; for

example, the simulation of the “coupler” has beewmeloped as a general model
to be applied in more advanced node schemes

The following_ assumptionsave been taken into account:

- Faults at the “C” bus-bars have been neglected; ithia realistic assumption,

because the faults at the bus-bars have to bedsadi a rare event.
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- No CCFs, and specifically no CCFs that can causeotli-of-service of the
bus-bars.

- A unique failure rate and a unique repair time“#st blocks, both of them in
accordance with exponential distribution

- The fault relevant to system MTTF is the simultameout-of-service of both
the “C” load bus-bars

- The repair time after a MTTF is a longer time, takinto account the need to
restore service to the whole substation

Simulation Procedure

» Two fault sequences have been modeled, for bothbtahches, with the same
renewal cycle reported in Fig. 6.7;

» For both “A” branches, the total out-of-service dewy to the MTTF is
occurring in case that one of the “A” branchesaiglted during the repair time
of the other one;

> In this simplified analysis the “on call” failuref éhe coupler is cumulated
within its overall failure rate; it means that stassumed that the breaker will
always close successfully, and the possibility dd i included within the
probability of a failure during the time the coupie closed.. The change-over
sequence is assumed to start successfully oncefdhe two “A” branches is
failed, therefore the working time during which fladure rate is considered is
starting and lasting together with the repair tiofethe failed “A” branch.
Eventually, for both “A” branches, another possipileading to the total out-
of-service is that the coupler is faulted afterihg\closed.

» Four MTTFs have been calculated, in accordance tvétabove procedure:

- Two MTTFs relevant to faults on A branches
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- Two MTTFs relevant to the coupler failure when mfethe two A
branches is out of service.
The lowest of the above MTTFs is chosen as the MadfTthRe system.
» Once reached an overall out-of-service, leadingh® system MTTF, no
renewal is considered; simulation showed thatghisation would not be real,

because the MTTF is very long; the average MTTBhL&ined simulating

many fault sequences leading to the overall fauid evaluating the average

MMTF. This procedure is different from the analytialculation (Markov

models) of the steady-state MTTF, based on the ptio renewal process;

however, it is much more realistic and it can b&wted by simulation only.

In this case, simulation is offering the possigilib model a scenario that is

much more realistic than the one obtained with ManBrocesses.

» Availability is calculated simply considering theresage MTTF and the
previously defined system MTTR.

» The system MTTR is usually longer than the MTTRevaint to a fault in the
A branches, because there is to take into accooat dverall system
restoration. The MTTR relevant to the coupler hadé been taken into
account, because a fault on the coupler is leattiniye total out-of-service,

therefore also in this case the system MTTR h&gtoonsidered.

The simulation has been carried out considerindgpédn A branches:
- High failure rates
- Long repair times

- Along renewal (up-down) chain
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This scenario is not realistic, but it has assubhed all the types of MTTFs have been
reached for every simulation.

Many simulations have been carried out to checkcligould be the minimum
acceptable quantity both of simulations and of walecycles; the results reported
here below are relevant to a sort of optimizattbat means the minimum simulation
work to obtain an acceptable result.

MTTF and Reliability for a system with direct redlamcy without coupler have been
calculated in accordance with the following appnoaie formulae:

MTTE

Ref.: Hoyland-Rausand formula (6.70) and Biroliif Edition) Table 6.6

MTTE = 3. +L2 _3A +2p
21 24 24
Reliability

Ref.: Hoyland-Rausand formula Ch. 6.6 and Biroi#ll Edition) Table 6.6
R1: Approximate expression

R2: Exact expression

(32 + ) + (32 + ) - 82
2

rl:= —

(32 + ) - (33 + p)
2

r2:.= —

-
3A+u

Rl=e

B rZErlD] _ rl®r2[11
r2-rl

R2:
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EVALUATION OF MTTF
The input data and results are summarized herevbelo
Input Data
Failure rates:
“A” Branches: 0.1 failures / year
- Coupler: 0.000001 failures / year (i.e. no impactbupling failure)
Repair Times:
- “A” Branches: 1000 h (very high, and unusually saasesystem repair time)
- System: 1000 h
Renewal cycles of the “A” branches: 500
Simulations: N = 100000
Results
Successful simulations: 99996 over 100000 (99.996%)

MTTF Validation:

Calculated MTTF: 453.00 years, considering a mednt system without
coupler
MTTF from simulation: 453.3831 years

Considering that:

- Simulation precision is of the order o)

- The coupler has a small but not null impact

The simulation result can be considered as very satisfactory
EVALUATION OF RELIABILITY

The input data and results are summarized herevbelo

Input Data as above, with the addition of t =100 (years)
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Results

Calculated R1(approximated) =0.80192
Calculated R2 (exact) =0.80207
R from Simulation: =0.8031

The difference is 0.13%, therefore the result can donsidered as very very

satisfactory.

Conclusion

The results are very very satisfactory, the (veig)plified model can be considered

as validatea@nd it can be used as a basis for further devedopm

Comments

- The more evident factor is that the renewal cyalestoo many, even though the
failure rates and the repair times are much higihan real. Therefore, MTTF in
accordance with the above formulae cannot be usednaeffective reliability
index.

- Reliability is not a useful index, because, aftex bverall system out-of-service,

the system can be re-started again.

6.8.2 Evaluation of Failures Quantity and Out-of-Servieme

As above mentioned, MTTF and reliability seem mobé useful indices. In this case

of a renewal system, it is more advisable to camside_guantity of failures and the

out-of-service timptherefore, the simulation program has been medlifo evaluate
these figures.
After the simultaneous out-of-service of both bassb(out-of-service of the node,

that means CCF for the distribution downstreamnibee the renewal failure-repair
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sequence of both A1 and A2 branches has been rteestafter the system repair
time.

Assumption: In this simplified model, for the tinbeing the System Repair (Re-
Starting) Time has been considered as constant.

The failure—repair sequence of both branches (Ad AR) has been stopped when
reaching the mission time.

The renewal sequence is reported in the followiggré.

Failure Time  Repair Time , Systern Re-Starting Time . Mission Time

SR ';; -———
Al N _— |
i | .
A2 -
| B | :
CCF
Node QOut-of-Service : ; ;
Simultaneous A1-A2 Fault ; b A1
] ] 1.
A2
| |

Fig.6.10 Re-starting of Branches Renewal Cyclesr af Simultaneous Fault (CCF)

6.8.3 Reliability Assessment of Nodes of Already Existiegtworks

This new contribution it is not related with CCRytlit arose from the analysis of the

network performance.
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Up to now, it has been considered that, at thdistatime, the two branches were
also starting their working life; this is the sitioen of a new limited network, e.g. the
power distribution system of a new refinery.

In case of a large network, managed by a Utillg, $cenario is different: the system

is usually existing and periodically refurbishedlaxpanded, therefore there is not a

common starting time when all the equipment andssigbems are new. If the mission

time is much shorter that the MTTF, this situatcam have a relevant impact on the
availability, because of course the probabilityhafZing a simultaneous out-of-service
of the two branches is much lower during the fiestewal cycle of the two branches..

To override this problem, it has been assumedthi®astarting time will not coincide

with the starting of a failure-repair cycle. Thegedure is as follows:

- The failure time is computed, both for A1 and fa2 BAranches. In the previous
cases, the calculation of the failure time, assumeatcordance with exponential
distribution, is calculated by means of the comneapression for exponential
distribution as follows:

AF(1,)=(-1/L1)*log(rand);
AF(2,1)=(-1/L2)*log(rand);
- In this case, a 0-1 random coefficient is appleethe first failure time, as follows:
AF(1,1)=(-1/L1)*log(rand)*(rand);
AF(2,1)=(-1/L2)*log(rand)*(rand);

The random sequence is reported in the followiggré
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Fallure Time x {0-1) Random

I

. Failure Timehi I‘Repair Time . . System Re-Starting Time . Mission Time
| | | | i | .
A2
| | | | | .
CCF |

Node Out-of-Service :
Simultaneous A1-A2 Fault |

L A1

A2

Fig. 6.11 Random Shift of the First Failure Time

It has to be pointed out that the probability tovéndhe first failure is “forced”
because the first renewal time is reduced by thefficeent “rand”; therefore, the
reliability parameters (quantity of failures, outservice time) have also to be

reduced considering the same “rand” coefficientlierfirst cycle.

6.8.4 Convenience to Use Forced Simulation

The very long MTTF suggested to try to adopt For&nhulation (Importance
Sampling); many attempts have been carried outalwadys there is a relevant impact
on the failure-repair renewal sequence.

The big problem is that two simultaneous sequehegs to be simulated, therefore a
change in time scale of one of them, or both oithevould affect the system

performance.
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For the time being, the Forced Simulation has lzsmdoned.

6.8.5 Coupler Impact on Reliability Indices — Prelimind&yaluation

The analytic evaluation reported in Birolini Textho Ch. 6.8.6.3 shows that the

coupler reliability has no impact on the overallaigility of this simplified model. A

series of simulations has been carried out, to tifyaas far as possible this impact;

the goal of this further analysis is to make aldédao the power systems designers a

general criteria, without the need of an exhaustimulation analysis for every

specific case.

The coupler impact on the overall reliability ideadted by the following factors:

- Coupler reliability, compared with the reliabiliof the up-stream branches

- Branches repair time, during which the coupler safifer a failure

Assumptions:

- The coupler on call failure probability has not begaken into account in this
preliminary evaluation

- The bus-bars failure has not been considered éraegt)

First Simulation

Input Data:

- Coupler reliability same as branches reliabilityl(tailure/year — very high figure,
to obtain reliable simulation); this assumptiorvesy drastic; it is relevant to a
change-over circuit with circuit breakers only, atit any other equipment.

- Long repair time (1000 h) of the up-stream branches

Simulation results:

- MTTF with coupler: 229.5 years

- MTTF (calculated) without coupler: 453.0 years
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Conclusion:

- The MTTF is of the same order of the circuit withgoupler, but approximately
50% less.

- The MTTF is however much higher than the one ahgle branch, in this case 10
years.

- The solution of a redundant circuit with coupleoyed to be very effective,
although less then the solution without couplet thanany cases is not advisable
for other technical reasons

- The 50% MTTF reduction can be considered as anruppend to be used as a
very conservative general design criteria.

Simulation Applied to the System Reported on Biioliextbook Ch. 6.8.6.3

Input Data:

- Coupler reliability 25% of the branches reliabil{.025 failure/year — very high
figure, to obtain reliable simulation); this assuiop is very drastic; it is relevant
to a change-over circuit with circuit breakers gmi§thout any other equipment.

- Repair time of the up-stream branches Rt = 360reggonable substitution time)

Simulation results:

- MTTF with coupler: 959 years

- MTTF (calculated) without coupler: 1232 years

Difference: 22%

Conclusions as for the first simulation.

A difference of approximately 20% can be considexgueliminary figure to be used

as a suitable design criteria.
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6.9 Detailed Load Node Model

6.9.1 Simulation Models

The model of the Load Node has to be more detaitedrder to take into account the

specific performance of the node components; i the aggregation of all the

components of a branch in a unique macrostructupesisenting many limitations.

As reported in the previous chapters, the compartiiat will be considered are:

High Voltage (HV) Circuit Breakers,
Transformers,

Middle Voltage (MV) Circuit Breakers,
Middle Voltage (MV) Coupler,

Middle Voltage (MV) Feeders,
Simultaneous CCFs

NON Simultaneous CCFs

The detailed load model has to take into accouatt th

The Circuit Breakers have 3 groups of failure moaeth different consequences
on the node reliability

In this analysis, all the Transformers failure mod@ve the same consequences;
therefore the transformers can be considered asorbémcks including the up-
stream and down-stream connection.

The Coupler is the only equipment that is “dormaantt it is “called” to work in
case of failure on a branch; furthermore, durirsgworking time it is subject to

failures.
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- Feeders are not relevant for the load node, bumnacteared fault on a feeder can
cause the out-of-service of the up-stream bus-bdrad al the other connected

feeders; this is a CCF relevant to the MV distridout

6.9.2 Goals of the Load Node Reliability Analysis

The reliability goal of a Load Node is the availapiof the MV distribution bus-bars;

the detailed model of the Load Node allows a deepwlysis of the reliability

performance, and specifically of these two mairapaaters:

- The overall time of the MV bus-bars simultaneousaftservice, that means the
black-out time of the whole downstream distributgystem

- The out-of-service time of the two half bus-barstiems, that means the black-out
time of the distribution system downstream the aftgervice half bus-bar.

In order to have a clear idea of the system perdoca, all the contributions by the

several failure modes are individually computed] apecifically, for every failure

mode:

- The failure quantities up to the mission time

- The relevant overall out-of-service time

6.10 Circuit Breakers Model

As reported in the previous Chapters, CBs havesthmain groups of failure modes:
- MZ1: Fault cleared bintervention of up-stream c.b and protections

- M2: Fault cleared withouhtervention of up-stream c.b and protections

- M83: Latent Fault, which inhibits fault tripping
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6.10.1 M1 — Fault Cleared Bitervention of Up-Stream C.B. and Protection

In case that a failure occurs on a High Voltagec@ir Breaker, the up-stream

protections and circuit breakers installed in othedes have to isolate the fault;

therefore,

- the HV bus-bars up-stream the HV Circuit Breakeil lve disconnected, and all
the node will be disconnected as follows

- the two HV/MV branches will be both disconnected,

- the down-stream MV bus-bars will be isolated, amete is no possibility to feed
the loads.

This situation is a CCF for the MV distribution destream the load node.

There is no dependence with the downstream equip(t@nsformers, etc.) and no

impact on their renewal sequence.

It is important to highlight that one only out-adfgice circuit breaker with M1 failure

mode can cause the complete load node out-of-gernierefore, in this case the two

renewal sequences of the circuit breakers are ftlgpendent; specifically, there is

not a common re-starting time that will reset teaawal sequences. The difference

between the renewal sequences of the HV circuékanes in M1 failure mode and the

renewal sequences of the A1 and A2 branches ddithglified model are reported in

the following figure.

The repair and restoration times have to be andlyzeletail. The sequence after a

M1 fault is as follows:

- The faulted c.b. is disconnected by means of thedid¢onnecting switches

- The MV c.b. downstream the transformer, on the dhaof the faulted c.b., has
been automatically opened by the HV c.b.

- The non faulted c.b. is re-closed, and the releleantch is re-energized
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- The MV coupler is closed,
- The two MV bus-bars are re-energized, and eventadlithe load are fed.

- The faulted c.b. is repaired;

-— CCF
! 54_ Node Out-of-Service
HV CB1 - M1 ; : HV Bus-Bars OUT
| .
HV CB2 — M1
|| L,
Failure Time Repair Time , . System Re-Starting Time . Mission Time
> < > < —
Al . P E
| | | L | 5 .
p2 - a
| | || | | .
cCF o |
Node Out-of-Service ) : i
Simultaneous A1-A2 Fault J E Al E
L || N .
a2 s
- T
_ 7
Fig. 6.12 Difference between failure-repair seqesmaf the HV Circuit

Breakers in M1 mode, and the A1/A2 branches of the

simplified model.
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The detailed failure — repair — restart sequencepsrted in the following figure

, HY CB Repaitime
—= -+
System re-start time , .
HV CB2 "o ‘
HV CB Repair time
System re-starttime | P
HV CB1 o |
SISTEM (MV BUS-BARS) CCF | CCF |
Fig.6.13 System Out-of-Service in case of HV CBHUfa in M1 mode

The times to failure, and the two repair — resritmes are computed as random
figures, with exponential probability distributionpwever, it is possible to change the
probability distributions, e.g. the repair timesultbbe in accordance with log-normal
distribution.

In this case, the program is computing:

- The number of out-of-services of every HV CB fadlun M1 mode

- The total out-of-service, calculated as the suithefservice restoration times.

Of course, the above sequence is possible orieiMC coupler is working properly;
therefore it is necessary to check the performaitiee coupler. Two conditions have
to be verified:

- Coupler working “On Demand” (M3) at the moment loé tfailure of the HV CB,

when there is need to use the change-over sequence
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- Coupler working without any failure, during the a@ptime of the faulted HV
C.B.

It has to be pointed out that the repair time &f MV coupler is always shorter than

the one of the HV CB.

In case that a Coupler failure would occur, the hsystem will remain out of

service for all the repair time of the coupler.

This sequence is reported in detail in the follayfigure

Coupler Failure "On Demand” | . Coupler Repair Time
- : HV CB Repai time
— b
System re-start time |
HV CB2 o
Coupler Failure during HV CB Repair ! 'Cauplq:r Repair Time

HV CB Repair time
System re-start time :

HV CB1 il

L 4

SISTEM (MV BUS-BARS)  CCF | | | CCF| | [CCF

Fig. 6.14 MV Coupler Working Conditions

6.10.2 M2 — Fault Cleared WITHOUTntervention of Up-Stream C.B. and

Protection
M2 grouped failure mode is omitted in this analydecause it can be considered as

negligible

The detailed M2 failure modes are listed here beloith their discussion.
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» Does not close on commandV circuit breakers in HV Substations are normyall

closed and there is no need to operate them; 24f68te overall failure rate is
therefore actually overestimated. The real failkat, or probability to work on
demand, is in this case very very low, i.e. nebley

» Closes without commandl.1% of the overall failure rate. The HV CBs are

always closed, therefore this failure rate is mpli@able.

» Opens without command have never observed this failure in HV Subsetati in

more than 40 years; to me, it is negligible

> Does not make the currems above

> Falils to carry currens above

» Others Negligible

Conclusion:

- M2 mode is negligible

- M2 is not causing CCF

Therefore, in this analysis it is omitted.

Similarity of M2 mode with Transformers failure: ¢auses the out-of-service of a
branch; no impact on the other branch, and no twtesvice of the HV bus-bars ; the
fault can be cleared by the same CB on demand (M3).

Therefore, in case M2 could be included into ttedgformer failure rate, using the

transformer as a macro-block.

6.10.3 M3 — Latent Fault which Inhibits Fault Tripping

M3 is a failure “on demand”. It will be taken intxcount as a probability to be
applied to the transformer block (see next chapters
If the High Voltage CB is not clearing a fault “aemand” (M3) in a transformer

block, the fault has to be cleared by the up-str€aBis and protections, and the HV
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bus-bars will go out-of-service; this will be a @0@CF such as the M1 mode of a HV

CB.

6.11 Transformers and Associated Equipment

The transformers failure sequence is based on ithpliied one reported in the
previous chapters, with simultaneous re-startimgraf simultaneous failure.

Some specific sequences have to be added; it has pwinted out that these added
sequencesre not relevant to the transformers and theio@sted equipment, but

they are_relevant to their protective and discotingcequipment(circuit breakers,

relays, etc.), as follows:

- Failure “On Demand” (M3) of the up-stream HV CircBireaker for a fault in a
transformer

- Failure “On Demand” (M3) of the down-stream MV QiicBreaker for a fault in
a transformer; in this case, the opening of the dit¢uit breaker is driven by the
up-stream HV circuit breaker, to provide a complelisconnection of the
transformer

- Failure “On Demand” (M3) of the MV coupler, aftérat the transformer has been
completely disconnected by the up-stream and ddweaus circuit breakers.

These added sequences are reported in the follavhiagters

6.11.1 Transformer Fault and On Demand Failure of the tipe®n HV CB

Failure Sequence

« Transformers 1 and 2 failure sequences are saffioe e simplified model,
* At the moment of Transformer failure, it is necegda check the “on Demand”
HV Circuit Breaker release (M3 mode), as follows:

- Definition of P “on Demand” failure probability
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- Random number drawing (rand)

- If P>rand, the HV circuit breaker has not cleares fault. In this case, the up-
stream protections and circuit breakers of the Hdbming lines (upper level)
while disconnect the whole Load Node. This is a (d6Fthe wholeMV

distribution down-stream the MV bus-bars.

Repair/Restoration Sequence

The system (the two half MV bus-bars) out-of-sesvicne is the time to disconnect
the HV circuit breaker and the transformer, by opgnthe HV disconnecting
switches and by drawing out the down-stream MVuiirbreaker.

The repair time of the branch, for the simultanefawsdt of the transformer and of the

HV circuit breaker, is assumed to be the transfonmmapair time, which is 99.9% the

longer one; therefore, the transformer failure-repsequence adopted for the

simplified model is not changed.

Remarks:

- After the Load Node black-out, there is no needesiart simultaneously with the
two branches in as-good-as—new condition, suchnathe simplified model,
because in fact one only branch is faulted

- In accordance with REA (Rare Event Approximationjit€ia, no other
simultaneous failure is considered, such as MVudirereaker failure on demand

etc.

103



6.11.2 Transformer Fault and On Demand Failure of the D&tneam CB

Failure Sequence

Same as for HV circuit breaker, adapted for the mkiveam MV circuit breaker as
follows:

« Transformers 1 and 2 failure sequences are saffioe e simplified model,

« At the moment of Transformer failure, it is necegda check the “on Demand”

MV Circuit Breaker release (M3 mode), as follows:

- Definition of P “on Demand” failure probability

- Random number drawing (rand)

- If P>rand, the MV circuit breaker has not discoriedahe faulted branch. In
this case, it is not possible to close the MV ceujind the MV half bus-bar
downstream the faulted branch will remain out-afs®. This is a CCF for
the MV distribution down-stream the faulted braocity.

Repair/Restoration Sequence

The restoration time is the MV circuit breaker afisformer disconnection time.

The repair time of the branch, for the simultanefaust of the transformer and of the
MV circuit breaker, is assumed to be the transforrapair time, which is 99.9% the
longer one; therefore, the transformer failure-repsequence adopted for the
simplified model is not changed.

Remarks:

- REA (Rare Event Approximation) Criteria, same asH¥ circuit breaker
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HV Circuit Breaker Failure “On Demand” (M3 ) MV Coupler Failure “On Demand” (M3 )

HV Circuit Breaker / Transformer Disconnection Time MV Coupler

Disconnection Time

—

Transformer 1 Failure/Repair

||

MV Circuit Breaker Failure “On Demand” (M3 )

MV Circuit Breaker / Transformer Disconnection Tim

Transformer 2 Failure/Repair

MV Bus-Bars 1 + 2

JEPUURDRNY ! R U RN 5 SO

MV Bus-Bars 1

MV Bus-Bars 2

\ 4

Fig. 6.15 Impact of “On Demand” (M3) Circuit&akers Failures on

Transformers Bays

6.11.3 Transformer Fault and On Demand Failure of the Mdu@er

Failure Sequence

Same as for HV circuit breaker, adapted for the ddupler as follows:

* Transformers 1 and 2 failure sequences are sarffioe tie simplified model,

« At the moment of Transformer failure, it is necegga check the “on Demand”
MV Coupler release (M3 mode), as follows:
- Definition of P “on Demand” failure probability

- Random number drawing (rand)
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- If P>rand, the MV coupler has not connected the halh MV bus-bars, and
the MV half bus-bar downstream the faulted brandi wemain out-of-
service. This is a CCF for the MV distribution dostneam the faulted
branch only.

Repair/Restoration Sequence

The restoration time is the MV coupler disconnecttime.

The repair time of the branch, for the simultanefaust of the transformer and of the
MV coupler, is assumed to be the transformer rejoaie, which is 99.9% the longer
one; therefore, the transformer failure-repair seme adopted for the simplified
model is not changed.

Remarks:

- REA (Rare Event Approximation) Criteria, same asH¥ circuit breaker

6.12 Non Cleared Fault on a MV Feeder

As described in the previous paragraphs, in cas¢ @ahfault on a MV feeder

downstream the MV bus-bars has not been cleardtiebfeeder MV circuit breaker,

the protective relays selective operation will oplee general up-stream MV circuit
breaker, to isolate the fault; therefore, the rafgvhalf MV bus-bar will be out-of-

service, as well as all the downstream MV feedénss is a CCF for the MV

distribution, downstream the disconnected half MM4bar only.

Remarks:

- The above described failure / repair sequencetisaly independent of all the
other failure / repair sequences, and there isuperposition to be taken into
account

- In accordance with REA (Rare Event Approximation)it€®ia, no other

simultaneous failures have been considered, sutheailure on-demand of the
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up-stream general MV circuit breaker, and otheft$aan the branch that could

lead to the out-of-service of the half MV bus-bar.

6.13 Equipment CCFs

6.13.1 Simultaneous CCFs

The detailed analysis reported in the previous @hragded to the conclusion that in
this type of Load Node there are no simultaneousifiaent CCFs. However, for
sake of completeness, it is possible to image sadBCF, and to evaluate the
consequences.

» Failures Sequence For every component (HV circuit breakers, Transfers,

etc.), a CCF failure sequence could be assumed; shguence should be
independent from all the other failure sequences.
» Impact complete out-of-service of the node (black-out)

» Repair/Restoration Time&ystem time, to be evaluated; Surely, it wouldabeng

time, taking into account both the equipment repaid the system restoration
time. The components (and therefore the two brantbe) would be re-started
simultaneously, such as in the simplified model.

General Rules

- The simultaneous CCFs could be cumulated in a dvwaacrostructure, adding
their failure rates

- The impact on the renewal sequence is same asirthdtaneous fault of the

transformers, reported in the simplified model
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6.13.2 NON Simultaneous CCFs

The detailed analysis reported in the previous @raped to the conclusion that there
is the possibility of a CCF in case of a failure afiransformer, due to the possible
overload of the other transformer.
It has to be pointed out that the failure modesheffirst failure and of the CCF are
different; the first failure can be an internal lfawonversely the CCF is due to an
overload that can be caused by a design undemgsizin
The failure sequence is similar with the one of k¢ coupler during a fault on a
transformer.
- The failure of the second transformer, such ashef MV coupler, has to be

checked during the repair time of the first transfer.
- The consequence is the out-of-service of the whoézl Node
A specific model has been developed, as follows:
- Itis necessary to evaluate the probability of aerlmad,;

Pol: Overload Probability
Rand: random number
If Pol > rand there is an overload

- The disconnection time for overload is dependiranfithe same overload (high

overload -> short disconnection time); a simpleedin relationship has been

assumed.

Tmax: Maximum disconnection time due to an ovetloa

Tmin: Minimum disconnection time due to an ovedoa
. . . ) rand )
Disconnection TimeT min+ (1——P I )(T max-=T min)
0]

- The repair time of the CCF is relevant to a loagdsling, and usually shorter than

the repair time of the first failed equipment
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Remark In this specific case, the CCF could be avoidetjcipating the load

shedding on the base of signals coming from:

- Alarms (overcurrent and thermal image relays, etc.)

- Autodiagnostic (temperature, etc.)

General Rule

A NON simultaneous CCF has to be modeled, takitmaacount that:

- The failure mode of the second fault can be diffefeom the failure mode of
the first fault;

- The time of the second failure can be a functiotheffailure mode;

- ltis advisable to check the possibility to avdie ICCF, on the base of alarms
and autodiagnostic, during the time between thst failure and the CCF

- The CCF repair/restoration time have to take irtcoant the specific CCF
failure mode; it can be very different from the gupient repair time.

At a first glance, it could seem that the NON sitanéous CCF modeling is very

complicated; however, it has to be pointed out #tlathe network models have to

be repetitive, therefore few NON simultaneous CGitlets only are required; in

this case, one only model is sufficient.

The failure /repair sequence is reported in thievahg figure.

6.14 Simultaneous Re-Starting of the Transformers Renéwvees

The Renewal Cycles of the transformers and assocedquipment are simultaneously

restarted after these type of faults:

- Simultaneous out-of-service of the two transformettsat means the first
transformer is failed and the second transformeiled too during the repair

time of the first one;
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Component 1 Repair Time

—

NON Simultaneous CCF @ Component 1

i Component 2 CCF Repair Time

Component 2

Load Node Out-of-Service

Fig. 6.16 NON Simultaneous CCFs

- NON simultaneous out-of-service of the transforn{Bl®N simultaneous CCF);
- Coupler M1 failure during its closure, after a tathat is causing the out-of-

service of a branch and the change-over sequertbe ™MV bus-bars.
The program is checking which is the first faultamg the above ones, and it is
restarting the failure-repair sequence, after {fstesn restoration time; the sequence
is repeated up to the mission time.
REMARK: The above described simultaneous re-startingsigegific assumption of

this work; however, in some real situations it cbnbt be applicable .
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6.15 Input Data and Simulation Procedure

In power plants, the MTBF of the transformers amduit breakers is much longer
than the mission type; therefore, it is very urlk®d have more than one renewal
cycles for the main components; usually, the rehe&quence is cut before reaching
the first fault. In this condition, it is difficulto test all the failure-repair sequences, in
order to be sure of the correct simulation of sacdomplex model.

It seemed therefore advisable to carry out two @ba$ simulationas follows:

A) Simulation with higher failure rates and repairesnin order to be sure to check
all the sequences described in previous chaptend, ta reach a sound
interpretation of the results.

B) Simulation with real failure rates and repair tigleased on the model developed
and debugged during phase A). The results are ¢dberpared with the ones of
phase A), to check their congruity.

REMARK: The input data and the program sequences“farcing” the CCFs, in

order to highlight them. The simulation resultslwhlerefore show a CCFs failure rate

and out-service-time that have to be consideretktadt 10 times greater than the

realistic ones.
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INPUT DATA

PHASE A)
Higher Failure Rates and Repair Times

Failure Rat Fail Repair Disconnection
Component/System ailure Rate ailure Time Time
(Failures/Year) Probability (h) (h)
HV M1 Failure Mode 0.1 -
o 1000 10
Circuit Breakers M3 Failure Mode - 0.01
MV M1 Failure Mode 0.1 -
o 1000 10
Circuit Breakers M3 Failure Mode - 0.01
M1 Failure Mode 0.1 -
MV Coupler 1000 5
M3 Failure Mode - 0.01
HV/MV Transformers / Equipment 0.1 - 1000
Transformers Symultaneous CCF 0.1
0.5 -
MV Feeders Feeder 4
(5 both Busbars) CB M1 Failure Mode - 0.01
System Restoration after Fault - - 10
INPUT DATA PHASE B)

Normal Failure Rates and Repair Times

. . Repair Disconnection
Component/System Failure Rate Failure Time Time
(Failures/Year) Probability (h) (h)
HV M1 Failure Mode 0.002 -
o 720 10
Circuit Breakers M3 Failure Mode - 0.001
MV M1 Failure Mode 0.002 -
o 720 10
Circuit Breakers M3 Failure Mode - 0.001
M1 Failure Mode 0.002 -
MV Coupler 720 5
M3 Failure Mode - 0.001
HV/MV Transformers / Equipment 0.012 - 720
Transformers Symultaneous CCF 0.1(1)
0.25 -
MV Feeders Feeder 4
(5 both Busbars) CB M1 Failure Mode - 0.001
System Restoration after Fault - - 10

REMARK :

(1) Probability to have a CCF after a fault

(2) The above failure rates and repair times mactordance with the ones reported at Ch. 7.5.1
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The simulation procedure has been based on thewfioldy working conditions and

constraints:

Preliminary simulations showed that, for “forcediput data (Phase A)), a

reasonable convergence can be reached after al 3600 iterations.

The MathLab program is quite complex, and more th@0,000 iterations cause a

continuous running without reaching the end.

Some results are expected, such as:

- Failures and out-of-service times of Circuit Breakand Transformers,

- Sequential failures and out-of-service times ireaasOn Demand Failures of
Circuit Breakers,

- Failures and out-of-service times of MV feeders.

Other results are not expected with a certain pi@tj due to the complexity of

the renewal sequences, but their order of magnitadeo be compatible with the

other expected results.

The check-out of the expected-calculated resultgreence is relevant, in order

to assure that:

- The program is working correctly,

- Areasonable precision has been reached.

On the base of the above working conditions andttamts, the following simulation

procedure has been adopted.

Phase A) 100,000 iterations have been carried out. Takimg account that the
Load Node is including two identical branches, witie same failure-renewal
sequences, it is possible to evaluate a mean akthdts of the two branches, and

this is equivalent to the results of 2 x 100,00208,000 iterations.
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» Phase B) Preliminary simulations with 100,000 iterationsowed a relevant
variance of the calculated results, because mamgstithe renewal sequences are
cut off before the completion of the first cyclehas been advisable to carry out
four sets of 100,000 iterations, and to evaluatmean of the results of the
branches; this is equivalent to the results 0f24xx100,000 = 800,000 iterations.

Furthermore, two simulation modes were planned:

X Mode: Normal First Failure Time

Y Mode: Random First Failure Time (see Ch. 6.8.3)

Preliminary simulation tests showed that:

* X Mode - Normal First Failure TiméNo problems

* Y Mode - Random First Failure Time

» The variance of the results is too high; a mucthéigsimulation quantity
seems necessary to reach sound results
» A detailed analysis of the simulation sequence ted the following
conclusions:
- In general, for the renewal cycles the adoptioa cdndom first failure
time is necessary
- For the sequences with interdependencies betwewwed cycles of
more components, the adoption of a random firstifaitime is NOT
necessary
On the base of the above results, it has beenlpedsi revise the procedure relevant
to the random first failure time, and Ch. 6.8.3 baen revised.
Conversely, a general revision of the program dagel¥ mode, that would have
required a faster computing language (Fortran),noaseen carried out, because this

subject is not strictly related to the scope of timalysis (CCFs in large systems).
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Eventually, the simulation analysis has been adroiet taking into account normal
first failure times only (X Mode).

6.16 Output Format

All the possible out-of-service conditions have besssociated with an output, in
order to have a very comprehensive picture of tbadLNode performance; the
outputs are listed in the tables here below.

For every output, the following data have been ataid:

CODE OUTPUT REMARKS

Quantity of Renewal Cycles
within the Mission Time.
MN | Failures within Mission | Itis indicating if the system
Time either has reached a steady
state condition or it is in the
early transient stage

Failure Rate within the mission

AN | Failures / Year

time
MT | Out-of-Service Time Expected overall out-of-servige
within Mission Time time

To be used to evaluate the
repair rate, and, once
cumulated and associated with
the failure rate, to evaluate th
availability

AT | Out-of-Service Time /
Year

D
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REMARKS:

- The above Outputs have to be considered as preligiesults and in fact they
are not cumulated to evaluate the overall religbfigures at the MV Bus Bars,
which are the goal of this analysis. The overdiabdlity figures have to take into
account also the out-of-service of the up-stream Bl)$ Bars due to the HV
system dynamics; they will be evaluated in the riepters.

- In the following table, Item B1- CCFs in TransfommeBranches, is a figure
cumulating the failures that cause the simultanemuisf-service of both MV
Bus-Bars and the whole system re-starting:

FAILURE REMARKS

Simultaneous Failure of theThis is not a CCF, however it |s
Transformers, i.e. failure of theincluded in this category because) it
second transformer during thé&as the same effect (the simultanepus
repair time of the first one out-f-service of both MV Bus-Bars
and the whole system re-starting)

Non Simultaneous failure, i.e.

CCF due to the overload of the
second transformer during the| Component CCF
repair time of the first one

MV Coupler internal fault during
the repair time of thegystem CCF
Transformer Branch
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OUTPUT DATA DESCRIPTION

Out-of-Service
0|2 |o
— =]
N. Code Failure a[E |@ Remarks
o |9 |2
S5 |2 =
m (> cn
> |28|5g
T |« m
Al HVCB1/2_M1 HV CB Internal Fault (M1) X X
A2 | HVCBC1/2_M3 | MV Coupler does not close g
demand, after fault (M1) and X
disconnection in a HV CB
A3 | MVCBCM1_1/2 | MV Coupler Internal Fault,
while it is closed after fault X
(M1) and disconnection of a
HV CB
Bl | FST System Out-of-Service due t Cumulative figure of all the
Transf. Branch Failures CCFs
* Simultaneous Failure
* Non Simultaneous CCFs X
e MV Coupler internal fault
during the repair time of
the Transformer Branch
C1 TR1/2 Transformer Branch Failures The out-of-service of a
transformer does not cause
any out-of-service in the M\
bus-bars, because the MV
coupler will connect the MV
semi Bus-Bar downstream
the faulted transformer to th
other semi Bus-Bar.
This outpour is used for
statistics only, to check the
program performance
C2 | HVCB1/2_M3 HV CB does not open for a
. X X
Transformer Branch failure
C3 | MVCB1/2_M3 MV CB does not open for a X
Transformer Branch failure
C4 | CBC1/2_M3 MV Coupler does not close ¢
demand, after faultin a X
Transformer Branch
D1 B1/2 Feeders failure, not cleared K
its own CB, and cleared by X
main up-stream MV CB

6.17 Simulation Results

The simulation results of the Load Node Model agorted in the following tables;

they cover:
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Alternative A) — Higher Failure Rates and Repamé&s

Alternative B) — Normal Failure Rates and Repamds

6.17.1 Preliminary Analysis

* The calculated results of Alternative A) are in @dance with the expected
figures. Considering that in Alt. A) all the prograsequences are working
repeatedly, the program can be considered as tedida

 The CCFs failure rates are high figures; this testds expected because, as
reported in the previous chapters, the input daththe program sequences are
“forcing” the CCFs, in order to highlight them. it reasonable to assume that
these failure rates are at least 10 times higtear the real ones.

« The CCFs out-of-service times are relevant; evendh the CCF failure rates are
at least 10 times are higher than the real onesydbult is mainly due to the fact
that an overall CCF is requiring a longest restoratime. Thisresult is important,

because it is demonstrating the relevant impact of CCFs

6.17.2 Generalized Load Node Model

Simulation allowed to clearly identify the hiddetmusture and interdependencies of
the Load Node. Simulation results show that marsylte could have been directly
evaluated without,simulation, and that the othezspmelevant to CCFs and complex
sequences with interdependencies, seem to becoetictable after a sensitivity

analysis.

The important result is that it is possible withhwgood approximation to assume that
the Load Node is a “macrostructure” , i.e. a Galised Load Model, whose

performance is predictable without any interdepandewith the up-stream network.

On the base of the above assumption, there is @ twesimulate the overall system
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“network + load nodes”; conversely, it is possitdesimulate the up-stream network
only, and to superpose in a second phase the Gigedraoad Node model. The only
input data from the Generalized Load Node moddbaancluded in the up-stream
network model are the failure modes of the Load ééotthat cause the disconnection

of the HV bus-bars (see next chapter).
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LOAD NODE SIMULATION

ALTERNATIVE A)

Calculated by Simulation

< 5o | 8 | 8
N. Code Failure £g 3 S8 =
= Z SEF logs
(%] (%] =
¢85 ¢ g 528 52
23 25 | 388 | SE
— =] —
fs Ffo OF= oF
Al | HVCB1/2_M1 HV CB Internal Fault (M1) 4.9397 0.0988 0.0057 1,13e-4
A2 | HVCBC1/2_M3 | MV Coupler does not close on
demand, after fault (M1) and 0.0496 9.94e-4 0.0057 1,13e-4
disconnection in a HV CB
A3 | MVCBCML1_1/2 | MV Coupler Internal Fault,
while it is closed after fault
(M1) and disconnection of a 0.0546 0.0011 0.0063 1.26e-4
HV CB
Bl | FST System Out-of-Service due to
Transf. Branch Failures
. Simultaneous Failure
. Non Simultaneous CCFs 2.1796 0.0436 0.0124 2.49e-4
* MV Coupler internal fault
during the repair time of
the Transformer Branch
Cl | TR1/2 Transformer Branch Failures 4.9579 0.0992 0.5639 0.0113
C2 | HVCB1/2_M3 HV CB does not open for a 0.0505 0.0010 5.846-5 117e-6
Transformer Branch failure
C3 | MVCB1/2_M3 MV CB does not open for a
Transformer Branch failure 0.0488 9.78e-4 5.55e-5 1.11e-6
C4 | CBC1/2_M3 MV Coupler does not close on
demand, after faultin a 0.0495 9.87e-4 2.84e-5 5.68e-7
Transformer Branch
D1 | B1/2 Feeders failure, not cleared by
its own CB, and cleared by 1.2511 0.0250 5.71e-4 1.14e-5

main up-stream MV CB
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Random Starting: NO
Iterations: 1 x 100,000
Failure Rates: Forced
Repair Times: Slightly Higher

Remarks

Expected rounded
figures not available,
because of too many
working conditions

Expected rounded
figures not available,
because of too many
working conditions

For statistics only




LOAD NODE SIMULATION

ALTERNATIVE B)

Calculated by Simulation

< 5o | 8 2| 8
N. Code Failure g e £ S8 =
= | 22 | 835 | 8§
1%} 1%} =
08 | g5 | ¥28 | 53
=8 | 25 | 3£8 | sE
= =] —
§s e OF = oF
Al HVCB1/2_M1 HV CB Internal Fault (M1) 0.0992 0.002 1.14e-4 2.27e-6
A2 | HVCBC1/2_M3 | MV Coupler does not close on
demand, after fault (M1) and 1.11e-4 2.22e-6 1.04e-5 2.08e-7
disconnection in a HV CB
A3 | MVCBCM1_1/2 | MV Coupler Internal Fault,
while it is closed after fault
(M1) and disconnection of a 1.5e-5 3.0e-7 1.22e-6 2.44e-8
HV CB
Bl | FST System Out-of-Service due to
Transf. Branch Failures
. Simultaneous Failure
. Non Simultaneous CCFs 1.1201 0.0224 0.0064 1.28e-4
* MV Coupler internal fault
during the repair time of
the Transformer Branch
Cl | TR1/2 Transformer Branch Failures 0.5985 0.012 0.0491 9.81e-4
C2 | HVCB1/2_M3 HV CB does not open for a 5.306-4 1.08e-5 6.00e-7 1.12e-8
Transformer Branch failure
C3 | MVCB1/2_ M3 | MV CB does not open for a 5.850-4 117e-5 6.76e-7 1.35¢-6
Transformer Branch failure
C4 | CBC1/2_M3 MV Coupler does not close on
demand, after faultin a 5.71e-4 1.14e-5 3.27e-5 6.53e-7
Transformer Branch
D1 | B1/2 Feeders failure, not cleared by
its own CB, and cleared by 0.0501 0.0010 2.29e-5 4.58e-7
main up-stream MV CB
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Random Starting: NO
Iterations: 4 x 100,000
Failure Rates: Real
Repair Times: Real

Remarks

Expected rounded
figures not available,
because of too many
working conditions

Expected rounded
figures not available,
because of too many
working conditions

For statistics only




6.17.3 Input Data for the Upper Level System

The average failure rates and repair times of #ikeire modes that cause the out-of-

service of the HV Bus-Bars are reported in theofwihg tables.

HV BUSBARS OUT-OF-SERVICE Failare Rate} Out of Sefice
ALTERNATIVE A) (Failures/Y) )
Al |HvVCB1/2_M1 [HV CB Internal Fault (M1) 0,0088 1.30E-04
C2 |HVCB1/2_M3 | HV CB does not open.for a 0,0010 1,17E-06
Transformer Branch failu
Cumulated 0,0998 1,31E-04
Average Repair Time (h) 11,51
HV BUSBARS OUT-OF-SERVICE Failre Rate} Out-of Sefice
ALTERNATIVE B) (Failures/Y) )
Al |HvCB1/2_M1 |HV CB Internal Fault (M1) 0,0020 2 70E-06
C2 [|HVCB1/2_M3 | HV CB does not open.for a 1,08E-05 1,20E-08
Transformer Branch failu
Cumulated 0,0020 2, 71E-06
Average Repair Time (h) 1181

Considering that there are two HV Circuit Breakiersevery Load Node, the failure rates

and repair times of the HV Bus-Bars due to faultthhe Load Nodes become as follows:

Alternative A)
HV Bus-Bars Failure Rate 0.2 Failures /Year (rouhfigure)
HV Bus-Bars Restoration Time 11.51h

Alternative B)

HV Bus-Bars Failure Rate 0.004 Failures /Year (dmchfigure)
HV Bus-Bars Restoration Time 11.81 h
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6.18 Summary and Interpretation of the Results

The output data relevant to “real” input only areinly considered. They have been
validated by the coherence with the output datanfrorced” input, and with the
expected data; they are also coherent with the Rimglysis output data from “real”
input, and therefore they are suitable for an di/&Rang + Load Node” analysis.

The main reliability parameters are evaluates Bevs:

Reliability Sum of the Quantities of Failures / Yea

Unavailability | Sum of the Out-of-Service Times (Y&d Year

It has to be pointed out that three failures regmbiin the former tables have not been

considered, for the following reasons:

N. Failure Reason to be Neglected

Al HV CB Internal Eault Included as Equivalent Node failure in the Ring

Analysis
Transformer Branch It is not a cause of MV bus-bars out-of-servicdias
C1 been reported for statistics only, to check [the

Failure congruence of the other output data.

HV CB does not ope
C2 for a Transforme
Branch failure

?Included as Equivalent Node failure in the Rjng
Analysis
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The overall results are summarized in the followtzigjes.

ONE MV SEMI BUS-BAR OUT-OF-SERVICE

S
fog
<
4@@5 \*
\ &
i o
> e&\ g\ s\o
< \\-\\0 S ef°\ \%e S
@6\ o @e@'\@ S ,5\'\\6
» ®Q~ R \<<’Z’ ®Q~ \O° NS
SR S QO S 5T
N NP AN IR
N. S« NN N o K OREN
A2 | 2.22E-06 | 2.08E-07 | 2 | 4.44E-06 | 4.16E-07
C3 1.17E-05 | 1.35E-06 2 2.34E-05 | 2.70E-06
C4 1.14E-05 | 6.53E-07 2 2.28E-05 | 1.31E-06
D1 | 1.00E-03 | 4.58E-07 | 1 | 1.00E-03 | 4.58E-07
Tot. | 1.05E-03 | 4.88E-06 |

BOTH MV SEMI BUS-BARS OUT-OF-SERVICE

N.
A3 | 3.00E-07 | 2.44E-08 | 2 | 6.00E-07 | 4.88E-08
BT | 0.0224 | 1.28E-04 | 1 | 2.24E-02 | 1.28E-04

Tot. | 2.24E-02 | 1.28E-04 |

It is evident that the more relevant failure is B3ystem Out-of-Service due to Transf.
Branch Failures; this is a cumulative failure, utihg the following failure modes which
are leading to the system out-of-service:

1. Simultaneous Failure,

2. Non Simultaneous CCFs,

3. MV Coupler internal fault during the repair timetbe Transformer Branch.
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A subdivision of the output results of the abowufa modes has not been possible, due
to the several intersections of the complex failseguences; however, few simple

calculation allow to reach a sound interpretatisriciows:

1) Simultaneous Transformer Failure

A= 0.012 failures / year (Failure Mode C1)

T ;= 0.000981 Out-of-Service Time (Year)/ Year (Failure Mode C1 - One Transformer)

T
MTTR = — MTTR = 0.082 Year MTTR-8760 = 716.13 h Closeto 720 h OK
1
u:= u= 12232
MTTR
) 2
TUA = {—“) TUA = 9624 % 10 7 Aprox. Tranformer Unavailability
u
‘ Negligible

2) Non Simultaneous CCF
pT:= 0.1 Probability to have an overload

Tmin:= 10 h Tmax := 100 h

AT =55 h Average Time to Overload

) Tmax — Tmin
AT:=|Tmm + ———

2
AT
AT := | MTTR - — AT = 0.075
8760
CCF UA = A-pT-AT CCF UA =9.057x 10~ Unavailability due to

Non Simultaneous CCF
Rounded Figure 10-4

3) Coupler Failure for a Fault in a Transformer Branch

pC:= 0.001 Probability of Coupler Failure on Demand
CT=5 h Coupler Replacement Time
C UA = A-pC- C UA=6849x 10 ? Unavailability due to Coupler Failure

8760 Negligible
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Item 2) is the predominant one and it is of the sawder of the overall availability of
Failure B1; the difference is due to the inter-dejabilities between the Montecarlo
sequences, truncations due to the short missiandimd the long MTBF, etc.

Eventually, a rounded figure UA = 1.3 e-4 can bsuased for the Unavailabiliy of both

MV Bus-Bars

Discussion:

» Unavailability considering One MV Semi Bus-Bar uftService: Rounded Figure 5
E-06

» The Non- simultaneous CCFs is the more relevantdigit means that CCF are very
important in this reliability analysis.

» The assumption that the out-of-service time due tblon -simultaneous CCF is
lasting up to the repair of the first failed tramsher is very drastic; usually there are
some compensation methods to reduce overload,asuldad shedding; however:

- Itis very difficult to carry out a load sheddinga public Utility
- Aload shedding is a reduction of power supply kamlity

» The probability p = 0.1 to have an overload canmseery high, however, in
accordance with the Author’'s experience, it has¢oconsidered as common in
developing countries, where:

- Loads are usually low, but the load forecast is©Wigh increase rates,
- There is need to wait for a new foreign fund tdaep the transformers
Considering that the B1 Unavailability is predonmpaand it is linearly related with
the probability to have an overload, the followifigures are proposed, for the

overall “Ring + Load Node” analysis.
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Overload Unavailability of Remarks
Probability for a Both the MV Bus-
Faultin a Bars
Transformer Branch (Rounded Figure)
0.1 1364 P=0.1 is likely to_happen in
developing countries
0.01 13e5 P =0.01 h_as to be s_urely expected
in developing countries
0.001 1366 P = 0.001 can be conS|dere_d as
typical of developed countries

» The unavalilability of the coupler has an impactacbund 10-15% on the overall
unavailability of the two bus-bars, but withotlte non-simultaneous CCFs; this
coupler reliability performance has to be consideas more realistic than the one
evaluated for the simplified sub-station model, egpbrted at Ch. 6.7.

» General CriteriaA predominant CCF has to be expected, in caseamain design

conditions is changedn this case, the main design condition is themes capability

of the redundant transformers.

6.19 3" Objective - Conclusion

The above described Load Node model is very detaifel it is taking into account all
the several failure modes; therefore, a sound preéation of the results has been
possible, and specifically of the impact of theegaVfailure modes.

The results interpretation is leading to a simetifimath model, reported in Ch. 7.20. This
model can be used by the substation designer tity easluate, with a reasonable
precision, the availability at the MV bus-bars;e gimplified math model can be used as

an equivalent modeto be superposed to the upper level grid, in otdereduce the

simulation complexity and to facilitate the ovenrasults interpretation.
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7 4™ Objective - Upper Level Network — The Ring

7.1 4™ Objective - Summary

What Is Important

- Ring Structure A Ring is a (n-1 out of n) redundant structurel f'Eom two

extremities, and feeding several load nodes; p@ystems rings are usually open in
an intermediate point. The out-of-service of a Nagleausing the cascade out-of-
service of other Nodes, therefore this structurea isuitable case study for the
generalized network theory.

- Ring General TheoryThere is not a general analytic theory of thadfialthough it

is a common (n-1 / n) redundant circuit. Converselis possible and not difficult to
evaluate the ring performance by means of Montecnhulation. The main problem
is that a network designer cannot use Montecanhulgition every time that he has in
mind to use a ring circuit.

New Contribution

- Detailed Network Analysisincluding re-configuration, protections, differefailure

modes for circuit breakers, system CCFs to reactnagprehensive understanding of
the ring performance

- Simplified Mathematical Modelto be used to evaluate reliability parametersneve

though with a certain margin of uncertainty, buitele for feasibility studies

(compare circuit alternatives etc.) and basic aesig
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7.2 Network Structure

As mentioned in the previous chapters, two netvevkls will be considered:

- HV Network: a HV ring interconnecting the Load Ned®pen in an intermediate
point and re-configurable (displacement of the opeint) after fault

- Load Nodes with two voltage levels: HV/MV substatp with two MV bus-bars
interconnected by an open tie-breaker that canldsed in case one of the HV/MV
branches is out-of-service.

The simplified overall scheme is reported in thikofeing figure. The upper part is the

Ring, that is covered in this section; the lowert zaie the Load Nodes, that have been

covered in Chapter 7.
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Fig. 7.1 Rind.@ead Nodes Simplified Scheme
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A Ring is a (n-1 out of n) redundant structure feam two extremities, and feeding
several load nodes. The Ring can be either operosed; the HV Ring considered in
this analysis is relevant to a power transmissi@tesn, and it is open in an intermediate
point (see next paragraphs).
There is not a general analytic theory of the “tiatthough it is a common (n-1 / n)
redundant circuit. Conversely, it is possible amut difficult to evaluate the ring
performance by means of Montecarlo simulation, Auwthor has already carried out
some reliability analysis of telecommunication guaaver distribution rings.
The main problem is that a network designer camset Montecarlo simulation every
time that he has in mind to use a ring circuitwituld be too time wasting, and too
complicated. One of the objectives of this analysisto reach a comprehensive
understanding of the ring performance, to be usedemeral parameters for evaluate
circuit alternatives even though with a certain giraiof uncertainty; the analysis is being
carried out by means of Montecarlo simulation, wsgrecific care paid to the results
interpretation.
In this report, the Ring will be identified takimgto account:

- The “n” quantity of the “N' Load Nodes

- The position of the “Open” Circuit Breaker.
The quantity of “B’ interconnection HV lines is related to the qugntf Load Nodes as
follows:

n Nodes— n+1 Branches

The HV Circuit Breakers up-stream and down-streaenHV lines have been codified

with reference to the Nodes codes, as follows:
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CB (N-1) L (Left) CB (N) L (Left
CB (N-1) R (Right) CB (N) R (Right)

BRANCH N

NODE N-1 NODE N

Fig. 7.2 Circuit Breakers Codes

The Ring model adopted for this report is a compdénucture, with these specific

characteristics:

It is quite extendedmore than in usual networks; the reason is thdkhis way it is
possible to try to reach generalized conclusions;

It is operated as open, with a pre-determined gandition that can be identified by
the position of the open point; after fault, thagriis re-configurated, in order to
assure power supply again to all the load nodessbuotetimes the ones directly
affected by the fault. The reason to work with @@ ring is that the short circuit
level is lower (feeding from one only side), anerthis not a problematic power
sharing from the feeding points. Because the opant ;s only one, and it is an open
Circuit Breaker at one only extremity of a branttfere is an intrinsic asymmetry of
the model.

This ring model is including the protection systeperation, which clears the faulted

branches/nodes in a selective way;
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- Two circuit breakers failure modes (M1 and M3, €¢e 6.6.2) have been taken into
account, with different impact on the disconnectotdmodes and branches to clear the
fault.

Due to the above characteristics, that are tymtahgs in advanced power transmission

systems, this model can be considered one of tre oomplex ring structures.

The simplified Ring scheme, without the Load Nodgseported in the following figure.

REMARK:

- Codes of the Circuit Breakers, just down-stream disgribution bus-bars in the
EHV/HV Substations: CB M (Main) Left and Right

Assumption:

- The HV Ring is relevant to a HV Utility, therefotieere is not a “Starting Date” for
the system; in this case, the model of the LoadeNas independent from the model
of the Upper Level Network (Ring) (see previouspthes) and it can be superposed

in a second phase.

In this model, n=5 Quantity of Nodes

n+1=6 Quantity of Branches
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NLeft * l N Right % ]
~ -
ol d
CB M Left CB M Right
B1 Circuit Breakers Codes B6

(B (n+1))

CBB2L CBB2R

B2 B3 B4 B5

(B (n-3)) 4 (B (n-2)) (B (n-1)) (B ()
N2 N 3 N 4
(N (n-4)) (N (n-3)) (N (n-2)) (N (n-1)) (N (n))
n Ni Intermediate Nodes
n+1 Bi Branches

CB B3 R Open Point

Fig. 7.3 Simplified Ring Scheme

7.3 Network Structure

The analysis of the ring model is carried out itaedance with the general criteria
adopted in this report for the overall analysislarge networks, and reported in the
previous Chapters:

- A priori identification of the “residence” states

- ldentification of virtual Nodes and Branches

- Definition of the starting time for the several eaval cycles

> A Priori Identification of the Residence States

The “Residence” states are the “out-of-service"ditbon of the several Load Nodes
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> Identification of Virtual Nodes and Branches

- Branchesthey include High Voltage Transmission Lines, atfidthe equipment
between the up-stream and down-stream circuit lreaksuch as current and
voltage transformers, disconnecting switches, hglg arrestors, etc. The failure
of these equipment is cleared by the release oufhistream and down-stream
circuit breakers only.

Nodes Circuit Breakers failure modes (see previous @ragpand par. 8.5 of this
Chapter) M1 and M3 have been included in the vimwales, because they cause
the release of the up-stream circuit breakers; #Rre mode has been neglected.
The Nodes Equivalent Model, and its impact on thegRare described in the

following chapters.

Virtual Branch

OHTL - OverHead Transmission Line I
> LA - Lightning Arrestors >
I O VT - Voltage Transformers O I
DS - Disconnecting Switch I
I CT - Current Transformers i
| ! CB - Circuit Breaker | !

|
I
| Virtual
I
I

I I
I I
Virtual | |
Node Node
I -Bus-Bars I -Bus-Bars I
-CB (M1) | -cB(M1) |
| -cB(m3) | -CB (M3) |
s s s —— [ —

Fig. 7.4 Virtual Branches and Nodes
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7.4 Branches Protections

It has been assumed that all the HV Lines (Brancesprotected by:

* Main (instantaneous) protections, releasing thetreasy and downstream circuit
breakers of every line. These protections can Herdntial, directional overcurrent
and distance {izone with inter-tripping) relays; they open thalfed line only;

» Back-up (delayed) protections; they do not open fthdted line, but the circuit

breakers of the upstream/downstream branches/nod#ss case, the effect of the

fault is more extended, and it is usually a cadsgystem CCF.

Working Assumptions:

- No more than one back-up step has been considéadneans to limit the analysis
to the second order cut-sets (common assumptiopoiner systems reliability
analysis)

- Both the HV circuit breakers of the upstream/dowewn line will be open, even
though one only open CB could be enough in somescas

The above working assumptions are treated in det#ile following sections.

7.5 Ring Common Cause Failures (CCFs)

Two main types of CCFs have been taken into account

- Equipment CCEsthey are only related with the HV Lines, becaitsbas been

showed that CCFs between nodes are not realisicG€Fs Ch. 5.5.2 and Appendix
A)). HV lines can be subject to CCFs, mainly duesxternal factors (see Appendix
A)).

Working assumption: CCFs for HV lines have beensatgred only for couples of

lines connecting a node, because in this case @nnax factor can be realistic, even
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though remote. For example, in case of Node 2, Qd¥s for B2 and B3 branches
have been taken into account.
REMARK: The criteria to consider Equipment CCFgéneral, although it is applied
to HV lines only; in other words, any other Equipth€CCF could be taken into
account with the same above procedure, and witkahee working assumption.
Discussion about “Equipment CCFs between Nodesateealistic”
There is actually a “network” redundance, even tghut is different node by node,
therefore CCFs should be expected. But:

* Both predictive analysis (FMEA) and statistics du mdicate CCFs between

equipment of different (adjacent) Nodes; the maaspns are:

- Distance between Nodes is relevant

- The Nodes equipment are submitted to differentssé®e within the

network, that is not homogeneous

- In a Node, the main equipment are the HV Circugdkers, and no CCFs

are expected /recorded unless due control and ptiote systems (see next
paragraph)
» Control and Protection System could really be CQfesyever:

- Control Systems: Nodes are “static” networks, with@utomatic changes;
therefore, the temporary loss of control functiltres has no impact on the
power supply; in other words, a temporary faultagontrol system does not
cause the opening of the circuit breakers and ¢iss bf supply to the MV bus-

bars (reliability goal). The only case that can bBeCCF is the coupler
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malfunction, but this failure mode has been treaeparately in detail, due to
its importance
- Protection Systems: their malfunction can realey @ CCF, and eventually
the failure effect is a System CCF. Due to theipartance, the protection
systems failure modes have been treated separately.
System CCEsIn case that either a node or a branch are eséwnfice, there is the

possibility that the downstream nodes, betweeriatked point and the open point of

the ring, could remain out-of-service. This isyast8m CCF.

Remark: the out-of-service of “nodes” in serieshwtihe faulted point is strictly a
System CCF, because in this report it has beemeskthat the reliability goal is to
assure the connection of the Load Nodes; converdeysimultaneous out-of-service
of more than one “branch” can be considered a “@mraCF, it is usually leading to
the simultaneous out-of-service of more than ongen@CF), but it is not strictly a
System CCF related with the reliability goal/index.

Functional Dependencies and CCHs accordance with the definition proposed in

Ch. 5.5.4: A typical Functional CCF in power systeis the overload of the HV

lines , and the consequent cascade failure; tmsttanal CCF however has not been

taken ino account; the reasons are described ifollogving discussion.

Discussion

= The disconnection of a HV line, due to overloady oacur in a HV network for
the following reasons:

- aload increase;
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- a line disconnection due to a fault, the subsequettork re-configuration,
and the possible overload in the lines which reradiactive
The network has to be operated as an”interconnentedh”; this condition is not

applicable to our case studipecause the ring is in fact re-configurable, kius

an “open mesh”, i.e. it is a mesh open in an inmediate poin and working as a

radial system. It should be applicable in case th&t analysis would have not be

limited up to the first upper level.

Along the past 4 decades, several studies have basgred out to develop

Montecarlo simulation that could take into accouhné cascade failure due to

overload; e.g. the Author’'s MS thesis (1981) isecog Montecarlo simulation of

sub-distribution systems, with re-configurationeaftines overload. The more

recent studies, with advanced alghoritms, have bdeweloped for PSERC

(Power Systems Engineering Research Center) byddol@zarreras, Ren [23N],

[24N].

The usual procedure is as follows:

» Probabilistic model of the loads

» Detection of the Overloads by means of Direct Curréoad Flow, a
simplified alghoritm that does not need of iteragoto solve the equatoins
linear system relevan to the load flow, and thenrefbis suitable to be used in
Montecarlo simulation

» Re-configuration of the network, and load shedding

» Evaluation of the reliability index, which in thease is the overall power

delivery at the Load Nodes final bus-bars
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* The network model for the above studies is usuallgh more simplified than the

one developed for this work.

7.6 Repair/Reconfiguration Times

After a fault, there is the following sequence:

- Re-configuration TimeThe time to disconnect the faulted equipment, anere-

configurate the ring; during this time, all the liches and nodes between the faulted
point and the open ring point will remain discorteec

- Repair Time The time to repair the faulted equipment, orleacthe fault in case of
an external occurrence (impact of an extraneouscbbn a high voltage line, such as
a tree branch). During this time, the ring will r@m in the provisional re-
configuration after fault; after this time, the girwill be reset in the original

configuration

7.7 Main Working Assumptions

* Open Point and Open Brandhhas been assumed that:

- The ring will be operated as “open”.
- The HV line connected to the open point will remanergized (common
practice, to facilitate the re-configuration)

* Generation at the Load Nodek the existing HV (132 kV) Rings, there is the

possibility that generators are connected to thadLNodes; however, usually they
are generators of small-medium capacity (up to 40AM In case of a malfunction
on the Utility network, all the generators havebw disconnected, in order to avoid

damage in case that they are reconnected withsyri@ronizing check.
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Therefore, in this report the generation at the d ddodes has been neglected

because:
- It has a very limited impact on the network discection after fault
- It has actually no impact on the CCFs analysis.

Limitation of the Analysis to Second-Order Cut-Sdtke analysis will be limited to

the second sequential fault occurrence; a thirduesetipl fault occurrence is
considered an extremely rare event, that is nettffg the results of this analysis.

Subsequent fault, during disconnection and befereonfiguration Not taken into

account, because the time is very limited and toeigence is extremely rare without

any relevant impact on the analysis

7.8 Fault Scenarios

On the base of the above assumptions and workimglittons, the following fault

scenarios will be analyzed:

>

>

Fault in a Branch

Fault in a Branch, and sequential fault on a sedémaoshch during the repair time of
the first faulted Branch

Fault in a Node, CB — M1 failure mode

Fault in a Node, sequential CB — M3 failure modet (cleared fault on equipment)
after a fault on a Branch or on a CB

Equipment CCF

Fault in a Load Node, causing the complete outeofise of the same Node
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7.9 Faults in the Branches — Preliminary Simulations

A set of preliminary simulations has been carriet, @ order to develop and properly
test a correct ring model.
This preliminary simulation is covering the compleing,

A simplified simulation modethas been adopted, with the following charactessti

- Ring configurated as reported in the above figubes,taking into account faults on
the branches only; despite of this simplificatithe model is already suitable to
identify System CCFs, because the opening of achraan cause the out-of-service
of the downstream nodes and branches up to theopeg point (see FMEA tables
relevant to High Voltage Lines)

- Simultaneous simulation of a renewal cycle for gy@anch

- No ring re-configuration, for the time being

Specific working assumptions of the preliminary glations

» Failure rates

- The failure rates of the branch equipment (seevitieal branch model) have been
cumulated into one only overall failure rate;

- The above failure rate is larger than real, in orte “force” the MonteCarlo
simulation to provide a reasonable quantity of tauluring the renewal cycle of
every branch;

- The same overall failure rate has been considee@lf the branches, in order to
facilitate the result interpretation and mainly ttiéerences due to System CCFs;
conversely, different failure rates have been a®ersid in the preliminary simulations

carried out to test the model, to easily “trated simulation output.
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» Probability Distribution The exponential distribution has been considdreith for

failure rates and for repair/re-configuration r#ieses, in order to facilitate the
results interpretation;

» Mission Time a 50 years mission time has been considerechébasic simulation;
this mission time is longer than the common figules still realistic.

* Renewal Cyclesthe quantity of renewal cycles is pre-determireat] so large to be

absolutely sure that it is over-passing the mistioe

General Input Data

Branches Failure Rate: 0.1 flyear
Repair Time: 24 h
Re-Configuration Time: 2 h
Number of Simulations: 1,000,000

Simulation Results

Legend:
DN Nodes active disconnection by upstream and dveas circuit breakers o
the faulted branch
CN Passive disconnection by up-stream Out-Of-SerBianches / Nodes in

series(System CCF)

AN Nodes availability, taking into account both @Nd SN
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1% SIMULATION
SPECIFIC INPUT DATA
Mission Time (y) 50
Renewal Cycles 14
RESULTS
Nodes N1 N2 N3 N4 N5
DN 5.0524~] 5.7681 5.5099 5.1130 _~ 5.238b
CN - | N8.0524 10.35154 5.2385¢" -
AN 99.9977 99.9951 99.9928| 99.9953 99.9976
Check-out: DN (N1) = CN (N2) OK
DN (N4+N5) = CN (N4) OK
CN(N1)=CN(N5) =0 OK
DN Mean: 5.33638
Failure Rate: 0.10673
DN Standard Deviation: 0.29859
2"Y SIMULATION
SPECIFIC INPUT DATA
Mission Time (y) 150
Renewal Cycles 40
RESULTS
Nodes N1 N2 N3 N4 N5
DN 15.8321 15.4087 15.5556 15.3185 15.8971
CN - 15.8321 31.2156 15.8971 .
AN 99.9976 99.9952 99.9929 99.9952 99.9976
DN Mean: 15.6024
Failure Rate: 0.10402
DN Standard Deviation: 0.25491
39 SIMULATION
SPECIFIC INPUT DATA
Mission Time (y) 500
Renewal Cycles 200
RESULTS
Nodes N1 N2 N3 N4 N5
DN 50.0344 50.7577 50.5020 50.0910 50.2295
CN - 50.0344 100.3205 50.2295% -
AN 99.9977 99.9954 99.9931 99.9954 99.997
DN Mean: 50.3229
Failure Rate: 0.10065

DN Standard Deviation: 0.30284
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Preliminary Interpretation of the Results

» System CCEsThey have a relevant impach the quantity of nodes out-of-service

occurrences; the impact is more relevant for théesdhat are close to the ring open
point, because any up-stream fault will disconrattthe down-stream nodes and
branches. Conversely, the impact on the nodesadiity is clearly detectable, but it
is not so relevant (fifth digit).

» Mission Time The failure rate, recalculated as DN / Missiom@&]j is very close
(+0.6%) to the expected one (0.1 failures/yeargdse of a mission time t = 500 y
(50,3229 / 500 = 0.1006), but 500 y is not realjstionversely, for a real mission
time t = 50 y, the recalculated failure rate is%.larger due to the several simulation
truncations and approximations (5.33638/50 = 0.1.067

» Nodes Availability It is very similar for all the mission times.

» Statistical Consideration

- The estimated precision of a simulation resulténegal is related with/N, and for
1,000,000 simulations the precision should be efdhder of 0.1%; conversely, in
our case the precision is around 0.6%, due to ¢keral simulation truncations and
approximations;

- The recalculated failure rate, which is a “mears, becoming more precise by
increasing the mission time;

- The failure rate variance is not reduced by inangathe mission time, it is always in
the range 0.25-0.35;

- The Nodes Availability is quite constant for aletmission times.
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Provisional Conclusions

>

The impact of the System CCEFs is clearly detectableas to be pointed out that the

open and reconfigurable ring is a network structheg is showing easily this result,
because it is a double-series structure in whitlease of a fault, all the branches and
nodes downstream the faulted point and up to tigeapen point are disconnected;
The simulation model worked well, with a reasongiecision that allows a sound
interpretation of the results; however, taking irdocount the above reported
statistical considerations, a uncertainty propagadinalysis is advisable;

The adoption of a real mission time is not assutimg best precision, due to the
simulation truncations and approximations; howewvieseems that the error is not
larger than a few percent points, and therefore@eble for an interpretation of the
grid performance;

The impact of the System CCFs is clearly detecthbth on the nodes out-of-service
occurrence guantities, and on the nodes availghildwever, the impact on the nodes
availability is much less relevant™{&igit). This result is typical in power systems
analysis and almost all the hi-tech repairableesyst because the equipment MTBF
is much larger than the MTTR. It is therefore adbie to take into account not only
the nodes availability as reference reliability graeter, but also the failures

frequency and duration, that means the power supm)ity.

7.10 Sequential Faults After Reconfiguration

Faults on Branches are the more common and frequest therefore, it reasonable to

consider the possibility of a second fault on anBraduring the repair time of the first

faulted Branch.
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The normal sequence after a fault in a Braiscls follows:

- Failure in a Branch

- Ring reconfiguration (short time)

- Branch repair (more extended time)

- Ring reset to the original configuration
Relevant factors:

- Branches Failure Rate: high

- Branches Repair Time: long
Therefore, a fault on a second Branch during tpairgime of the first failed one is not
frequent but anyway possible.
The sequence of a second failed branch duringegbertime of the first one is reported
in the following figure.

Assumptions

* No further faults during reconfiguratioft is reasonable to assume that during the re-

configuration time there will not be another faoh a branch; this assumption is

actually in accordance with the operation practitthe HV systems, and the impact

of this assumption on the overall analysis is dbturegligible. The main reasons are:

- The reconfiguration time is much shorter than #ygair time,

- During the re-configuration, the part of the rirgfween the fault and the Open
Point is out-of-service

* No possibility of reconfiguration after a fault arsecond branchherefore, the

reconfiguration time of the second faulted brandhmet be taken into account.
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Calculation Procedure

In this stage,
- All the failure-repair sequences have been alreadjuated
- The mission time has been stated; usually it igéidhto no more than 50 years,
therefore there are only few renewal cycles forgbeanch
For every branch, it is now necessary to chedkafd is a fault in another branch during

the repair times.
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O N Left N Right O3
A) 1st FAULT
B1 Time: ~ Instantaneous B6
Open Point

B5

B2 B3 B4
N1 *NZ* *N:&* N 4 N5

Time: ~ Instantaneous

O N Left N Right &
Opening of the B) AFTER 1st FAULT
81| UpSteamand BEFORE RECONFIGURATION B6
own-Stream CBs
Time: Reconfiguration Time
B3 B4 B5
é N 2 * * N 3 * é N 4 * N5
O N Left N Right O3
C) AFTER RECONFIGURATION
B1 Time: Repair Time — Reconfiguration Time B6

Closure of the Open Point

B2 B3 B4 B5
N1 %NZ* *NS* N 4 N 5

O N Left N Right K
D) 2nd FAULT Opening of the

Up-Stream and B6
Down-Stream CBs

B5

B2 B3 B4 /
v
N1 N2 N3 N 4 N 5

Fig. 7.5 Reconfiguration and Second Faulted Branch
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Nodes between B2 and B5 Out-of-Service

B2 Repair Time

B2 Reconfiguration Time

Nodes downstream B

Out-of-Service _ . B5 Repair Time

Fig. 7.6  Overall Failure-Repair-Reconfigurat®equence

The following Nodes will remain out-of-service:
- Nodes downstream thé'faulted Branch, during the reconfiguration timethe
above example, Nodes N2 and N3.
- Nodes between the'faulted Branch and thé%one, during the repair time of the
1% faulted branch:; in the above example, Nodes N2Nghd

Conditions to be verified

» Open Circuit Breaker AvailabilityThe Open Point circuit breaker must be:
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- Available; the failure-repair sequence of this GBM1 failure mode has been
already evaluated; it is necessary to check thaxetis no overlapping between
the failure of this CB and the reconfiguration pag time of the faulted branch

- Ready to close on call (M3 failure mode)

Left/Right Position of the Open PoinThe position of the Open Point CB has a

relevant impact on the Nodes that will be put duservice. In the above example,
the Open Point CB is the left one of the open poiode, and during the
reconfiguration the N2 and N3 nodes will remain-ofiservice; conversely, if the
Open Point CB would have been the right one ofdpen point node, also the N4
node would have been out-of-service during thenkgoration time. This condition

is repetitive for all the other failure modes oé tRing.

Superposition of the Repair TimeJhere is the possibility that the repair timettod

2" faulted Branch would be so short that the restamaof the 2° faulted Branch
could be carried out before th& flaulted one. The analysis of these overlapping is
reported here below.

TR1: Repair Time (instant time) of th& fhulted Branch

TR2: Repair Time (instant time) of th& 2faulted Branch
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1st Case TR1 < TR2
TR1 TR2
—> —

1st Failed Branch |

| 2nd Failed Branch |

2nd Case TR1 < TR2
TR2 TR1
Re 1 b

1st Failed Branch |

| 2nd Failed Branch |

Fig. 7.7 Superposition of the Faulted Branchepd® Times

1% Case: TR1 < TR2
After TR1, the ring is fully fed, but open in cospondence of the"?faulted
Branch
The out-of-service time of the intermediate NoGeER 1-Teconfigl
- 2" cCase: TR1 > TR2
After TR2, the ring is fully fed, but open in cospondence of the 1st faulted
Branch
The out-of-service time of the intermediate nodssotild be” TR2-Teconrigl,

but usually one only repair crew is working, therefthe I faulted line will
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be repaired first. Finally, the out-of-service timkthe intermediate nodes is
againTR1-Teconfigl
The above sequences and conditions have to beedefiir all the branches; the analysis
has been splitin two parts, left side and rigti¢ ®f the open node.
Furthermore, it has been verified that no interiee2can occur between the sequences,
and the analysis can be carried out on “all” tmesi without exclusion betweefi and
2" faulted line; a quick check of the above sequerstesvs that no interference is
possible.
The analysis and the implementation of all the al®equences and conditions, and later

their debugging, required a relevant effort.

7.11 Faultin a Node — Circuit Breaker M1 Failure Mode

An internal fault in a circuit breaker (failure m®d/1), such as a loss of insulation,
cannot be cleared by the same CB, and must beedl&égrthe up-stream CB; in this case,

the Node of the faulted CB is put out-of-servicedd Failuré

The fault-reconfiguration sequence, reported innet figure and relevant to a “left” CB
of a Node, is as follows:
- Internal failure of a CB (failure mode M1);
- Fault cleared by the up-stream (sending side) @&sg is no need, of course, to
clear the fault down-stream too;
- Isolation of the faulted CB, by means of the diswxting switches

- Re-configuration of the ring, by closing the Opemr CB.
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The overall reconfiguration time is longer than thee of a faulted branch, because in
this case there is to take into account both theordiguration time of the ring, that is
same as for a faulted branch, and also the isal&tioe of the CB.
Renewal sequences have to be evaluated for:

- All the “left” CBs of the Nodes

- All the “right” CBs of the Nodes

- The Main Left CB

- The Main Right CB
The mission time has been stated; usually it igdidito no more than 50 years, therefore
there are only few renewal cycles for every branch.
Assumption:
No further faults in CBs during the isolation, refiguration and repair times; in fact,
the overall failure-repair interval is much shortean the expected failure time, and the
above assumption is actually in accordance with plhesent operational practice;
therefore, the impact of this assumption is neplei
The following Nodes will remain out-of-service:

- The Node of the faulted CB, and the Nodes downstrekit, during the isolation

+ reconfiguration time; in the above example, Nod2sand N3.

A complete analysis has to take into account &earhpact of:

- The Left/Right position of the faulted CB

- The Left/Right position of the Open Point CB
Furthermore, the consequences of a fault in thenMagft/Right CBs has to be

investigated.
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Fig. 7.8 Disconnection d¢faulted Left CB (M1 Failure) and Reconfiguration
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Impact of the Left/Right position of the faulted CB

There is no impact, because the fault in the CBbeadleared by:
- Both the CBs of the up-stream branch, in casettiegataulted CB of down-stream
branch is the up-stream one (see fig. 7.9)
- The up-stream CB of the branch, in case that thikeih CB of the same branch is
the down-stream one (see fig. 7.10)
In both cases, the node of the faulted CB and tvenestream ones will be put out-of-
service during the re-configuration time (SystemFpdn the example of fig. 7.9 and
7.10, the out-of-service nodes are N2 and N3.

Impact of the Left/Right position of the Open Pdi®

The Open Point Node will be put out-of-service,case that the faulted CB is on the
same side of the Open Point CB, referred to then®jment Node.

In the examples of fig7.8 and 7.9, the fault istlom right side of the Open Node, and the
Open Point CB is the right one of the Open Nodehia case, the Open Node N4 will

not beput out-of-service during re-configuration.

Conversely, in the example of fig. 7.10, the faslon the right side of the Open Node,
but the Open Point CB is the left one of the Op@adléy in this case, the Open Node N4
will be put out-of-service during re-configuration.

Conseguences of a Fault in the Main Left/Right CBs

An internal fault in the Main Left/Right CB, that directly connected to the main
Left/Right bus-bars, can be cleared only by therMaB up-stream the same Bus-bars,
and this will cause:

- The out-of-service of the bus-bars
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The consequent out-of-service of all the feedersapng from the bus-bars; in

other words, the out-of-service of all the disttibn system spreading from the

bus-bars.

N Right K,

A) EAULT
B 6

O N Left

Open Point

B2 B3 B4 B5
Nl+ N2+ +N3+ N 4 N5

Time: ~ Instantaneous

O N Left N Right O
Opening of the B) AFTER FAULT
81| oftheUpStreamCB BEFORE CB ISOLATION B6
Time: ~ Instantaneous
B2 B3 B 4 B5
NJ_I'Jl:| +N2+ +N3+ %N4* N5
O N Left N Right 3
C) FAULTED CB ISOLATION
B1 Time: CB Isolation Time B6
Isolation of the faulted CB
B2 B3 B4 B5
Nl"JI:| N2+ +N3+ éNél* N5
O N Left N Right O
D) RECONFIGURATION
Time: Reconfiguration Time B6

B1
Isolation of the faulted CB

Closure of the Open Point

B2 / B3 B4 B5
Nl"JI:| LJIJN2+ *N?)* N 4 N 5

Fig. 7.9 Disconnection ¢faulted Right CB (M1 Failure) and Reconfiguration
Open Point Left CB
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Fig.7.10 Disconnectioof Faulted Left CB (M1 Failure) and Reconfiguration,
Open Point Right CB
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The fault-reconfiguration sequence, reported infidne7.11 and relevant to the Main Left

CB, is as follows:

Internal failure of the CB (failure mode M1);

Fault cleared by the up-stream Main CBs, and caram#qgout-of-service of the

Left Bus-Bars

Isolation of the faulted CB, by means of the disesting switches

Re-configuration of the ring, by closing the Opemnr® CB.
The overall reconfiguration time is longer than three of a faulted branch, because in
this case there is to take into account both theondiguration time of the ring, that is
same as for a faulted branch, and also the isal&tiee of the CB.
Renewal sequences have to be evaluated for botMé#ne Left CB and for the Main
Right one.
After the fault clearance, the consequences af@llagvs:

- Out-of-service of all the nodes downstream theté&alCB, up to the Open Point;

this a System CCF, of the same importance of teeipusly considered ones

- Out-of-service of all the distribution system dogtneam the bus-bars. This is a

System CCF of greater importance of the above meat one; in this work, it

has been called Upper Level System CCF.

Therefore, the consequences of the faults dueféliae in the Main Left/Right Node
have been evaluated separately, and they haveeeaotdumulated with the other Systems
CCFs

Remark In this case too, the left/right position of tBpen Point CB has impact on the

out-of-service of the Open Point Node. In the exi@mpported in Fig. 7.11, the Open
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Node CB is the left one, and the Open Node N4 wdl be put out-of-service;
conversely, if the Open Node CB would be the rigie, the Open Node N4 will not be
put out-of-service.

Other assumptions as described in the previoug@Ephs.

+ O N Left N Right
* * * * A) FAULT ON MAIN LEFT CB
Bl Time: ~ Instantaneous
en Point
B2 B3
N1 + + N 2 + N
Time: ~ Instantaneous
N Left N Right
B) BUS DISCONNECTION
Time: ™ Short Delay (0.3-4 s)
en Point
B3

N Left N Right
* * * * e C) FAULTED CB ISOLATIOII\Ig

B1 Time: CB isolation and Bus Re-Energization B6

Time: ~ Instantaneous

Open Point_ Pomt

el Y L

Time: ~ Instantaneous

"

N Left
* * e e D) RECONFIGURATION

B1 Time: Re-configuration

N Right

Open Point CB Closure
B2

4 bed dd

Time: ~ Instantaneous

B5

Fig. 7.11 Fault in a Main Left/Right CB
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7.12 Circuit Breaker M3 Failure Mode

There is the possibility that, in case of a fanlaiBranch or in a Node such as described
in the previous chapters, the same fault could betcleared by the immediately up-
stream circuit breaker.

The up-stream Circuit Breaker, called to open #aclthe fault, is not openin@M3

failure mode); The main reasons are:
- The mechanical driving mechanism of the CB is sthll
- The opening coils are interrupted
- Protections malfunction

- Control and protection circuits malfunction

The final consequenas the CB M3 failure mode is the out-of-serviceabfeast another

node up-stream the faphs follows:

- Fault in a Branch, not cleared: The Node up-streatie faulted Branch is put
out-of-service by the back-up protections of thestppam Branch,
- Fault in an incoming CB of a Node, not cleared: ™Made up-stream of the
faulted one is put out-of-service
The sequences of the above faults are discussedbkw.

Fault in a Branch, not cleared

A fault in a Branch should have been cleared hufiietream CB, that conversely did not
release. The protections of the up-stream Branehharefore called to release (selective
operation, ¥ zone of the distance protections.

The fault-reconfiguration sequence, reported in7id 2, is as follows:
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Failure in a Branch

- "On-Call” failure of the up-stream circuit breaker
- Release of the protections of the up-stream bramblth “sees” the fault in a
selective sequence"fZone of the distance protections)
- Isolation of the faulted CB, and also of the fadilBranch in case that the fault
has net been self-eliminated ( e.g. the wet leaf/@sree on a conductor)
Remark: more than 85% of the faults on the linessaif extinguishing
- Ring re-configuration by closing the Open Point #melup-stream open branch
Again, the overall reconfiguration time is longkan the one of a faulted branch, because
in this case there is to take into account bothré¢heonfiguration time of the ring, that is
same as for a faulted branch, and also the isal&tiee of the CB.
No renewal sequences relevant to the M3 failureertaas been considered, because this
is an “On-Demand” failure mode; conversely, a “Demand” failure probability has

been evaluated for the CBs up-stream the faultaddhes.
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Fig. 7.12 CB Failure (M3 Mode) to Clear a FaulaiBranch
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A fault in the First/Last Branch, not cleared bg thp-stream Main/Left Circuit Breaker,
can be only cleared by the Main CB up-stream timeesBus-bars; the consequences are
same as described in the previous chapter:
- Out-of-service of all the nodes downstream thetéaliCB, up to the Open Point;
this a System CCF, of the same importance of teeipusly considered ones
- Out-of-service of all the distribution system dostneam the bus-bars. This is a
System CCF of greater importance of the above meat one; in this work, it

has been called Upper Level System CCF.

Fault in a Circuit Breaker, not Cleared

The Left/Right position of the CB has a relevanpaut, therefore the two following
cases have to be checked separately:

- Faultin a Left CB; fault-reconfiguration sequenceported in fig. 7.13

- Fault in a Right CB; fault-reconfiguration sequeneported in fig. 7.14

> Faultin a Left CB

A fault in a Left CB should have been cleared l®/up-stream CB of the Branch,
that conversely did not release. The protectionghef up-stream Branch are
therefore called to release (selective operatiolf, zbne of the distance
protections.
The fault-reconfiguration sequence, reported in7id3, is as follows:
- Failurein a Left CB

“On-Call” failure of the up-stream circuit breakgeft CB of the Branch, that

means the Right CB of the up-stream Node)
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Release of the protections of the up-stream bramhlth “sees” the fault in a
selective sequence"Zone of the distance protections)

Isolation of both the faulted CBs

Ring re-configuration by closing the Open Point a&hé up-stream open

branch.

> Faultin a Right CB

A fault in a Right CB should have been cleared lhg tp-stream CB of the

Branch, that conversely did not release. The ptiotes of the up-stream Branch

are therefore called to release (selective operat®’ zone of the distance

protections.

Remark: In this work, it has been assumed thaetieeno bus-bar protection, or

any other protection that could isolate the faulledie; this is a common practice

in High Voltage sub-systems, but NOT in the ExtigliHVoltage systems.

The fault-reconfiguration sequence, reported in7id3, is as follows:

Failure in a Right CB

“On-Call” failure of the up-stream circuit breakgeft CB of the Branch, that
means the Right CB of the up-stream Node)

Release of the protections of the up-stream bramhblth “sees” the fault in a
selective sequence"fzone of the distance protections)

Isolation of both the faulted CBs

Ring re-configuration by closing the Open Point a&hé up-stream open

branch, and by means of a by-pass on the firstedd@B (M1 failure mode)
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Remarks:

Other protection and release sequences could bsiderad in accordance with

specific procedures of the utilities, the abovecdbsd ones are quite common, and
the interpretation of the consequences is notadiffi therefore they have been
considered a good compromise for this work

The introduction of the M3 failure mode “shorten¢k® ring, as it's evident from the

above figures, and many constraints had to be declun the software sequences, to
correctly evaluate the series out-of-service ofNloeles (System CCFs)

All the assumptions considered in the previous €&l to be taken into account in

this case too.
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Fig. 7.13 CB Failure (M3 Mode) Clearing a Fanla Left CB
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Fig. 7.14 CB Failure (M3 Mode) Clearing a Faual&i Right CB
(One of the possible sequences)
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7.13 Ring CCFs
Ring CCFs are the typical, very rare, common evantdigh Voltage sub-distribution
systems; they summarized here below.

- CCFs in BranchesThey are mainly due to external factors (envirenth It has to be

pointed out that the extension of a HV system ilwidreds of kilometers, therefore

in this work it assumed that CCFs in Branches aarerca limited area only with no

more than two contiguous Branches; the final consege is the out-of-service of the

Node connecting the two contiguous Branches. Caelyer CCFs covering a more

extended area, with more than two contiguous besahseries, have not been taken

into account.
- CCFs in Nodes: The interdistance between Ring Nazles many kilometers, and
there are no connections between the Nodes.

* There are no intrinsic dependencies related topegemt, which can lead to a
simultaneous CCF; specifically, there no auxiliaygtems, control and protection
systems, etc. which are common for two adjacenesod

* There are no intrinsic dependencies that can leadon-simultaneous CCF,
because the nodes are not redundant.

» Extrinsic dependencies due to external factors sisciveather etc. are extremely
unlikely due to the long distance between nodes.

Therefore, CCFs in Nodes have not been taken ctoumt.
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Therefore:
- CCFs are due to a simultaneous environmental &ilura limited area; they are
independent from the lines (Branches) length. Ewdhyt, it is advisable to

associate CCFs directly to the Nodes connectindvitbdaulted branches

- The only interested nodes should be the N(1) — N(Ngs, with two connected
Branches. However, the Main Left/Right Nodes carsligject to a similar CCF,
because the whole EHV/HV Substations (Main LeftfRibodes) could be out-
of-service due to a similar environmental problem.

The above CCFs conditions are reported in fig. .8.15

O N Left N Right O3

Branches CCF in Limited Area - Considered

Nodes CCF — NOT Considered

’—-\

(M|

N Left N Right

B1 Branches CCF in Extended Area - NOT Consjdered B6

LI ]
B3

-

- -

Fig. 7.15 CCFs into the Ring

The fault-reconfiguration sequence, reported in8id6, is as follows:

- CCF in two Branches
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- Out-of-service of the Node interconnecting the Bvanches; the two branches
are cleared by their protections and CBs on th@sippside of the CCF.
- Re-configuration of the Ring

-  “Repair” of the CCF

Ring re-set to the original configuration

Consequences:

- The Node interested by the CCF will remain out-@ifvece fo all the “repair” time of
the CCF, that is surely longer than the re-confgjon time.

- The other Nodes, down-stream the one affected bpdres CCF, will remain out-of-
service during the re-configuration time. This iSystem CCF

- In case CCF in the Main/Left Nodes, all the feedgmeading from the HV bus-bars

will remain out-of-service during the “repair” tined the CCF;_this is a Upper Level

System CCF

Remark: A Branch CCF in the Open Point Node has#mee impact of the other Nodes,

because the Open Node in anyway has to be discimahebis situation is different from

the ones of the other above analyzed failure cases.
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B2 B4 B5
Nl+ +N2+ *NS* éN4* N5

Fig. 7.16  Branches CCFs Fault/Re-ConfiguraBerquence

CCF failure and “repair” rates have been statedalbithe Nodes, included the main

/Left/Right ones.
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Renewal sequences have to be evaluated for:
- All the intermediate Nodes
- The Main Left/Right Nodes
Working Assumptions:
- No superposition of CCF failures; this assumptiemwell grounded because the
CCF failure rate is extremely low.
- Reconfiguration time same as for the other abowsidered failures

- No further failures during CCF repair and reconfejion times.

7.14 Faultin a Node, Causing the Complete Out-of-Serveicthe same Load

The last failure to be considered is a fault incad. Node, either in the HV bus-bars or
down-steam them, that can cause the complete esgroice of the same Node.
Such a fault can be for example the internal Idsssulation of a High Voltage Circuit
Breaker (M1 failure mode), which can only be cleatey the up-stream CBs; the
consequence is the temporaneous disconnectior afottd Node.
Procedure:
- The failure rate of these faults has been alreadjuated during the analysis of
the Load Node, and there is no need of a furthaluation;
- The above mentioned failure rate is included asmput data into the Ring model,
- The Ring analysis is then covering only the ouseivice of the nodes down-
stream the faulted one; this out-of-service is m@eTed as System CCF
- The only nodes considered in this step of the amalgre the intermediate Load
Nodes. Conversely, the Main Left/Right Nodes haotleen taken into account;

in fact, their out-of-service due to internal casbould be part of a upper level
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analysis; however, the impact on the overall ansligsnegligible, because a fault
causing the out-of-service of a main node is realtgre event.

The fault-reconfiguration sequence, reported in7id7, is as follows:

Fault in a Load Node, leading to the complete diseation

Fault cleared by the up-stream protections; owenfdce of the Load Node

Isolation of the fault

Re-configuration of the Ring

“Repair” of the Load Node

Ring re-set to the original configuration
Renewal sequences have to be evaluated for:
- All the intermediate Nodes - YES
- The Main Left/Right Nodes - NO
Working Assumptions:
- No superposition of Load Nodes failures; this agstuon is well grounded
because their failure rate is extremely low.
- Reconfiguration time same as for the other abowsidered failures

No further failures during Load Nodes “repair” ared¢onfiguration times.
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Fig. 7.17  Fault/Re-Configuration Sequence iioad Node
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7.15 Ring / Load Node Interface

The reliability index, as stated in the previousafiers, is the availability of the bus-bars
down-stream the Load Nodes.
This reliability index has to take into account; é&very Load Node:

- The internal failures of the Load Node;

- The availability of the up-stream Network (Ring)tlze Load Node High Voltage

bus-bars

The results of the previous analysis of the Loadd$oare the reliability and availability
parameters due to internal faults of the nodes. Agrtbe failures into the Load Node, a
few of them can cause the out-of-service of thestupam bus-bars; the failure rate
corresponding to these failures is the Interfagautirdata with the Upper Level (Ring)
Analysis.
The results of the Upper Level (Ring) analysis #me availability (out-of-service
frequency and duration) of the Nodes; of course,cibnsequence of an out-of-service of
the HV bus-bars of a Load Node is the out-of-seratthe same Load Node.
The out-of-service quantities and times of everpd.®ode, due to failures in the Ring,

are cumulated to the ones which are due to inteanzdes of every Load Node.

7.16 Input Data and Simulation Procedure

Two phase of simulation have been carried out, sisclor the load nodes, in order to

reach a sound confidence of the results:

C) Simulation with_*forced” failure rates and repames in order to be sure to check all
the sequences described in previous chapters,carehth a sound interpretation of

the results.
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D) Simulation with “real” failure rates and repair 88 based on the model developed

and debugged during phase A). The results aredbepared with the ones of phase
A), to check their congruity.
Criteria to “force” the failure rates in Phase A):

- HV Circuit Breakers As highlighted in the Load Nodes analysis, theB#Tof these

equipment is much longer than the mission typeefioee, it is very unlikely to have
more than one renewal cycles for the main companesually, the renewal sequence
Is cut before reaching the first fault. Therefdhesir failure rate has been increased
order to have a reasonable quantity of renewaksycl

- HV Aerial Lines Their failure rate is relevant, and they couldVver” the results of

the other equipment. Therefore, their failure rete been slightly decreased.
The Input Data considered in the two simulationsgisaare reported in the following
tables.
Remarks:
* Aerial Lines Parameters
- Length: a rounded and uniform 100 km length haslessumed for all the
lines, to facilitate the results interpretation
- Failure Rate: In Appendix A) - Ch. A.1.9 coveringtsstics of HV systems, it
has been indicated that HV lines failure rate 0</y, and only aprox. 6% of
the failures is permanent (not eliminated by fastlasing). Furthermore,
considering that the usual length of a HV aeriaé lis much more than 100

km, and assuming a good maintenance level, a rgdunbefficient k = 0.35
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can be applied. Eventually, the real failure rdta ¢1V line can be evaluated
as follows: A =10 x 0.06 x 0.35 0.002 failure / (year x km)
HV Nodes: They have been considered as black baxbkese failure rates and re-

connection times are the ones evaluated in the Nmatks analysis

INPUT DATA PSR
Forced Failure Rates and Repair Times
. . Repair | Disconnection
Component/System Fa|l_ure Rate Fa|lur_e_ Time Time
(Failuresl/Y) Probability (h) (h)
HV Aerial Lines (Failures /km)
0.001 - 240 20
Length: 100 km
HV M1 Failure Mode 0.1 - 720 10
Circuit Breakers | V3 Failure Mode - 0.01 720 10
CCFs - 0.05 50 -
Equivalent Nodes
) 0.2 - 11,51(% -
(From Load Nodes Analysis)
(*) See Ch.6.17.3
INPUT DATA LTSRS
Real Failure Rates and Repair Times
. . Repair | Disconnection
Component/System Fa|I_ure Rate FaHurg_ Time Time
(Failuresl/Y) Probability (h) (h)
HV Aerial Lines (Failures /km)
0.002 - 12 5
Length: 100 km
HV M1 Failure Mode 0.002 - 720 5
Circuit Breakers | 3 Failure Mode - 0.001 720 5
CCFs - 0.01 10 -
Equivalent Nodes
) 0.002 - 11,81(*) -
(From Load Nodes Analysis)

(*) See Ch.6.17.3
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The simulation procedure has been based on thewioldf working conditions and

constraints:

Preliminary simulations showed that, both for “ed¢ (Phase A)) and for “real”

(Phase B)) input data a reasonable convergencbeasached after at least 100,000

iterations.

Some results are expected, such as:

- Failures and out-of-service times of Circuit Breakand HV Lines,

- Sequential failures and out-of-service times inecas On Demand Failures of
Circuit Breakers,

Other results are not expected with a certain pi@tj due to the complexity of the

renewal sequences, but their order of magnitudediae compatible with the other

expected results.

The check-out of the expected-calculated resultgyeence is relevant, in order to

assure that:

- The program is working correctly,

- Areasonable precision has been reached.

On the base of the above working conditions andstcaimts, the following simulation

procedure has been adopted.

» Simulation All the simulation have been carried out by meains00,000 iteration

» Grid ScenariosFour Grid Scenarios have been considered, inrdodevaluate the

effect of the asymmetry.
- Two scenarios with central node open, and rightdietuit breaker open

- Two scenarios with™ or 4" node open
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Remark: No Random First Failure Time has been takém account, for the same

reasons reported in the Load Nodes analysis.

|

O N Left SCENARIO A) N Right

B1 ) B6
Open Point

B2 B3 B4 B5

N1 N 2 N3 *N4* N5

Time: ~ Instantaneous

N Left SCENARIO B) N Right 0
B1
Open Point B6
B2 B3 B 4 B5
N1 N2 N3 * N4* N5

N Left SCENARIO C) N Right

(]
|

B1 . B6
Open Point

B2

B3 B4 B5
N1 *NZ* *Ni%* éN4* N5

Time: ~ Instantaneous

N Left SCENARIO D) N Right

—
el
B1
Open Point B6
B2 B3 B4 B5
N1 N2 *N?,* *N4* N 5

Fig. 7.18 Grid Scenarios for Simulation
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7.17 Output Procedure and Results

> Output Parameters

All the possible out-of-service conditions have bessociated with an output, in
order to have a very comprehensive picture of tbadLNode performance; the
outputs are listed in the tables here below. Weryeoutput, the following data have

been evaluated:

CODE OUTPUT REMARKS

Quantity of Renewal Cycles within
the Mission Time.

N Failures within Mission Time | It is indicating if the system either has
reached a steady state condition or
is in the early transient stage

—

T Out-of-Service Time within

o . Overall out-of-service time
Mission Time

FR TM | Average Out-of-Service
B Duration

FR-Y | Failures / Year Failure Rate — Usual DEfinition

Wherever applicable, the above figures have bekdigded in:

D | Direct Failures, that cause the out-of-servicéhefinterested node

System CCF, that cause the out-of-service of thdesa@ownstream

¢ the one that has been directly disconnected bfatlie

The above parameters have been evaluated foreafatlures described in the previous

analysis, as follows:

N. Code Failure

1 BR HV Branches

2 CB_M3_BR | HV Circuit Breakers - Failure Mode M8r frailure on Branch

3 CB M1 HV Circuit Breakers - Failure Mode M1

4 CB_M3 HV Circuit Breakers - Failure Mode M3 feailure ina HV CB (M1)
5 CCF Ring CCF

6 NE Equivalent Nodes Out-of-Service
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The following overall output parameters have beealuated for the Ring Nodes

CALCULATION
PARAMETER | CODE METHOD NODES
Total Quantity of failures during Ring Nodes;
Failure TF the mission time, divided Main Left and Main Right
Rate by the mission time Node
Overall Out-of-Service
Average time during the mission
Out-of-Service time, divided by the Ring Nodes
Time Failures Quantity during
the mission time
Overall Overall Out-of
Total Service time during the_.
Unavailability TUA mission time, divided by Ring Nodes
the mission time

> Failure rates and availability of the Main Left akidin Right NodesThey cannot be

evaluated in the same way as for the Ring Nodeshéofollowing reasons:

- The analysis covered the failures relevant to ang only, but the Main Left

and Main Right Nodes are feeding a distributionteayswith many rings, and

all these rings can indirectly cause the out-ofiserand disconnection of the

above Circuit Breakers

- A failure on a Main CB causes the out-of-servicethat whole downstream

distribution system; the consequence is much raletran the one of a failure

in a ring.

Therefore, all the failures and the relevant timéshe Main Left and Main Right

Nodes have been evaluated and reported in the towgiles, but the overall

parameters such as total failure rate, total utalvisity, etc. have not been computed

because they could lead to a misinterpretation.

> Expected Resultds for the Load Nodes, Some results are expesteth as:

- Failures and out-of-service times of Circuit Braakand Transformers,
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- Sequential failures and out-of-service times inecasOn Demand Failures of
Circuit Breakers,

Other results are not expected with good precistue to the complexity of the
renewal sequences, but their order of magnitudedhée compatible with the other
expected results.
The figures of the expected results are reportedgreliminary output table, covering
Scenario A) only.
The check-out of the expected-calculated resultgyagence is relevant, in order to
assure that:

- The program is working correctly,

- Areasonable precision has been reached by Mottesiarulation.
Output Tables
The first table is summarizing the main parametérthe simulation results; these
parameters will be used as input data for the coewhi“Ring + Load Nodes”
analysis.
The other tables report all the output parametdesant to the several failure modes,
both for “forced” and for “real” input data, andrfall the considered scenarios, in
order to have a comprehensive picture of the rerppmance.
Output parameters relevant to CCFs have been gigkll with the following
colours:

- System CCFs
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RING - Simulation Results

Summary

Real Failure/Repair Rates

Scenario A N1 N2 N3 N4 N5
Failure Rate (F/Y) 0.227 0.446 0.661 0.445 0.227
Unavailability 1.33E-04 2.61E-04 3.85E-04 2.60E-04 1.33E-04
Repair Time (h) 5.15 5.13 5.10 5.13 5.14
Scenario B N1 N2 N3 N4 N5
Failure Rate (F/Y) 0.227 0.446 0.657 0.446 0.227
Unavailability 1.33E-04 2.60E-04 3.87E-04 2.58E-04 1.33E-04
Repair Time (h) 5.15 5.13 5.14 5.12 5.14
Scenario C N1 N2 N3 N4 N5
Failure Rate (F/Y) 0.227 0.445 0.663 0.442 0.226
Unavailability 1.33E-04 2.61E-04 3.87E-04 2.58E-04 1.33E-04
Repair Time (h) 5.15 5.13 5.12 5.10 5.15
Scenario D N1 N2 N3 N4 N5
Failure Rate (F/Y) 0.227 0.443 0.663 0.445 0.227
Unavailability 1.33E-04 2.58E-04 3.87E-04 2.60E-04 1.33E-04
Repair Time (h) 5.14 5.11 5.12 5.13 5.15

Remark: The above table is a “summary”, therefbeefigures are with 3 digits, as usual
for reliability data. Conversely, the figures iretfollowing tables are with 4 digits, in
order to show clearly the data fluctuation due tonkécarlo simulation.
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B1

N Left

B2

SCENARIO A)

FAULTED CB

B

N Right

(]

B 6

B5

1

J0.

FAULTED
NODE

A
1o 1.t

N5

EXPECTED ROUNDED

FIGURES

RING SIMULATION Scenario | Forced Failure and Repair
A) Rates
— Nodes
28
= 0 %)
Code Failure 2 g Mai Mai é
= = ain ain
g3 Left N1 N2 N3 N4 N5 Right é
DN 5 5 5 5 5
C_N 0 5 10 5 0
DT 0.0114| 0.0114] 0.0114 | 0.0114 | 0.0114
BR HV Branches CT 0 0.0114 | 0.0228 | 0.0114 0
D_FR_MT 0.0023 0.0023| 0.0023 | 0.0023 | 0.0023
C_FR_MT 0 0.0023 | 0.0023 | 0.0023 0
D FR Y 0.1 0.1 0.1 0.1 0.1
C FR Y 0 0.1 0.2 0.1 0
HV Circuit N
Breakers Failure T
CB_M3_BR | Mode M3 FR MT
for Failure on =
Branch FR_Y
D N 5 10 10 5 10 10 5
C_N 5 15 25 15 5
HV Circuit DT 0.017 0.034 0.034 0.017 0.034 0.034 0.017
CB M1 Breakers CT 0.017 0.051 0.085 0.051 0.017
- Failure Mode M1 L D_FR_MT [ 0.0034 0.0034| 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
C_FR_MT 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
D FR_Y 0.1 0.2 0.2 0.1 0.2 0.2 0.1
C FR Y 0.1 0.3 0.5 0.3 0.1
HV Circuit N 0.15 0.15 0.05 0 0.1 0.15 0.15
Breakers Failure T 1.72e-4 | 1.72e-4| 0.57e-4 0 1.14et4  1.72¢-4  1.72e-4
CB_M3 Mode M3
for Eailure in a FR_MT 0.0011 0.0011 0.0011 0 0.001fL 0.0011 | 0.0011
HV CB (M1) FR_Y 0.003 0.003 0.001 0 0.002 0.003 0.003
.. cN | [ 25 | 5 [ 75 | &6 | 25 | |
CCF Ring CCF | cT | | 00057 | 0.0114 | 0.0171 | 0.0114 | 0.0057 | |
CFRMT [ | 05 | 05 | 05 [ 05 | 05 | 05 |
.0
0
NE Equivalent l_\lodes T 0 0.0228 0.0456| 0.0.0228 0
Out-of-Service FR_MT 0 0.0023 0.0023] 0.0023 0
FR_Y 0 0.2 0.4 0.2 0
TF Total Failure Ratg
Total
TUA" | Unavailability

184




N Left SCENARIO A) N Right

(]

B1 FAULTED CB B6
B2 B3 l B4 B5
N1 * NZ* éNB* N 4 N5
FAULTED
NODE

RING SIMULATION Scenario | Forced Failure and Repair
A) Rates
,_ Nodes
23
=0 9
Code Failure g g Main Main —;‘E
g & Left N1 N2 N3 N4 NS Right §
D N 49873 | 4.9960| 4.99124  5.001 4.9908
C N 0 49873 | 9.9919 | 4.9908 0
DT 0.0113| 0.0114] 0.0113 | 0.0114 | 0.0114
BR HV Branches CT 0 0.0113 | 0.0227 | 0.0114 0
D_FR_MT 0.0023 | 0.0023] 0.0023 | 0.0023 | 0.0023
C_FR_MT 0 0.0023 | 0.0023 | 0.0023 0
D FR Y 0.0997 | 0.0999] 0.0994 0.100p 0.0998
C FR Y 0 0.0997 | 0.1998 | 0.0998 0
HV Circuit N 0.1367 | 0.2186| 0.2450] 0.2169  0.1365
Breakers Failure T 0.0037 0.0059 0.0066 0.005 0.0037
CB_M3_BR | Mode M3 FR_MT 0.0274 | 0.0270| 0.0270 | 0.0268 | 0.0270
for Faflure on FR_Y 00027 | 00044| 00049 00048  0.0037
D N 49549 | 9.9030| 9.9212[ 49554 99176 99153 4956
C N 4.9549 | 14.8580 | 24.7841 | 14.8715| 4.9561
HV Gircuit DT 0.0170 | 0.0337] 0.0337 0.0168  0.0337 0.0337 | 0.0170
cB M1 | Breakers CT 0.0170 | 0.0507 | 0.0844 | 0.0507 | 0.0170
- Failure Mode M1 |_D_FR_MT | 0.0034 | 0.0034] 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
C_FR_MT 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
D FR Y 0.0991 | 0.1981] 0.1984 0.0991  0.1943  0.1983 0991
C FR Y 0.0991 | 0.2972 | 0.4957 | 0.2974 | 0.0991
HV Circuit N 0.1484 | 0.1498| 0.0502 0 0.0976  0.1470  0.1478
Breakers Failure T 1.72e-4 1.73e-4 0.57e-4 0 1.12e14 1.66¢-4 1.69e-4*
CB_M3 Mode M3 FR_MT 0.0012 0.0012 0.0011] 0 0.0011 0.0011 | 0.0011 *
for Failure in a j
HV CB (M1) FR_Y 0.0030 | 0.0030| 0.0010 0 0.0020  0.0029  0.0030

| CN | | 24967 | 49921 | 75010 | 5.0010 | 2.4990 | |
cCF Ring CCF . CcT | | 00057 | 0.0114 | 0.0171 | 0.0114 | 0.0057 | |

_CFRMT | | 00023 [ 0.0023 | 0.0023 | 00023 | 0.0023 | |

0.1500
N 0 9.9865 19.9748 9.9891 0
NE Equivalent l_\lodes T 0 0.0228 0.0456 0.0.022B 0
Out-of-Service FR_MT 0 0.0023 0.0023| 0.0023 0
FR_Y 0 0.1997 0.3995 0.199§ 0
TF Total Failure Ratg 0.5025 1.0501 1.4991 1.0516 0.5029

Total

TUA Unavailability

0.0015 | 0.0031 | 0.0042 | 0.0031 | 0.0015
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O N Left SCENARIO B) N Right O
B1 FAULTED CB B6
B2 B3 l B4 B5
N1 N 2 N3 N 4 N5
FAULTED
NODE
RING SIMULATION Scenario | Forced Failure and Repair
B) Rates
,_ Nodes
23
=0 9
Code Failure g g Mai Mai —;‘E
= = ain ain
gs e N1 N2 N3 N4 N5 Right §
D N 49937 | 4.9711| 4.9911 4.985%  5.0034
CN 0 4.9937 | 9.9648 | 5.0034 0
DT 0.0113 | 0.0113] 0.0114 | 0.0113 | 0.0114
BR HV Branches CT 0 0.0113 | 0.0227 | 0.0114 0
D_FR_MT 0.0023 | 0.0023] 0.0023 | 0.0023 | 0.0023
C_FR_MT 0 0.0023 | 0.0023 | 0.0023 0
D FR_Y 0.0999 | 0.0994] 0.099§  0.099F 0.1001
CFR Y 0 0.0999 | 0.1993 | 0.1001 0
HV Circuit N 0.1371 | 0.2193| 0.2453 0.2184 0.1375
Breakers Failure T 0.0038 0.0060 0.0067 0.006 0.0037
CB_M3_BR | Mode M3 FR_MT 0.0275 | 0.0274| 0.0272 | 0.0273 | 0.0272
for Failure on j
Branch FR_Y 0.0027 | 0.0044| 0.0049 00048  0.0028
D N 49696 | 9.9212| 9.8984 49621 99394 909119 2959
CN 4.9696 | 14.8887 | 24.7388 | 14.8711 | 4.9592
HV Circuit DT 0.0170 | 0.0338]| 0.0336 0.0160  0.0338 0.0337 | 0.0170
CB ML | Breakers CT 0.0170 | 0.0508 | 0.0844 | 0.0507 | 0.0170
- Failure Mode M1 |_D_FR_MT | 0.0034 | 0.0034| 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
C_FR_MT 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
D FR Y 0.0994 | 0.1984] 0.1980 0.099p  0.1987  0.1982 0992
C FR Y 0.0994 | 0.2978 | 0.4948 | 0.2974 | 0.0992
HV Circuit N 0.1492 | 0.1482] 0.0973 0 0.0492  0.14§7  0.15D8
Breakers Failure T 1.69e-4 | 1.70e-4] 1.10e- 0 056el4  1.17¢-4 1.7e-#
CB_M3 Mode M3 FR_MT 0.0011 0.0011 0.0011] 0 0.0011 0.0011 | 0.0011 *
for Failure in a FR_Y 0.0030 | 0.0030| 0.0019 0 00010 00030  0.0030
HV CB (M1) - : : : : 004 :

| CN | | 24933 | 50030 | 7.5083 | 5.0063 | 25058 | |
cCF Ring CCF . cT | | 00057 | 0.0114 | 0.0171 | 0.0114 | 0.0057 | |

CFRMT | | 00023 | 00023 | 0.0023 | 0.0023 | 0.0023 | |

0.1502
N 0 9.9923 | 19.9936  9.9814 0
NE Equivalent Nodes T 0 0.0228 | 0.0457| 0.0.022B 0
Out-of-Service FR_MT 0 0.0023 | 0.0023| 0.0023 0
FR_Y 0 0.1998 | 0.3999]  0.1996 0
TF Total Failure Rateg 0.5034 | 1.0514 | 14981 | 1.0511 | 0.5033

Total

TUA Unavailability

0.0015 | 0.0031 | 0.0042 | 0.0031 | 0.0015
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O N Left SCENARIO Q) N Right O
B1 FAULTED CB
B2 B3 B4 l
N1 N 2 N 3
FAULTED
NODE
RING SIMULATION Scenario | Forced Failure and Repair
C) Rates
- Nodes
28
] =0 %)
Code Failure 2 g Mai Mai é
= ain ain
e s Loft N1 N2 N3 N4 N5 Right é
D N 50016 | 4.9904| 5.0008 4.9971  5.0041
C_N 0 5.0016 | 9.9921 | 5.0051 0
DT 0.0114 | 0.0114] 0.0113 | 0.0113 | 0.0114
BR HV Branches CT 0 0.0114 | 0.0227 | 0.0114 0
D_FR_MT 0.0023 | 0.0023] 0.0023 | 0.0023 | 0.0023
C_FR_MT 0 0.0023 | 0.0023 | 0.0023 0
D_FR_Y 0.1000 | 0.0998] 0.1004  0.099p 0.1001
C FR Y 0 0.1000 | 0.1998 | 0.1001 0
HV Circuit N 0.1374 | 0.2206| 0.2492] 02217  0.1378
Breakers Failure T 0.0038 0.0060 0.0068 0.0061 0.0038
CB_M3_BR | Mode M3 FR_MT 0.0273 | 0.0271| 0.0272 | 0.0274 | 0.0275
for Failure on ]
Branch FR_Y 0.0027 | 0.0044| 0.0050 0.004%  0.0028
D N 49686 | 9.9262| 9.9102] 9.9224 49540 9.91p3 2955
CN 4.9686 | 14.8848 | 24.7950 | 14.8745| 4.9552
HV Circuit DT 0.0170 | 0.0338] 0.0337] 0033  0.0169 0.0338 | 0.0170
CB ML | Breakers CT 0.0170 | 0.0508 | 0.0845 | 0.0508 | 0.0170
- Failure Mode M1 _D_FR_MT | 0.0034 | 0.0034| 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
C_FR_MT 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
D FR Y 0.0994 | 0.1983] 0.1987  0.198%  0.0991  0.1984 0991
C FR Y 0.0994 | 0.2977 | 0.4959 | 0.2975 | 0.0991
HV Circuit N 0.1492 | 0.1491| 0.1493]  0.0497 0 0.0944  0.15D6
Breakers Failure T 1.70e-4 | 1.71e4] 1.68e4 0.58eld 0 1.13¢-4  1.70e-4*
CB_M3 | Mode M3 FR_MT 0.0011 | 0.0011| 0.0011 0.001p 0 0.0011 0.0011 *
for Failure in a FR_Y 0.0030 | 0.0030| 00030  0.001p 0 0.0020  0.0030
HV CB (M1) — : : : : 004 :

CN [ [ 04947 | 49095 | 74807 | 40051 | paori | |
cor | mmgecr  LomCT |1 00057 | 00114 | 00172 | 001141 00057 |

_CFRMT | | 00023 [ 0.0023 | 0.0023 | 00023 | 0.0023 | |

0.1498
N 0 9.9955 | 19.9850  9.9731 0
NE Equivalent l_\lodes T 0 0.0229 0.0457 0.0227 0
Out-of-Service FR_MT 0 0.0023 0.0023| 0.0023 0
FR_Y 0 0.1999 0.3997 0.1994 0
TF Total Failure Ratg 0.5035 | 1.0528 | 1.5999 | 0.9505 | 0.5022
TUA L‘r’]t:\'/a“abmty 0.0015 | 0.0031 | 0.0046 | 0.0027 | 0.0015




(M

N Left SCENARIO D) N Right

FAULTED CB

B1 B6
l B3 B4 B5
N3 N 4 N5
FAULTED
NODE
RING SIMULATION Scenario | Forced Failure and Repair
D) Rates
- Nodes
23
) =0 0
Code Failure 2 g Mai Mai é
= aln ain
e s Loft N1 N2 N3 N4 N5 Right E
D N 50063 | 4.9866| 49972 49919  4.9902
C N 0 5.0063 | 9.9821 | 4.9902 0
DT 0.0114 | 0.0113] 0.0113 | 0.0113 | 0.0113
BR HV Branches CT 0 0.0114 | 0.0227 | 0.0113 0
D_FR_MT 0.0023 | 0.0023] 0.0023 | 0.0023 | 0.0023
C FR_MT 0 0.0023 | 0.0023 | 0.0023 0
D FR Y 0.1001 | 0.0997] 0.0999  0.0998 0.0998
C FR Y 0 0.1001 | 0.1996 | 0.0998 0
HV Circuit N 0.1367 | 0.2198| 0.2469 0.221 0.13d1
Breakers Failure T 0.0037 0.0060 0.0067| 0.006 0.0038
CB_M3_BR | Mode M3 FR_MT 0.0271 | 0.0272| 0.0271 | 0.0272 | 0.0271
for Failure on ]
Branch FR_Y 0.0027 | 0.0044| 0.0044 0.0044  0.0028
D N 49485 | 9.9231| 4.9505] 9.9082  9.9333  0.9266 8957
C N 49485 | 14.8583 | 24.8177 | 14.8844 | 4.9578
HV Circuit DT 0.0171 | 0.0338] 0.0169 0.033f  0.0338 0.0337 | 0.0170
cB M1 | Breakers CT 0.0171 | 0.0508 | 0.0845 | 0.0508 | 0.0170
- Failure Mode M1 _D_FR_MT | 0.0034 | 0.0034] 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
C_FR_MT 0.0034 | 0.0034 | 0.0034 | 0.0034 | 0.0034
D FR Y 00997 | 0.1985] 0.0990 01982 01947 0.1985 0992
C FR Y 0.0997 | 0.2972 | 0.4964 | 0.2977 | 0.0992
HV Circuit N 0.1487 | 0.0998 0 0.0496  0.1467  0.1442  0.14p2
Breakers Failure T 1.73e-4 | 1.1le4 0 | 058e-4| 168e-4] 1.69e-d 1.72el
CB_M3 | Mode M3 FR_MT 0.0012 | 0.0011 0 0.0011 | 0.0011 | 0.0011 | 0.0012 *
for Failure in a
HV CB (M1) FR_Y 0.0030 | 0.0020 0 0.0010 | 0.0029 | 0.0030|  0.003(

CN [ [ 54961 | 50023 | 75104 | 50060 | 25013 | |
cor | mmgecr  LomCT |1 00057 | 00114 | 00172 | 001141 00057 |

_CFRMT | | 00023 [ 0.0023 | 0.0023 | 00023 | 0.0023 | |

0.1000 | 0.1502
N 0 10.0056| 19.9822  0.9959 0
NE Equivalent l_\lodes T 0 0.0228 0.0456 0.0228 0
Out-of-Service FR_MT 0 0.0023 0.0023| 0.0023 0
FR_Y 0 0.2001 0.3996 0.1999 0
TF Total Failure Ratg 0.5031 | 0.9507 | 1.6000 | 10.535 | 0.5034
TUA L‘r’]t:\'/a“abmty 0.0016 | 0.0027 | 0.0045 | 0.0031 | 0.0015




O N Left SCENARIO A) N Right 0
B1 FAULTED CB B6
B2 B3 l B4 B5
N1 N 2 N3 N 4 N5
FAULTED
NODE
RING SIMULATION Scenario Real Failure and Repair
A) Rates
- Nodes
22
= Qo %)
Code Failure g g Mai Mai —;‘E
= = aln ain
es Laft N1 N2 N3 N4 N5 Right §
D N 9.9968 | 10.0196] 10.006f  0.993p  9.9915
C N 0 9.9968 | 19.9914| 9.9975 0
DT 0.0057 [ 0.0057] 0.0057 | 0.0057 | 0.0057
CT 0 0.0057 | 0.0114 | 0.0057 0
BR HV Branches —
D_FR_MT 5.7le-4 | 5.71e-4 | 5.70e-4| 5.72e-4 | 5.70e-4
C_FR_MT 0 5.71e-4 | 5.71e-4 | 5.70e-4 0
D FR_ Y 0.1999 | 0.2004]  0.2001 0.199p 0.1999
C FR Y 0 0.1999 | 0.3998 | 0.1999 0
HV Circuit N 0.0315 | 0.0493| 0.0550] 0.0497  0.0310
Breakers Failure T 0.42e-4 0.66e-4 0.73e-4 0.65e44 0.404-4
CB_M3_BR | Mode M3 FR_MT 0.0013 | 0.0013| 0.0013 | 0.0013 | 0.0013
for Failure on FR Y
Branch - 0.0006 | 0.0010| 0.0011]  0.001 0.0006
D_N 0.0996 | 0.2012] 0.2023 0.0991  0.2015  0.1959  G.009
C N 0.0996 | 0.3008 | 0.4980 | 0.2966 | 0.0997
HV Circuit DT 1.12e-4| 0.24e-3] 0.23e- 0.11e]3  0.23¢-3  0.23e-3.13e-4
CB. M1 | Breakers CT 0.11e-3 | 0.35e-3 | 0.57e-3 | 0.34e-3 | 0.11e-3
Failure Mode M1 |_D_FR_MT [ 0.0011 | 0.0012]  0.0011 0.001fL 0.0011 | 0.0011 | 0.0011
C_FR_MT 0.0011 | 0.0012 | 0.0011 | 0.0011 | 0.0011
D _FR_ Y 0.0020 [ 0.0040]  0.0044 0.002p  0.0040  0.0089 002m
C FR Y 0.0020 | 0.0060 | 0.0100 | 0.0059 | 0.0020
HV Circuit N 0.0102 | 0.0101]| 0.0103 0 0.0102  0.0099  0.01p6
Breakers Failure T 0.60e-5 0.58e-5 0.60e-4 0 0.61ei5 0.57¢-5 0.57e-5
CB_M3 | Mode M3 FR_MT 059-3 | 057e-3] 0.58e-3 0 0.60ej3 05843 &3
for Failure in a FR Y j
HV CB (M1) - 0.20e-3 | 0.20e-3| 0.21e-] 0 0.20ef3  0.208-3  0.21-3
| CN | [ 04969 | 0.9952 | 1.4990 | 1.0012 | 05033 | |
CCF Ring CCF | CcT | | 2.83-4| 5.65e-4 | 85.3e-4 | 57le-4| 2.86e-4 | |
CFRMT | | 569e-4]| 567e-4| 569-4| 570e-4 | 569 -4 | |
0.0199 | 0.0300
N 0 0.2018 | 0.4000]  0.2002 0
NE Equivalent l_\lodes T 0 1.15e-4 2.29-4 1.14e-4 0
Out-of-Service FR_MT 0 0.57e-3| 057e-§ 0.57e-B 0
FR_ Y 0 0.040 0.0080]  0.0044 0
TF Total Failure Ratg 0.2267 | 0.4455 | 0.6611 | 0.4450 | 0.2267
TUA Total 1.33e-4 | 2.61e-4 | 3.85e-4 | 2.60e-4 | 1.33e-4
Unavailability




O N Left SCENARIO B) N Right 0
B1 FAULTED CB B6
B2 B3 l B4 B5
N1 N2 N3 N 4 N5
FAULTED
NODE
RING SIMULATION Scenario Real Failure and Repair
B) Rates
- Nodes
22
=0 9
Code Failure s E Mai Mai =
= = ain ain
es Laft N1 N2 N3 N4 N5 Right §
D N 9.9938 | 10.0069 9.994 0.99844  10.0119
C N 0 9.9938 | 20.0007 | 10.0119 0
DT 0.0057 [ 0.0057] 0.0057 | 0.0057 | 0.0057
CT 0 0.0057 | 0.0114 | 0.0057 0
BR HV Branches —
D_FR_MT 5.7le-4 | 5.71e-4 | 5.70e-4| 5.70e-4 | 5.71e-4
C_FR_MT 0 5.71e-4 | 5.71e-4 | 5.70e-4 0
D FR_ Y 0.1999 | 0.2001] 0.1999  0.1999 0.2002
C FR Y 0 0.1999 | 0.4000 | 0.2002 0
HV Circuit N 0.0306 | 0.0483| 0.0546] 0.0492  0.03(2
Breakers Failure T 0.40e-4 0.64e-4 0.71e-4 0.64e44 0.39¢-4
CB_M3_BR | Mode M3 FR_MT 0.0013 | 0.0013 | 0.0013 | 0.0013 | 0.0013
for Failure on FR Y
Branch - 0.0006 | 0.0010| 0.0011]  0.001 0.0006
D_N 0.0994 | 0.1974] 0.2017 0.001  0.1992  0.19f7 @102
C N 0.0994 | 0.2968 | 0.4984 | 0.2999 | 0.1022
HV Circuit DT 1.14e-4| 0.22e-3] 0.23e- 0.11e]3  0.23d-3  0.23e-3.14e-4
CB. M1 | Breakers CT 0.11e-3 | 0.34e-3 | 0.57e-3 | 0.34e-3 | 0.12e-3
Failure Mode M1 |_D_FR_MT [ 0.0011 | 0.0011]  0.0011 0.001fL 0.0011 | 0.0011 | 0.0011
C_FR_MT 0.0011 | 0.0012 | 0.0011 | 0.0011 | 0.0011
D _FR_ Y 0.0020 [ 0.0039]  0.0044 0.002D0  0.0040  0.0040 002m
C FR Y 0.0020 | 0.0059 | 0.0100 | 0.0060 | 0.0020
HV Circuit N 0.0100 | 0.0100| 0.0098 0 0.0098  0.0105  0.01p1
Breakers Failure T 0.55e-5 0.56e-5 0.53e-4 0 0.57e{5 0.59¢-5 0.53e-5
CB_M3 | Mode M3 FR_MT 055-3 | 056e-3] 0.55e- 0 0.60ej3 0564-3 D7
for Failure in a FR Y j
HV CB (M1) - 0.20e-3 | 0.20e-3| 0.20e-] 0 0.20ef3  0.21¢-3  0.20-3
| CN | | 04966 | 0.9952 | 1.4990 | 1.0012 05031 | |
CCF Ring CCF | CcT | | 284e-4| 5.67e-4 | 8.54e-4 | 569e-4 | 2.87e-4| |
CFRMT | | 57le4 | 57le4 | 5.71e-4 | 5.69-4 | 5.70e-4 | |
0.0199 | 0.0299
N 0 0.1994 | 0.3974]  0.1995 0
NE Equivalent l_\lodes T 0 1.15e-4 2.29e-4 1.13e-4 0
Out-of-Service FR_MT 0 0.58e-3| 0.58e-§ 0.57e-B 0
FR_ Y 0 0.0040 | 0.0079]  0.004d 0
TF Total Failure Ratg 0.2269 | 0.4455 | 0.6515 | 0.4456 | 0.2271
TUA Total 1.33e-4 | 2.61e-4 | 3.85e-4 | 2.60e-4 | 1.33e-4
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O N Left SCENARIO C) N Right O
FAULTED CB
B6
B4 l B5
N 4 N5
FAULTED
NODE
RING SIMULATION Scenario Real Failure and Repair
C) Rates
= Nodes
28
) =0 %)
Code Failure 2 g Mai Mai é
= C ain ain
g3 Left N1 N2 N3 N4 N5 Right §
D_N 0.0889 | 10.0015 9.9947  10.0048  9.9976
C_N 0 0.9889 [ 19.9904 | 9.9976 0
DT 0.0057 [ 0.0057[ 0.0057 | 0.0057 | 0.0057
CT 0 0.0057 | 0.0114 [ 0.0057 0
BR HV Branches D_FR_MT 5.7le-4 | 5.70e-4 | 5.71e-4| 572e-4 | 5.71le-4
C_FR_MT 0 5.7le-4 | 5.71e-4 | 5.71e-4 0
D_FR_Y 0.1998 [ 0.2000{  0.1999 0.200[L 0.2000
C FR Y 0 0.1998 | 0.3998 | 0.2000 0
HV Circuit N 0.0306 | 0.0483| 0.0552[  0.048 0.03q7
Breakers Failure T 0.40e-4| 0.64e-4] 073e-4 0.65ei4  0.41¢-4
CB_M3_BR | Mode M3 FR_MT 0.0013 [ 0.0013] 0.0013 | 0.0013 | 0.0013
for Failure on FR Y
Branch - 0.0006 | 0.0010| 0.0011]  0.001 0.0006
D_N 0.1003 | 0.2004| 0.2015  0.199f  0.0991  0.1985  0.097
C_N 0.1003 | 0.3007 | 0.5022 | 0.2956 | 0.0971
HV Circuit DT 1.15e-4 | 0.23e-3]  0.23e- 0.23e{3  0.114¢-3  0.23e-3.09e-4
CB M1 | Breakers CT 0.11e-3 [ 0.34e-3 | 0.57e-3 | 0.34e-3 | 0.11e-3
Failure Mode M1 | D_FR_MT [ 00011 | 0.011] 0.0011  0.001f 0.0011 | 0.0011 | 0.0011
C_FR_MT 0.0011 | 0.0011 | 0.0011 | 0.0011 | 0.0011
D_FR_Y 0.0020 [ 0.0040[  0.0044 0.004p  0.0020  0.0040 001®
C FR Y 0.0020 | 0.0060 | 0.0100 | 0.0059 | 0.0019
HV Circuit N 0.0104 | 0.0106| 0.0098]  0.0104 0 0.0098  0.00p5
Breakers Failure T 0.59e-5 0.61e-5 0.58e-§ 0.58e{5 0| 0.57e-5 0.53e-5
CB_M3 | Mode M3 FR_MT 0.54-3 | 0.57e-3] 059-3 0.58e]3 0| 0.58e-3| 0.56e-3
for Failure in a FR Y j
HV CB (M1) - 0.21e-3 | 0.21e-3| 0.20e-3 0.21¢ 0| 0.20e-3| 0.19-3
| CN | [ 04962 | 0.9981 | 1.5001 | 0.9993 | 0.4989 | |
CCF Ring CCF | CcT | | 2.84e-4| 5.74e-4 | 8.60e-4 | 571le-4| 2.85e-4 | |
CFRMT | | 573e-4| 575e-4 | 573e-4| 572e-4| 572e4| |
0.0300
N 0 0.2000 | 0.3992|  0.2014) 0
NE Equivalent Nodes T 0 1.15e-4 | 2.28e-4 1l.16e-4 0
Out-of-Service FR_MT 0 0.57e-3| 0.57e-3 0.58e-B 0
FR_Y 0 0.0040 | 0.0080]  0.004d 0
TF Total Failure Ratg 0.2270 | 0.4452 | 0.6630 | 0.4422 | 0.2264
Total
TUA Unavailability 1.34e-4 | 2.61e-4 | 3.87e-4 | 2.58e-4 | 1.33e-4




N Left SCENARIO D) N Right

(M|

FAULTED CB

B1 B6
l B3 B4 B5
N3 N 4 N5
FAULTED
NODE
RING SIMULATION Scenario Real Failure and Repair
D) Rates
— Nodes
28
) =0 0
Code Failure 2 g Mai Mai é
= = ain ain
s Left N1 N2 N3 N4 N5 Right §
D N 9.9911 | 9.9860| 10.000p  9.9979  10.00p5
C N 0 9.9911 | 20.0003 | 10.0025 0
DT 0.0057 | 0.0057| 0.0057 | 0.0057 | 0.0057
CT 0 0.0057 | 0.0114 | 0.0057 0
BR HV Branches D_FR_MT 5.71le-4 | 5.72e-4 | 5.71e-4| 57le-4 | 5.70e-4
C_FR_MT 0 5.71e-4 | 5.70e-4 | 5.70e-4 0
D_FR_Y 0.1998 | 0.1997]  0.2000 0.200D 0.2000
C FR Y 0 0.1998 | 0.4000 | 0.2000 0
HV Circuit N 0.0311 | 0.0508| 0.0564]  0.049 0.0308
Breakers Failure T 0.40e-4 0.67e-4 0.74e-4 0.65e44 0.419-4
CB_M3_BR | Mode M3 FR_MT 0.0013 | 0.0013| 0.0013 | 0.0013 | 0.0013
for Failure on FR Y
Branch - 0.0006 | 0.0010| 0.0011f 0.001 0.0006
D N 0.0994 | 0.2000] 0.0995 0.1994  0.20J1  0.20p7 @100
C N 0.0994 | 0.2994 | 0.5036 | 0.3015 | 0.1008
HV Gircuit DT 1.13e-4| 0.23e-3] 0.1le- 0.23e]3 0.23d-3  0.23e-3.15e-4
CB.M1 | Breakers CT 0.11e-3 | 0.34e-3 | 0.57e-3 | 0.34e-3 | 0.11e-3
Failure Mode M1 L_D_FR_MT | 00011 [ 0.0011[ 0.0011  0.001f 0.0011 | 0.0011 | 0.0011
C_FR_MT 0.0011 | 0.0011 | 0.0011 | 0.0011 | 0.0011
D_FR_Y 0.0020 | 0.0020] 0.0040  0.004p  0.0040  0.0040 002m
C FR Y 0.0020 | 0.0060 | 0.0101 | 0.0060 | 0.0020
HV Circuit N 0.0099 | 0.0104 0 0.0103  0.0103 0.0103 | 0.1008
Breakers Failure T 0.63e-5 0.57e-5 0 0.60e-% 0.57e15 0.59e-5 0.64e-5
CB_M3 | Mode M3 FR_MT 0.57-3 | 0.55e-3 0 0.58e-3  0.56e{30.57e-3 | 0.60e-3
for Failure in a FR Y
HV CB (M1) - 0.20e-3 | 0.21e-3 0 0.21e- 0.21e{30.21e-3 | 0.22-e3
| cN | | 04993 | 09990 | 15018 | 1.0052 | 05038 | |
CCF Ring CCF | cT | | 2.83-4| 5.68¢-4 | 8.55e-4 | 571le-4| 2.86e-4 | |
CFRMT | | 567e4]| 5694 | 569e-4| 568e-4| 568e-4| |
0.0300
N 0 0.1999 | 0.3996]  0.2006 0
NE Equivalent Nodes T 0 1.15e-4 | 2.29e-4 1.15e-4 0
Out-of-Service FR_MT 0 0.58e-3| 0.57e-3 0.57e-B 0
FR_Y 0 0.0040 | 0.0080]  0.0044 0
TF Total Failure Ratd 0.2269 | 0.4427 | 0.6630 | 0.4451 | 0.2268
Total
TUA Unavailability 1.33e-4 | 2.58e-4 | 3.87e-4 | 2.6le-4 | 1.33e-4




7.18 Output Results Analysis

» Ring Analysis

The output results have been summarized in theviiallg table.

The main parameter in the Nodes Availability; thbep parameters reported in the

output tables, such as failure rates and partiglbbgervice times, are necessary as

additional information for a sound interpretatidrttte results.

The Nodes Unavailability has been computed as \tbeage figure of the 4 assumed
scenarios; the unavailability increase of the miediate nodes N2, N3 and N4 has

been referred to the average unavailability ofetkieeme nodes N1 and N5.

Ring Nodes Average Unavailability (x 10 '3)
Scenario N1 N2 N3 N4 N5
A) 0.1334 | 0.2608 | 0.3849 | 0.2604 | 0.1330
B) 0.1334 | 0.2607 | 0.3854 | 0.2604 | 0.1333
C) 0.1335 | 0.2606 | 0.3873 | 0.2576 | 0.1330
D) 0.1332 | 0.2580 | 0.3872 | 0.2605 | 0.1333
Average 0.1334 | 0.2600 | 0.3862 | 0.2597 | 0.1332
A% over (N1+N5)/2 95 190 95

The unavailability difference between N2 and N9386 (same as between N4 and N5),
and the difference between N3 and N1 is 195% (sasrizetween N3 and N5). However,
there is to take into account that the intermedmtdes N2, N3 and N4 only have been
considered as “Open Nodes” , and in these caskge®iN.2 (HV Circuit Breakers

Failure Mode M3 for Failure on Branch) and N.3 (KDifcuit Breakers Failure Mode

M1) are related to only one circuit breaker in tiogle; the analysis of the output tables
shows that the difference due to the above assampiaround 5%, therefore, in case

that also the extreme nodes N1 and N2 would haea bensidered as “Open Nodes”,

the above differences should be 100% and 200%&idsi£95% and 195%.
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The assumption to consider the intermediate nodés as “Open Nodes” is actually
sound, because there is no sense to unbalanceithé ghormal working conditions;

however, a general ring model has to take into @acany possible configuration, and
the rounded differences 100% and 200% has to bentas reference parameters.

Eventually, the Nodes unavailability are as follows

Rounded Figure to be
Nodes Parametric used in the Overall
—_— Unavailability “Ring + Load Nodes”
Analysis
Extreme Nodes N1 and N5 UA 1.3e4
Second Nodes N2 and N4 2 x UA 2.6 e-4
Central Node 3 x UA 3.9e4

Conclusions

- The Ring proved to be symmetrical structure in terms of performance (Nods

Unavailability) despite of the asymmetry due to the “Open Nodeitioos and of

the Right — Left “Open Circuit Breaker” choice it the Open Node.

- The Nodes Unavailabilities are of the same orderhey are the product of the

Unavailability of the extreme Nodes for the “ranking” (1,2,3, etc.) of the node

from the ring extremities

- The increase of Nodes Unavailability from the extmities to the Ring Centre is

due to the System CCFs, which play an extremely mlant role.

Unavailability

N1 N2 N3 N4 N5
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- CCFs due to component failures are not relevamaulse of their very low failure
rate.

Consideration:

The results of the Ring analysis, and specifictdly “Parametric Unavailability” of the

Nodes, now seem to be intuitive, conversely thegmahactually “hidden”. This is a

typical result of the Montecarlo Analysis: what wadden becomes clear, evident.

The sound interpretation of the results is posdbleause:

- All the possible failure sequences have been exaahtimoroughly and modeled in
detail, and this is supplying a strong backgrounthée analyst.

- A previous simplified analysis has been carried tuevaluate rounded expected
figures (see Ch. 7.17, Output Tables — ExpectednBedl Figures — Ring
Simulation)

- The output have been subdivided in all the posddilare modes and reliability
parameters

The above procedure is a starting point for a gdnprocedure for the sound

interpretation of the Montecarlo results.

Overall “Ring + Load Nodes” Analysis

The simplified but reliable criteria to carry outlkear analysis of the overall “Ring +
Load Nodes” performance is to use the REA (Rarentsvé\pproximation) and
simply to add the unavailabilities of the Ring Nedend of the Load Nodes. In fact,
REA is applicable because unavailabilities arenefdrder of 10 e-4.

In accordance with the Load Nodes analysis (seeique Chapter), 3 alternatives

have been considered, with different probability aferload in case of a non
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simultaneous CCF on a transformers branch; theltseswme summarized in the

following table.

Ring Nodes + Load Nodes Unavailability (x e-3)
Dependence from Load Nodes CCF Overload Probability
Nodes CCF P =0.1 N1 N2 N3 N4 N5
Ring Nodes 0.1300 0.2600 0.3900 0.2600 0.1300
Load Nodes 0.1300 0.1300 0.1300 0.1300 0.1300
Total 0.2600 0.3900 0.5200 0.3900 0.2600
Nodes CCF P =0.01 N1 N2 N3 N4 N5
Ring Nodes 0.1300 0.2600 0.3900 0.2600 0.1300
Load Nodes 0.0170 0.0170 0.0170 0.0170 0.0170
Total 0.1470 0.2770 0.4070 0.2770 0.1470
Nodes CCF P = 0.001 N1 N2 N3 N4 N5
Ring Nodes 0.1300 0.2600 0.3900 0.2600 0.1300
Load Nodes 0.0053 0.0053 0.0053 0.0053 0.0053
Total 0.1353 0.2653 0.3953 0.2653 0.1353

Analysis of the alternatives

- Nodes CCF P = 0.1: The contribution of the Loaddé&® to the overall
unavailability is same as the contribution of thegNodes;

- Nodes CCF P = 0.01: The contribution of the Loaoddés is evident, but not
relevant;

- Nodes CCF P =0.001: The contribution of the Lbladles is negligible

Interpretation

The Load Nodes, as considered in this report,@hg fedundant (1 out of 2) structure,

therefore their redundancy level is higher thatdhe of the upstream network (Ring).

However, there is no alternative, because:

- A Load Node with one only branch, that means withhedundancy, would be too

week and in fact it is not a standard structure;
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- A Load Node with three branches (2 out of threaineldncy) has been sometimes
adopted, but it is not usual, because it is reqgimore space and conversely
there is not a cost reduction.

A comparison with a Wi-Fi system, analyzed in thevpous chapter, leads to
interesting consideration. In this case, the ugoer has a certain degree of redundancy
due to the overlapping of the “cells”; conversehge Load Nodes (the access points, the
cellular phones, etc) have no redundancy. The dwgnid performance in this case is
of course quite different; it is interesting thats not usual to carry out by the users a
comparison between the cost due to the Utility yrethnt system, therefore non

critical), and the cost of a cellular phone (nothuredant, and therefore critical)

7.19 4" Objective - Conclusion

CCEFEs play a relevant role

- System CCFs are predominant for the unavailabdaftthe Ring Nodes, that are the
main availabilities of the Ring + Load Nodes system

- CCFs in the Load Nodes (i.e. Non simultaneous Ci@Rsansformers branches): If
there are CCFs in the Load Nodes which have a amtewnpact, the Load Nodes
unavailability has a relevant impact too on therallainavailability; this is a typical
scenario in developing countries. Otherwise, thead.dNodes unavailability is

negligible

197



7.20 Proposed Simplified Formulae to Evaluate the Ringléé Unavailability and

Failure Rate

A project engineer, who has to design a Ring stinect should rely on a simplified but
sound method to evaluate the Ring Performancehowitthe support of a complicate
method such as the Montecarlo Simulation.

The proposed formulae are based on the followingra:

Overall failure rate based on the addition of theesal failure modes but the ones

relevant to the coupling, whose quantification ishaut simulation; in fact, the
“Node” block is treated as a series of reliabibtgcks.

- Overall Unavailability as above, considering RERare Event Approximation

- Introduction of coefficients relevant to the coupi@pact; a range is suggested,
and the correct choice is left to engineering judgtn

- Introduction of a conservative coefficient, takim¢p account REA as well as the
minor effects that simulation only can evaluate,

- Utilization of simplified formulae failure rate andhavailability for the parallel of
the Transformer Branches; they are reported in RiBjlini Textbook.

The formulae here below have to be also considaserdsynthesis of Ring analysis.

198



LOAD NODE

A) WITHOUT Non-Simultaneous CCFs

Al 1 Bus Bar Out

/]LN 1B~ K)I _LN _1BZ/‘(LN _1B_FM)i

UA_N 1B~ KUA_LN _1BZUAU_N _1B_FM)i

K, 15 =13+17
Koa tn 15 =13+17

where:

AN _1B

UALN 1B

/](LN _1B_FM)i
U’AXLN _1B_FM)i
K/]_LN _1B

KUA_ LN 1B

Failure Rate — 1 Bus Bar Out

Unavailability — 1 Bus Bar Out

Failure Rate of the “i” Failure Mode leading to UBBar
Out, excluding Coupler Failures

Unavailability of the “i” Failure Mode leading toBus Bar
Out, excluding Coupler Failures

Failure Rate Coefficient taking into account Couple
Failure Modes

Unavailability Coefficient taking into account Cdeap
Failure Modes
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A.2 Both Bus Bars Out

2
A — K Tr _Branch
LN 2B — ™)1 LN _2B
IuTr_Branch
Branches)
2

- Tr _Branch
UA\_N 2B KUA_LN 2B 2

Tr _Branch
Branches)

K, o5 =14+18
Kua iy o5 =14+18

where:

ALN 2B

UA_N 2B
ATr

(Parallel of the Transformer

(Parallel of the Transformer

Failure Rate — Both Bus Bars Out

Unavailability — Both Bus Bars Out

Failure Rate of the Transformer Branch

Repair-Substitution-Disconnection Rate of the Tramser

_Branch
/uTr_Branch Branch
K/l LN _2B '

_LN_ Failure Modes
KUA LN _2B i

_LN_ Failure Modes

B) WITH Non-Simultaneous CCFs

Same Formulae,

Failure Rate Coefficient taking into account Couple

Unavailability Coefficient taking into account Cdeap

Ky v e = Kua v 18 =Ky v 28 = Kua_ v 28 =105
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LOAD NODE + RING NODE

A(TLN)j :/](RN)J‘ + AN
UArny =UARy; TUAL

A(RN)j = KK, Z/](RN_FM)i

UAgry; = KK ZUAXRN_FMN

]
KKi:

Where:
N

A(TLN)j

UA(TLN) i
/](RN)J'

UAYRN)J'

it j<N/2

N—j+1 if  i>N/2

Quantity of the “” Ring Nodes

Overall Failure Rate of the Load Node connectetthéd’)” Ring Node
Overall Unavailability of the Load Node connectedhe “j” Ring Node
Failure Rate of the of the “j” Ring Node

Unavailability of the “}” Ring Node

Failure Rate of the Load Node as above evaluated
Unavailability of the Load Node as above evaluated
Position Coefficient of the “|” Ring Node

Failure Rate of the “i” Failure Mode of the Ring éo

Unavailability of the “i” Failure Mode of the Ringode
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8 Accomplishment, and Future Objectives

8.1 Reached Obijectives

A) A new generalized approach to_model the repairableetworks for reliability

analysis, including CCFs as a main contributor

Generalized models for Nodes, Branches and Lodds

- Interdependencies and CCFs on Networks / Components
- System Interdependencies and CCFs
- Functional Interdependencies and CCFs
- Simultaneous and non-simultaneous Interdependeantk€CFs
The new approaches have been developed and ugleel anlvanced models adopted for
Montecarlo simulation; although they have to be enand more refined, they proved to
be effective, and applicable as general methodesofyr repairable networks, of course
with some specific adaptations.
Specific contribution relevant to the above mergidnew approaches:
* New methodology to include Interdependencies an&sC@ transition diagrams and
matrices;
* New concept of “Virtual” Nodes, Branches and LoaddlNs in network reliability
analysis. This concept is very relevant to evaltiageimpact of the out-of-service of
a “virtual” node (more extended than a real node)tlee network performance,
because it can cause a System Interdependency/CCF;
» System Interdependency/CCFs, caused by the owroiee of virtual nodes and
branches. The new definition of System Interdepeog€CF is relevant to the

simultaneous out-of-service of more load nodeg, &dn@ considered the final points
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(the more important ones) of a network. This appnoseems more comprehensive
than the concept of “vulnerability region” develdpay Allan et. al.

* New definition of Functional Interdependency/CC#&sg procedure to identify them;

* New concept of simultaneous and non-simultaneousrdapendency/CCFs, and

procedure to identify them.

B) Generalized Model of a Network Structure (Ring) onthe Base of a Detailed

Interdependency and CCE Analysis

The results of the analysis lead to a sound ing¢apion of the Ring performance and to a
simplified mathematical model.
A generalized model of this classic redundant seh@ras not been developed for the

time being

8.2 Other Contribution Along the Way

Some other contributions came along the way, bec#lus development of advanced

simulation models required new approaches, aswvistlo

* Procedure to identify the typical network structure

 Load Nodes: Procedure to correlate protectionsctede operation and System
Interdependency/CCFs

» Existing Networks and difficulty to evaluate thession time: definition of random
starting time of the renewal cycles

* Generalization of the Load Nodes model, and evanabf the relevance of the

impact on the overall network performance.
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8.3 Future Possible Contribution

After the completion of this work, it would be inésting to go ahead with some new

contribution, as follows:

* Montecarlo simulation variance reduction techniqugsplied to the above described
simulation models for Interdependencies/CCFs amdor&s

* Montecarlo simulation methods to facilitate theutesinterpretation

* Reward Models related with Network Performance @adrs Impact

* Detailed Interdependency/CCFs analysis of telecnchpaotection systems with ring
configuration, that is widely used.

* Detailed Interdependency/CCFs analysis of Wi Fstays, with application to

industrial processes.
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9 Conclusions

The four objectives of this work have been reachsdopllows:

1. General methodology to include interdependencies/T& in repairable systems

The above methodology has been tested in someest(eig. the example reported at

Ch. 4.3) and led to satisfactory results:

- The transition diagrams and the relevant matricge Heen developed within the
frame of the real “residence states”, therefore fhidure states transitions are
representing the real system dynamic performance.

- The addition of the CCFs within the frame of thesidence states” proved easy and
clear.

- The calculation of the linear systems relevanhio transition matrices led to correct
results, because the a.m. linear systems provedcowiplex even though the
transition matrices are large and sparse.

2. A new generalized approach to model the repairableetworks for reliability

analysis, including Interdependencies/CCFEs as a nracontributor

The above methodology has been adopted by the Authosolve some network
reliability studies that otherwise could have bé&sred with simplified methods only, and
proved satisfactory to properly model the spedifiture modes leading to the out-of-
service of nodes and branches. It allowed the l@etainalysis of the Load Nodes "3

Objective) and of the Ring {40bjective).
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3. Detailed Interdependency/CCFs analysis and generakd model of a Power

Distribution Load Node

The Load Node model is very detailed and it isngkinto account all the several failure

modes; therefore, a sound interpretation of thalt@fias been possible, and specifically
of the impact of the several failure modes.

The results interpretation is leading to a simgtifmath model, reported in Ch. 7.20. This
model can be used by the substation designer tily easluate, with a reasonable

precision, the availability at the MV bus-bars;e gsimplified math model can be used as

an equivalent modeto be superposed to the upper level grid, in otdereduce the

simulation complexity and to facilitate the ovenrasults interpretation.

4. Detailed Interdependency/CCFEs analysis and generakd model of a network

structure: a “RING” with load nodes is analysed indetail: a generalized model

- The Ring proved to be aymmetrical structure in _terms of performance

(Nodes Unavailability) despite of the asymmetry due to the “Open Node”

position, and of the Right — Left “Open Circuitddiker” choice inside the Open
Node.

-  The Nodes Unavailabilities are of the same orderhey are the product of the

Unavailability of the extreme Nodes for the “ranking” (1,2,3, etc.) of the node

from the ring extremities

- The increase of Nodes Unavailability from the extmmities to the Ring Centre

is due to the System CCFs, which play an extremetglevant role.

Unavailability

N1 N2 N3 N4 N5
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- CCFs due to component failures are not relevamtlme of their very low failure
rate.

- CCFs play a relevant role

» System CCFs are predominant for the unavailahiftyhe Ring Nodes, that
are the main availabilities of the Ring + Load Nedgstem

* CCFs in the Load Nodes (i.e. Non simultaneous C@Fdransformers
branches): If there are CCFs in the Load Nodeslwhave a relevant impact,
the Load Nodes unavailability has a relevant imp@act on the overall
unavailability; this is a typical scenario in demeing countries. Otherwise,
the Load Nodes unavailability is negligible

- A mathematical model has been obtained for the Rihgad Nodes System; this
model is suitable to be used in feasibility studsesl basic design, in order to

evaluate network configuration alternatives.
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Appendix A) - Networks Examples

Foreword

A deep analysis has been carried out on three @ymetwork systems with re-
configuration after fault, with quite different spkc characteristics but with many
characteristics that are also common to all thevods.

The objectives of the analysis, reported in Clar§;

- To developnew generalized modeldor network reliability evaluation , common to

all the networks (see Ch. 5.4)

- To stategeneral rulesto identify the specific Dependent Failures of tietworks
(see Ch. 5.5)

The three typical networks that have been analyzeetail are:

- Extra High Voltage (EHV) and High Voltage (HV) pomteansmission networks;

- Integrated Selective Phone Communication Netwo&$S| — Sistema Telefonia
Selettiva Integrata).

- Wireless Networks

The main differences between the above networks are

* The complexity of the nodes:
- Simple Real Nodes but Complex Virtual Nodes in Po8sstems,
- Quite complex both Real and Virtual Nodes in Tefamunication Systems
- The predominant element in Wireless Systems

* The effects of failures:
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- Failures on Power Systems can cause injuries tgsopeel and equipment;
therefore, specific protective equipment is reqliignd they play a basic role
- Failures on Telecommunication Systems and Wirelssvorks have mainly
impact on the system performance, therefore prgteeiquipment is less critical
than for Power Systems
The analysis of the three above mentioned typesativorks, with such different
characteristics, seems enough comprehensivedddegeneralized results.

Failure statistics have been considered too, ieramvalidate the network analysis.

A.l. High Voltage (HV) and Extra High Voltage (EHV) viRer Systems

Power Systems are the background of the Author,aapdwer system is the reference

network of this job; therefore, they have been e in detail.

A.l.1. System Description

The purpose of a Power Grids is to transport thevgpoproduced by the several

generating plants, and to make it available tditie customers.

There are many voltage levels, as follows:

» MV (Middle Voltage) Power Generation: The generstof the power stations work
at 11-20 kV, that is the typical range suitable tloe insulation of a large rotating
machine. The generators are connected to the higiiges networks by means of
step-up transformers;

» EHV (Extra High Voltage) Grids: The operating vgiais in the range 330 — 500 kV.
These grids collect the power generated by the mpaiver stations, and are dedicated

to the power transmission over large distances (3600 km), in order to feed the
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load areas by means of step-down EHV /HV transfosmEhey are usually meshed,
and they really work as a closetesh; in principle, there are no radial conneetion

» HV (High Voltage) Grids: The operating voltage tsthe range 110 -132 kV. These
grids are connected to the EHV systems by meafdHdf / HV Transformers; they

are dedicated to feed the HV load centres, thatildige the power to the local MV

systems by means of HV/MV transformers; they alsiéect the power generated by
the medium size power stations. These grids arallyssimplified meshes (typically

they are rings); in normal operation these meshe®pen and the HV systems are

working as radial systems;

IR gﬁm ggjﬁ

EHV Extra High Voltage Interconnection

=== — HVHigh Voltage Distribution -

- MV Distribution, Loads and Generation

i

EEIEIE
4
= o

Fig. A.1 Typical EHV / HV Grid

215



» MV Middle Voltage) Distribution: The loads are fedl MV, by means of HV / MV
substations.

The reliability goalhas to be clear: to provide an optimized powerpbup the MV

distribution nodes. However, the optimization candifferent considering the different
points of view of the producers and of the cust@nand the specific characteristics of
the loads; therefore, several specific reliabilitgices have been defined for power
systems.

The simplified diagram reported in fig. A.1 is shog a typical power transmission and
distribution network, similar to the Italian and 1@&n systems, with all the above listed

voltage levels; this typical system will be usedaagference for the following analysis.

A.1.2. Redundancies

Redundancies are relevant in this work, becausesCGé& usually related with them as
described in Ch. 1.

This work will focus on HV transmission and HV/MWuBstations, therefore only the
redundancies of these systems have been described.

e HV Substations Usually, there are two fully redundant HV/MV (@t Voltage /

Middle Voltage) branches, that feed the two MV Ibass; these two MV busbars
can be interconnected by means of a tie-breakaup(eg that is closed by an
automatic control system in case of a fault on ohéhe two branches. The two
HV/MV branches are connected up-stream to a main big-bar, without tie-
breaker. Two incoming feeders, relevant to the ¥4, are connected to these main

HV bus-bars, therefore there is a redundancy afriming feeders.
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 HV Lines They form a ring between two EHV / HV Substatiotiee ring is always
open at one of the HV substations, in this casg onk circuit breaker of the two
incoming feeders is closed. The ring is a [n-1}oflah redundant circuit. After the
first fault, the damaged line or substation is iseetized and the HV system is re-
configurated to feed all the HV Substations; theteay re-configuration is not
automatic, and it needs a certain time. In casa sécond fault, the HV system wiill

be again re-configurated, but it could be not gaedb feed all the HV Substations.

A.1.3. Protections, Telecommunication and Reclosures

Protections and associated devices (circuit brealedc.) play an extremely important

role in power systems operation; the main reason isatault in an electrical system is
always disruptive, and it is necessary to isolats@n as possible the faulted branch in
order to avoid injuries to the personnel and hedaipages to the equipment.

There are two main types of protective equipment:

- Interrupting devicessuch as circuit breakers and fuses (fuses atallats only on

secondary feeders of MV systems), that are suitablaerrupt the high fault currents
in a very short time;

- Protective relaysthat detect the fault conditions and drive thenipg mechanism of

the above mentioned circuit breakers.
It has to be pointed out that the same protectiygipenent, and mainly the circuit
breakers, can be a cause of fault. In other wadsicuit breaker has to interrupt a fault
current on a up-stream faulted equipment, but atsdime time it can have an internal
fault and in this case another up-stream circieaker has to isolate this faulted circuit

breaker. This is a specific characteristic of posyestems only.
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The intervention of the protective devices hasdgdlective
» The fault has to be cleared in the minimum posdibie, and the faulted branch only
has to be isolated
> In case that the first attempt to isolate the faudtild not succeed, a further protection
intervention will isolate the fault as follows:
- In radial grids (i.e. substations, etc.), the pcotms will open the up-stream
circuit breaker
- In meshed networks, the protections will open tpestieam and down-stream
circuit breakers
In both cases, more feeders and bus-bars will ddatesd, and the out-of-service will be
more extended; this is important because in meghdd the branches can be considered
as redundant elements, and the malfunction of gegiigee device can cause a sort of
Common Cause Failure.
Some typical protective schemes are reported ifmafkaving figures, as follows:

HV/MV Substation Protections

Fig. A.2 is showing a typical protection scheme HM/MV substations. The selectivity
diagram is including time (vertical) — current (lzontal) operating characteristics of the
protective relays; the operating characteristiessat in order to be selectjMee. for the
same fault current the up-stream protection isatpeg always with a short delay.

HV Lines Protections

Fig. A.3 is showing a typical protection scheme ) lines, including distance (under-
impedance) protections, and a typical acceleratigocking scheme with protections

interconnected via telecommunication system.
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The faulted line is detected by the up-stream aomindstream protections; the logic
scheme is assuring that only the faulted line termpted, and within the shortest
possible time (X Zone). In case that the either protections orciheuit breakers would

not work, the other protections will detect thelfaan the successive operating Zones,

and the fault will be cleared after a short dely (— 0.3 s); selectivitwill be therefore

used in this case too.
It has to be pointed out that sometimes faults emaklines are temporary and self-
extinguishing; the typical case is a wet branch @ee touching a HV conductor during a

storm; in this case, after opening the HV line,ealosure systemwill automatically

reclose the circuit breakers that cleared the ;féluls after-fault sequence however has to

be considered as a system restoration, and notlzenge in configuration after fault.
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(From ABB Protection Application Handbook)
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Fig. A.3 Distance protections for HV lines, with PU(Permissive
Underreaching Transfer Trip) Telecommunication Suhe
(From AREVA Protective Relay Application Guide)

A.l.4. Re-Configuration After a Fault

Power systems are redundant, but usually not HoeBBYy redundant; there is always
need of a re-configuration, which is not instantaree Re-configuration modalities and
times have to be taken into account in the religiainalysis of this type of networks.

The general criteria for the system re-configuratadter fault are reported here below

(HV and MV levels):
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HV Nodes of a Ring

In case of a fault both on a branch (HV line par}iand of a node (HV busbars of a HV

load centre substation), the following actions hvke taken:

- Isolation of the faulted branch or node,

- Re-configuration of the HV ring, in order to feddthe other HV nodes.

Usually the HV ring is open in one intermediaterpaf the HV line; it means that all the

HV circuit breakers of the HV load centre sub-stasi are closed with the exception of

the ones in correspondence of the ring opening.HVWe&ing re-configuration is carried

out by opening only the circuit breakers that isolthe fault, and closing all the other

ones

MV Nodes

» There are usually two sections of MV bus-bars, vétimormally open tie breaker
between them (see next chapters); in case ofofosgpply of one of the two bus-bars
sections, an automatic transfer switch sequendeopan the circuit breaker upstream
the out-of-service bus-bars section, and it witisel the tie breaker in order to assure
continuity of power supply to both bus-bars sedion

» The failure cause must be automatically checked,tha change in configuration is
allowed, by logic sequences, only if it will notus the repetition of the fault. A
simple example will clarify this problem: a faulh @ feeder downstream a substation
bus-bar has not been cleared by the feeder protscttherefore the protections up-
stream the busbar had to open the main circuitkerethat is feeding the bus-bar; in
this case, the bus-bars out-of-service, but itds possible to close the tie-breaker

(change in configuration to restore the servicegaonse it would connect again the
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faulted feeder whose protections are not workingh \& successive and definitive

out-of-service of the whole substation.

A.1.5. Virtual Nodes, Branches and Load Nodes

Virtual Nodes and Branches

The Substations are commonly considered the “Nodé#fie Network, and in fact they
are designed, purchased and erected as fully indepé projects, to be interconnection
nodes; is it also common practice to consider tis&ildution lines as the “Branches”
interconnecting the Substations. The real situatiatifferent, as follows:

- The real nodes, i.e. the interconnecting points,the substations bus-bars; they are
simply aluminium pipes or ropes, with a extremeighhreliability because there is
little aging both in the conductors and in theiraseic insulators;

- The real branches are the lines, and the up-steeaindownstream substation bays
which interconnect them to the substation bus-bars.

However, failures in some components of the sulbstdiays, and mainly in the circuit

breakers, can cause the out-of-service of the hus-8nd as a consequence all of the

node; therefore, these failure modes have to beded into the virtual nodes and not
into the virtual branches.

A detailed analysis is reported in Ch. 6 (Load dk)dand Ch. 7 (Upper Level Network);

however, a scheme covering the boundaries of tieavinodes and virtual branches in a

HV ring is repeated here below, for sake of cleation.
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Virtual Branch

OHTL - OverHead Transmission Line

I
I
I
LA - Lightning Arrestors
I <=
VT - Voltage Transformers
| O

DS - Disconnecting Switch
I CT - Current Transformers
) | CB - Circuit Breaker

Fig.A.4 Example of Virtual Nodes and Branches H\ARing

Load Centers

Node
-Bus-Bars
-CB (M1)
-CB (M3)

The goal to create large interconnected grids imlyn#o dispatch the energy to the load

centers, and the goal of the load centers is toraghe energy supply continuity to their

customers; therefore, the reliability model of kbhad centres is very important.

Typically, the load centres are High Voltage / Meldfoltage Substations with redundant

HV/MV transformers bays; a very simplified singled diagram, as well as the relevant

block diagram, are reported in the following figure

Again, the “blocks” are related not only to theypical configuration of the Substation,

but also to its functional characteristics; in othverds, the blocks are not only referred to

HV and MV equipment and to their interconnectidnst, they are virtual blocks that take

into account both the main hardware internal fausand their functional failure modes.
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Fig. A5 HV/MV Load Center

* Block N is a HV “virtual” node, in accordance with the ifon reported in the
previous paragraphs.

* Blocks Al and A2 are relevant to the HV/MV bays, but with some fuoral
conditions described here below

* Blocks B1 and B2are relevant to the MV bus-bars, but with some tional
conditions described here below. Both bus-barsliysuan feed 100% of the load
with a fully redundant distribution, or >50% of thead with a partially redundant
distribution

* Block Cis relevant to the MV Coupler (Tie Breaker)

Examples of the “functional conditions” of theirtual” blocks:

* OQOut-of-service of Al: The fault is cleared by th¥ Ind MV circuit breakers of Al.
The consequence is the out-of-service of B1 omithis case, C can be closed and

B1 can be fed by A2+B2
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Out-of-service of B1: The fault is cleared by th& Mircuit breaker in Al. It is not
possible to close C and to feed B1 by A2+B2, beedlns fault that causes the out-of-
service of B1 would operate the protections to ofeand likely the MV circuit
breaker in A2.

Remark: A fault on a bus-bar is a rare event, amlnot the main cause of a bus-bar
out-of-service; in other words, if a bus-bar is-ofsservice, the cause is most likely
out of the same bus-bar.

For example, a fault on a MV feeder could havebes#n successfully cleared by its
up-stream MV circuit breaker; in this case, the nmisliV circuit breaker up-stream
the bus-bars is operated in a selective (delayed)enby the protections, and the bus-
bars is put out-of-service; in this case, it is npbssible to close C, because the

faulted feeder would be fed again and the protaestiwould operate once again.

In this report, the blocks of the Load Centres Wéldefined as follows:

Blocks A — Virtual HV/MV Bays: They are “Branches”, as defined for the
interconnected grids, because a fault in one ofbtbeks has no impact on the up-
stream and down-stream nodes
Blocks B — Virtual Bus-bars they are “Nodes”, as defined for the interconedct
grids. B1 is connected to the following branches:

- Al

- A2+B2+C
The B1+C+B2 overall block is a “reconfigurable ngdemilar to a HV node with

double-bus and coupler arrangement.
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* Block C - Virtual Coupler : It can be considered as an internal branch betvizde

and B2 nodes

A.1.6. CCFs in Network Components/Equipment — Prelimirarglysis
The following Equipment / Components will be analys

- HV Lines

- HV Equipment and Transformers

- Auxiliary systems (Control, protection systems,)etc

> HV Lines

There are two main typologies:

Single Circuit Lines

CCF is exceptional (extremely

unlikely), because there is no \
direct interference / relationshjp HBC“

between different lines. \
Therefore, CCFs are assumed tc B
be mainly due to natural events

that cover a large area including
many Single Circuit lines
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Double Circuit Lines

/
SHELD WIRE
(TYP)

They are usually very important lines. For
example, some large power generating
plants are connected in antenna to the H
transmission grid because they are located
“out” of the grid, nearby the fuel (coal, gas,
etc.) source; in this case, the common
practice is to provide a redundant Double <
Circuit Line between the power generating JM K H
station and the nearest substation of the IH\ - i} ]
transmission grid, with every circuit N
designed for the full capacity pf the power Y X
station.
Remark:
- Common Component: Common to botl
circuits
- NOT Common Component: Relevant|tc
one only of the two circuits

CLEARANCE

0UND LEVEL

220 KV TOWER

CCFs in Double Circuit Lines can be due to:
o0 Under-sizing of line components
» Conductors [not common component; if the conduchoesunder-sized, in
case of a fault on one circuit (NOT a conductang dther one will be
overloaded and it will be disconnected too]
* Tower [common component]
* Foundation [common component]
» Lightning Protection [common component]
o Natural events that cover the area of the Doubteu@iLine; this area is much

more limited of the area for CCFs of Single Cirduirtes.
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A classification of common mode outage causes @ftwad transmission lines is
proposed in [6B] paper “Common Mode Forced Outag®HTL. A brief discussion

is reported in the following table:

- Original proposed classification: blue characters
- Comments and remarks: red characters
SCL: Single Circuit Lines DCLDouble Circuit Lines
CAUSES Applicable REMARKS
to
SCL | DCL
Natural Events
1 | Fire in Right-of-Way (forest, tall X X Such an event on a large area ¢an
grasses; Agricultural: cane) affect both SCL and DClines
2 | Foundation or Anchor Failure X The failure can affect many tower pf
(flood, landslide, ground the same line, but it is unlikely that|it
subsidence) will affect more than one line; it is
therefore a CCF of the two circuits pf
a DCL line
3 | Severe Environmental Conditions X X Same as 1
(hurricane, tornado, icing)
Interference
4 | Interference with other circuits. X It is very unlikely that the design|/
HV crossing of LV circuits erection would make the same
mistake on two lines; the event |is
therefore a CCF of the two circuits pf
a DCL line
5 | Aircraft interference X Same as 4
6 | Rail and road vehicle interference X Same as 4
Additional Data Suggested
The area isokeraunik level (*) should X Simultaneous lightning strokes an
be added to the information kept on two lines are very unlikely; the event
record to isolate future storm plagued is therefore a CCF of the two circuifts
areas of a DCL line

(*) Isokeraunik level: frequency of lightning strokes
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» HV Equipment

CTs and PTs (Current Transformers and Potentiahsfoamers) They have no

connection between them; both a simultaneous famdt a sequential fault is
actually impossible.

However, CTs can become undersized in case of siganf the generating park
and the fault current can damage all the ones ersdime fault current path. This
situation is quite unlikely.

Circuit BreakersAs above.

However, they also can become undersized in casgpainsion of the generating
park; in this case, if they have to clear a faig short circuit current is too high
and all the circuit breakers that have to interitipan be damaged. This situation
is quite unlikely.

TransformersThey have no connection between them, and a &medus fault is
actually impossible.

However, in case of load centre substations, ifltlael is growing so much that
there is no more full redundancy, if there is dtfaua transformer the load on the
other one will be higher than its capacity, anthemitit will be disconnected or a
load shedding sequence will be started. This stnais quite likely and is
considered as a specific case of Non — Simultan€@is

Other HV EquipmentThey have no connection between them; both sanatius

faults and sequential faults are actually impossibl

> Auxiliary Systems

They are placed in the HV Substations; the mairs @mne:
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= Control Systems
= Protections and Telecommunications
= AC and DC Auxiliary Power Systems

Control Systems

The HV systems usually work in a static way; colhggstems are used to open / close

the circuit breakers and disconnecting switches, @a provide the relevant safety

and operational interlocks. Furthermore, contratems drive the automatic change-

over sequence on the MV bus-bars of the HV/MV satists.

Other control systems are alarm and measuringitsrdwowever, their malfunction is

not a cause of service interruption, therefore thgiynot be taken into account in this

report.

In case of fault on the HV systems, the controteays drive the operating

mechanism of the circuit breakers; if the contg@tems are nor working and they do

not open the circuit breaker nearby the faulttredl other upstream and downstream

circuit breakers have to open in order to clearfélét. However, it has to be pointed

out that:

A) The protection circuits that release the circugidixer in case of a fault usually are
not mixed with the control circuits; in fact they-pass the interlock sequences;

B) In normal working conditions, the manual controlncoand of the circuit
breakers is not habilitated, and an undue operaigaite impossible;

C) The opening and closing commands of the circuibkees and disconnecting
switches are not automatic, with the only exceptbthe automatic change-over

sequence of the MV bus-bars of the HV/MV load cestibstations.

231



Therefore:
An undue opening / closing command is extremelykehl, and it should not cause
a CCF, because it would only case an out-of-serdoenstream the operated

equipment, i.e. in a branch only. Conversely, C@&s to control circuits can occur

as a consequence of a not cleared fault only ia ted condition A) is not satisfied.

Some more considerations about the change-oveesegwon the MV busbars of a
HV/MV Substation: In case that, after a loss of@yn a bus-bar, the change-over
sequence would not succeed due to a fault on tlewar control system, the

consequence will be the loss of supply of all theders spreading from the bus-bar;

this can be considered a CCF on the distributicitesy downstream the bus-phut

not a CCF on the HV system and on the HV/MV loadti@esubstations.

Protections

This is an essential item. Main causes of malfmcti

* Undue operation: This is not a CCF, because theyrelill open one circuit
breaker only

* Failed operation: Two main causes, as follows:
- Protection Malfunction
- Failure not detected, for either specific charasties or location of the failure
All the protection systems have to work with “séiee”’ release, and a failed
operation of a protection will cause the operatioh other up-stream and
downstream protections; therefore the effect offthieire is streaming up to an

higher level; typically, the node connecting thelted branch will be placed out-
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of-service, together with all the other branchesnemted to the same node, and

this is a CCF.

Auxiliary Services

They are always physically referred to a HV Substatand easily referred to the

relevant virtual node.

A.C. (Alternate Current) Aux. Serv. : In case ofdaof supply, it is necessary to
restore the service as soon as possible, but #sedbsupply is not causing the
out-of-service of nodes and branches, or the ugeaaing of circuit breakers. In
fact, all the emergency services are fed by D.Cx./Gerv. (see next paragraph)
therefore the temporary out-of-service of the AXDXx. Serv. will not cause the

out-of-service of a SubStation, and of the relevartual node; eventually, the

A.C. Aux. Serv. are not a CCF.

D.C. (Direct Current) Aux. Serv. : the D.C. systeans usually redundant, with
different sources (Redundant Rectifier + Battetg,)etherefore a loss of supply
of the D.C. distribution is a rare event. Howevercase that there is no D.C.
supply, if there is a fault the protections (workion D.C. circuits) cannot release
the circuit breakers (opening coils fed at D.Chg Substation (or the MV bus-
bar) will be disconnected because all the protasticonnected to the opposite
sides (upstream) of the branches spreading fromnthee will operate and

disconnect the same node. This is a CCF, but\tig unlikely (3 Order cut-

set).

233



A.l.7. Interdependencies and CCFs Originated by Faul®otes and Branches

— Preliminary analysis

NODES

» HV Node
This section covers the HV/MV substations fed by ItV lines (see the simplified
single line diagram — fig. A.1); conversely, the-oftservice of the HV main nodes
fed by the EHV/HV substations in not considerecehbecause it is same as
described in theta above paragraph (EHV Node —cEffie the HV system).

Impact on the HV SystenThe HV lines (branches) upstream and downstrésem t

faulted HV bus-bars will be disconnected, and & pfthe HV ring will be

temporarily out-of-service.

Conclusion:

- The out-of-service of a HV Node is a HV CCF

- This CCF is not causing the out-of-service of thele HV system, but only of a
part of it, i.e. the part within the faulted bus-laad the point where the HV ring
was open. It is therefore possible to have somlatesh sections in the HV line
and consequently a loss of supply to the relevakt Mddes, that means the
reliability goal has not been reached; a detaikestdption of this scenario can be
found in Ch. /.4, covering CCFs in a Ring..

- Reconfiguration of the HV line, or of the HV noddosure of the coupler) will
eliminate or reduce the loss of supply to the MVdesy conversely, the

redundancy level of the HV distribution is reduced
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Impact on the Generating Park and Power Suppllythe generators connected to

this bus-bars will be disconnected to avoid re-Byoization problems; it has to be
pointed out that usually the generators directiynaxted to the HV system are
medium size turbo-sets, their loss of productiohnsted and will have no relevant
impact on the overall power supply.

Impact on the MV Systenin case that the HV bus-bars of a HV/MV substatioe

out-of-service, all the MV feeders fed by the MVskhars will be disconnected; This
iIs a MV system CCF, relevant to only one MV mais-mar.
MV Node

MV Distribution: The out-of-service of a node means that them®isupply to all the

MV lines spreading from this same node, and the $ngle Point Failure. However,

in all the MV distributions (both public and indtiat systems) there is always the

possibility of a re-configuration.

Conclusion:

- The out-of-service of a MV Node is a MV distributi€CF

- Reconfiguration of the MV lines will eliminate oeduce the loss of supply to the
MV customers; conversely, the redundancy of the &&tribution is lost during
the system reconfiguration.

Remark The MV bus-bars are normally subdivided in twatsms, interconnected

by a tie breaker (coupler); usually, an automatiange-over system is installed, to

close the tie breaker in case that one of the twelar sections has lost its supply.

All the causes that prevent the tie breaker clobanee to be considered as CCF; for
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example, as above described, it is not possibtdase the tie breaker in case that it

will feed again the fault, and this is a SinglerRdiailure.

BRANCHES

» HV BranchesA failure on a HV line will interrupt the supply fmart of the HV ring
(see Ch. 7), from the point of the failure to tleenp where the ring is open; therefore,
before the line re-configuration, the MV nodes cectad to the HV/MV substations
in this part of the line will not be fed, and tiissa Single Point Failure.

» HV/MV Bays: The disconnection of a HV/MV bay is compensatgdh® closure of
the MV tie breaker, therefore this is not a Singtent Failure; of course, the MV tie
breaker has to close on demand.

Remark The two sections of the MV bus-bars can be baothod-service, in case that

the two HV/MV bays are out-of-service. It is a ram@ossibility, because the two

HV/MV bays form a redundant circuit; however, inisttcase it is necessary to

investigate if there is the possibility of CCFsvbeen these two HV/MV bays.

- In case of a fault on a HV/MV transformer, the othieansformer can be
disconnected if it is overloaded; this is a Non @ianeous design CCF.

- A quasi-simultaneous insulation damage occurretivim transformers in a HV
Substations some decades ago; this is a design @@take to design a
provisional insulated connection to allow changevindings configuration), but
it is limited to the “infant mortality”.

- It is possible to have the same type of fault om ttho HV/MV bays, due to a

design mismanagement; anyway, it is quite impossthht the fault is either
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simultaneous or during the repair time of the fii@gted bay. This is a Non-

Symultaneous CCF, described at Ch. 6.13.2.

A.1.8. Functional CCFs

Functional CCFs in two large power systems have beestigated in detail, in order to
try to find general rules.

e Congo (DRC) HV Grid

- Situation The grid is very large, but non-uniformly loadsggcifically, the North
Area is very extended, but with light loads for tiv@e being. There is only a
main backbone between Pointe Noire and Brazzavmleiormal conditions, the
inductive voltage drop is compensated by the higé tapacitance and relevant
capacitive voltage drop; conversely, if the baclkbanfully loaded, the inductive
voltage drop is prevailing and it is becoming estes The connection of the
North Area, with high capacitance and light loadacting as a capacitor, and the
voltage drop is compensated; the problem is thatNbrth Area at present is
connected to only one point, and with a single link

- Criticality: The 220 kV backbone from Pointe Noire to Brazlitavs very long
(> 400 km), and it is exceeding by far the typilgalgth of a HV line (1 kV /
km); therefore, a critical voltage profile alongtline has to be expected

- Bottleneck There is only one connecting point and one liekween the North
Area and the above mentioned HV backbone

In case that there is fault on the bottleneck (lmstithe connecting point [Node] and

on the link [Branch]), the capacitance of the NoMfea would not compensate the

inductive voltage drop, and it could be difficutt testore a satisfactory voltage
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profile in a short time; the consequence couldheedisconnection of many loads fed
by the load centre substations.

* |talian EHV Grid

- Situation The grid is heavily loaded, and the generating & not able to feed
the maximum potential load. In case of a overlaads not possible to adopt a
load shedding sequence on a public Utility

- Criticality: There is need to import energy form neighboudagntries

- Bottleneck There are only few links with the grids of thegidouring countries

In case that there is fault on the bottleneck (lmrtlthe connecting point [Node] and

on the link [Branch]), the generating park will rzg able to feed all the loads. It is

likely that the generating stations would operatéunder frequency” and that they
have to be disconnected; as well if one generattagon will be disconnected, the
other ones will be more and more overloaded, amd disconnection process is
accelerated with a risk of black-out.
Similarities

- There is a criticality

- There is a bottleneck

- A fault on the bottleneck will “initiate” a procedbat has consequence on all the
centre load substations

The above similarities represent the proposed seguéo identify Functional CCFs,

reported at Ch. 5.5.4.

Is such a Functional Out-of-Service a CCF?

We have to consider that:
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- There is no simple connection with the grid reliigpi that means the reliability on
Nodes and Branches; in other words, there is nectdiconnection with the grid
reliability model

- There is no condition to supply energy at the LGaahtre Substations, although they
continue to work

However, there is to take into account this bassumption

- The reliability goal of the grid is the energy slyppt the Load Centre Substations
(Nodes)

Conclusion:

- ltis afunctional CCF

- It is related with the grid model described in tpeevious chapters (Nodes —
Branches), because the final effect is the loserwdrgy supply at many “Load

Nodes”.

A.1.9. Failure Statistics

These statistics cover the failures in the HV Gxich main Utility in North Italy. They
are relevant to all the faults that caused themat@ opening of at least one HV circuit
breaker on

- Lines

- EHV/HV Interconnecting transformers

- HV/MV Transformers on Load Centres

- Generators Step-Up Transformers

-  HV Bus-Bars
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The results have been organized into four paragtagshfollows:

Perturbations

Relevant for CCF analysis (*)

Protections

Relevant for CCF analysis (*)

Tele-Protections

Relevant for CCF analysis (*)

Automatic Reclosing

NOT Relevant for CCF analysis

(*) In case that a node is put out-of-servicerg¢his at least a loss of redundancy,
and it is likely that more than one branch conredtethe node is going out-of-

service, therefore. The out-of-service of a nodepissidered as relevant for CCFs

analysis (see previous chapters)

» Perturbations
EHV System: 91.4%

HV System: 8.6%

Perturbation Type

%

Remarks

Transient

89.5

Fast Reclosing
Clearedin0.3s<t<2s

Semi-Permanent

4.6

Slow Reclosing
Clearedint<30s

Permanent

5.9

Permanent Perturbations due to adverse weatheitiomsd35.6%

Remark: adverse weather conditions can be a CCF

Lines Failure Rates:
- EHV System: 3.6 faults / year

- HV System: 9.8 faults / year

A diagram showing percentages of failure causesladed in the following Fig. 6.6.
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Adverse weather condition (Meteo in the Table)aigély the more frequent cause; the

main factors are:

- Ligthning Strokes
- Snow or Ice

- Wind

Other Causes

Human Errors

Adverse Weather

Operation

Erection

Fig. A.6 — Percentages of Failure Causes in HVe3yst
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» Protections
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|titransit0ri Asemipermanenti Blpermansnti |
Fig. A.7 — Adverse Weather — Failure Causes Spitti
Protections operations, every 100 failures:
Protection Operations Out-of- Remarks
Base: Service
100 failures  of a node
Line Distance 262,88 YES In case of a fault on a circuit breaker or
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associated protection circuit, the protection
selective operation can cause the opening of
all the up-stream and down-stream circuit
breakers, with the consequent isolation of
their nodes.



Generator
Distance

Line
Overcurrent

Generator
Overcurrent

Transformer
Differential

Bus-bar
Differential

Line
Differential

Voltage and
Frequency
Prot.

Buchholz
Relay

Breaker
Failure

Transformer
Other Prot.
Generator
other Prot.

1,02

4,41

2,37

0,34

0,00

0,17

0,34

1,36

1,86

3,39

0,34

NO

YES

NO

NO

YES

NO

NO

NO

YES

NO

NO
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Remark: Operations figure is > 100 because
at least two circuit breakers will operate for
every fault

Generator protection only

Same as Line Distance

Generator protection only

Differential Prot. is operating on a limited
zone

It causes the out-of-service of a set of bus-
bars, which physically is a “Node”, and the
possible out-of-service of the lines
(Branches) connected to the Node, if they

are not fed from the other side

Differential Prot. is operating on a limited
zone

Machine protection only

Transformer protection only

In case of failure of a circuit breaker (does
not open on command) the fault has to be
cleared by the the opening of all the up-
stream and down-stream circuit breakers,
with the consequent isolation of the Nodes.

Transformer protection only

Generator protection only
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(*) It can be caused either by the fault positinot(CCF), instead of by the protection malfunction
(CCF)

Fig. A.8 - Line Distance Protection Release
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Fig. A.9 - Line Distance Protection Operat
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Remark: The above figures are an extract from arteg an Italian Utility; it has

not been possible to re-arrange (log) the “scalé¢he percentages.

0.9+

0.88—

1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

OC1 = funzionamento delle sole protezioni C2 = funzionamento protezioni ed apparecchiature A.T. associate EIC3 = funzionamento del complesso di montante I

C1= Protections Only 2 €Protections + HV Equipment C3= Protections + HV Bay

Fig. A.10 — Efficiency of Line Distance Protectiossd Associated Equipment

Remark: Line Distance Protections are multi-zoreemtions specifically designed for
the HV lines. The zones and the logic ptotectiaghm are reported in fig. A.3.

Discussion of Fig. A.10
- 1-C1: Protections malfunction: it is of the ordéR2e3%
- C1-C2: HV Equipment malfunction: it is a very loate

- C2-C3: Auxiliary and Control Systems, and otheteays: it is of the order of 3-4%
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> Tele-Protections

They work in conjunction with Line Distance and @uarent protections; therefore,
their failure has the same effect of a protectatufe, and can be a cause a CCF (see
previous paragraph “Protections”)

Teleprotection Efficiency: 96.2%

Teleprotection malfunction (Cause of CCF): 3.8%

» Automatic Reclosing

This operation attempts to restore the serviceage ®f temporary faults (they are the
majority, 79.8%); therefore, they cannot be cadssncextension of the fault. Finally,

they are not cause of CCF.

Comparison between Statistics and Predictions

Overall results of the analysis of the failureistats:

A. Failures on BranchesFailures on EHV/HV systems are mainly on the dine

(branches); the main cause is adverse weather.

- Prediction: It is possible to have CCFs betweeadimue to adverse weather;

- Statistics: it is impossible to detect these COBsfthe statistics in our hands,
because there is not a failures chronology

B. Failures on HV Bays

- Prediction: The probability of out-of-service of H)ays is very rare if compared
with the probability of out-of-service of a High Wage line, because the failure
rate of a HV line is mainly due to external fact@nseather), and conversely the
failure rate of a HV bay is due to equipment falunly; therefore, it is very

difficult to find a CCF that could cause the simnkous fault of more than a bay.
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- Statistics: The very low failure rate is confirmetdis due to the operation of the
Transformer Differential, Buchholz and Other Tramsier Protections Relays
(see above table), and the sum of their operategquency is much lower than the
operation frequency of the line protective relays.

C. Out-of-Service of a Node, due to Internal Failure

- Prediction: The out-of-service of a “node”, duebtuth the failure of the node core
(bus-bars) and of a simultaneous failure of thelddys connected to the bus-bars,
is very unlikely, because it is quite impossibldital a failure common mode

- Statistics: The internal failure of a node is cdehby the bus-bars differential
protection; statistics show that this protection\VMHR released; the failure is
isolated by the Bus-Bars Differential Relay, whpseation frequency is O (zero).

D. Out-of-Service of a Node, due to External Faildrke out-of-service of a “node” can

be caused by the malfunction of the protectionesysthat has not been able to clear
the fault on a line
The main criteria to detect the occurrence of CDRke system is to check if there
has been the simultaneous non-operation of moredha circuit breaker, to clear the
faults.
There are two cases:
» Simultaneous failures either on more than one lbramcon more than a HV bay
in a “Node™:
- Prediction: This situation has been considered vatikely
- Statistics: There is no evidence that such a siudtas occurred

Conclusion: Prediction and statistics are in acance
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> Release of more than one circuit breaker, duedmfieration of the line distance
protections, in &, 3¢ 4" step (zone) (see fig. A.8 showing line distandayre
operation zones): this situation occurred, andsitreported into the above

described statistics (see fig. A.8 and A.9)

- Prediction: This situation has been consideredasiple

- Statistics: This situation occurred, and it is mgd in fig. A.8 and A.9

Conclusion: Again, prediction and statistics araggordance

Discussion:

- If the protections release correctly ifl Zone, the fault is isolated and the out-
of-service is limited to the disconnection of tharch;

- If the protections release ifi%one, the reason can be a malfunction in the 1
zone, but more likely the position of the fault reathe end of the branch
requires the operation of thd82one. Therefore, it is possible, but not sure,
that the nodes upstream and downstream the faoittaeth could be put out-
of-service;

- If the protections release if®®r higher zone, surely there is a malfunction,
and the nodes upstream and downstream the faul@dtbwill be put out-of-
service.

In fact, Fig. A.8 shows that:

Line Distance %
Protection Release
3% Zone 0.58
4" Zone 0.90
5" Zone 0.06
Delayed 0.32
Tot. 1.86
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Which is very close to the results of Fig. A.9eradnt to protections malfunction.
Remark: An operation malfunction is causing thea®le operation of the up-
stream protections, that means the protectionsritmy8® Zone and 4 Zone (%'

Zone is very rare)

Line Distance %
Protection
Operation
Delayed 0.77
Failed 1.03
Tot. 1.80
The importance of the protection system in CCFyaislis very high; Fig.

A.10 shows that the malfunction can be caused lmthsame protective
equipment, and by the associated control and anxifystems; conversely, it is
very unlikely that the protection release is ungsstul due to HV equipment
malfunction.

Conclusion there is a close correspondence between CCHgpoas and statistics, and

the CCFs prediction model can be considered adatatil.

A.2. Telecommunication Systems

A.2.1. System Description

The STSI (Sistema Telefonia Selettiva Integratantedrated and Selective Telephone
System) is the present standard for the selectleptione systems along the Italian

railroads.
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The overall architecture of STSI is shown in figlA that is highlighting the two main

hierarchical levels:

- A*Local” level, relevant to all the station and inter-stationrsg®nnected to railroad
station “Concentrators” ; Two inter-station cirauére provided: IA and 1B

- A “Omnibus” level interconnecting all the station “Concentratorsfo omnibus

circuits are provided: OA and OB

The system reliability analysis has to cover:

- The availability of the upper (Omnibus) level backbs, i.e. of the OA and OB
circuits

- The availability of the lower (Local) level backbes) i.e. of the IA and IB circuits

- The availability of the CTS station telephone caoricors

Equipment and functionalities that are relevantth@ reliability analysis are listed here

below.

* Both the Omnibus circuit and the Inter-Station air@re provided with two hardware
circuits, that can be shared; in case of an oweofice of a backbone, all the
telephonic traffic cab be deviated on the otherkbane, but with a reduction /
degradation of the service

* The Omnibus system is provided with a ring linkthwOF (Optical Fiber) cable,
between the first CTS (CTS-0) and the last one €S (Fine Tratta — Line End))
indicated as CTS — 3 in fig. A.11

* Main equipment provided for the signal transmissad®mnibus level is listed here
below; the order is following the “ring”™:

- CTS - 0 (Starting Point)
- Omnibus Level Telephonic Cables Backbones (OA aBYl O
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- CTS —FT (Branch End), in our case CTS-3
- PCM (multiplator + line connection) of the OF i@ S-FT side
- OFline
- PCM of the OF line, CTS-0 side
- CTS INT A (Intermediate, Amplified), if any
* Main equipment provided for the signal transmissainLocal level is listed here
below.
- N.2 intermediate and adjacent CTS
- Local Level Telephonic Cables Backbones (IA and IB)
The system is designed, with suitable redundancies,
- to work even if some components are out-of-service
- to be repaired in a very short time
It is therefore a “repairable” system, with thidwing characteristics:
- Repairability even during normal operation
- Capability to supply a continuous service to thersis
Remark the system has to be able to provide its sernawen if one CTS is out-of-

service; for this reason it has been designed éh suway that a fault on a CTS will not

cause the out-of-service of others CTS; this mébas no CCFs are expected between

CTS

The reliability goalsin accordance with the above described systemigrpgances, are:

* At upper level (Omnibus): Availability of the searCTS to be connected to the
overall telephone system, through CTS-0
* Al lower level (Local): availability of the severalTS, and availability of the

connection to the Station and Inter-Station Users
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OF (Optical Fiber) |j
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Fig. A.11  STSI System — Overall Scheme
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Fig. A 12 STSI - CTS1 Scheme
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A.2.2. Re-configuration

At the Omnibus level, in case of a failure of atfaalf board) of the line amplifier of a
CTS-l, there is the possibility to isolate this gupent and to restore the backbone
continuity by means of a by-pass switch (see fig.2Athat will automatically close.
Therefore, the following functionalities have bgwovided:

- Auto-diagnostic;

- Automatic sequence to close the by-pass switch.

A.2.3. Hardware Bottlenecks

All the control system is composed by electronidsainstalled in wired racks.

Hardware bottlenecks are summarized here below.

= Many cards, relevant to the connection to two li(se® Fig. A.12), are provided with
two separate circuits on the same PCBs (Printecu€iBoards); in a few cases, on
these cards there are some common components ©&MON part of the
equipment in Fig. A.12). A failure of the commonmmgmonents of these boards will
cause the impossibility of connection of both cit€wutgoing from the same boards,
and this is a bottleneck

= Some boards are connected to all the other boswds, as the Control Logic boards;
for example, the microprocessor of a CTS-I (see Rig?2) is controlling all the
satellite boards. A failure on this microprocessall put out-of-service all the
functionalities of the CTS-I.

= Some boards have a vital connection with the dbbards, such as the power supply;

a failure on these boards will put out-of-servitid¢tee functionalities of the CTS-I
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There is also hardware that is common to many Ispasdch as for example the

“buses”; a fault on this hardware will put out-adrgice all the functionalities of the

CTS-l

A.2.4. Similarities and Differences with Power Systemsvineks

SIMILARITIES

> Reliability Goal The network has to provide a “service” to seveldders,
downstream the last level nodes

» Interference between NodéRhere is no interference between nodes

» Overall Branch and Nodes modeThe structure in different levels, with final

connection to distribution nodes, is quite simil@nversely, the branches and nodes

models show some differences (see next paragraph)

DIFFERENCES

>

Protective Equipment Faults are not disruptive, with injures to persoand

equipment; in this case, the protections do not plaery important role; conversely,

Autodiagnostic plays a very important role because it drives Hystem re-

configuration.
Nodes The typical real node is more complex, becauseiudes specific equipment
such as microprocessor, etc.

Double Circuit Lines Usually not installed in telecommunication systethe

redundant systems are installed on separate caye w

The definition of Branches, Nodes and Peripheradé$o(equivalent to Load Centres in

Power Systems) can be applied also to this system.
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A.2.5. Virtual Nodes, Branches and Peripheral Nodes

“Virtual” Nodes include all the equipment whose failure can cabseout-of-service of

the node; conversely, the peripheral equipments{datthe “buses” ) that is connected to
the outgoing/incoming lines, although physicallgtailed into the node, is not included
in the virtual node.
Equipment included into a Virtual Node:

- Microprocessor

- Power supply

- Buses

- Rack

“Virtual” Branches include not only the transmission lines, but alke tquipment

installed in the nodes that is connected to theslin

Equipment included into a Virtual Branch:
- Common parts of the boards connected to the trassoni lines
- Parts (circuits) of the boards connected to thacHic transmission lines
- Transmission lines

SIMILARITIES AND DIFFERENCIES WITH POWER SYSTES

Branches and Nodes

» Similarities
- Some components that are part of the physical Nbde® to be conversely
included, in terms of reliability modeling, intbet branches spreading from the

relevant Nodesln this case, the sections of the cards connedttiadines, which
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are physically included into the nodes, in termsetiibility modeling have to be
included into the branches
There is the possibility that a reliability bloalelevant to a specific failure mode,

could be included both into a Node and into a Bfanc

> Differences

Nodes can be re-configureth this case, it is not possible; Re-configunatie
limited to the by-pass on the Omnibus line (branch)

Branches cannot be re-configurdd.this case, the by-pass is extending a branch
and it is eliminating a node; therefore, the braisate-configured

The “Local” level lines that connect the inter-giatusers are not re-configurable,
but they are redundant without any switching seqeeso there is no need of re-

configuration

Peripheral Nodes

Also in this case there are “Users”, that needreice The model of the peripheral nodes

(not of the users) is extremely simple, in practgca connection point

> Similarities

The goal is the same: to assure the service thealberipheral nodes and to their
users. Also in this case, it is not possible toeligy a clear RBD because the
users (final point of the RBD) are many

Also in this case, the “blocks” of the peripheraldes and of the branches
connected to them are related not only to theirsgay configuration but also to

their functional characteristics
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» Differences
- The NODE structure is different. “Inside” the bustsere are very important but
not redundant components: the microprocessor amgadwver supply (it can be
considered as “inside” the bus-bars, becauseéievant to all the boards”
- The boards relevant to the Omnibus and Local léael redundant connection

have some parts that are common to both redundantts

A.2.6. CCFs in Network Components/Equapin

The system has been designed in such a way to aridinterference between the

several components, as follows:

- There is no physical connection between the severdés, except the transmission
lines

- The transmission line cable ways are separategftivera catastrophic event only can
have impact on more than one line

- The power supply source is redundant, and therbadteries to supply DC power in
case of loss of the main AC supply along the line

It is possible to image the same type of failureddferent boards, both in the same node

and in different nodes, due for example to a deprgblem; however, the probability that

such a simultaneous fault would occur is very closeero and will be neglected.

A further investigation has been carried out, amlbhse of a Sample Check List (drawn

from “Estimation and Evaluation of Common Causeldfas in SIS” , Angela E.

Summers, Kimberly A. Ford, SIS-TECHwW{w.SIS-TECH.cony the investigation

confirmed that CCFs are extremely rare; howevanespoints have been highlighted as

follows:
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» Operator InterfaceThis is a very likely CCF; however, in this cabe interface is

very simple, just a keyboard and a display, andaifmns are very easy in order to be
carried out by any personnel; therefore, for ST probability that operator
interface could become a CCF is very remote;

» Environment Excessive vibrations and temperature can beco@EsCa proper
design managed to reduced as far as possible fivetoes, anyway it is advisable to
monitor them along the system life cycle. Environné€CFs can cause the
simultaneous out-of-service of more than one nobehch, and it is possible that

some users could result not connected to the system

A.2.7. Interdependencies and CCFs Originated by Faulkkouotes and Branches

The out-of-service of the CTS-0 can be caused ey féilure of the following

components / sub-systems only:

Microprocessor

Power supply

Buses (extremely rare — neglected)

Rack (collapse is extremely rare — neglected)
Consequence: all the CTS-I will be out-of-serviaad therefore all the station and
inter-station users too will loose their connectidherefore, this is a CCF both for
the CTS-I and for all the users

» CTS-

The out-of-service of the CTS-0 can be caused ég#me failure of CTS-0.
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Consequences:

- The Station Users of the faulted CTS-I will be otrservice;

- The inter-station users will be fed by the CTS-lhat other extremity of the lower
level transmission lines;

- No impact on the Omnibus ring level:
* lItis aring fed at the two extremities
* The ring in some conditions can also be re-clogesh&ans of the by-pass

Therefore, this is a CCF for the station users only

BRANCHES
» Omnibus Level — Optical Fiber Cable

In case of failure, the ring will be open, but thgstem will continue to work; the
consequence is a loss of redundancy only

» Omnibus Level — Copper Cable Transmission Line
The Omnibus circuit has two redundant transmiskias; in case of failure of one of
them, there is only a reduction of the redundaeegll

» Lower Level: The distribution to the inter-statiosers is redundant; in case of failure
of one transmission line, there is only a lossediundancy

SIMILARITIES AND DIFFERENCIES WITH POWER SYSTES

» Similarities
- The out-of-service of a node can have impact onynfiaal users.

» Differences

- The out-of-service of a branch cannot have impadhe final users.
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A.2.8. Functional CCFs

A typical functional CCF of a High-Tech system [ssolescengat will mainly affect:
- The provision of spare parts;

- The hardware-software interface

The analysis is carried out in accordance withpiteeedure proposed at Ch. 5.5.4

1% Step - Identify CriticalitiesObsolescence

2" Step - Identify Bottlenecks

> Provision of Spare Parts: After for example 20 gedrcould be difficult to find spare
parts to replace the damaged ones; thereforepdssible that more than one board of
the same type could be not in condition to workdeghe system

» Hardware-Software Interface: After for example 2@ng, it could be difficult that the
same software be installed and maintained on teralenodes

3 Step - Verify the impact of a fault on a bottlekeand specifically the conseguences

on the reliability goal

The out-of-service of more than one board, dueeeitb the impossibility to provide
spare parts or to software malfunction, could iiththe overall functionality of the
system; in this case, many nodes and many statidnirgter-station users could be

disconnected for a too great time (very high MTTEhd this will be a CCF
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A3. WISP — Wireless Internet Service Providers

A3.1 System Description

WISP (Wireless Internet Service Provider) is a dixsireless service between central
nodes and clients, with low power radios and highh gantennas; direct line of sight is
required between the connected points.

There are 3 main levels as follows:

- Upper Level - Main Backbone, between the main ngogseaters)

- Intermediate Level - Interconnections between thain nodes and the user nodes

- Lower Level - User nodes and downstream connextion

pre—

Fig. A.13 — WiFi Network Intermediate and Lower le¢v
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Fig. A.14 — WiFi Network Upper Level
The system is designed
- to work even if some components are out-of-service
- to be repaired in a very short time
Also this system is therefore a “repairable” systevith the following characteristics:
- Repairability even during normal operation
- Capability to supply a continuous service to thersis
No redundancies are usually provided for this sysie fact, it is usually a quite “poor”
system.
Furthermore, the system designed in such a wayattiatlt both on a base unit and an
access point will not cause the out-of-service tbep base units and access points; this

means than no CCFs are expected between access auihbetween base units

The reliability goals, in accordance with the abdescribed systems performances, are:
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* At upper level (Backbone): Availability of the seakBase Units to be connected to
the overall backbone
* Al lower level (Users): availability of the sevemdcess points, and availability of the

connection to the Users

A.3.2. Main Equipment

NODES

> Backbone Main Nodes

- Omni-directional antenna
- Base Unit
- Router

> User Nodes

Directional antenna

Router

- Hub

Access point

PC with wireless card
BRANCHES
No physical equipment; sky only. However, for te&@ne reason the environment has a

very relevant impact.

A.3.3. Re-Configuration After Fault

For these networks, no reconfiguration is provided
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A.3.4. Hardware Bottlenecks

All the components of the backbone nodes are Ibeitks, because there are no

redundancies; in the RBDs, they would be serieskislo

A.3.5. Similarities and Differences with Power and Telec®ystems

SIMILARITIES

>

Reliability Goal The network has to provide a “service” to seveldders,

downstream the last level nodes;

Interference between Nodddo direct interference. Adverse weather can cdhlse

out-of-service of many nodes, because the arear@d\®y the system is limited and
can be affected by local adverse weather conditions

Overall Branch and Nodes modelhe structure in different levels, with final

connection to distribution nodes, is quite simil@nversely, the branches and nodes

models show some differences (see next paragraph).

DIFFERENCES

>

Protective Equipment Faults are not disruptive, with injures to persoand
equipment; in this case, the protections do not plaery important role;

Nodes The nodes are more complex both compared torthe of power systems and
to the ones of telecom systems. The nodes inclwate/nottlenecks;

Branches The model is very different. There is no equipmand the failure rate is
due to the environment (see next Chapters);

Double Circuit LinesThere are no double circuit branches;

Redundancies The system is quite “cheap” and “poor”; usuallyerte are no

redundancies
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A.3.6. Branches, Nodes and Peripheral Nodes Models

The definition of Branches, Nodes and Peripheraddé$o(equivalent to Load Centres in
Power Systems) proposed in Ch. 5 can be appliedalsis system.
VIRTUAL NODES AND BRANCHES

“Virtual” Nodes include all the equipment whose failure can cabseout-of-service of

the node; in practice, all the nodes

“Virtual” Branchesinclude only the air links between the nodes; there equipment.

Remark: Antennas could seem to be part of the tresi’, conversely they have been

included among the node equipment for the followgsons:

- In the backbones, antennas can provide conneaiomany links; therefore, they are
part of a node

- They are the last equipment in series with the rodguipment of the node; a

separation is therefore not coherent.

Peripheral Nodes

Again, there are “Users”, that need a service. Mioelel of the peripheral nodes (not of
the users) is including many equipment, but theeer@ redundancies and there are no
change-over sequences
SIMILARITIES AND DIFFERENCIES WITH POWER AND TELECOM
SYSTEMS
» Similarities

- The goal is the same: to assure the service tialperipheral nodes and to their

users. Also in this case, it is not possible toaligy a clear RBD because there are
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many injection points (starting points of the RBi»d many users (final points of
the RBD).
> Differences
- In this case, the concept of “virtual” nodes andnghes in not so important,
because there is a very clear distinction betweeties1 — equipment and

branches — air link.

A.3.7. Out-of-Service of Nodes and Branches — CCFs Analysi

NODES

> Nodes in the Back-Bone

The out-of-service of a node of the back-bone @il the same back-bone; the lower
level nodes connected to the node of the back-bihBose their connection.
Consequence: many users will be disconnected,tandikely that also some upper
nodes on the backbone will be disconnected. Thexethis is surely a CCF for the
lower level, and on a case by case basis for therdpvel

> Lower-Level Nodes

The users connected to the node will be put oweofice
Consequence: many users will be disconnected;ftrerahis is a CCF for the lower
level.
BRANCHES
As reported in the previous paragraphs, the oweofice of the air links (branches) is
mainly due to environment conditions. In case thatonnection on the upper level

backbone would be interrupted, surely many useufddoe disconnected and it is likely
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that also some upper level nodes could loose toginection. Therefore, this is surely a
CCF for the lower level, and on a case by casesliasthe upper level
SIMILARITIES AND DIFFERENCIES WITH POWER AND TELECOM
SYSTEMS
» Similarities
- The out-of-service of a hode can have impact onynfiaal users.
- The out-of-service of a branch can have impacthmnfinal users, such as in
power systems
» Differences
- The out-of-service of a branch can have impacherfihal users, and this is different

from telecom systems

A.3.8. Functional CCFs

A typical functional CCF of a High-Tech system_igsolescencesuch as for telecom

systems ; in fact , obsolescence will mainly affect

- The provision of parts to be replaced;

- The hardware-software interface; this is a vergwvaht factor, in fact hardware-
software packages are in continuous developmant§62.11a/b/etc protocols)

The analysis is carried out in accordance withpitoeeedure proposed in Ch. 5.5.4.

1% Step - Identify CriticalitiesObsolescence

2" Step - Identify Bottlenecks

> Provision of Parts to be Replaced: After for a fgars, it could be difficult to find
parts to replace the damaged ones; thereforepdssible that more than one board of

the same type could be not in condition to workdeghe system
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» Hardware-Software Interface: After for a few yeairss likely that different software
be installed and maintained on the several nodes

3" Step - Verify the impact of a fault on a bottlekeand specifically the consequences

on the reliability goal

The out-of-service of more than one board, andstifevare malfunction, could inhibit
the proper functionality of the system; in this eamany nodes and many station and

inter-station users could be disconnected, andnitide a CCF.

A.3.9. Statistics and Predictions

The failure records reported here below are reletathe operation of the Wi Fi network

of ARI Novara (ARI: Italian Amateur Radio LeaguBovara: my town).

It has to be pointed out that an amateur networnnafbe considered a reliable source
for a comprehensive survey, due to its limited esien and to the non-industrial

implementation and erection of the system; conWerge this case it is much easier to
obtain real data, due to the remarkable backgramaldto the typical availability of radio

amateurs.
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Main Failures occurred during the first years oéi@ion:

FAILURES

REMARKS

Adverse weather, and specifica
winter humidity, affected sometimes t
transmission performance.

Iyrhis failure can become a simultanec
NECF for all the network

DUS

Firmware failure, due to persistent I
booting.

€Fhis failure is mainly due to software bug
It can be a system CCF if the failure
occurring in a transmission node.
Conversely, the possibility to be
simultaneous or quasi-simultaneous C
on two or more apparatus is extrem
unlikely.

Firmware failure, with necessity t
restart the electronic equipment (acc
points, etc.)

orhis failure is mainly due to equipme
peserstress.

occurring in a transmission node.

It can be a system CCF if the failure|i

Failure of a DC supply converter a
out-of-service of a peripheral node.

ndost likely human error.
The out-of-service of a peripheral no
caused the black-out of a whole periphg
area

de
ral

Failure of a router in a central node, &
out-of-service of another node

iInthe out-of-service of a second node cau

sed

the black-out of the whole system.

Expected failures:

FAILURES

REMARKS

Overall network shutdown, due to
extended power supply Utility black ou

adystem CCF, due to external factg

it(power supply disconnection)

DI'S

Electronic Equipment failures

After a few yearsogieration, and with
further extension of the grid, it
reasonable to expect a few equipm
failures, taking into account the typic
failure rates of the electronic equipment.
No CCFs

A
S

ent

al

Obsolescence both of software 4
hardware, after a few years of operati
and impossibility to assure
simultaneous replacement.

rfebnctional CCF
on,
a
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All the above failures have been considered inpttewious analysis, although with some

differences.

Summary of main results:

- A peripheral Node out-of-service caused the outesfrice of a whole area.
- A second Node out-of-service led to a completekstad.

- Out-of-service of links (Branches) caused the dtgesvice of individual Load

Nodes only.

- No CCFs between nodes have been detected; thiswesuexpected

Conclusion
- The predominance of Nodes over Branches is evideniode out-of-service is

causing the put-of-service of many users; converské impact of a branch out-of-

service is much lower.
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