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Abstract

This report presents a general analysis for the performanceof WLAN location determination systems. In partic-
ular, we present an analytical method for calculating the average distance error and probability of error of WLAN
location determination systems. These expressions are obtained with no assumptions regarding the distribution of
signal strength or the probability of the user being at a specific location, which is usually taken to be a uniform
distribution over all the possible locations in current WLAN location determination systems. We use these expres-
sions to find the optimal strategy to estimate the user location and to prove formally that probabilistic techniques
give more accuracy than deterministic techniques, which has been taken for granted without proof for a long time.
The analytical results are validated through simulation experiments. We also study the effect of the assumption
that the user position follows a uniform distribution over the set of possible locations on the accuracy of WLAN
location determination systems. The results show that knowing the probability distribution of the user position
can reduce the number of access points required to obtain a given accuracy. However, with a high density of
access points, the performance of a WLAN location determination system is consistent under different probability
distributions for the user position.

1. Introduction

WLAN location determination systems use the popular 802.11[10] network infrastructure to determine the user
location without using any extra hardware. This makes thesesystems attractive in indoor environments where tra-
ditional techniques, such as the Global Positioning System(GPS) [5], fail to work or require specialized hardware.
Many applications have been built on top of location determination systems to support pervasive computing. This
includes [4] location-sensitive content delivery, direction finding, asset tracking, and emergency notification.

In order to estimate the user location, a system needs to measure a quantity that is a function of distance.
Moreover, the system needs one or more reference points to measure the distance from. In case of the GPS
system, the reference points are the satellites and the measured quantity is the time of arrival of the satellite signal
to the GPS receiver, which is directly proportional to the distance between the satellite and the GPS receiver.
In case of WLAN location determination systems, the reference points are the access points and the measured
quantity is the signal strength, which decays logarithmically with distance in free space. Unfortunately, in indoor
environments, the wireless channel is very noisy and the radio frequency (RF) signal can suffer from reflection,
diffraction, and multipath effect [9, 11], which makes the signal strength a complex function of distance. To
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overcome this problem, WLAN location determination systems tabulate this function by sampling it at selected
locations in the area of interest. This tabulation has been know in literature as the radio map, which captures the
signature of each access point at certain points in the area of interest.

WLAN location determination systems usually work in two phases: offline phase and location determination
phase. During the offline phase, the system constructs the radio-map. In the location determination phase, the
vector of samples received from each access point (each entry is a sample from one access point) is compared
to the radio-map and the “nearest” match is returned as the estimated user location. Different WLAN location
determination techniques differ in the way they construct the radio map and in the algorithm they use to compare
a received signal strength vector to the stored radio map in the location determination phase.

In this report, we present ageneralanalysis of the performance of WLAN location determinationsystems.
In particular, we present a general analytical expression for the average distance error and probability of error
of WLAN location determination systems. These expression are obtained withno assumptions regarding the
distribution of signal strength or user movement profile. We use these expressions to find theoptimalstrategy to
use during the location determination phase to estimate theuser location. These expressions also help to prove
formally that probabilistic techniques give more accuracy than deterministic techniques, which has been taken
for granted without proof for a long time. We validate our analysis through simulation experiments. We also
present an analysis of the effect of the assumption that the user location is uniformally distributed over the set of
all possible locations on the performance of the location determination systems. For the rest of the report we will
refer to the probability distribution of the user location as theuser profile.

To the best of our knowledge, our work is the first to analyze the performance of WLAN location systems
analytically, provide the optimal strategy to select the user location, and study the effect of the user profile on the
performance of WLAN location determination systems.

The rest of this report is structured as follows. Section 2 summarizes the previous work in the area of WLAN
location determination systems. Section 3 presents the analytical analysis for the performance of the WLAN
location determination systems. In Section 4, we validate our analytical analysis through simulation and provide
experiments to test the effect of the user profile on the performance of location determination systems. Section 5
concludes the report and presents some ideas for future work.

2. Related Work

Radio map-based techniques can be categorized into two broad categories: deterministic techniques and prob-
abilistic techniques.Deterministic techniques(such as [2, 8]) represent the signal strength of an access point at a
location by a scalar value, for example, the mean value, and use non-probabilistic approaches to estimate the user
location. For example, in theRadarsystem [2] the authors use nearest neighborhood techniquesto infer the user
location. On the other hand,probabilistic techniques(such as [3, 7, 6, 12]) store information about the signal
strength distributions from the access points in the radio map and use probabilistic techniques to estimate the user
location. For example, theHorussystem from the University of Maryland [12, 13] uses the stored radio map to
find the location that has the maximum probability given the received signal strength vector.

All these systems base their performance evaluation on experimental testbeds which may not give a good idea
on the performance of the algorithm in different environments. The authors in [7, 12, 13] showed that their
probabilistic technique outperformed the deterministic technique of theRadar system [2] in aspecifictestbed
and conjectured that probabilistic techniques should outperform deterministic techniques. This report presents a
generalanalyticalmethod for analyzing the performance of different techniques. We use this analysis method to
provide a formal proof that probabilistic techniques outperform deterministic techniques. Moreover, we show the
optimal strategy for selecting locations in the location determination phase.

All the current WLAN location determination systems assumethat the user has an equal probability for being
at any location in the set of radio map locations (uniform user profile). We study the effect of this uniform user
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profile assumption on the performance of the location determination systems.

3. Analytical Analysis

In this section, we give an analytical method to analyze the performance of WLAN location determination
techniques. We start by describing the notations used throughout the report. We provide two expressions: one for
calculating the average distance error of a given techniqueand the other for calculating the probability of error
(i.e. the probability that the location technique will givean incorrect estimate).

3.1. Notations

We consider an area of interest whose radio map containsN locations. We denote the set of locations asL. At
each location, we can get the signal strength fromk access points. We denote thek-dimensional signal strength
space asS. Each element in this space is ak-dimensional vector whose entries represent the signal strength
reading from different access points1. Since the signal strength returned from the wireless cardsare typically
integer values, the signal strength spaceS is a discrete space. For a vectors ∈ S, f∗

A
(s) represents the estimated

location returned by the WLAN location determination techniqueA when supplied with the inputs. For example,
in the Horus system [12, 13],f∗

Horus(s) will return the locationl ∈ L that maximizesP (l/s). Finally, we use
Euclidean(l1, l2) to denote the Euclidean distance between two locationsl1 andl2.

3.2. Average Distance Error

We want to find the average distance error (denoted byE(DErr)). Using conditional probability, this can be
written as:

E(DErr) =
∑

l∈L

{E(DErr/l is the correct user location).P (l is the correct user location)} (1)

whereP (l is the correct user location) depends on the user profile.
We now proceed to calculateE(DErr/l is the correct user location). Using conditional probability again:

E(DErr/l is the correct user location)
=

∑

s∈S

{E(DErr/s, l is the correct user location).P (s/l is the correct user location)}

=
∑

s∈S

{Euclidean(f∗
A

(s), l).P (s/l is the correct user location)}
(2)

where Euclidean(f∗
A

(s), l) represents the Euclidean distance between the estimated location and the correct loca-
tion.

Equation 2 says that to get the expected distance error givenwe are at locationl, we need to get the weighted
sum, over all the possible signal strength valuess ∈ S, of the Euclidean distance between the estimated user
location (f∗

A
(s)) and the actual locationl.

Substituting equation 2 in equation 1 we get:

E(DErr) =
∑

s∈S

∑

l∈L

{Euclidean(f∗
A(s), l).P (s/l is the correct user location).P (l is the correct user location)}

(3)

Note that the effect of the location determination technique is summarized in the functionf∗
A

. We seek to find the
function that minimizes the probability of error. We differthe optimality analysis till we present theprobability of
error analysis.

1if an access point cannot be heard at a given location, this isrepresented by a special signal strength value.

3



3.3. Probability of Error

In this section, we want to find an expression for the probability of error which is the probability that the
location determination technique will return an incorrectestimate. This can be obtained from equation 3 by noting
that every non-zero distance error (represented by the function Euclidean(f∗

A
(s), l)) is considered an error. More

formally, we define the function:

g(x) =

{

0 : x = 0
1 : x > 0

The probability of error can be calculated from equation 3 as:

P (Error) =
∑

s∈S

∑

l∈L

{g(Euclidean(f∗
A(s), l)).P (s/l is the correct user location).P (l is the correct user location)}

(4)

In the next section, we will present a property of the term g(Euclidean(f∗
A

(s), l)) and use this property to get the
optimal strategy for selecting the location.

3.4. Optimality

We will base our optimality analysis on the probability of error.

Lemma 1 For a given signal strength vectors, g(Euclidean(f∗
A

(s), l)) will be zero for only one locationl ∈ L

and one for the remainingN − 1 locations.

Proof For a given signal strength vectors, the location determination technique will return a singlelocation. If
this location matches the correct locationl, the distance error will be zero and hence the functiong. If not, the
distance error will be greater than zero and the functiong will equals one. The estimated locationf∗

A
(s) can only

match one of the possibleN locations.�

The lemma states that only one location will give a value of zero for the function g(Euclidean(f∗
A

(s), l)) in the
inner sum. This means that the optimal strategy should select this location in order to minimize the probability of
error. This leads us to the following theorem.

Theorem 1 (Optimal Strategy) Selecting the locationl that maximizes the probabilityP (s/l).P (l) is both a
necessary and sufficient condition to minimize the probability of error.

Proof [Sufficient part] Selecting the location that maximizes the probabilityP (s/l).P (l) will lead to making the
functiong in the inner sum equals zero for this probability. Since thistechnique removes the maximum probability
for all s ∈ S, this minimizes the overall probability of error.

[Necessary part]By contradiction: Assume not, then there exist an optimal strategyA1 that for at least one
signal strength vectors, selects a locationl′ that does not maximize the productP (s/l′).P (l′). Let the probability
of error using this strategy beE1. Consider another strategyA2 that take the same decisions asA1 except for the
signal strength vectors, where it returns the locationl that maximizes the productP (s/l).P (l). Let the probability
of error using this strategy beE2. Clearly,E2 is less thanE1 which contradicts our assumption thatA1 is optimal.
�

Theorem 1 suggests that the optimal location determinationtechnique should store in the radio map the signal
strength distributions to be able to calculateP (s/l). Moreover, the optimal technique needs to know the user
profile in order to calculateP (l).
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Figure 1. Expected error for the special case of two locations

Corollary 1 Deterministic techniques are not optimal.

Proof Since deterministic techniques do not store any information about the signal strength distribution at each
location, it follows from Theorem 1 that they are not optimal. �

Note that we did not make any assumption about the independence of access points, user profile, or signal
strength distribution in order to get the optimal strategy.

A major assumption byall the current WLAN location determination systems is that alluser locations are
equi-probable. In this case,P (l) = 1

N
and Theorem 1 can be rewritten as:

Theorem 2 If the user is equally probable to be at any location of the radio map locationsL, then selecting
the locationl that maximizes the probabilityP (s/l) is both a necessary and sufficient condition to minimize the
probability of error.

Proof The proof is a special case of the proof of Theorem 1.�

This means that, for this special case, it is sufficient for the optimal technique to store the histogram of signal
strength at each location. This is exactly the technique used in theHorussystem [12, 13].

Figure 1 shows a simplified example illustrating the intuition behind the analytical expressions and the theorems.
In the example, we assume that there are only two locations inthe radio map and that at each location only one
access point can be heard whose signal strength, for simplicity of illustration, follows a continuous distribution.
The user can be at any one of the two locations with equal probability. For theHorussystem (Figure 1.a), consider
the line that passes by the point of intersection of the two curves. Since for a given signal strength the technique
selects the location that has the maximum probability, the error if the user is at location 1 is the area of curve 1 to
the right of this line. If the user is at location 2, the error is the area of curve 2 to the left of this line. The expected
error probability is half the sum of these two areas as the twolocations are equi-probable. This is the same as half
the area under the minimum of the two curves (shaded in figure).
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Figure 2. Plan of the floor where the experiment was conducted. Re adings were collected in the
corridors (shown in gray).

For theRadar system (Figure 1.b), consider the line that bisects the signal strength space between the two
distribution averages. Since for a given signal strength the technique selects the location whose average signal
strength is closer to the signal strength value, the error ifthe user is at location 1 is the area under curve 1 to the
right of this line. If the user is at location 2, the error is the area under curve 2 to the left of this line. The expected
error probability is half the sum of these two areas as the twolocations are equi-probable (half the shaded area in
the figure).

From Figure 1, we can see that theHorussystem outperforms theRadarsystem since the expected error for the
former is less than the later (by the hashed area in Figure 1.b). The two systems would have the same expected
error if the line bisecting the signal strength space of the two averages passes by the intersection point of the two
curves. This is not true in general. This has been proved formally in the above theorems.

We provide simulation and experimental results to validateour results in Section 4.

3.5. Averaging Signal Strength Vectors

Different WLAN location determination systems [13, 7] suggested that averaging multiple signal strength vec-
tors and using the averaged vector as an input to the system enhances the system performance. In this section, we
extend our analysis to cover the case of averaging of multiple signal strength vectors.

We start by obtaining the distribution of the average vector. Let X be the random variable (R.V.) representing
the average ofn signal strength vectors (si’s) at a given location, all coming from the same distribution (denoted

by P (s/l)). Consider the random variableY =
n
∑

i=1

si, the distribution of the R.V.Y is then times convolution of

the original distribution (P (s/l)). SinceX = Y/n, this implies thatP (X = x) = P (Y = n.x). This relates the
distribution of the R.V.X to the original signal strength distributionP (s/l).

To obtain the average distance error and probability of error, we can use equations 3 and 4 and substitutes
the distribution of the R.V.X instead of the original signal strength distributions. Theequation for the average
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distance error (Equation 3) becomes:

E(DErr) =
∑

s′∈S′

∑

l∈L

{Euclidean(f∗
A(s′), l).P (X = s′/l is the correct user location).P (l is the correct user location)}

(5)

WhereS
′ is the new signal strength space for the R.V.X representing the average ofn signal strength vectors.

The equation for the probability of error (Equation 4) becomes:

P (Error) =
∑

s′∈S′

∑

l∈L

{g(Euclidean(f∗
A(s′), l)).P (X = s′/l is the correct user location).P (l is the correct user location)}

(6)

The effect of averaging multiple signal strength vectors isto reduce the variance of the resulting distribution and
hence reduce the overlap between distributions. The less the overlap, the better the error. Note that Theorems 1
and 2 still hold for averaging multiple signal strength vectors.

4. Simulation Experiments

In this section, we validate our analytical results throughsimulation experiments. For this purpose, we chose
to implement theRadarsystem [2] from Microsoft as a deterministic technique and the Horus system [12, 13]
from the University of Maryland as a probabilistic technique that satisfy the optimality criteria as described in
Theorem 2. We start by describing the experimental testbed that we use to validate our analytical results and
evaluate the systems.

4.1. Testbed

We performed our experiment in a floor covering an 20,000 feetarea. The layout of the floor is shown in
Figure 2. Both techniques were tested in the Computer Science Department wireless network. The entire wing is
covered by 12 access points installed in the third and fourthfloors of the building.

For building the radio map, we took the radio map locations onthe corridors on a grid with cells placed 5 feet
apart (the corridor’s width is 5 feet). We have a total of 110 locations along the corridors. On the average, each
location is covered by 4 access points.

We used themwvlandriver and theMAPI API [1] to collect the samples from the access points.

4.2. Simulator

We built a simulator that takes as an input the following parameters:

• the radio map locations coordinates.

• the signal strength distributions at each location from each access point.

• the distribution over the radio map locations that represents the steady state probability of the user being at
each location (user profile).

• n: the number of signal strength vectors to average.
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The simulator then choses a location based on the user location distribution and generates a signal strength
vector according to the signal strength distributions at this location. The simulator feeds the generated signal
strength vector to the location determination technique. The estimated location is compared to the generated
location to determine the distance error.

The next section analyze the effect of the user profile on the performance of the location determination systems.
We validate our analytical results in all the experiments.

4.3. Effect of User Profile on Performance

We made three experiments that differ in how heterogeneous is the user profile:

• Profile 1: The user has equal probability of being at any location (uniform user profile).

• Profile 2: The user can be in one of two groups of locations. The probability of being in one group is twice
the probability of being in the second group. The user has equal probability of being at any location within
a group.

• Profile 3: The user has an exponentially damping distribution for being at different radio map locations.
More specifically, the probability of being at locationi is given by:

P (Location = i) =

{

(1

2
)i : 1 < i < N − 1

(1

2
)N−1 : i = N

The heterogeneity of the user profile increases as we move from profile one to profile three. The purpose of these
simulation experiments is to study the effect of the assumption that the user location follows a uniform distribution
over all possible locations on the performance of the location determination systems. The next subsections show
the results of these experiments.

4.3.1. Uniform user location distribution

This is similar to the assumption taken by theHorus system. Therefore, theHorus system should give optimal
results. Figures 3 and 4 show the probability of error and average distance error (analytical and simulation results)
respectively for theRadar and theHorus systems. The error bars represent the 95% confidence interval for
the simulation experiments.2 The figure shows that the analytical expressions obtained are consistent with the
simulation results. Moreover, theHorus system performance is better than theRadar system as predicted by
Theorem 2. TheHorussystem performance is optimal under the uniform distribution of user location.

The figure also shows that as the location determination system average more signal strength samples the error
decreases. The more samples we average, the narrower the resulting distribution (lower variance), the less the
overlap between the distribution at different locations and hence the less the error.

4.3.2. Heterogeneous user profile distributions

This experiment study the case where a location determination system assumes that the user location follows a
uniform distribution over all possible locations while theactual distribution is not.

Figures 5 and 6 show the probability of error and average distance error for profile 2. Figures 7 and 8 show the
probability of error and average distance error for profile 3. The figures compares theRadarsystem,Horussystem,
and the optimal strategy which takes the user profile into account. The figures show that as the heterogeneity of the

2The analytical results are shown by lines to distinguish them from the simulation results (denoted by the subscriptS in figures) which
are shown as points with error bars.
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Figure 3. Probability of error for the Horusand Radarsystems under a uniform user profile (profile 1).
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Figure 4. Expected distance error for the Horus and Radar systems under a uniform user profile
(profile 1)
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Figure 5. Probability of error under user profile 2.
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Figure 6. Expected distance error under user profile 2.
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Figure 7. Probability of error under user profile 3.
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Figure 8. Expected distance error under user profile 3.
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user profile increases (from profile 2 to profile 3), the performance of the location determination systems deviates
from the optimal strategy. Figure 8 shows that the knowledgeof the user profile is critical for environments where
the number of access points deployed is limited and the heterogeneity of user profile is high. The figure shows that,
for one access point, the optimal strategy gives an average distance error of about 2.25 feet while the strategies that
does not take the user profile into account gives an average distance error of about 27 feet. However, as the number
of access points increases, the difference between the performance of the location determination systems and the
optimal strategy decreases. As the number of access points increases, the information the location determination
system gets about the user location increases and dominatesthe information from the user profile. TheHorus
system maintains its superior performance over theRadarsystem.

5. Conclusions and Future Work

We have provided two novel contributions to the area of WLAN location determination systems. First, we
presented an analysis method for studying the performance of WLAN location determination systems. The method
can be applied to any of the WLAN location determination techniques and does not make any assumptions about
the signal strength distributions at each location, independence of access points, nor the user profile. Second, we
studied the effect of the user profile on the performance of the WLAN location determination systems.

We used the analytical method to obtain the optimal strategyfor selecting the user location, which is not imple-
mented by any of the current WLAN location determination systems. The optimal strategy must take into account
the signal strength distributions at each location and the user profile. We also used analytical analysis to study
the effect of averaging multiple signal strength vectors onperformance. The results show that averaging multiple
signal strength vectors reduces the variance of the resulting distribution and hence reduce the overlap between
distributions. The less the overlap,the less the error.

We used simulation experiments to validate the analytical results and to study the effect of user profile on
the performance of the location determination systems. Theresults show that incorporating the user profile in
the location determination system can enhance the accuracysignificantly when the available hardware is limited.
However, with a reasonable number of access points that can be heard at each location, the performance of the
location determination system is consistent under different user profiles.

For future work, the method can be extended to include other factors that affects the location determination
process such as the user history profile (usually taken as thetime average of the latest location estimates), and the
correlation between samples from the same access points.
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