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Bismuth Selenide is a material of great interest to physicists as it is one of the

first materials proven to be a strong topological insulator (TI). Despite its promise

as an ideal TI, defects in the material that have proven difficult to elminate, keep

the material’s conductive states at its surface hidden by metallic behavior in the

bulk. The work discussed in this thesis focuses primarily on techniques aimed at

improving the material quality of pure Bi2Se3 and better understanding the effects

of air exposure on both the surface and bulk of the material. The goal is to reliably

produce samples in which signatures of the surface states can be seen in simple, bulk

measurements. Changes in sample quality were achieved through the manipulation

parameters such as Se flux and environmental pressure during the growth process.

Through these techniques, the intrinsic carrier concentration of Bi2Se3 samples was

lowered to the lowest levels ever reported. Samples showing nonmetallic behavior

were also produced and investigated. Furthermore, it was discovered that samples

of Bi2Se3 with low carrier concentrations showed strong linear magnetoresistance.



The nature of this linear magnetoresistance, its angular dependence, and its evolu-

tion over time were also investigated. This thesis will discuss the results of these

experiments as examples of how growth techniques influence sample quality, which

in turn affects the properties of Bi2Se3.
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Chapter 1: Introduction

In recent years, the field of Topological Insulator research has exploded on the

condensed matter community. In 2011 alone, over 450 articles were published with

“Topological Insulator” as a keyword. The topic is a rare combination of theoretical

puzzle, and experimental playground. Bismuth Selenide is one of the first materials

proven to be a strong topological insulator (TI). Despite the wealth of knowledge

about it that already exists, it has continued to offer new experimental results that

have greatly advanced our understanding of TIs. Despite what has been learned

from working with Bi2Se3, it has proven to be far from the ideal TI for technological

application. Current standard methods of producing the material do not eliminate

the formation of defects in Bi2Se3, which cause the bulk of the material to become

conductive and dwarf the behavior of the topologically nontrivial surface states.

This chapter will provide necessary background information on both the field of TIs

in general — its conceptual origins as well as recent notable recent experimental

results — and the material Bi2Se3 specifically.
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1.1 Topological Insulators

Despite being a relatively young field, research on TIs, both theoretical and

experimental, has uncovered so much that it would be impossible to give an overview

of the entire field at this point. This section will give a basic introduction to the

conceptual basis of the class of materials, as well as some background details that

are relevant to the measurements discussed in this work. References are provided,

where possible, to give the reader the ability to find more information on details not

covered at length here.

1.1.1 Theoretical Details

A common guiding perspective in the field of Condensed Matter is the concept

of symmetry. Many seemingly disparate phenomena have been shown to follow

universal behavior, which, it turns out, is guided by the preservation or breaking

of a symmetry of some kind. The concept of unit cells within crystal structures

comes from the sectioning of translational symmetry [1]. The various types of crystal

structures are further distinguished, among other ways, by how they break rotational

symmetry [2]. The phenomenon of superconductivity is now seen to break a gauge

symmetry [3]. Furthermore, the breaking of inversion, and other symmetries also

cause other unusual phenomenae [4]. In addition to physical processes arising from

the breaking of symmetries, other properties of materials can be better characterized

2



by how they change when various symmetries are broken1 2.

Then an effect was discovered in high quality materials at high magnetic fields

that caused the transverse magnetoresistance (ρxy) to take on precise values over

large ranges of magnetic fields, with these precise values being independent of the

specific material details[5]. Investigations into the Quantum Hall Effect revealed

that the phenomenon was guided not only by symmetries, but also by a different

quality of the electromagnetic environment within the material [6, 7]. This other

defining characteristic of the system is defined as a type of topology. Topology is

a fundamental characteristic of objects and spaces3 resulting from global character-

istics. This means that the topology of an object or space is robust against local

perturbations that change the environment in a continuous manner.

The most basic (and commonly used) example of topologically different objects

is the comparison of a sphere and a torus (see Fig. 1.1). The topological characteris-

tic of these two objects is the number of holes each has: the sphere having no holes

and the torus one. These characteristics are quantized in nature, as in neither object

can have half, or one quarter of a hole. Continuous transformations of the sphere

can flatten it to a pancake, or stretch it into a filament, but it does not change the

topology of the object and so it still remains different from the torus. The only way

to make the sphere into a torus, would be to either puncture a hole in it, or join two

1

2For example, a nonzero external magnetic field breaks multiple symmetries along its axis,
which can lift degeneracies in energy levels/bands. The same can happen with an electric or
thermal current. Any anisotropies or hysteresis measured with regards to these variables indicates
a nontrivial relationship to the symmetries broken.

3Here objects and spaces are treated in a broader, more abstract sense. The concept of topology
is not limited to physical space, but also applies to momentum space, Hilbert spaces, etc.
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Figure 1.1: A sphere and torus illustrating topological classification.
One way to differentiate the two objects is by the number of holes, which
is a topological classification. No matter how you continuously deform
either object, one will still have a single hole, and the other no holes.

ends of the transformed sphere together, thus creating a hole through “wrapping

around”. This puncturing or melding is a discontinuous transformation, and one

can identify a boundary between when the object had no holes and one hole. Such

a discontinuous changing of topology and the boundary between them that is the

origin of the physical phenomae that are of such great interest in the field.

In condensed matter physics, Haldane first came up with a model combining

the preservation of certain symmetries with topology to predict a system which pro-

duced the before seen quantized Hall values without the presence of a strong external

magnetic field [8]. This technique was later used to explain the Quantum Spin Hall

effect [6, 7, 9] and investigated further by Kane, Fu, Mele, and others [10–13] to

predict a range of distinct topologica classes arising from different combinations of

topologies and preserved symmetries.

For the topological class of 3D materials that initially caught the interest
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of the field, Kane and Mele determined a topological order parameter of the Z2

classification, calculated in the following way.

I =
1

2πi

∮
C

dk · ∇klog[P (k) + iδ] (1.1)

This closed path integral occurs over half the Brillouin zone of the material

and sums up the winding of the phase of the Pfaffian4 along the path. In this

formulation, the Pfaffian depends on the Berry’s phase space curvature. Since the

integral essentially tracks the overall curvature of the Berry’s phase space, it is

inherently tracks its topology, which changes discontinuously, thus allowing it to be

used as a measure of topological characterization. The result of the integral reflects

the material’s Chern class and so I is called the Chern number.

What determines the evolution of P (k) within the brillouin zone is related

to the material’s band structure and a change in Chern number occurs with a phe-

nomenon called band inversion [14] brought on by the effects of Spin Orbit Coupling

(SOC).

In typical band structures, an example of which is shown in Fig. 1.2, the bonds

formed by higher electron orbitals produce higher energy bands. However, as the

field of semiconductor research has made abundently clear, the energy gaps between

the lower energy bands and higher energy bands can be quite small, or even zero.

More simplistic band structure calculations usually only deal with the most basic in-

teractions resulting from the nature of chemical bonds and specific crystal structure

4Defined as P (k) =Pf[〈ui(k)|Θ|uj(k)〉] where Θ is a time reversal symmetry preserving matrix
that links opposite momentum pairs in the following way |ui(−k)〉 = Θ|ui(k)〉 [10]
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Figure 1.2: An example band structure calculated using a form of den-
sity functional theory and example parameters. In the center of the band
structure, a region of energy can be seen where there is no available en-
ergy state. This is the energy band gap. The band at energies above
this gap is known as the conduction band, and the band below this gap
is the valence band. [15]

of the material. The higher order interaction of spin-orbit coupling is usually small

enough to be insignificant, and often specific orbitals that preserve or break various

symmetries (parity, time-reversal, etc.) are degenerate with others that don’t. In

the heavier elements, however, higher values of orbital angular momentum (l) can

greatly increase the spin orbit coupling to where it significantly shifts the energy

bands of some orbitals, but not others. Therefore, if a material exists with little to
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no energy gap between two bands before spin orbit coupling taken into account, the

addition of the spin orbit coupling interaction can pull one or more the higher en-

ergy band down in energy at certain points, while pushing the lower energy band(s)

upwards at those points, causing a crossing of the two bands. A band crossing of

specific natures defined by Fu, Kane, Mele, and others also results in a change in

topology.

Band crossings in the bulk of materials are, however, nothing new in condensed

matter physics. At the specific energy-momentum point where the bands would

cross in the bulk, a wavefunction degeneracy would exist that is forbidden by the

Pauli exclusion principle. Therefore the energy bands are restructured so that they

do not actually cross, thus earning the name ’avoided crossing’5. This avoided

crossing happens within all materials, regardless of their topological order, and the

strength of the gap opened by the avoided crossing is influenced by such properties

as crystal field strength and effective mass. However, when one crosses6 from inside

a material with inverted bands that have changed the topology of the material to

an outside environment of trivial topology7 the energy bands must revert back to

their uninverted state. In these special symmetry preserving/breaking cases, such

a boundary also involves two materials with different Chern numbers, and thus

crossing from material to the other involves a change in topology. It is at this

boundary, where the bands must cross and the topology must change, to switch

between their inverted and uninverted states, and in crossing there must exist some

5The mathematics of how avoided crossings form is a part of perturbation theory.
6No pun intended.
7for example another material without inverted bands, or simply empty space
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point where there is no energy gap between the two energy bands.

Part of the theory explaining the 2D TI case helps explain why the band

inversion causes the creation of the boundary states. The theory of the 3D TI

case is similar, so the general concepts carry over. The Hamiltonian, developed by

Bernevig, Hughes and Zhang [16], is described by the following equations

H =

h(k) 0

0 h ∗ (−k)

 (1.2)

h(k) = ε(k)I2×2 + da(k)σa (1.3)

with I2×2 being the 2×2 identity matrix, σa being a pauli spin matrix, and

ε(k) = C −D(k2
x + k2

y), da(k) = [Akx′ − Aky′M(k)], M(k) = M −B(k2
x + k2

y)

(1.4)

where da is the thickness and A,B,C,D, andM are material parameters that depend

on the overall geomtry of the 2D TI

With no external field, the bulk energy spectrum is given by the following

equations

E± = ε(k)±
√
dada (1.5)

= ε(k)±
√
A2(k2

x + k2
y) +M2 (1.6)

and the model reduces to two copies of the well known 2D8 massive Dirac Hamil-

8Technically it’s (2+1) dimensions
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tonian, one for each spin state. For this equation, M corresponds to the energy

difference between the electron and hole bands closest to EF at the Γ point in the

Brillouin zone. With an inverted band structure, M becomes negative. This might

immediately seem impossible, but since the system is not relativistic none of the

related effects apply, and furthermore the massive Dirac model does not distinguish

between positive and negative mass, except in one crucial sense. In order for M

to go from negative to positive, it must cross zero, or in other words, it must cross

through an environment where the two solutions to Eq. 1.5 have zero mass. Re-

membering that the size and sign of M is determined by the size of the energy gap

between E1 and H1, which is in turn determined by the material parameters, which

in the 3D TI case includes SOC strength. Thus at some point, moving along a path

from inside a TI, where the energy gap E1−H1 is negative, to outside the TI, where

the energy gap is positive, the energy gap must be zero, and therefore Eq. 1.5 must

have two massless solutions.

To preserve the required symmetries, this change to/from band inversion oc-

curs at a high symmetry point within the Brilloun zone. The result, shown in

Fig. 1.3, describes a double cone in k-space. Similarly, the enforced chirality of the

edge states resulting from the theory in the 2D case becomes a spin-locking effect

on the states that make up what is named the Dirac cone. Normally, the Pauli-

Exclusion principle would force an avoided crossing at the point where the two

cones meet, however, Kramer’s theorem9 allows the crossing to exist in the absence

9Kramer’s theorem posits that all eigenvalues of a Hamiltonian that protects time reversal
symmetry must be doubly degenerate

9



of a magnetic field10.

Another simple expression of the theory can also show that the states origi-

nating from the topological boundaries are also confined to those boundaries. Ex-

amining a 1D boundary between at TI (effective mass < 0) and a normal material

(effective mass > 0) the eigenvalues of the 1D Dirac equation must satisfy the rela-

tionship m(x)v2 −iv~∂x

−iv~ ∂x −m(x)v2


φ1(x)

φ2(x)

 = E

φ1(x)

φ2(x)

 (1.7)

The eigenvalues must be solved for each side (m< 0 and m> 0) separately

and in a way that the full solution is continuous at the boundary (x = 0). The

wave function must vanish at ±∞ and so an exponential function would suit that

requirement. The resulting secular equation to be solved for the exponent λ is then

det

 m+,−v
2 − E iv~λ+,−

iv~λ+,−m+,−v
2 − E

 = 0 (1.8)

which gives the solution

λ = ±

√
m2

+,−v
4 − E2

v~
(1.9)

assuming λ is real and therefore decaying away from the boundary. The resulting

wavefuctions then have the relationships

φ+,−
1 = − iv~λ+,−

m+,−v2 − E
φ+,−

2 (1.10)

10A significant magnetic field would break time reversal symmetry of the surface environment,
and therefore cause the opening of a gap.
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and in order to enforce continuity

−
√
M2

+v
4 − E2

m+v2 − E
=

√
M2
−v

4 − E2

−m−v2 − E
(1.11)

which only has a valid solution if E = 0. Therefore the theory not only shows that

the states at the surface of a TI are localized to the boundary, decaying exponentially

away from it, but also that there must be a zero energy state exactly at the surface,

i.e. the Dirac point previously mentioned.

Since these two gapless states arise from the change in topology, no local,

nonmagnetic perturbations, like impurities and other typical structural defects, can

destroy it. If the density of surface defects in a region becomes high enough to locally

undo the band inversion, then that region will then behave as if it is “outside” the

material, and so the surface that is the topological boundary will curve around that

locally disturbed region. It is this quality of the surface states that gives them the

common description of being topologically protected [5].

The spin-locking of the surface states means that the spin-state of an electron

occupying a state is tied to the momentum direction of that state, therefore in order

to change its momentum the electron must correspondingly change its spin state.

This has a very useful effect when considering scattering of conducting states off

of nonmagnetic impurities11. Normally when an electron encounters an impurity

in its path, it scatters, changing its momentum in the process. With the spin-

locked surface states, however, the electron requires more energy for the electron

11As mentioned before, magnetism destroys the time reversal symmetry, and thus a magnetic
impurity can locally gap the surface states.
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Figure 1.3: A diagram showing the expected form of a Dirac cone. The
top diagram shows the basic band gap (illustrated in detail in the previ-
ous figure) with the two red lines illustrating the energy states crossing
the gap at the surface. The lower two figures show how the Dirac cone
takes a conical shape in momentum space, with the spin state changing
(in this illustration counterclockwise) as the momentum state traverses
the brillouin zone. [14]
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to scatter, because in changing its momentum, the electron must also change its

spin state, and the larger the momentum change, the larger the spin change. In

the example of complete backscattering, a full momentum reversal for the electron

would require a spin flip. This not only requires the most energy of the possible

momentum changes, but given the absence of magnetism in the interaction, it makes

a spin flip even less likely. This essentially means that backscattering is forbidden

in the surface states. The net effect is that the momentum states are “protected”

against nonmagnetic impurities, due to the spin-locking.

As seen in Fig. 1.3 the Dirac cone takes the form of two cones, connected

at their vertices. Since the effective mass of the conductive states in a material is

related to the curvature of the energy bands of which the states are a part, the linear

nature of the conductive states at the surface means that they have no curvature

and therefore behave as massless particles. In addition to reflecting the effective

mass, the dispersion relation of an energy band also shows the sign of charge carrier

through the sign of its first derivative. Upward sloping energy bands behave like

negative charge carriers, and downward sloping bands like positive ones. Therefore

the top half of the Dirac cone is electron-like and the bottom half hole-like. However,

the doubly degenerate energy state that exists at the vertex of the two cones, known

as the Dirac point can be neither fully electron-like, nor fully hole-like. Additionally,

the Dirac point also exists at a point with zero momentum. With a zero effective

mass, zero momentum, and no concrete charge sign, the two energy states at the

Dirac point behave as Majorana fermions12.

12The body of literature describing Majorana fermions is extensive, and more about them will
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So far, the theory has dealt with describing the origin and properties of the

topologically protected surface states. While all of this is true for all boundaries

between materials of different topologies, it would be difficult to see and of little

use in the case of surfaces between two metals of different topology, because any

electrical conduction along the topological boundary surface could easily scatter

into the bulk states and would furthermore be dwarfed by the electrical conduction

through the bulk of the material(s) on either side. Therefore, an insulator with

nontrivial topology is needed, in order to detect the surface states. A TI is a material

that has not only a nontrivial topological order, but also a Fermi energy that falls

within an energy gap, making it insulating in the bulk. This way, the topologically

protected Dirac cone of spin-locked energy states that exists at the boundary of the

material cannot be avoided or by conduction elsewhere in the material.

Furthermore, the spin-locking of the Dirac cone states only provides topological

protection if the number of those cones that cross the Fermi energy in the Brillouin

zone is odd. Band inversion is not an effect that occupies the entire Brillouin zone,

and therefore it is possible that it can occur at multiple locations in the Brillouin

zone. If an even number of Dirac cones exist in the Brillouin zone, then it becomes

possible for an electron occupying an energy state on one Dirac cone to change its

momentum to the other Dirac cone without flipping its spin. The result is that the

two Dirac cones each end up cancelling each other out and producing a conductive

environment with the typical spin degeneracy in all directions. Only a material

with an odd number of band inversion points will preserve all the unique conductive

be discussed later in this work.
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properties produced by the topological boundary.

This section has discussed defining a topological characteristic of materials

and the direct consequences of moving across a boundary between materials with

different topologies. When these boundary states are combined with other nonlocal

quantum mechanical phenomena, the interactions can destroy the states, such as

with magnetism, or they can lead to further unusual behavior. The next section

will discuss one such interaction that is of great interest to researchers.

1.1.2 Majorana States

The type of energy gap considered in the previous sections has been an intrinsic

gap, arising out of the lower order interactions between lattice atoms within the

material. Strong correlations within materials can, in certain environments cause

the opening of an energy gap at lower temperatures. The onset of superconductivity

in a material, for example creates a relatively small energy gap around Ef
13. If

superconductivity were to occur in a TI, the question arises as to whether or not

this gap would also open up in the topologically protected surface states, and if

so, how that would occur. Liang Fu and others [5, 14, 17] investigated this and

determined that the onset of s-wave superconductivity would indeed open up an

energy gap at the surface of a TI. However, the chiral nature of the Dirac states

would cause the superconductivity to be of px + ipy type at the surface [17].

Furthermore, the attractive potential that causes superconductivity occurs be-

13This energy gap is due to the paired electrons condensing down to a collective lowest energy
state, and therefore leaving their energy states at Ef .
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tween pairs of electrons with opposite momenta [3]. The geometry of the Dirac cones

at the surface of a TI fit this requirement everywhere except for at the Dirac point.

This so-called zero energy state cannot be moved away from its zero momentum

position, and therefore remains at the center of the superconducting energy gap

[17]. Therefore, just as how the topologically protected surface states would be nigh

impossible to detect if there weren’t an energy gap in the bulk of the material, the

Majorana modes at the Dirac are equally undetectable unless the Dirac cone is sim-

ilarly split by an energy-gap, and superconductivity provides a mechanism for doing

that.

Majorana Fermions exhibit exotic properties, and therefore the Majorana

quasiparticles at the Dirac point are expected to mimic these properties. Hav-

ing an effective mass of zero, and no concrete charge value, the Majorana modes

are part-electron, part-hole, entangled states called anyons with zero momentum.

Due to the nature of their entanglement, the Majorana quasiparticles obey non-

abelian statistics [18], meaning that their wave-functions are determined not only

by their current interactions with each other, but also by their past interactions, a

mathematical phenomenon called braiding.

The theory of TIs, their origin as well as their defining characteristics is rich

and connected to many ideas in physics, both old and new. They provide a new

area for theorists to explore, adding a new guiding principle of topology to the

picture. What has caused research in topological insulators to grow so rapidly in

recent years, becoming a subfield in its own right, has not been solely because of

advancements in theory. Recent successes in experimental efforts have confirmed
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the existence of these surface states in multiple materials, and rapid progress is

being made in characterizing the surface states. With the theoretical concepts and

predictions explained, the next section focuses on experimental progress in the field

of topological insulators.

1.1.3 Experimental Progress

The experimental progress in the field of TIs has been rapid and varied. Since

the first observation of spin-locked states at the surface of a bulk material, many

other materials have been experimentally proven to be TIs. In addition to progress

in the search for new TIs, the surface states of known TIs have been investigated in

a number of different ways. This section is meant to provide a brief overview of the

highlights of research in the field so far, as well as touch on specific experimental

results relevant to this work.

The first experimental confirmation of the existence of SS in a TI was ARPES

on BixSb1−x, where five topologically protected dirac cones were measured at the

Fermi surface of the material [19]. This quickly led theorists to predict two similar

systems (Bi2Se3 and Bi2Te3) as TIs [20, 21] and the same group that made the first

groundbreaking TI discovery followed that with the confirmation of those predicted

TI materials [22, 23]. While ARPES and other surface measurements could measure

the topologically protected surface states, bulk measurements14 were unsuccessful

in resolving signatures of the surface states. This was because the two materials

proved to be not truly insulating, with naturally occuring defects shifting the bulk

14Electrical and thermal transport, magnetoresistance, etc.
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EF out of the insulating gap — Bi2Se3 upwards into the conduction band and Bi2Te3

downwards into the valence band [24, 25].

To solve the problem of bulk conduction overwhelming the surface conduction

in the two bismuth based TI crystals15 two basic routes were followed: increase

the fraction of surface conduction by decreasing sample thickness; or decrease the

conduction in the bulk by making it actually insulating.

The first route to surface dominated transport, producing thinner samples,

made rapid advancements. Due to the flake-like nature of Bi2Se3 and Bi2Te3, the

famous scotch tape technique could be used to extract samples that were only a few

nanometers thick. Gating studies showed the ability to tune Ef down into the bulk

gap and all the way below the Dirac point, producing weak antilocalization [26, 27],

quantum oscillations in gating [28, 29], and ambipolar transport [30]; examples of

the latter two are shown in Fig. 1.5. Examples of the gating experiment results

are shown in Fit. 1.5. Other traditional thin film growth techniques, such as reac-

tion through chemical vapor deposition (CVD) [31], pulsed laser deposition (PLD)

[32], and molecular beam epitaxy (MBE) [26, 33], were able produce high quality

thin films of Bi2Se3 and Bi2Te3 over a range of nanoscale thicknesses. With these

production techniques, precise thickness dependence measurements were also done,

tracking the behavior of the surface states into a regime where coupling between

two opposite surfaces of the film grew strong enough to destroy their spin-locking

properties and restore normal insulating behavior in the film [26].

Successful attempts to achieve insulating behavior involved combating the

15In contrast to BixSb1−x, which is an alloy.
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Figure 1.4: Graphs of both theoretical predictions [21] and experimental
confirmation [22] of gapless conducting states at the surface of Bi2Se3,
guaranteed by the material’s topology.
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Figure 1.5: Data from gating experiments done on thin films of Bi2Se3.
The left graph [28] shows quantum oscillations that emerge as gating
voltage is increased in strength. The voltage brings EF all the way
through the lowest Landau level and past the Dirac point. The multi-
ple curves show the oscillations increasing in amplitude, with increased
magnetic field. The right graph [30] also shows gating effects that pull
EF through the Dirac point, as evidenced by the asymptote and sign
change of nH and the longitudinal resistance maximum.

naturally occuring doping by lowering the carrier concentration and mobility of

the bulk through counterdoping and site substitution [23, 34–38]. These doped

samples showed non-metallic temperature behavior. In some cases (one of which

can be seen in Fig. 1.6) other effects such as weak-antilocalization [34, 39] and SdH

oscillations of a 2D nature [40] were also measured. While these studies successfully

achieved a reduction in the bulk concentration and mobility, they also had the

unintended consequence of greatly reducing the mobility of the surface states, leaving

the remaining conduction still dominated by the bulk.
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Attempts were also made to achieve nonmetallic behavior without doping, for

which there is precident in the literature. Those studies, while able to significantly

lower the bulk carrier concentration without correspondingly lowering mobility, were

unsuccessful in producing samples with non-metallic behavior [41]. This work is a

continuation of those studies and will be discussed at length in a later section.

It was later discovered that surface dominated transport could be achieved in

a ternary compound Bi2Te2−xSex [42]. The secret to Bi2Te2−xSex’s success seems to

be that the opposite doping effects of Te and Se in the compound mostly cancel each

other out. Further tuning of Ef was shown to be possible in the material through Sb

substitution for Bi [39]. However, even in this material, low surface state mobility

continued to be an issue.

The efforts of researchers in Princeton of introducing Cu into Bi2Se3 in a

certain manner different from doping unexpectedly produced samples with higher,

not lower carrier concentrations — more surprisingly it produced superconductivity

at 3.8K [43]. With the Princeton group’s unconventional preparation technique,

the Cu was not acting as a lower valency dopant, site substituting for Bi, but

rather acting as an intercalant, occupying space between the material’s quintuple

layers, injecting extra electrons into the layers. The evidence in the first report of

superconductivity in CuxBi2Se3 was very weak and the samples admittedly changed

behavior over time, but a Japanese group followed up the work done in Princeton

and found a more successful way to intercalate the Cu and produce more robust

superconductivity [44, 45].

Superconductivity was also induced in the known topological insulators through
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Figure 1.6: A plot of the temperature dependence of resistivity of
CaxBi2−xSe3. Certain doping levels produce progressively less metallic
samples, achieving up to a nearly 8-fold increase in resistivity [34].

increased pressure [46, 47]. Bi2Se3 undergoes a structural phase transition to a non-

trivial material, however, at a pressure lower than the critical pressure for super-

conductivity, thus negating the chance topological superconductivity.

The studies of superconductivity naturally occuring in bulk samples, while

very illuminating, did not lead directly to experiments searching for the predicted

Majorana states, as one might expect. Work layering TI thin films with other

superconducting materials proved to be the more successful route, in part because

of the higher level of control over the thin film properties that had been shown [26].

The basic technique involves placing a TI thin film next to a superconductor and
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using the proximity effect16 to induce superconductivity in one surface of the TI.

The presence of the locked in Majorana states in the center of the superconducting

energy gap means that they are available states for outside electrons to tunnel into.

Where a tunneling experiment in a normal superconductor would give no voltage

response at zero bias voltage, a superconducting topological insulator should give a

non-zero response at zero biase voltage. This so-called zero bias peak is considered

a key signature of the majorana state and the zero bias peak was indeed measured

by a group in the Netherlands [48] and is shown in Fig. 1.7.

Throughout the evolution of the field of TI research, ARPES experiments have

proven the most useful in characterizing the topologically protected surface states.

Spin resolved ARPES measurements that show the Dirac-like dispersion as well as

chiral spin texture of surface states is considered to be ultimate proof that a material

is topologically nontrivial. Because it is a surface based technique, ARPES does not

require the EF to sit in the bulk insulating gap to clearly measure the surface states.

For example, ARPES studies of the surface over time have also revealed that

it is very sensitive to external gases [49, 50], making EF extremely mobile, even

on very short range scales [51], which almost always results in strong band bend-

ing at the surface. The band bending is usually downward, keeping the surface

EF squarely in the conduction band [52–56] and producing a topologically trivial

”well-state”17 at the surface. These trivial surface states are susceptible to Rashba

16The proximity effect is the occurence of superconductivity on the surface of a material due to its
close proximity to another superconducting material, not because the material itself is inherently
a superconductor in those conditions.

17A quantum well state is a region in space where there exists a large potential drop, which can
trap particles in that region, and greatly limits the available energy states within that region to
equally spaced discrete levels.
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Figure 1.7: Figures of data confirming surface dominated transport and
indicating the creation of Majorana modes in a josephson junction device
involving Bi2Te3 [48]. The left graph shows analysis of SdH oscillations
in the Bi2Te3 thin films, the nature of which indicate that the transport
comes from the topologically nontrivial SS. The top right graph is an
SEM image showing the Josephson junctions of the device and the qual-
ity of the surfaces. The middle and bottom left graphs show Frauenhofer
patterns. The unusual shapes of the Frauenhofer pattern, which deviate
from the standard model is taken as a sign that Majorana states are
involved in the junction.

splitting in magnetic fields [49, 56, 57], causing the formation of concentric chiral

Fermi surfaces (shown in Fig. 1.8) and there has also been conjecture that such an

effect could occur in the bulk states, as has already been seen in a different Bi-based

material [58]. This behavior of the trivial surface states makes the search for sig-

natures from topologically protected surface states in magnetoresistance and Hall

effect measurements even more complicated.

Even if the surface EF is pulled to the Dirac point via gating, local variations

in EF persist, causing a charge puddling effect [30]. Despite the high sensitivity
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Figure 1.8: ARPES data (the left and center plots) clearly showing not
only the topologically nontrivial SS crossing the bulk band gap, but also
the topologically trivial 2D quantum well states (QWS) formed at the
surface of Bi2Se3 from strong downward band bending in that region.
The QWS, highlighted by the orange lines in the middle graph are split
due to Rashba coupling, thus making the previously degenerate spin
states (signified by the red and blue arrows) separate into an inner and
outer surface, each having an opposite chirality. The right plot is a
diagram illustrating the physical origin of the QWS at the surface.

of the chemical potential, controlled surface doping of magnetic materials shows -

with ARPES - that the Dirac cone is not destroyed by local magnetism [59, 60].

Efforts to cap the surface of Bi2Se3 with another material that would preserve the

topological states by preventing the uncontrolled reactions that cause the strong EF

bending and local variation have been mixed [61, 62].

Despite the progress made with materials like Bi2Se3 and Bi2Te3, the persistent

chemical problems with the materials have led many groups to shift their efforts more

towards finding other candidate TIs. In 2010, theorists predicted that a large number

of materials within the same crystal structure family, known as Half Heuslers, had
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the right band structures to be TIs [63–65]. Soon after, many of the predicted

materials were shown to be topologically trivial [66], however, it was also discovered

that some other Half Heuslers are superconductors [67]. A drawback of the Half

Heuslers, however, is that they are zero gap semiconductors and therefore have

no actual energy gap. An energy gap could be theoretically induced via uniaxial

pressure along the [111] plane, but realizing this in experiment presents its own

challenges. Since the initial reports on the Half Heuslers, not much more has been

published on them within the field of TIs.

Another material that has garnered increased excitement recently is SmB6.

A well known Kondo insulator [68–70], SmB6 was reported to theoretically have

a topologically nontrivial band structure that would cause the familiar spin-locked

states to form across the Kondo gap at low temperatures [71, 72]. The low temper-

ature resistivity behavior of SmB6 was already known to have anomalous behavior,

deviating below 10 K from traditional exponentially growing resistivity, to flatten

out to a resistive plateau, and conductive surface states seemed like a plausible

explanation. The fact that this resistive plateau was not likely a bulk effect was

shown with point contact spectroscopy [73], and bulk transport experiments utiliz-

ing unique geometries showed that the conduction path did indeed cross from bulk

dominated to surface dominated over the same temperature range as the resistive

behavior crossover [74–76]. ARPES experiments proved more difficult to resolve

[77–82], however, due to the small size of the energy gap (20 meV). Most recently,

however, experiments are showing more solid evidence that the conductive surface

states in SmB6 are topologically nontrivial [83–85].
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This section has shown that the field of TI research is quite active and involves

a wide range of experimental techniques. Controlling the bulk properties of TIs has

also been shown to be a non-trivial matter18, given that the phenomena of interest

occur only on the surface of the materials. With the knowledge of the relevant

concepts regarding TIs, the next section moves on to discuss the material properties

of Bi2Se3, since it is the focus of this work.

1.2 Bismuth Selenide

Bismuth Selenide has been investigated by chemists, physicists, and engineers

for decades before it was discovered to be a TI. Because of this, much is known

about the material, like its basic physical properties, and the best growth methods.

Bi2Se3 was first investigated in the 1950’s, along with other layered chalco-

genides [86]. Soon after, it was discovered to be an excellent thermoelectric [87, 88],

owing to its large Seebeck coefficient, and research on the material focused on con-

trolling/improving this aspect of Bi2Se3 for many years. Its crystal structure and

bonding type was investigated early on, one publication even mentioning the idea

of band inversion [89]. Serious calculations of the electronic structure, however,

weren’t done until decades later [90]. With the advancement of thin film production

techniques, many ways of growing thin films of Bi2Se3 were discovered in the late

90’s and early 2000’s [91–93].

18Pun intended.
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1.2.1 Crystalline and Electronic Structure

Figure 1.9: A Diagram showing the crystal structure (in real space) of
Bi2Se3. [5]

Bi2Se3 is a loosely bonded material, made up of alternating sheets of hexago-

nally bonded Bi and Se, each one atom thick, as illustrated in Fig. 1.9. Like with

Graphene, the stacking order plays an important role in the structure, and in the

case of Bi2Se3, two alternating layers of Se and Bi (named Se1 and Bi1) are followed

by a central Se layer (Se2), after which come two more Bi and Se layers (Bi1’ and

Se1’) in stacking positions that mirror the first two layers, making a rhombohedrally

classified unit cell 19, aptly named a Quintuple Layer (QL). It is the mirroring of

the two Se and Bi layers (Se1 with Se1’ and Bi1 with Bi1’) around Se2 in real space

19The crystal structure is of the D5
3d space group.
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that helps create the symmetric band structure about Γ in the Brillouin zone, which

is crucial for the topology of Bi2Se3 [5].

Figure 1.10: Diagram showing the bonding structure of Bi2Se3 in real
space. Even though Bi2Se3 consists of alternating parallel single atom
layers of Bi and Se, the bonding actually is strongest between those
layers, in a diagonal manner. This bonding only occurs within the QLs,
however, leaving only Van der Waals forces to keep the QLs together
[90].

The bonds, surprisingly, are a covalent-ionic type (ppσ) diagonally across layers

within the QL. The QLs are held together loosely by Van der Waals bonds. Fig. 1.10

illustrates the bonding geometry. From this chemical bond structure, the P orbitals

from Bi and Se are responsible for the Energy states closest to the Fermi Energy,

and therefore they play the crucial role in the band inversion that occurs in Bi2Se3.

Fig. 1.11 illustrates how, taking into account increasingly higher order interactions

leads from a situation where the Bi p orbitals are all degenerate and higher in energy
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than the equally degenerate Se orbitals to the situation where the Se |P2−z 〉 state is

at higher energy than the Bi |P1+
z 〉 state. It is this inversion of bands of opposite

parity, due ultimately to the SOC, that drives the change in Topology to the TI

class. Diagram (b) in Fig. 1.11 shows the relative energies of the two orbitals as

a function of SOC strength, showing that only 60% of the actual SOC strength

is needed to make the two orbital energies equivalent, placing Bi2Se3 deep in the

strong TI category.

Figure 1.11: On the left is a diagram showing the origin of band inversion
in Bi2Se3 . In step I, the energy levels for the P orbitals in Bi and Se are
calculated from the basic chemical bonding of the material. Then step 2
takes into account the crystal field splitting, which lifts degeneracies in
the orbitals, and finally III illustrates the change in energy levels when
SOC is taken into account, pushing the P1+

z orbital of Bi below the P2−z
orbitals of Se, resulting in band inversion at the Γ point. The right figure
shows how strong the SOC must be to cause this band inversion [5].

A more complete picture of the calculated band structure20 of the bulk is shown

in Fig. 1.12(a) showing the small energy gap at the Γ point. Part (c) of Fig. 1.12

20Calculations made using LMTO-LDA theory, not including calculations at the surface that
take topology into account.
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shows the Brillouin Zone (BZ) of Bi2Se3 along with the major symmetry points in

the BZ. While the specifics of the band inversion are important for understanding

the effects of topology on the physics at the surface of Bi2Se3, it is also important to

understand the band structure in the bulk, as it dictates the effects of bulk defects

in the material, which is a major focus of this work. As can be seen in the band

structure diagram (Fig. 1.12), the dispersion relation of the conduction band around

the Γ point along the ab-plane (F–Γ–L) than along the c-axis (a–Γ–Z) indicating

that the Fermi surface made by Ef crossing the bottom of that band would have an

ellipsoidal shape. The band structure calculations were checked with results from

various experiments in the literature and Fig. 1.12(b) shows how well the theoretical

calculations match. The energy gap in the ẑ direction, and its similarities to the

gap in directions along the ab-plane raises the possibility that Dirac cones would

exist on surfaces normal to that plane and that the properties of the states on those

surfaces may differ from the ones on other surfaces.

1.2.2 Common Defects

According to theoretical calculations, the Ef of Bi2Se3 should fall within the

energy gap plotted in Fig. 1.12, which should make Bi2Se3 a true insulator at low

temperatures. Combine this property with how readily the material forms using so

many different growth techniques and Bi2Se3 should be the ideal TI. Unfortunately,

as mentioned in previous sections, that is not the case.

It was noted, even in the earliest experiments on Bi2Se3 [94], that the material
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was much more metallic than expected, with carrier concentrations much higher

than theoretically predicted. The higher carrier concentrations come from Se site-

vacancies that occur in the material during the growth process irrespective of the

purity of the growth environment [95]. In the discussion of bonding in the previous

section, the Bi atom acts as the cation and the Se atom the anion. It is thought

that the high vapor pressure of Se, combined with the low binding energy of the

Van der Waal forces between the two Se layers at the edges of the QLs facilitates

Se leaving the material during at higher temperatures. These vacancies then leave

the electron at the corresponding Bi site that would have participated in the site

bonding free to occupy a state in the conduction band. It has also been proposed

[95] that higher Se vacancy density also leads to a higher Bi anti-site defect density

as well, which further lowers the sample quality.

The low strength Van der Waals bonds between QLs, in addition to contribut-

ing to the extremely layered nature of Bi2Se3 also makes the material highly prone

to mechanical deformations and the types of defects associated with them. While

the samples are known to be easily cleavable, with sheets of nanometers thickness

able to be isolated with tape, the cleaving and layer removal processes also pose

the risk of bending and/or scratching the material. Bending samples can introduce

line defects and stacking faults, and scratching can severely degrade the surface.

Both situations lower the mobility of the conduction electrons in both the bulk and

surface regions.

In summary, the material Bi2Se3 has been of interest to the scientific commu-

nity for a long time, with most of that interest coming within the last five years.
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The renewed interest has come from the development of a new classification for

materials, topology, which gives rise to exotic physics that produces unique macro-

scopic behavior resulting from quantum mechanical interactions. Bi2Se3 would be

the ideal material with which to study these unique behaviors, except for the ex-

trinsic properties arising from unresolved sample growth problems. Despite these

problems, much progress has still been made in studying these behaviors, yet, sim-

ilar to the field of superconductivity, many more advancements can be made if the

persistent problems with sample quality can be overcome. The work discussed in

this thesis is motivated by the goal of overcoming the sample growth problems with

Bi2Se3, to achieve nonmetallic behavior without lowering carrier mobility, so that

the topological SS can move beyond being a scientific curiosity to a useful phe-

nomenon that can drive new technological developments. The techniques used to

achieve this ultimately focused on the growth process, finding ways to controllably

lower the inherent carrier concentration of Bi2Se3 without introducing dopants or

impurities.

The next section will review the experimental methods used to produce and

measure samples of Bi2Se3. Most of the analysis techniques will be discussed in

parallel with the results, but one particular technique is covered in Appendix A.

Chapter 3 will discuss investigations into the phenomenon of linear magnetoresis-

tance (LMR), which has been noticed in thin films of Bi2Se3, but also emerges in

low-carrier bulk samples. This phenomenon is shown to be clearly two dimensional

and may be a signature of the topologically guaranteed SS. Chapter 4 describes the

non-metallic behavior found in a small number of samples, as well as the highly
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unusual magnetoresistive behavior of those samples, finally discussing the possible

origins of this behavior.
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Figure 1.12: Diagram showing the calculated band structure of Bi2Se3.
The calculations are of the bulk band structure, and therefore do not
include the gap-crossing states at the surface. [90]
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Chapter 2: Experimental Methods

2.1 Materials Synthesis Methods

The samples studied in this work were produced at the Center for Nanophysics

and Advanced Materials (CNAM). That, combined with the fact that overall mate-

rial quality as well as the specific properties studied in this work are directly coupled

with the specific growth conditions of the samples, makes the materials synthesis

techniques used significant in the discussion of the results. This section describes

the various growth techniques used to produce the samples involved in this work.

2.1.1 Flux Growth

All samples of Bi2Se3 discussed in this work were prepared using the flux-

growth technique, a common method used for bulk single crystal growth. The

technique involves precipitating crystals of the desired material out of a solution of

the required reactants1.

A relatively cheap and simple technique, flux growth offers many practical

advantages. All that is needed is a furnace, the raw materials for the growths,

quartz tubing, a method to replace the air in the tubes with a nonreactive gas and

1This is the same process as sugar crystals forming in an over saturated mixture with water.
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seal it off, and in some cases a crucible to hold the materials, so that they do not

react with the quartz tubing. Another advantage that the flux growth method offers

is that dissolving the reactants in a liquid flux allows the reaction of materials at

temperatures well below the reactants’ normal melting points, or the stoichiometric

crystalization temperature of the growth material.

The basic procedure of the flux growth technique is that the required reactants

are combined in a stoichiometric ratio with a material that has a melting point lower

than the crystalization temperature of the material to be grown. The mixture is

then heated in a furnace to above the melting temperature of the flux and held there

long enough to allow the reactants to fully dissolve in the liquid. Then the mixture

is slowly cooled, allowing the desired crystals to precipitate out of the solution.

Given the high temperatures usually involved and the need to precisely control the

environment of the reaction taking place, the measured reactants and flux are placed

in a vessel, reffered to as an ampoule (usually a crucible and/or quartz tube) that can

be completely sealed off from the outside environment. Before sealing the ampoule

the air inside it is replaced with an inert gas, which is usually Argon.

The specific chemical processes involved in flux growth vary, depending on the

material grown and the flux used. Sometimes the flux is an element or compound

that is a component of the material being grown. For example FeAs is used as the

flux in growing SrFe2As2.

Other times the flux is a different element or compound, like the case of grow-

ing SmB6 where Al is used as the flux. In this case it is important that the flux

material does not easily form compounds with any of the reactants over the growth
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temperature range. This way the reactant amounts can be precisely controlled and

the chance of precipitating out an undesired material can be minimized.

In the case of Bi2Se3 , excess Se was used as the flux, although Bi2Se3 is a

“line compound” (as shown in Fig. 2.1) and can therefore be crystallized by simply

melting stoichiometric amounts of Bi and Se. As mentioned in Chapter 1, the major

type of defect that occurs in Bi2Se3 is Se vacancies. Therefore Se flux was used in

an attempt to counteract the loss of Se during crystalization. Excess Se should push

the chemical potential of the crystal formation reaction to hinder Se from leaving

the crystal as it forms. The binary phase diagram of Bi and Se is shown in Fig. 2.1

and it shows that no compounds form, other than Bi2Se3 for mixtures with greater

than 60% Se content. This provides advantageous conditions for growing Bi2Se3

in excess Se, because there is no worry of any unwanted crystal structures forming

instead of or in addition to Bi2Se3.

Batches of Bi2Se3 were grown in varying amounts of excess Se flux to inves-

tigate whether or not the flux would shift the chemical potential during crystal

growth, reducing Se vacancies, and to determine the ideal amount of excess flux for

producing single crystals of good physical and electrical quality.

For standard growths2 the preparation procedure was as follows. Amounts of

high purity (≥4N) Bi and Se shot were measured and combined in quartz tubes.

For early growths, the materials were placed in Al2O3 crucibles but early on it

was determined that the quartz itself was unreactive to the growth over the entire

2Standard being defined as flux growth batches not grown in either the pressure or modified
bridgman furnace.
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Figure 2.1: Binary Phase Diagram of Bi and Se, graphed as Se percent-
age. Figure obtained from ASM International alloy database [96].
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temperature range used and later growths did not use the crucibles, instead placing

the materials directly in the quartz tube. The reactants were then sealed in quartz

ampoules under partial pressure (≈ 1/3 atm at room temperature) high purity Ar

gas, to avoid any explosions at high temperatures, due to overpressure inside the

ampoules. For this sealing process, the ampoules were hooked up to a closed system

connected to a pump that could reach vacuum pressures of < 25 mTorr, evacuated3,

and refilled with high purity Ar gas a minimum of three times. The fourth time

that Ar gas was introduced to the closed system, only enough was added to reach

the desired partial pressure. After that, the quartz tube was melted shut using a

small flame torch.

The general heating and cooling profile was relatively simple. Ampoules were

placed vertically in the homogeneous temperature zone of a standard box furnace.

They were heated at a fast4 rate to 750 oC, held for a short period of time5 before

being cooled at -10 oC/hr to 650 oC. This temperature is close to, yet still above the

crystalization temperature of Bi2Se3(see Fig. 2.1. At this point, the cooling rate was

slowed down significantly6 and the growths were cooled further to 450 oC, at which

point the basic growth schedule was complete. Quenching in water, from 450 oC, was

also tested, but that only proved to greatly increase the bulk carrier concentration

of the samples. It is assumed this is because at higher temperatures, the Se is

much more mobile within the formed crystals, resulting in more Se vacancies, and

3Pumped down to less than 40 mTorr pressure.
4Greater than 50 oC/hr
5between 4 and 12 hours.
6Slower cooling rates varied between -1 and -4 oC/hr, yet no systematic change in sample quality

among these cooling rates was detected.
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quenching to room temperature effectively freezes in the higher defect density.

Fig. 2.2 shows two pictures of typical flux growth batches. The top picture

shows a batch with nearly stoichiometric amounts of Bi and Se, and the bottom

picture shows a batch with a high amount of excess Se flux.

Including excess Se as a flux proved successful in reliably lowering the bulk n

of Bi2Se3 samples over much of the range of the phase diagram. At a certain point,

the excess Se began it impede the size and structural quality of the single crystals

of Bi2Se3 that would grow, producing much smaller, more fragile crystals. Thus

with this trade off between microscopic and macroscopic sample quality, an ideal Se

growth concentration was found to be 78 – 82%7. After testing multiple excess Se

amounts, the standard elemental ratio of growths became 3:8 of Bi:Se.

2.1.1.1 Effects of Pressure

Another variable that can be relatively accurately controlled with flux growth

is pressure, given that the crystal growth takes place in a sealed ampoule. Usually

the range of pressures reachable is only at or below atmospheric pressure at room

temperature and the corresponding pressures for the same volume of gas at higher

temperatures8. For some of the work discussed in this thesis, however, the flux

growth method was used in a high pressure furnace, greatly extending the range of

pressures under which Bi2Se3 could be grown.

The pressure furnace used was a Morris Research High Pressure Oxygen Sys-

7Given that the main goal of the research was not to systematically study the dependence of
bulk n on excess Se, this should be taken as a rough estimate.

8If you remember the ideal gas law from introductory physics.
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Figure 2.2: Two pictures of single crystals resulting from Bi2Se3 growths.
The top picture shows crystals grown from a stoichiometric ratio of Bi:Se
= 2:3. The bottom picture shows crystals grown in excess Se. The
smaller thicknesses and jagged edges of the pieces in the bottom picture,
as well as the many thin lines and dots that can be seen on them indicate
that the crystal domains are noticeably smaller than in the top picture,
and their surfaces appear rougher, due to amorphous Se remaining on the
surface. Such differences, while apparently not significantly affecting the
internal sample quality, has a negative effect on the physical properties
that are important for electrical transport measurements.
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tem (Model HPS 3210), which could safely handle pressures up to 200 bar. While

200 bar is nowhere near the high pressures reached by other pressure furnaces or

in pressure cell measurements, it was sufficiently high to change the properties of

Bi2Se3 samples, as will be discussed later. The original purpose of the pressure fur-

nace had been for annealing cuprate superconductors in oxygen at high pressures, to

accurately control the amount of oxygen doping in the materials. The furnace cavity

was a long, thin tube of an industrial alloy, with an inner diameter 1 cm and hot

zone length of 4 cm. The cavity was sealed shut by a steel cap that was screwed into

place and fitted with a rubber ring to create an airtight seal. The furnace cavity was

also connected to a pressurized gas cannister through a second opening, which was

controlled by a series of valves. The furnace had been designed for the pressurized

gas to be O2, however, for the Bi2Se3 growths, Ar was used. The pressure inside

the furnace was then controlled by the valves, which controlled the flow Ar into the

furnace chamber and by a standard pressure regulator attached to the Ar bottle.

The pressure in the furnace chamber could not be actively controlled throughout

the growth process, and was instead set at room temperature before heating9.

To fit the geometric and pressure requirements of the furnace very narrow

quartz tubing (8mm ID, 6mm ID) was used and it was not sealed shut before place-

ment in the furnace. The tube was also cut to be nearly as long as the furnace

chamber itself, so that it could be both fully inserted and removed from the furnace.

In order to prevent the growth from spreading out along the entire length of the

9After that, the pressure would change predictably, following the ideal gas law, in the absence
of any leaks in the furnace.
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chamber10, the furnace was placed on a slight incline (approx. 5 o).

The room temperature pressure was tested with multiple growths, over a range

of pressures from only a few extra bar to the maximum pressure for which the furnace

was rated. Similar to the excess Se amount, more pressure was not always better,

with the highest pressures producing growths with no single crystals of large or

robust enough quality to be measured. The ideal room temperature pressure was

determined to be roughly 40 – 60 bar. It was also discovered that a slightly faster

cooling rate lowered n as well. The standard temperature profile for the pressure

furnace became the following: the furnace was heated at as fast as possible to 750

oC and held there for 7 hours before being cooled at -300 oC/hr to 675 oC at which

point the cooling rate was slowed to -9 oC/hr until 500 oC at which the cooling rate

was sped back up to 15 oC/hr until it reached 350 oC/hr, after which it was cooled

at 30 oC/hr down to room temperature.

The small inner diameter of the quartz tube used in the pressure furnace,

combined with the high pressures and surface tension of the materials in their liquid

form significantly hindered the mixing of elemental Se and Bi shot in the pressure

furnace. Using powdered versions of the elements is also far from ideal, given their

inherently lower purity level.

Two solutions to this problem were found. The first solution was to crush the

Bi and Se shot before adding them in the quartz tube. The other solution tried,

which became part of the standard method, was to pre-grow amounts of Bi2Se3 in a

10This was a real possibility, given that the quartz tube holding the growth could not be sealed
off, and for retrieval purposes needed to be nearly as long as the entire length of the pressure
furnace cavity.
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box furnace (following the methods described in the previous section) and measure

and crush an amount of pre-grown Bi2Se3 and use it as the growth material, to

ensure an even mixture in the pressure growth.

In all batches of Bi2Se3 grown in the pressure furnace, droplets of amorphous,

elemental Se was found in the quartz tube, a few millimeters away from the Bi2Se3

growth, indicating a significant amount of Se loss during the growth, most likely

due to the vaporization and recondensation of elemental Se. It was determined

from more than one batch early on, that, like the Bridgman growths discussed in

the next section, carrier concentration varied systematically in the resultant growths.

The lowest n samples came from the side of the growth closest to the recondensed

Se and furnace exit, which, due to the incline was the higher side of the growth. The

inclining of the furnace could have inadvertently caused a Bridgman-like effect in

the growths, discussed in the next section. To combat both the Se loss and possible

Bridgman effect, a small amount of extra elemental Se was placed at the bottom of

the quartz tube11, before the Bi2Se3 pregrowth was added. The reasoning behind the

added Se is that once it becomes liquid, if the tendency is for the Se to drift towards

the opposite end of the growth, then it must drift through the rest of the growth,

resulting in a more even distribution of Se across the growth batch. Naturally, this

increases the uncertainty in the overall Se percentage in the growth, but given the

wide range of Se concentration that successfully produces low n Bi2Se3, this is not

considered a significant concern.

Fig. 2.3 shows a picture of a typical pressure growth batch after it has finished

11The Se was added in the form of a crushed piece of shot.
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Figure 2.3: Picture of a typical pressure growth. The labels indicate
which end of the growth was at the top of the incline and which end
was at the bottom. The red shine is a thin film of elemental Se on the
surface of the growth.

its growth cycle. The picture is marked, indicating which end of the growth was at

the top of the incline and which end was at the bottom.

2.1.1.2 Removing Samples from Flux

In some cases, single crystals can be removed from a successful growth, without

regard to the flux. In others, however, it is difficult to physically identify and/or

fully separate single crystals from the amorphous flux. Once the growth has gone

through its crystalization phase, the flux can be removed in two possible ways: it

can be physically separated or chemically separated. For physical separation, at a

high temperature — when the flux is still liquid — the growth can be inverted in the

furnace, so that the flux will flow to the other end of the ampoule or the ampoule

can be removed from the furnace and spun in a centrifuge. For some materials,

the crystals are easily distinguishable from the solidified flux at room temperature
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and the flux is soft enough to allow physical separation of the crystals.12 When

this is not possible13 the flux can be removed by using an acid or other chemical

that preferentially dissolves the flux material, but does not react with the desired

crystals. Typical acids and solvents used for etching flux are HCl, H2SO4, HNO3

and NaOH.

Even when it is possible to physically separate the crystals, there is still the

possibility that small amounts of flux remain on the surface of the crystals, or that

particularly large crystals have pockets of flux inside them, called inclusions. For

the former problem, surface treatments, like sanding, polishing, or chemical etching

are typically used. The latter problem is more difficult to identify and can usually

only be solved by using a part of the crystal that is free of inclusions, either by

breaking the crystal apart, or sanding it down to a region that is free of inclusions.

For the growths prepared in this work, the Se flux did not present any large

problems for removing samples from the growths. Originally, growths were placed in

a centrifuge to spin the liquid Se away from the crystals but it was later determined

that such forces on the crystals at higher temperatures negatively affected the sample

quality, so later growths were left to cool naturally in the furnace after reaching their

final temperature in the heating profile. Given the closed nature of the pressure

furnace, growths produced in it were always allowed to cool to room temperature

before being removed. The amorphous Se was also neither the majority phase of

the resultant growth, nor particularly hard, allowing removal of single crystals from

12Typical methods of separation include breaking the growth with pressure or percussive force,
or prying the samples out using a blade or wedge shaped device.

13For example: the temperature at which the growth must be removed may be too high to safely
spin it
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the growth with a simple scalpel blade and tweazers.

For the higher n growths, the amount of Se flux was small enough, that nearly

the entire growth became single phase Bi2Se3. For the lower n growths, there was

enough Se flux to cause the Bi2Se3 to separate into multiple domains, with a thin

layer of amorphous Se occupying the domain boundaries. This made separating

samples a less arbitrary process, and it was determined that sample quality was

best preserved in those growths, by causing the domains to naturally separate from

each other, before individual samples were separated from the domains. Separating

the domains was possible with slight external pressure14.

Given the structure and properties of the bonds that form Bi2Se3 , discussed

in Chapter 1, the thinnest platelets possible were sought. Thin samples would not

only maximize the surface-to-bulk ratio, but also minimize the possibility of a sample

containing a thin layer of amorphous Se between single crystal pieces. Once thin

flakes were separated from the larger domains, the highest quality platelets15 were

chosen and their edges were sliced off with a scalpel, to create sample geometries

more ideal for measurements. Utmost care was taken not to scratch or significantly

bend samples, once they were removed from the growths.

2.1.2 Bridgman Growth

While environmental variables, such as temperature and pressure, can eas-

ily be controlled with a simple flux growth, sometimes a major problem becomes

14The pressure was usually provided by the flat part of a scalpel handle.
15Quality being determined visually by ”shiny”, unblemished surface and lack of platelet curva-

ture.
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crystals that form with multiple domains of different orientation. A crystal with

multiple domains is of lower quality than a single domain crystal, due to the vary-

ing orientations of the domains, as well as the defects that occur at the domain

boundaries. One underlying origin of these problems is that with basic flux growth

techniques, one has no control over the location and number of crystal nucleation

sites within the melt. If crystals begin forming at multiple locations in the ampoule,

as the growth cools and the crystals grow large enough, the growing crystals will

run into each other and the result will be a single crystal with multiple domains,

originating from the multiple nucleation sites. One crystal growth technique devel-

oped by Percy Williams Bridgman and Donald C. Stockbarger is sometimes a useful

solution to this problem with nucleation sites.

With the Bridgman16 technique, the ampoule has a tapered or conical shaped

bottom, that comes to a point. The ampoule then, instead of being placed in a

furnace that provides a volume of uniform temperature, is pulled through a furnace

with multiple temperature environments, or zones, as shown in Fig. 2.4. This effec-

tively passes the ampoule through a temperature gradient, which passes down the

length of the ampoule, melting and cooling the growth unevenly. The purpose of

this is so that the bottom of the growth will begin crystal nucleation first, in the area

where the growth doeas not have much room for multiple nucleation sites, making a

single nucleation point most likely. Then as the temperature gradient moves down

the ampoule, the crystal will grow from the single nucleation site at the end of the

ampoule, rather than form a new nucleation site somewhere else. The result is then

16Also referred to, occasionally, as the Bridgman-Stockbarger technique

49



Figure 2.4: Diagram illustrating the Bridgman growth technique. In the
conventional technique, the growth passes down the length of the fur-
nace, from a hot zone, where the growth is liquid, to a cold zone, forming
a moving adiabatic crystallization front. As shown in the diagram, the
front of the growth ampoule in the Bridgman technique is pointed to
maximize the probability of a single, or small number of crystallization
points (kernels).
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a large, single domain crystal beginning at the pointed end of the ampoule and,

hopefully, extending down the entire length of the growth. Typically a Bridgman

furnace is horizontal, or often set on a slight incline, and the temperature gradient

in the furnace is static, while the ampoule is pulled through the furnace from one

end to the other.

In producing some of the samples discussed here, we modified a three zone

furnace to mimic a Bridgman furnace. A Lindberg/Blue furnace, model HTF5347C

with three independently controlled heating zones, capable of reaching temperatures

up to 1200 ◦C. We placed the furnace vertically, and hung the growths inside. Then,

instead of pulling the growth through, we set the three zones to cool at coordinated

rates, so that the temperature gradient would move through the furnace and the

growths stay static. Given that the crystal formation temperature for Bi2Se3 is

roughly 614 ◦C, the top two zones were set to higher temperatures. To begin, the

top zone was heated to 1000 ◦C, the middle zone was heated to 790 ◦C, and the

bottom zone was heated to 450 ◦C. After 12 hours, the middle zone was set to 715

◦C, causing it to cool to that temperature by uncontrolled means. Six hours after

that, both the top and middle zones were then cooled together at a rate of 1 ◦C/hr.

With the center of the zones spaced roughly 20cm apart, the simplest model would

estimate a temperature gradient of roughly 14.25 ◦C/cm.

In reality, the fact that the furnace was oriented vertically would certainly

cause further inhomogeneity in the temperature environment, and a nonlinear tem-

perature gradient. However, since the most important aspect of the Bridgman

growth method is not the gradient itself, but the rate at which the material passes
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through this gradient, these errors in temperature gradient homogeneity most likely

do not significantly effect the growths in a negative way.

After 96 hours, the set temperature of the lowest zone was lowered to 400 ◦C

to further facilitate an accurate cooling rate of 1 ◦C/hr for the higher zones. After

a further 24 hours, heating of the bottom zone was cancelled and cooling of the top

two zones at the same rate continued until the middle zone reached 330 ◦C and the

top zone reached 615 ◦C. Once they reached their final temperatures, the furnace

was turned off and the growth was allowed to cool at a natural rate. The total time

for the growth was 16 days and 19 hours.

Fig. 2.5 shows a picture of one of the batches of Bi2Se3 grown in the modified

Bridgman furnace. The clean, shiny faces with vertical cracks on the growth indi-

cates single crystal domains stretching nearly the entire length of the growth, with

the cracks being either grain boundaries, or faults introduced in the crystal in the

opening and examination of the growth.

Two batches were grown with excess Se flux in the modified Bridgman furnace.

It was noticed that samples taken from the top of the growths showed semimetallic

behavior and some of the lowest n values obtained, whereas samples taken from

the bottom of the growths had higher n values and showed metallic behavior. It

is thought that this is due to a drifting of the Se flux to the top of the growth, as

the temperature gradient passed up the ampoule, causing a much higher amount of

excess Se at the top of the growth, than at the bottom17.

17This effect is a possible cause of systematic batch inhomogeneity in growths produced in the
pressure furnace.
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Figure 2.5: Picture of a modified Bridgman growth. The labels indicate
which end of the growth was at the top of the incline and which end was
at the bottom.
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2.2 Measurement Methods

The primary measurements taken for the studies discussed in this work are

bulk transport measurements. They have the advantage of being simple, quick, and

low cost. This chapter will describe the how the measurements are set up, what

type of data is recorded, and in some cases, the basic phenomenon that is measured.

2.2.1 Electrical Transport

The entire realm of electronics is based on the principle of transporting elec-

tric charge from one location in a material to another, or across multiple materials.

Different materials carry the electric charge differently, and these differences in prop-

erties are the result of different electromagnetic environments within those materials.

These differences are generally considered as having two types of origins: intrinsic

and extrinsic. Therefore the overall electrical resistivity is modelled in the following

way

ρ(T ) = ρ0(T ) + ρi(T ) (2.1)

with ρi being the intrinsic resistivity of the sample and ρ0 being known as the residual

resistivity. The residual resistivity arises from impurities and defects in the sample

that cause the charge carriers that contribute the electric current to scatter, thus

contributing to the “resistance” to the flow of electricity. In contrast, the intrinsic

resistivity is material specific and usually changes significantly with temperature

and originates from any of a number of different factors involved in interactions
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among the atoms in the material. For example, Conductors are defined, not only

as having low intrinsic electrical resistivity, but also as having a resistivity that is

positively correlated with temperature.

Even the nature of the function that resistivity follows, vs temperature can give

vital clues as to the types of interactions taking place in that material. For example,

resistivity that follows a T 3 functional form at low temperatures indicates phonons

are acting as the primary scatterers of electrons, and resistivity that is linear with

Temperature — at low temperature — can be a sign of quantum criticality. For

truly insulating behavior, if the resistivity is exponential in relation to 1/T , then

it is a sign that there is a gap in available conducting energy states, and can be

modelled in the following way

ρ(T ) = Ce
−∆
kBT (2.2)

where ∆ is the size of the energy gap and C is a material specific coefficient. Ma-

terials that show a resistivity that increases with decreasing temperature without

exponential behavior are generally referred to as being nonmetallic.

Phase changes in materials are often recognizable as jumps or kinks18 in the

function of electrical resistance vs temperature. One of the key properties of of a

superconductor, for instance, is that at the temperature where it becomes super-

conducting, its electrical resistivity drops discontinuously to zero. Other externally

tunable variables that are often used to track the behavior of electrical transport

18Jumps are points where the data curve is discontinuous and kinks are points where the first
derivative of the curve is discontinuous.
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properties include magnetic field, external pressure, and current density.

Electrical transport measurements are performed in the following way. Multi-

ple electrical connections are made to a sample of the material being measured. Two

connections, usually placed at either end of the sample, are used to pass an electri-

cal current of a known strength through the material19. Then two more electrical

contacts placed between the two current contacts are used to measure a voltage dif-

ference between them. Figure 2.6 illustrates the geometry of electrical contacts used

for the measurements discussed. This is done in order to eliminate the possibility

of voltages generated at the contact points of the wires to the sample. Using the

values of the current and measured voltage (V+ − V−) along with Ohm’s law, the

resistance of the sample can be calculated. However, different samples have differ-

ent geometries, which affects things like the current density and voltage difference

during a measurement, so the more useful measurement is electrical resistivity (ρ),

which accounts for such variations in geometry among different samples of the same

material. Resistivity is calculated in the following way:

ρ =
RA

l
(2.3)

where R is the measured resistance, A the crossectional area, and l the distance

(along the direction of the current) between the two voltage contacts. While re-

sistances of different samples may differ greatly, they should all have the same

resistivity, if they are the same material20.

19Thus earning them the name ”current contacts”.
20provided they are all samples of similar quality.
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For all experiments in this study, Dupont air-drying silver paint (version

4929N) was used to make all electrical contacts with 2-Butyloxyethyl acetate used

as a solvent, to help the paint achieve an ideal consistency for application. High

temperature curing epoxies, soldering, and spot welding were not used due to the

extreme sensitivity of the sample to heat. After the wires were first attached to

the sample, they were then soldered to specific solder pads on the A/C transport

PPMS measurement pucks or custom tails, in the cases of high field measurements.

Preparation for these measurements usually took less than 30 minutes, and com-

bined with the time required to choose and shape a sample, samples usually spent

less than one hour in atmosphere before the first measurement. For all subsequent

measurements (in studies looking at exposure effects), the amount of time spent air

(in hours) was recorded.

2.2.1.1 Magnetoresistance

How a sample’s electrical properties change as various other parameters of

the material’s surrounding environment are modulated can also reveal important

information. Measuring the response to external magnetic field strength, a property

called magnetoresistance, is commonly investigated. In order for the change in

electrical resistivity due to a change in magnetic field to be brought into the context

of the sample, magnetoresistance is defined as

MR =
(ρ− ρ0)

ρ0

(2.4)
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Figure 2.6: Photo illustrating the contact geometry for electrical trans-
port measurement conducted. Contacts 1 and 2 are the current contacts,
3 and 4 are the longitudinal resistance contacts, and 5 and 6 are the Hall
geometry contacts. The face shown is the ab-plane of a sample of Bi2Se3.
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with ρ0 being the resistivity value at zero magnetic field.

Observing large changes in resistivity with changes in field could have great

importance, if the zero field resistivity is quite small by comparison, but they could

be insignificant, if the zero field resistivity is even larger21. Classically, the magne-

toresistance of materials is proportional to µB2, at lower fields, where µ is the carrier

mobility. Upon reaching significantly high fields, the magnetoresistance begins to

saturate. The field at which this saturation begins varies from material to material.

Occasionally, however, materials show magnetoresistance behavior that is more

strongly linear than quadratic, and shows no signs of saturation. This linear mag-

netoresistance (LMR) is almost exclusively a feature of thin film systems [97–99],

however, it has been seen in a few bulk material systems [100–104], with multiple

proposed explanations, usually involving inhomogeneity, of why the LMR occurs

[100, 101, 105–107]. More recently Abrikosov [108] proposed an explanation for

LMR that involves a gapless semiconductor in the quantum limit with conducting

energy states that have a linear dispersion relation. As discussed in Chapter 1, the

surface of a TI contains this exact zero-gap linear band situation. Since the experi-

mental verification of the existence of TI’s, other theorists have applied Abrikosov’s

theory to TIs with promising conclusions [109], which has added LMR to the list of

possible signatures of the surface states in bulk samples, adding more importance

to MR measurements.

21like in the case of SmB6, for example
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2.2.1.2 The Hall Effect

For most materials, the Hall effect is a simple result of the Lorentz force

affecting an electrical current. The geometry of electrical contacts used to measure

the Hall effect are shown in Fig. 2.6 It shows a linear response as a function of

external magnetic field and the slope of this response (RH) is related to the number

of charge carriers in the following way

RH =
t

ne
(2.5)

where t is the thickness of the sample being meaured, n is the charge density22, and

e is the elementary unit of charge. Hall effect measurements are useful in such cases

for directly determining the carrier concentration, using the above equation, and

carrier mobility (µ) when combined with longitudinal resistivity values (ρ0)in the

following manner

µ =
RH

ρ
(2.6)

However, some more complicated materials show Hall resistance vs field be-

havior that is very nonlinear. One origin of this nonlinear behavior arises from

strong local magnetic interactions in the material and is known as the Anomalous

Hall effect. However, since Bi2Se3 is nonmagnetic, the Anomalous Hall Effect is not

applicable to measurements in this study.

Another origin of nonlinear Hall effect behavior is if the sample has two sepa-

22Number of charge carriers per unit volume
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rate conduction bands that have different yet competing characteristics. This type

of situation often arises in the case of doped semiconductors, where the electronic

structure of the material contains both positive and negative type carriers. In the

case of two opposite-carrier-type conduction bands within a single sample, their in-

dividual responses will be in opposition to each other. Normally one band would

completely dominate the other in a field sweep at a single temperature, but if their

properties 23 are comparable to each other, yet not similar enough to fully cancel

out, then as the external field is changed, the overall Hall effect will change based on

the interplay between the two bands. Drude developed a classical model to describe

the resulting Hall effect in a two carrier system [1] with the equation

ρxy =
σ1

2RH,1 − σ2
2RH,2 − σ1

2σ2
2RH,1RH,2(RH,1 −RH,2)H2

(σ1 + σ2)2 + σ1
2σ2

2(RH,1 −RH,2)2H2
H (2.7)

with the σs being the conductivities of the two carrier types and Rs being their Hall

coefficients.

This two carrier model also produces and equation predicting the behavior of

the material’s longitudinal magnetoresistance

ρxx =
ρ1ρ2(ρ1 + ρ2) + (ρ1RH,2

2 + ρ2RH,1
2)H2

(ρ1 + ρ2)2 + (RH,1 +RH,2)2H2
(2.8)

however, this model does not predict the LMR discussed in the previous section.

Hall measurements conducted in this work and their analysis using the Drude model

23carrier concentrations and mobilities
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will be discussed in further detail in the Appendix A

2.2.1.3 Quantum Oscillations

In addition to the overall magnetoresistance, other phenomena can arise, which

exhibit responses measurable in the magnetoresistance. The phenomenon discussed

in this work in particular is Quantum Oscillations. QO are a quantum phenomenon,

the origin of which can be explained in the following way.

In an electrically conductive crystal, the most loosely bound electrons are

not actually localized to a specific lattice site. These electrons are referred to as

conduction electrons24 and their wavefunctions are instead modelled as nearly free

electrons bound only by the dimensions of the crystal. In this new environment,

the fermionic nature of the conduction electrons becomes nontrivial, since their

wavefunctions now occupy essentially the same space. Fermions obey the following

equation, relating to their wavefunctions

Ψ = Ψ1(a)Ψ2(b)−Ψ1(b)Ψ2(a) (2.9)

Due to the fact that the two terms are subtracted, this means that no two fermions

can be described by the same wave function.25 This forces the electrons to differ-

entiate their wave functions by energy. In other words, they must occupy different

energy levels in the material, forcing them to “stack” and occupy higher and higher

24Given that one mole of material contains 1023 atoms, even if one electron from a fraction of
the atoms in a material becomes a conduction electron, that is still a large enough number for the
principles of statistical mechanics to apply in macroscopic systems.

25This is famously known as Pauli’s exclusion principle.
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energy levels after the lower ones become occupied (as illustrated in the top part of

Fig. 2.7).

In the absence of potential energy terms, all the energy that a conduction

electron possesses, beyond its restmass energy, comes in the form of kinetic energy,

also expressed as momentum. Thus the conduction electrons occupying the highest

energy levels26 in a material therefore have the highest momenta. Momentum is

directionally dependent, and therefore, if one plots the momentae of all conduction

electrons in the material in momentum space, they would occupy a three dimensional

volume, as can be visualized as the dashed line in the bottom diagram in Fig. 2.7.

The outer surface of this volume represents all the conduction electrons in the highest

energy level — known as the Fermi energy, EF — of the material, their wavefunctions

differentiated by their momenta. This surface in momentum space is named the

Fermi surface and the electrons that exist on this surface are responsible for the

electromagnetic properties of the material.

When this material is placed in an external magnetic field, the available energy

levels of the system change in momentum space, forming a set of cylinders, concentric

along the direction of the magnetic field. These cylinders, or rather the energies

corresponding to their absolute momentum values, are known as Landau Levels. The

top diagram in Fig. 2.7 shows the normal energy level occupation (red line) being

split into the evenly spaced Landau Levels (blue and green spikes). All the electrons

in the system must still “stack up” and therefore they fill up these Landau Levels,

26In other words, the conduction electrons at the Fermi Energy, labeled in the top diagram in
Fig. 2.7.
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placing EF either within a single level, or part way between two different levels. If

EF falls between two levels27, then the nearest unoccupied energy states are in the

next Landau level, which requires a significant amount of energy to reach, which

makes electron transport slightly more resistive. Contrastingly, if EF falls within a

level, then the level is only partially filled and therefore unoccupied energy states are

located in close proximity to occupied energy states, making electron transport less

resistive. The Landau Levels are equally spaced in energy, and therefore momentum

space, and their spacing is determined in the following way

a =

(
n+

1

2

)
2πeH

~c
(2.10)

Since the energy spacing of the Landau Levels depends on the strength of the mag-

netic field, the levels will become more spread out as the field increases. This

leads the system to alternate between the two environments described (illustrated

in Fig. 2.7. The sample moves smoothly from one environment to the other and

back, with the energy gap between EF and the nearest LL changing continously

as the magnetic field is changed continuously and correspondingly the electrical

conductivity (or magnetisation) of the material smoothly increases and decreases.

This oscillatory behavior in the measured properties is named Quantum Oscilla-

tions (QO). More specifically, oscillations in magnetization are named de Haas van

Alphen, after their discoverers and oscillations in resistivity are named Shubnikov

de Haas oscillations. Shubnikov de Haas oscillations are the only type of QO mea-

27As is the case in the top diagram of Fig. 2.7
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sured in the work discussed here, so the term QO refers only to Shubnikov de Haas

oscillations, onless otherwise stated. Since the spacing between the LL continuously

increases, the frequency of the QO decreases with increasing field. This is an inverse

relationship, so when the oscillations are plotted vs inverse field, their frequency is

constant. From the QO frequency, a useful relationship can be used to calculated

the carrier concentration in the sample.

Since LLs are actually cylinders in momentum space that are isotropic along

the field direction, they interact most with the parts of the Fermi surface where the

curvature with respect to that direction is minimal. These are the extremal cross-

sections28 of the Fermi surface orthogonal to the field direction, given the variable

A⊥, and since the QO frequency of the material is related to the area of the LL

cylinders as they cross the fermi surface the frequency is correspondingly related to

A⊥ with the following equation, known as the Onsager relation

f =
c~

2πe
A⊥ (2.11)

where e is the elementary charge. For a spherical Fermi surface, A⊥ = πkf
2, where

kf is the magnitude of the radius of the Fermi surface (named the Fermi vector)

and is related to the carrier concentration of the sample in the following way.

3D:kf = (3π2n)1/3 (2.12)

2D:kf =
√

2πn (2.13)

28cross-sections of minimal and maximal area
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Figure 2.7: Illustration of the formation of Landau Levels (top diagram)
and Landau Tubes (bottom diagram), with respect to the Fermi energy
and surface of the material [1].

66



and because the anisotropy of the Fermi surface of Bi2Se3 is small enough, it can

effectively be modelled as a sphere. Because of these relationships, QO can also

serve as an independent measurement of the carrier concentration of a sample29.

This effect can be used to map out not only the size, but also the shape of the

Fermi surface of materials by tracking differences in the frequency of QO of a sam-

ple at different orientations. In the case of materials with multiple Fermi surfaces

(multiband materials), the QO will exhibit multiple frequencies.

Frequency is not the only property of QO that can yield useful information

about the sample. As the size of the external field increases, so too does the am-

plitude of the oscillations. This comes from the fact that the conduction electrons

invariably scatter as they travel through the material, which dampens the QO. The

level of scattering depends on multiple factors, including the carrier mobility, and

is approximated by a relaxation time, τ . As the field is increased, the QO overcome

this scattering more and more, and thus are dampened less and less. This field

dependent damping behavior is modeled by the equation

RD = exp(−2π2kBτm
∗/~eB). (2.14)

Finite temperature also has a damping effect on the oscillations: as the tem-

perature increases, the Fermionic occupation function broadens out, making the

Fermi surface “fuzzier”. Rather than damping the oscillations by spreading the

29For instance, multiple QO frequencies are a sign that a single carrier model for the Hall effect
is probably not accurate. Another instance would be if there is a significant discrepancy between
n calculated from Hall effect measurements and QO measurements.
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conduction electrons out across multiple LLs, the thermal energy actually causes

phase smearing of the carriers, which has a much larger effect. Using the expected

behavior of the Fermi distribution, the damping due to phase smearing from thermal

energy is described by

RT =
αTB−1

sinhαTB−1
α =

2π2kBm
∗

~e
(2.15)

which is known as the Lifshitz-Kosevich formula.

Thus, in modelling the oscillations in inverse field, including the damping

terms, the full equation to approximate the SdH oscillations is

∆ρ

ρ0

=
αTB−1

sinhαTB−1
exp(−2π2kBτm

∗/~eB) cos 2π(f + γ) (2.16)

and γ being the intrinsic Berry’s phase. As mentioned earlier, in section 1.1.1,

the intrinsic Berry’s phase is usually zero for materials, but for the topologically

nontrivial SS, γ is intrinsically π [110, 111]. However, other factors like the phase

slipping that contributes to the temperature dependent damping, can also affect γ.

Recently, a field dependent phase shifting effect due to a finite effective mass

and spin orbit coupling was proposed for the SSs. The theory, outlined in the paper

by Taskin et al. [111] models the effect with the following equations

E+
N = hbarωcN +

√
2~v2

F eBN +

(
~ωc

2
− 1

2
gsµBB

)2

(2.17)
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γ =
meffv

2
F

~ωc

+

(
1 +

EN

meffv2
F

−

√
1 +

2EN

meffv2
F

)
−N (2.18)

As can be discerned from the above equations, the four independent parame-

ters in this model are the oscillation frequency (F), effective mass (meff ), Zeeman

coupling (gs), and the Fermi velocity (vF ). It is important to note that current the-

ories that describe the Hamiltonian for TI surface states consider the parameter vF

differently from its standard relation vF = ~kF/meff . Instead, in the Hamiltonian,

vF describes the strength of the linear dispersion behavior and therefore vF must

be considered an independent parameter. Previous studies, both theoretical and

experimental predict values of vF over the range 3 – 5 x105 for Bi2Se3.

Thus with these equations, QO can be modeled in great detail, after a proper

background subtraction, details of which are given in Appendix A, and the resulting

fits can give estimates for a number of different important physical parameters such

as n, µ, and γ. Even if full, direct modelling of the oscillations is not possible,

some details of the oscillations can usually be determined with some accuracy by

taking a Fourier transform (in reality a simple FFT) of the oscillatory component

of the MR over which the oscillations can be seen. The result of the transform

provides a spectrogram of the MR, with resonance peaks at the frequency(ies) of

the oscillation(s). FFT’s of multiple curves at increasingly higher temperature will

show the typical Lifshitz-Kosevich behavior. Therefore fitting equation 2.15 to the

temperature dependence of the peak heights or areas30 can give estimates of m∗.

30In almost all cases, the data must be normalized to the lowest temperature FFT, and the
equation adjusted correspondingly, since FFT peak sizes do not correspond purely with physical
parameters.

69



Performing FFTs on multiple small sections of a single background subtracted MR

curve can similarly show the rough field dependence of the oscillation amplitude(s).

Just as with the temperature dependence, using the equation for the damping factor

RD to fit the peak heights and/or areas vs average field of each FFT can give an

estimate of the Dingle temperature.

Unfortunately, the FFT yields no information about γ. However, plotting

the inverse field values of the extrema (minima and maxima) vs their correct index

(minima in resistance having integer values and maxima integer plus half values) can

provide this information. Such plots are known as LL-index plots. In materials with

low spin orbit coupling, the slope n/B−1 provides an independent check of the QO

frequency, and the x-intercept position gives γ. For a material like Bi2Se3, however,

the spin orbit coupling adds a nonlinear component to the QO, manifesting as a

coherent drift in phase with increasing field31. This phase drift, however, can be

modelled by equations 2.17 and 2.18. Fits to the LL-index plots can reveal not only

the intrinsic phase shift γ, but also in cases of significant phase drift, the fits can

provide an adjustment factor to the actual oscillatory data itself. Taking this phase

drift into account can add increased accuracy to FFT analyses.

This section has summarized the physical origin of Quantum Oscillations and

the relevant equations that model their behavior. QO are clearly very useful for

characterizing materials in general, and in the case of TIs they can provide uniquely

crucial information. Just by measuring and analyzing oscillations in MR at different

31The use of the term coherent here is to distinguish from the ”phase slipping” mentioned earlier
as a damping factor. The type of phase drift discussed here does not result in significant damping
of the oscillations.
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orientations and temperatures, it is possible to determine if the Fermi surface that

gives rise to them is a topological SS, by determining 2D or 3D, as well as its inherent

Berry’s phase shift. Furthermore, analyzing the QO can tell how mobile the carriers

in the sample are.

As mentioned in section 1.1.3, QO measurements in thin films are already used

as an important characterization technique for samples and devices. Unfortunately

the same measurements in bulk samples have not yet proven very useful for char-

acterizing SS properties, but with further advancements with bulk samples32 they

will provide one of the most useful tools for experimentalists.

2.2.1.4 Measurement Apparatuses

Cryogenic techniques are used to achieve temperature control over the tem-

perature range from room temperature down to lowest temperatures reached in this

work. In a nutshell, cryogenics are the cooling of things by transferring heat to very

cold liquids. In the most common case, liquid helium is used, which has a boiling

temperature of 4.2 K at atmospheric pressure, which can be lowered to 1.5 K in

ultra high vacuum. There are other techniques available to achieve temperature

below 1.5 K, but they were not needed for this study.

A Physical Properties Measurement System (PPMS), designed by Quantum

Designs, was the primary cryogenic system used in this work. The PPMS is a self

contained, user friendly system that allows for precise control of sample tempera-

32Improvements either in sample quality of known TIs or the discovery of new TIs with SSs that
are more dominant in transport signals.
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ture and orientation, as well as electric and magnetic fields (in the form of electric

currents and external fields). In the ordinary set-up, temperature is controlled

by pumping liquid 4He into a chamber in good thermal contact with the sample.

By precisely balancing the cooling power of the liquid helium with the heat being

supplied through a resistor placed near the sample, the PPMS is able to stabilize

temperatures from 1.8 K to 320 K with 0.01 K accuracy.

The user interface is the main advantage to the PPMS as it is a complete

program designed for easy use, with set calibrations, safety features, and analysis

algorithms. Samples are mounted on interchangeable PPMS pucks and then inserted

into the bottom of the PPMS dewar. At the University of Maryland there are two

PPMS set-ups capable of applying fields of up to 14 T or 9 T, respectively. The

types of pucks used for this work used A/C current, with low current amplitudes (≤

2 mA) and frequency (17 Hz). Both PPMS systems allow the insertion of a special

rotator probe, which allows single axis control of the sample position by rotating

the puck on which it is attached around a horizontal axis.

For the measurements in Toulouse and Los Alamos, custom cryostats were

used, however their general operational techniques were the same. Temperature

control in those systems was not as accurate between 250 K and 50 K. Pulsed field

techniques were used to reach the high fields at the two facilities. Instead of using

superconducting magnets, as is done in the PPMS, the high fields are generated

using normal electromagnetic coils and large capacitor banks. The capacitor banks

build up extremely high charges and then release them through the coils in short

pulses. The extreme change in current produces the extreme magnetic fields used in
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measurements. Because the capacitor discharge is so quick, and because such a large

input of energy into the coils heats them, the external field used in measurements

goes from near zero to its peak and back down in one second or less. Due to this

short time-span, the frequency of the AC current being passed through the samples

was a few kHz, which is much higher than the frequency used in the PPMS. Checks

were performed at both locations to make sure that the sample response was still

ohmic in moving to a much higher measurement frequency.

2.2.2 Spectroscopy

Energy dispersive X-Ray Spectroscopy (commonly referred to as EDS or EDX)

is a method of analyzing the chemical composition of materials. EDS is one method

of type of analysis performed by a Scanning Electron Microscope (SEM). The SEM

operates on the reverse of the photoelectric effect, by which it bombards a material

with high energy electrons, which scatters core electrons from the atoms in the

sample, releasing X-rays as they leave the atom.

For EDS, a detector is placed directly over the sample which measures the

characteristic X-rays emitted by the sample in response to the impinging electron

beam. For EDS, the full range of X-ray energies is measured at one time, allowing

quick determination of which elements are present in the material.

The advantages of EDS are than it provides quick and detailed chemical anal-

ysis on single crystals, without destroying them. Secondly, SEM technology has

become widespread enough that access to an SEM that can perform EDS is rela-
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tively easy. The drawbacks of EDS are that, given its use of charged particles, it is

only sensitive to the material at or near the surface that it measures. While EDS

is ideal for thin films, it is not as effective when searching for inclusions or defects

that may be hidden in the bulk of large samples. Secondly, EDS can only detect

an element concentration to an accuracy of roughly 1-3% in a material. This is be-

cause many elements have overlapping spectroscopic peaks. The surface roughness

of a material can also reduce the effective accuracy of EDS measurements, causing

X-rays to scatter in directions outside the range of the detector. Wavelength Disper-

sive Spectroscopy uses a more targeted X-Ray detection process to provide estimates

of elemental composition to within a fraction of a percent, however in being more

advanced, WDS is usually performed by specialists with their own equipment, not

in-house.

For the work discussed here, EDS was used to check the overall quality of sam-

ples. X-ray crystallography is not discussed in this work because it was conducted

less often, due to the fact that it had been extensively checked in earlier studies of

Bi2Se3 [41] and the general growth process was not changed for this work, giving no

large concern that there would be such a drop in quality that would be detectable

by X-Ray diffraction.
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Chapter 3: Investigations of Linear Magnetoresistance

Over the course of characterizing many samples of undoped Bi2Se3 as part of

the work to produce nonmetallic samples, other unusual properties were observed.

As part of the early work led by Dr. Butch [41], it was noted that samples with

lower n showed magnetoresistance behavior that deviated more strongly from the

classical H2 behavior. As carrier concentration was lowered, the overall MR of

samples increased and showed an increasingly dominant linear behavior. Part of

this work investigates the characteristics of this LMR: examining the effect across

many samples and investigating its dependence on sample orientation and aging.

Early efforts were also successful in lowering n to the point where only moder-

ate fields were necessary to push samples into the quantum limit1. With this ability

to easily reach the quantum limit, studies were then conducted at extremely high

magnetic fields, to probe the magnetoresistive behavior of samples with their bulk

carriers completely in the first LL. The possible observation of QO at high fields will

also be discussed in this chapter. While these oscillations are observed over field

ranges where the bulk states are already in the quantum limit, other details about

the QO differ from what would be expected from the topologically nontrivial SS.

1The quantum limit is the term given when all conduction electrons are in the lowest landau
level, at which point QO are no longer possible.
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From the many growths produced in this study, samples of a wide range of

carrier concentrations were measured. As expected, as the carrier concentration was

lowered, the resistance generally increased, with some of the lower carrier concentra-

tions showing sample resistances above 10 Ω at room temperature. This increased

in resistance was not, it turned out, due to a reduction in carrier mobility, with the

majority of samples measured still showing bulk mobilities of at least a few thou-

sand cm2/Vs (as can be inferred from Fig. 3.1). Therefore when samples showed

ρ0 values of greater than one ohm, it was taken as a circumstantial sign of low n,

rather than low quality. Across the many samples measured, the value of the linear

component (in units of Ωcm/T) was noted and Fig. 3.1 shows those values plot-

ted versus bulk carrier concentration (upper plot) and mobility (lower plot) for a

representative selection of the samples meaured.

The top plot of Fig. 3.1 confirms the notion that there is an overall relationship

between the strength of the LMR and carrier concentration. Power law fits to the

data indicate an inverse square relationship. The solid line traces just such a function

(y = Ce−2x) which illustrates the correlation but is not an exact fit. The mobility,

in contrast, does not seem to play a role in determining the strength of the LMR in

samples.

3.1 Angular Dependence

Electrical transport measurements were carried out using the techniques de-

scribed in section 2.2.1 on the rotator insert in the PPMS systems (see section 2.2.1.4
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Figure 3.1: Logarithmic plots showing the size of the linear component
of the MR above ≈ 4 T in samples of Bi2Se3 . The top plot shows the
slope vs bulk carrier concentration and the bottom plot shows the slope
vs bulk mobility. The top plot shows no strong dependence of the LMR
on sample mobility. The bottom plot does show some dependence of
LMR strength on carrier concentration, as previously noted [41]. The
relationship seems to loosely follow a power law, as emphasized by the
solid line, which is a x−2 function.
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Figure 3.2: Plots showing the magnetoresistance behavior (at or below
2 K) versus Angle for high pressure grown samples of Bi2Se3 . The main
figure shows the raw resistance vs Field at different angles, and the inset
highlights the similar 2D behavior of the magnetoresistance when the
field is both both orthogonal and coplanar with the current direction.

for details). Fig. 3.2 shows the magnetoresistance of a sample, grown in excess Se

inside the pressure furnace, up to 14 T at various angles, which changes dramatically

with changing angle. The angles given in the figure are between the magnetic field

vector and the the c-axis vector, with the current direction always kept perpendic-

ular to the field vector. The dominant linear component emerges above 3 T in the

lower angle curves, and is less and less pronounced as the angle is increased, with

the highest angle MR curves showing the typical H2 behavior over nearly the entire

field range, but overall almost no change in resistance.
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The inset of Fig. 3.2 compares the resistance of another sample from the same

batch when rotated with the field kept perpendicular with the direction of current

(blue)2 to the field being rotated into the direction of the current (pink). Both

curves show the same cosine behavior with angle, meaning the anisotropy is only

with respect to the c-axis. This is indicative of a two dimensional system and

not the MR associated with an orbital effect, which would disappear only in the

longitudinal (H‖I) orientation and not the transverse (H ⊥ I) orientation. The

minor discrepancies in the resistances of the two orientations shown in th inset could

possibly be due to reaction of the sample with air, given that it needed to be removed

from the PPMS system completely to change the orientation between the two runs

in which the data curves were taken. This, however, does not completely rule out

the possibility of a small amount of anisotropy between the a and b axes, but such

anisotropy is nowhere near the scale of the apparent anisotropy with respect to the c-

axis. The clear two dimensional nature of this linear component is representative of

behavior measured in nearly all low n bulk samples produced in this work, yet such

behavior is not expected at all, given that studies of thin films show that thickness

does not affect the bulk behavior of the material until only a few quintuple layers

[112].

Quantum oscillations can also be seen in Fig. 3.2, emerging above 4 T, roughly

the same field at which the linear component begins to dominate. Both the frequency

of the QO and the slope of the background MR were analyzed, the results of which

are shown together vs angle in Fig. 3.3. Details of the QO frequency analysis is

2This is the same configuration as the data shown in the main figure.
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detailed in section 2.2.1.3 and the method used of obtaining the linear component

was to do a linear fit, by eye, of the 1st derivative of the MR above 4 T and record the

y-intercept value. Error values in the slope come from uncertainty in the accuracy

of the linear fit. The frequency of the oscillations ranged from a minimum of 15

T with the field parallel to the c-axis to a 19 T maximum with the field in plane,

generally following the slight anisotropy reported in the literature [90]. The 3D

nature of the oscillations contrasts starkly with the fact that the linear component

of the magnetoresistance seems only to scale with B⊥. It therefore is likely that

the linear background of the magnetoresistance comes from some effect related to

the surface. Whether it is due at all to the topologically protected surface states

is unclear. More studies of the contrasting behavior of the LMR to the QO would

help better determine if the LMR is truly a surface effect.

3.2 Evolution of Properties in Air vs Vacuum

As mentioned in section 1.1.3, ARPES and thin film studies have shown that

the surface of Bi2Se3 is extremely sensitive to outside environmental conditions

(especially air), however, no experiments have been done to determine the size

of this sensitivity on bulk samples. With this in mind, the magnetoresistance of

samples was also measured periodically after exposing them to air and subsequently

vacuum. If the LMR is linked to 2D states at the surface, then as the surface of a

sample changes due to air exposure the LMR should show some kind of change as

well. Furthermore, examining what changes may or may not occur in the Hall effect
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and QO measured would indicate if the changes at the surface are large enough to

affect the bulk of the samples.

Measurements were taken on samples after different total amounts of expo-

sure to air, with all experimental details (contacts, sample geometry, etc.) left

undisturbed. Figures 3.4 and 3.5 shows the behavior of the 0o and 90o magnetore-

sistance, respectively, in a representative sample — selected from the same batch

as the samples discussed in the previous section — over time. The LMR is the

strongest in the first measurement, when the sample has spent less than one hour

exposed to air. The size of the LMR then monotonically decreases – roughly 50%

after 4 days – with increased exposure to air. The 90o MR (shown in Fig. 3.5) also

shifts downward, beginning as positive MR and crossing over to fully negative MR

after just two days. The downward shift, however, is not due solely to a change in

the linear component, as it is with the 0o MR.

Given the reports of such effects like surface reconstruction and reaction with

air, some macroscopic change was expected. What was unexpected, however, was

that this trend was completely reversed after storing the sample in vacuum for 5

days. The black curve in Fig. 3.4 shows an even stronger LMR than the curve of

the first data taken (red), when the sample had been exposed to air for the least

amount of time.

Just as with the data in Fig. 3.2, SdH oscillations were resolved in these

measurements as well. Remarkably, the frequency of the 0 degree and 90 degree

oscillations did not change at all with increase air exposure. After storage in vacuum,

however, the MR is much noisier, to the point where QO cannot be resolved in the
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Figure 3.4: Magnetoresistance of a sample of undoped Bi2Se3 taken
after various durations in air or vacuum. The inset shows the FFT of
of the oscillations resolved from the main plot. While the slope of the
MR is reduced significantly with added exposure to air, the frequency
(peak) of the quantum oscillations does not change at all with time.
After subsequent storage in vacuum, the slope of the MR returns to an
even higher value.

0o data. QO can be seen, however in the 90o MR data (Fig. 3.5) taken after storage

in vacuum, the Frequency of which is 24 T — an increase of roughly 24%3.

Just as with the results of the angular study, there is a clear contrast between

the behavior of the LMR and the SdH oscillations over time. Whatever change oc-

curs on the surface due to interactions with air clearly affects the magnetoresistance,

yet not the bulk of the sample at all, otherwise it should have been reflected in the

3Seriously. I can’t believe the coincidence either!
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characteristics of the oscillations.

Given its two dimensional nature as well as its sensitivity to air, it is likely that

the linear part of the magnetoresistance measured in ultra pure Bi2Se3 arises from

the surface of the material. The fact that the behavior of other bulk characteristics,

such as SdH oscillations and the Hall Effect, contrastingly show typical 3-D behavior

and no air sensitivity serve to support this conclusion, since any significant change

in the bulk of the sample should be reflected in such characteristics.

Why some bulk phenomena are clearly visible, but the bulk does not also dom-

inate the magnetoresistance behavior is puzzling. It would be expected that the bulk

conduction would dwarf the surface conduction. Unless the bulk magnetoresistance

were significantly more resistive than the surface, the conduction channels would

have no impetus to prefer the surface to the bulk.

The cause of LMR that is strongly 2-D in nature in a bulk material with

a 3-D electronic structure does not seem readily available in the literature. The

samples clearly show a small closed Fermi surface, which does not fit Kapitza’s

explanation [100, 101]. Furthermore, the materials are highly pure single crystals, so

homogeneity and polycrystalline effects are not likely [105, 106]. Abrikosov’s theory

of quantum LMR requires that the electrons be forced into the lowest Landau level,

which could only be the case for the lowest doped samples of this study and while

the theory proposed by Wang and Lei [109] attributes LMR to the surface states,

it assumes that the role of bulk carriers is negligible, which again is clearly not the

case.
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3.3 High Field Measurements

Regardless of metallic vs nonmetallic behavior, the growth techniques devel-

oped in this work reliably produced samples with some of the lowest n ever reported

in undoped Bi2Se3. These samples of such low n provided the ability to push their

bulk Fermi surfaces deep into the quantum limit with easily achievable magnetic

fields. Multiple samples were measured on different occasions at fields up to and

above 50 T at pulsed field facilities in Toulouse and Los Alamos. The MR of samples

was measured at various angles, just as in the previous section, as well as various

temperatures. The short nature of the projects did not allow any exposure studies

to be done. The LMR in all samples measured showed the same 2D behavior, as

well as no clear signs of saturating, even up to the highest fields. QO were also

measured at high fields in some samples, emerging after the bulk states had clearly

been forced into the lowest LL. This section shows the results of these high field

studies and discusses the behavior of both the LMR at high fields, as well as the

high field QO, and their possible origin.

Figure 3.6 shows the angular behavior of ρxx and its first derivative in fields

up to 55 T of a low n sample of Bi2Se3, grown in excess Se under high pressure. The

angles given in the figure are between the directions of magnetic field and the c-axis

of the crystal. Just as in the previous section, the strong anisotropy of the LMR

can be readily seen over the extremely large field range of 4 – 55 T. The emergence

of negative magnetoresistance can also be seen as H comes close to being parallel

with the ab-plane (75o, 81o, and 90o sweeps), indicating that the classical squared
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magnetoresistance is also highly variable amongst samples.

Pulses were done in opposite field directions at multiple orientations, including

90o, and asymmetry4 was determined not to be the cause of the negative MR at low

fields and high angles. Given the evolution of the 90o MR data towards increasingly

negative MR with increased air exposure, shown in the previous section, this could

be an indication that the surface of the sample had already reacted significantly

with the atmosphere during the preparation process. This is a likely possibility,

as the preparation process in Toulouse took more than an hour and there was no

humidity control in the preparation room.

SdH oscillations become apparent in the first derivative, as do even more

details of the background LMR at higher fields, once the sample has been pushed

into the quantum limit. The background MR over the field range in which the QO

are strongest, is quite linear. Above 15 T the oscillations end, yet at low angles

the background MR in the high field regime is not purely linear or quadratic. This

shoulder could indicate a broad transition towards saturating behavior, yet it too

disappears at lower angles, and the LMR remains as the dominant contribution at

high fields, even when the field is parallel to the ab-plane. Large fluctuations in some

curves at the highest fields, apparent in the right graph of Fig. 3.6, may initially

seem like signatures of more QO, however they are not reproduced over multiple

curves, nor are they periodic in inverse field.

Figure 3.7 shows the MR and first derivative up to 58 T of another sample

of Bi2Se3, labelled VGPSAx1 but it shall be called sample L in this discussion, for

4Asymmetry in Rxx data is commonly due to a large Hall signal.
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clarity purposes. Sample L was grown using the modified Bridgeman furnace (men-

tioned in section 2.1.2 in excess Se and measurements were taken at the National

High Magnetic Field laboratory in Los Alamos, NM, by Dr. Nicholas Butch. Not

only does sample L show no sign of oscillations until roughly 9 T, but its MR at high

fields is much more linear than the first sample, as evidenced in the first derivative

data (left plot in Fig. 3.7). It is possible to resolve QO in the curves of this sample,

yet the frequencies are unexpectedly high, ranging from just over 24 T (at 0o) to

32 T(at 17o). The unusually high frequency and field at which the QO emerge in a

sample from a low n batch, that otherwise shows the characteristics of having a low

concentration, could be because the oscillations come from the surface states.

The fact that the oscillations in sample L can still be seen at very high angles

(c axis nearly perpendicular to H) and do not scale with the cosine of the angle is,

however, in contrast with results reported for Bi2Se3 [40, 113] and even Bi2Te3 [114]

by other groups who conclude that the 2-D surface states should show behavior

that only depends on the component of the field perpendicular to the a-b plane in

these materials. An SdH signal that does not vanish when H ⊥ c would seem to

indicate that the Fermi surface is three dimensional, in direct contrast to the 2-D

nature of the surface states. However, the sample being measured is a bulk sample

(≈ 25µm), which has more than just two macroscopic surfaces that can transport

current. Given the ellipsoidal nature of the bulk fermi surface of Bi2Se3 , one would

expect a dirac cone to exist on the surfaces perpendicular to the ab-plane, with

characteristics only slightly different from the surface states that exist in the ab

plane. It is possible, given the experimental setup that the current travels along all
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four surfaces.

Furthermore, recent theoretical work has shown that the response from a single

surface state may not be entirely 2D and may exhibit changing characteristics with

changing angle between the field and the surface [115]. The unusual QO in sample

L could come from the surface states, but since they are the only set of oscillations

in the sample and they appear at all angles, from this data alone the possibility

cannot be ruled out that they are bulk.

Another pressure grown sample, named BS11Bpb but called sample T for this

discussion, was measured at high fields at the European Magnetic Field Laboratory

in Toulouse, FR. The data from sample T provides further information that indicates

that the high field oscillations measured in sample L are actually from the surface.

Fig. 3.8 shows the longitudinal MR of sample L, compared with that of sample T and

another pressure grown sample (label: BS10Lp1) measured at CNAM, with slightly

higher n is also shown, for comparison, called sample U. All data shown in Fig. 3.8

was measured below 5K with H ‖ c. Samples U and T have progressively lower

carrier concentrations, both of which are higher than sample L which is assumed to

be in the ”bulk quantum limit” at relatively low fields (≈ 5 T). The higher doped

samples show something other than the purely linear behavior of sample L at lower

fields, but once Sample T has reached the quantum limit, its magnetoresistance

takes on a linear behavior as well, even parallel with that of sample L.

After a background subtraction, oscillations periodic in 1/B are compared

shown in Fig. 3.9. The oscillations seen in sample U begin around 3 T and have a

period of approximately 17 T, corresponding to n = 4.0 × 1017, which agrees with
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Hall effect data and is therefore the expected bulk carrier concentration for that

sample. With the lower doped sample T, oscillations also emerge at an expected

field range with a frequency of approximately 12 T and grow in amplitude until

15 T. Such characteristics of these low field QO are typical of the bulk response of

Bi2Se3 that has been previously reported.

Above 15 T the background MR changes slope slightly, and above 18 T more

oscillations emerge. These high field QO are much smaller in amplitude and have a

frequency (≈ 70 T) that is very different from not only the low field QO, but also

any higher harmonics. The possibility of Fractional Quantum Hall states from the

bulk fermi surface can be ruled out because the prominent fractional states (1/3,

2/5, etc.) corresponding to the frequency of the low field oscillations do not match

up with the minima of the higher field QO. The high field QO are also not due

to vibrations or a mechanical artifact, since they remain unchanged over multiple

measurements at the same temperature and can be seen at multiple temperatures up

to 20K. The chief effect on oscillations from electrons in the bulk conduction band

would normally be spin splitting, as addressed by Schoenberg [116], which would

cause a corresponding split of the QO into multiple frequencies at higher field. Yet

this frequency splitting is completely absent in the high field measurements. Instead,

in sample T, one set of oscillations emerges and disappears, and only after the lower

field oscillations are gone does the second set of oscillations emerge.

The temperature dependence of the oscillation amplitudes from QO in samples

L, T, and U were analyzed using Eq. 2.15 and the fits are shown in Fig. 3.10. The

low field oscillations in sample T (≥ 0.06 T−1) have an effective mass m∗ ≈ 0.15
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Table 3.1: parameters for the fits shown in Fig.s 3.10 and 3.11

Sample F (T) m∗ gs vf (x 105) γ

T-low 11.8 0.145 34 3.25 0
T-high 67.2 0.28 ± 0.04 28 3.25 π
L 24.5 0.24 ± 0.03 28 3.5 π
U 16.8 0.15 ± 0.005 36 3.0 0

me, which matches the behavior already ascribed to bulk states in Bi2Se3 [67]. The

absolute amplitudes of the high field QO were more difficult to resolve in both

samples. In both cases, however, a prediction of 0.15 as an effective mass is clearly

too low, with the best fits placing m∗ to be ≈ 0.24 and 0.27 me for samples L and T,

respectively. The effective masses for all sets of oscillations are included in Table 3.1

This analysis confirms that the high and low field oscillations in sample T come

from different origins, yet it is not direct evidence that the high field oscillations are

from the surface states.

Assuming the effective masses given in Table 3.1, the best fits of the field

dependence (using Eq. 2.14) give a Dingle temperature of ≈ 35 K for the high field

QO and ≈ 7 K ± 0.4 K for the low fiels QO. This would correspond to a surface

mobility of ≈ 350 cm2/Vs and a bulk mobility of ≈ 2,000 cm2/Vs.

Looking again at the oscillations in sample L, they seem to have more in

common with the high field QO of sample T, than the bulk QO of sample U. The

strong LMR and QO do not match the behavior reported in other samples with

carrier concentration near 7.0x1017 which already appear at much lower fields [41].

Furthermore the effective mass of the QO is more like that of the high field QO in

sample T, than typical bulk QO, like those measured in sample U.
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Fig. 3.11 shows the results of an analysis of the LL index of all sets of QO in

samples U and T, as well as the 0o oscillations in sample L, with the parameters

used listed in Table 3.1. The extrema of the high field QO in sample T were indexed

separately from the low field QO and, in final analysis, the inherent Berry’s phase of

the states was determined using the LL bending model. As can be seen in Fig. 3.11,

the fits match the data remarkably well.

The low field oscillations in samples U and T have an intrinsic γ of zero and the

high field oscillations in sample T as well as the those measured at every orientation

in sample L have an intrinsic γ of π. Furthermore, as can be seen in both Fig. 3.11

and Table 3.1, only the Zeeman coupling gs and the SdH frequency change with

respect to the angle in sample L. Given the slight anisotropy of the Fermi surface

of Bi2Se3 , as well as the directional nature of gs, these changes are not unexpected.

As for the parameters from 0o measurements compared across samples, the SdH

frequency andm∗ are expected to change depending on the location of EF , given that

the curvature of the Bi2Se3 conduction band changes as one moves away from the

gamma point, thus making them sample dependent. Zeeman coupling (gs), however,

should remain sample independent, which it indeed does in the calculations, despite

it being allowed to vary in the model. The overall success of modelling the high

field oscillations seen in samples T and L provides a compelling case that they are

a signature of the surface states in Bi2Se3.

Figure 3.12 shows the estimate EF of both the bulk and surface bands for

samples L, T, and U, calculated using Eq. 2.12. The discrepancy in Fermi energy

between the surface and the bulk can be attributed to band bending, a common
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Figure 3.12: A Band Diagram of (taken from ARPES data [22] the
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the assumed origin labeled for each Ef . The bulk Ef , when detected in
samples, is still pinned to the bottom of the conduction band, while the
surface Ef seems to be pushed down into the gap.

occurrence in semimetals, which is in accordance with previously reported findings

for Bi2Se3 [117] and will be discussed further in the next section. The placement of

the Fermi energy in these samples, considering their generally conductive behavior

illustrates how the bulk carriers can be almost completely depeleted throughout the

material, yet still have a large effect on the overall resistive behavior of the material.

The fact that the modelling produces equally accurate fits for the bulk states,
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shifting γ by π to account for the Berry’s phase, is initially puzzling. However, upon

closer consideration, the theory modeling the SdH index begins with the behavior of

an ideal Dirac band, and applies changes to γ due to band curvature and magnetic

coupling, eventually arriving at conventional parabolic behavior. In this instance

of a nonideal dirac band that is very near the bulk band, the most prominent

difference between the two bands is the influence of the Berry’s phase on the value

of γ. Thus it is not unreasonable that the theory describing the field dependence of

quantum oscillations of the surface states would also be accurate in describing the

field dependence of oscillations from the bulk states, accounting for the accepted

difference in Berry’s phase (surface states have phase π and bulk states phase 0).

Furthermore, if the bulk bands are assumed to have typical behavior, a g-factor

of this size should cause significant spin splitting of the bulk oscillations, however

in our data such splitting is conspicuously absent. This problem was also addressed

by our collaborators [118], who found the Zeeman energy to be a multiple (two) of

the cyclotron energy, which would cause the effects of the spin splitting not to be

seen in QO measurements. Given that the spin splitting could be present without

it being directly detected, another explanation for the high field QO in sample T

becomes apparent. A similar spin splitting effect due to the strong magnetic field,

called Rashba splitting, usually only affects states at the surface of materials, but

it has been measured recently in a bulk system [58]. Much like the Rashba split

QWS shown in Fig. 1.8 (the orange band in the figure), the bulk conduction band

could be similarly split, resulting in inner and outer Rashba split Fermi surfaces. In

that case, the low field QO would be from the inner Rashba split surface, and the

100



higher field QO would be from the outer Rashba split surface. Such behavior of a

low field QO that gets pushed into the quantum limit, followed by a second set of

QO emerging at a much higher field range is exactly what was observed in another

system [58]

Investigating the electrical transport properties of undoped Bi2Se3 yields pos-

sible signatures from the surface states, even though the transport seems to still

be dominated by the bulk. Characterization of the strong LMR in low n samples

strongly indicates that it is a manifestation of the 2D surface. The results from

measuring the magnetoresistance in samples up to higher magnetic fields reveals

the emergence of quantum oscillations not before seen in undoped Bi2Se3. A com-

parison of the two sets of oscillations in the same samples reveals that they come

from different origins, which upon further analysis can be attributed to the bulk

and topologically distinct surface states. Finally, the theoretical model has been

shown to reliably estimate the size of the Zeeman coupling parameter, which can

be used in the future to analyze the topological nature of oscillations measured in

other candidate TI materials.
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Chapter 4: Achieving Nonmetallic Samples: Characterization and

Analysis of Unusual Properties

The combined growth techniques of excess Se flux and high pressure growth

conditions (details of which are given in sections 2.1.1 and2.1.1.1) were successful in

producing samples of undoped Bi2Se3 that showed an overall increase in resistivity

with decreasing temperature. While such behavior does not fit the exact definition of

insulating behavior, as mentioned in section 2.2.1, it is far from the typical metallic

behavior commonly reported in bulk samples of undoped Bi2Se3.

This section presents measurements performed on three samples that show

such nonmetallic behavior. While the resistive behaviors of the three samples ranges

quite a bit and is nowhere near truly insulating behavior, they are far from the metal-

lic behavior typically reported in bulk samples of Bi2Se3 and are, to date, the only

known pure bulk samples to show such strong nonmetallic behavior. Furthermore,

the samples show other unusual behavior in Hall effect and MR data, indicative of

multiple carrier types. A nonlinear Hall curve clearly identifies two carrier types

and allows for the identification of separate bulk and surface state contributions to

the conductivity, with the coexistence of positive and negative carriers providing

unequivocal proof of TI surface states from transport data alone.
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Data on one low-n, semimetallic, and one metallic sample are also shown for

comparison. The metallic sample shows two clear SdH oscillation frequencies. The

properties of the various samples are compared and the origin of signatures from

multiple carrier types is discussed. The evidence points to strong upward band

bending at the surface of the samples, pushing EF to the Dirac point in the middle

of the energy gap at the surface, while it remains pinned to the bottom of the

conduction band in the bulk. Supporting evidence of this picture is presented, as

well as details of extreme surface sensitivity of the samples1, which prove to be

major hindrances for future experimentation.

4.1 Insulating Behavior

The resistivity temperature dependence ρ(T ) shown in Fig. 4.1 illustrates

the range of non-metallic behavior of three samples of pressure-grown Bi2Se3 crys-

tals. Two additional samples, VGPSA2 and BS13A4, are included for comparison.

BS13A4, referred to as sample H for brevity in this discussion, shows metallic be-

havior typical of most samples of Bi2Se3 in the literature, while sample VGPSA3,

referred to as sample V, shows semi-metallic behavior identical to the lowest car-

rier concentration samples reported to date [24, 41]. These two samples are an

excellent example of the effect growth conditions have on the sample’s carrier con-

centration, with sample V being grown in excess Se in the modified Bridgeman

furnace and sample H being grown with the standard flux growth technique from a

stoichiometric ratio. Unlike samples V and H, the non-metallic crystals (BS12Ap1,

1similar to that presented in the previous section
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BS12Dp1, and BS11Fp1, referred to as samples A, D, and F respectively) exhibit an

overall increase in resistivity with decreasing temperature. Furthermore, the most

insulating-like samples exhibit a room temperature resistivity value far greater than

the comparison samples or previous measurements of both pure and chemically

substituted samples of Bi2Se3 [34, 40, 41], indicating that the insulating behavior

originates mainly from a decrease in overall carrier density (as opposed to a strong

increase in scattering rate). The presence of a distinct minimum in resistivity near

30 K in all samples follows the concentration-independent trend reported previ-

ously [24, 41], and is consistent with a phonon-dependent scattering feature [119]

that only changes with lattice density such as induced by external pressure, which

readily pushes the minimum up in temperature [46].

Electrical transport measurements were performed on all samples multiple

times over a period of months and significant changes in the temperature dependence

between measurements were seen, even after only two days for some samples. Such

rapid change is a major sign of the volatility of the chemical potential in undoped

Bi2Se3. Little (≤ 10%) thermal cycling was seen in sample F during measurements,

and none in all other samples. Later measurements taken on the nonmetallic samples

a few months after the data shown in the main body of the paper did not show any

of the non-metallic behavior in any of the samples, exhibiting instead the typical

metallic behavior seen in undoped Bi2Se3 . The changes in behavior shown in Fig. 4.1

alone illustrate how rapidly the characteristics of this material can change between

measurements. While significant changes in sample quality due to exposure to air

have been seen [55, 120], this is evidence combined with the data presented in the
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and F.

previous section show that even storage at room temperatures in vaccuum is not

enough to prevent significant changes in sample properties.
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4.2 Unusual Hall Effect Behavior

Hall resistance was measured at multiple temperatures in all samples. The

Hall resistance vs field data (shown in Fig. 4.2) shows significant nonlinear behavior

in the same samples that have non-metallic temperature dependence.

The data was antisymmetrized, to isolate the ρxy component. Even after

antisymmetrization, shown in Fig. 4.3, samples A and F, which have pronounced

non-metallic behavior in ρ(T ), exhibit much more significant curvature in ρxy(H)

and even a hole-like response as temperature is raised. Sample V, a low-carrier

density sample that exhibits semi-metallic behavior (shown in Fig. 4.1) displays a

small but pronounced curvature in ρxy(H) indicative of the presence of more than

one type of charge carrier. The curvature of sample V, and sample D as well, is

away from the x-axis not towards it, which is counter to the behavior one would

expect from a system with holes and electrons. Such strong curvature in the Hall

effect, as well as a change in the slope from positive to negative is quite unexpected,

especially in light of the well-characterized, simple single-band structure of Bi2Se3

[22].

The two-carrier Drude model introduced in section 2.2.1.2 was used to fit the

data[121].

ρxy =
σh

2Rh − σe2Re − σh2σe
2RhRe(Rh −Re)H

2

(σh + σe)2 + σh2σe2(Rh −Re)2H2
H (4.1)

With σ and R being the conductivities and Hall coefficients of the contributing

carrier types - holes and electrons. Given the nearly isotropic, single band nature
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of the Fermi surface of Bi2Se3 , the following approximations were applied to the

model: Ri = 1/ηie, µi = σiRi with index i being electrons or holes, and η, µ being

the carrier concentrations and mobilities, respectively. Using these conversions, an

expression of the Drude model is obtained that depends directly on the carrier

concentrations and mobilities of the two types of carriers:

ρxy =
µh

2p− µe
2n− µh

2µe
2(p− n)H2

(pµh + nµe)2 + µh
2µe

2(p− n)2H2

H

e
(4.2)

With n and p being the electron and hole carrier concentrations and e being the

electron charge. The details mathematical method used to obtain the values of n,

p, µe, and µh from the curve fits is explained in Appendix A.

An adjusted model assuming two carriers of the same sign (electron-like) was

used for samples V and D and two with different sign (one electron- and one hole-

like) carriers for sample A, and F. Fits of ρxy(H) to this model, shown as the

solid lines in Fig. 4.4, are in good agreement with the data, especially at higher

fields and temperatures. Together with self-consistent fits to low-field longitudinal

magnetoresistance, when possible (see section 4.3), a best match was reached for

the four physical parameters for the non-metallic samples.

The extracted mobility µ and carrier concentration n values for each carrier

type are shown in Figs. 4.4 for comparison. The high mobilities of the minor bands

in all samples are what account for their signatures in the Hall curves. The fact

that the mobilities of the lower carrier bands are as large as 8,000 cm2/Vs is in

line with the theoretical assumption that topologically protected surface conduction
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Figure 4.4: Plots of carrier concentration (left) and mobility (right) of
charge carriers, plotted on a log-log scale, in samples A, F, D, and V,
calculated from fits to the curves shown in Fig. 4.3. While the dominant
conduction band concentrations are comparable in all samples (low to
mid 1017), the lesser electron concentration in sample V is much lower
than that of sample D or the corresponding hole concentrations of sam-
ples A and F. The mobilities of the carriers also differs significantly
among the samples. The hole mobilities are higher and the electron mo-
bilities lower in sample A than the two electron bands in Sample V, for
example.
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suffers less from scattering, but yet is very surprising given the extensive efforts

to increase mobilities of surface carriers observed in MBE-grown thin-films with

atomically sharp epitaxial interfaces [62, 122, 123] as well as the mobilities obtained

from the high field QO discussed in section 3.3. Thus, the achievement of more

insulating-like behavior in undoped Bi2Se3 is not a simple matter of lowering the

electron concentration below a certain point, but also lowering the mobility of the

bulk electrons.

This idea is further supported by the relative contribution of the minor band

to the overall conductivity in each sample. The approximations used in the Drude

model, mentioned in Section A.1, were also used to find the conductivities of both

carrier types in all of the samples. In the two most insulating samples (A and F), the

minor carrier band provides roughly half of the conductivity, whereas in the more

semi-metallic samples (D and V) the minor band contributes only a few percent to

the overall conduction. Given the consistently high mobilities of the minor bands,

the shift away from conduction through it makes sense that the shift away from

conduction through the majority band is brought about by lowering its mobility.

Exact values of the conductivities of each band, as well as the fractions of total

conductivity from the minor bands are listed in Table 4.2, at the end of Section 4.3.

Even more striking is the clear evidence of two carrier types and, moreover,

evidence for two carriers with opposite signs in samples A and F. P-type samples

of Bi2Se3 have been previously reported [24], but the recent extensive set of mea-

surements [22, 50, 56, 57, 117, 124–127] studying the electronic structure of Bi2Se3

have verified that its band structure is simplistic and includes only one bulk conduc-
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tion and valence band together with Dirac surface states that cross the insulating

gap. To reconcile this apparent discrepancy, the most likely origin of the two carrier

types is from bulk- and surface-derived bands. For two electron-like carriers (as for

sample V), contributions from bulk and surface bands are understandable but one

must also consider other causes, such as spin-split bulk bands [56, 57] and trapped

quantum well states due to downward band bending at the surface of the crystal

[52, 55, 128]. However, the observation of hole-like carriers uniquely rules out such

situations and allows for only one explanation: upward band bending.

While the direction of the band bending at the surface of Bi2Se3 is almost

universally reported to be downward, such studies have been performed either on

thin film samples or samples with significantly higher carrier concentrations than the

nonmetallic samples being discussed here. Contrastingly, a study done on low carrier

concentration samples observes upward band bending [117]. A plausible explanation

for this is that the presence of excess selenium in the growth process induces upward

band bending at the surface, most likely due to interactions with elemental selenium

at the surface, which competes with the effects of adsorbtion and surface relaxation

that cause increased downward band bending over time. Assuming upward band

bending, with EF located at the bottom of the bulk conduction band and crossing

the Dirac cone at the surface, the band bending in the non-metallic samples is

then strong enough that the Fermi level at the surface lies below the Dirac point,

producing hole-like behavior in the surface states indicative of ambipolar transport

that has previously only been achieved via gating techniques.

Using the estimated carrier concentrations, the Fermi momenta kF was calcu-
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lated for each sample using Eq. 2.12. The 3D equation was used in this instance

because all carrier concentrations calculated using the Drude model are expressed

in cm−3. The resultant diagram showing the placement of Fermi energies with re-

spect to the conduction and valence bands is shown in Fig. 4.5. Any geometric

conversions of the concentrations attributed to the surface states would introduce

unnecessary uncertainty. Given the orientation of the samples, the kF of the surface

states would be at its maximum value, and therefore the accuracy of the estimates

of kF would not be compromised. The band structure diagram for Bi2Se3 – based

on ARPES data by Bianchi et. al. [55] – was used to estimate the location of EF

for the surface and bulk states for each sample, given our calculated kF values and

estimated carrier sign.

As expected, the bulk EF s for all samples lie at the bottom of the conduction

band. From this and previous studies [24, 41] it seems that the bulk EF remains

pinned to either the conduction or valence band and cannot be pushed into the gap

for bulk samples by growth techniques alone. The surface EF for the samples are

distributed over a wider range. The nonmetallic samples have EF values within the

range of the Dirac point where charge puddling exists [30], which could act to pin

the surface EF there. The distances between surface and bulk EF values, shown in

Fig. 4.5 indicate band bending of up to 190 meV, with the stronger band bending

occuring in the more insulating samples.

The close proximity of the surface EF for the samples could explain the unusual

temperature dependence. Charge puddling in the sample would invariably mean

that some sections of the sample surface would be electron-like and others hole-
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like and the mobilities of the dominant carriers would depend highly on the local

conditions. Therefore, as the samples are cooled down, the relative dominance of

the two different types of regions could easily change, manifesting itself in the oft-

changing temperature dependence seen.

The specific values of carrier concentrations and mobilities, however striking,

are still dependent on the Hall data alone. Other types of experimental data con-

firming these values would significantly support both the theory of the origin of

the behavior in the samples and the validity of the mathematical method2 used to

analyse it.

4.3 Magnetoresistance and QO

In addition to Hall effect data, MR data was taken on the samples. Low-

temperature MR measurements, shown in Fig. 4.6 do not show any QO in the

non-metallic samples at 2 K, which is usually an indication that the bulk carriers

are at a low enough concentration to be in the quantum limit at moderate fields.

QO were, however, observed in the MR of samples V and H.

The longitudinal magnetoresistance (MR) of nearly all samples follows the

strong, quasi-linear MR seen in previously reported low doped samples [41]. While

the magnitude of the MR seems to have no correlation with carrier concentration

or insulating behavior, Sample A stands out from the others due to its cusp-like

behavior at low fields, and its non-linear behavior at high fields, which is modelled

2To our knowledge, this particular mathematical method for fitting the Drude model is not
commonly used in the field.
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exceptionally well by Eq. 2.16. The extremely low electron mobility of sample A,

shown in Fig. 4.4, could account for the lack of oscillations in its magnetoresistance,

which should be observable in the field range used, given a carrier concentration

n = 4.3 × 1017 cm3. The low field behavior of sample A resembles the weak an-

tilocalization cusps previously reported in thin films of Bi2Se3 [129]. Fits to the

expected WAL behavior, however, fail to correctly describe the behavior, as they

give values of α that are far too high.

The analysis of the SdH oscillations observable in higher carrier density sam-

ples allows for an independent check of the analysis described in Appendix A. Sam-

ples V and H both exhibit SdH oscillations (shown in Fig.s 4.7 and 4.8) as expected

for moderately doped samples [41], but the latter sample exhibits a rare case of

two oscillatory components as clearly seen in the beating modulation presented in

Fig. 4.8.

For the QO in sample V, shifting of the lowest Landau levels, due to spin orbit

coupling [42] causes a change in the oscillation frequency at the highest fields, as

seen in Fig. 4.7b). Early discrepancies between the single frequency model and the

data were resolved when adjusting for this LL-shifting (using Eq. 2.18) and modeling

of the oscillatory signal (using Eq. 2.16), shown as the solid red line in Fig. 4.7, can

accurately fit the data with only one signal. The parameters obtained from the SdH

modelling are listed in Table 4.1 for direct comparison with the same parameters

obtained from the Drude modelling of the Hall resistivity.

The FFT peak for the QO in sample V was measured to be approximately

18 T, which corresponds to n ≈ 4.3 × 1017 cm−3, matching nb given by the Drude
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model, The Dingle temperature given by the model fit corresponds to µ ≈ 900

cm2/Vs, which is close to µb of the Drude model. Such close agreement between

the SdH oscillations and one band of the two carrier model is strong evidence that

the analysis technique is accurate, given that the carrier concentration of the other

band is already in the quantum limit at low fields.

Despite having a much higher carrier concentration, Sample H is also unique

in that it shows QO of two distinct fequencies, shown as the blue markers in the top

plot of Fig. 4.8 with the same type of SdH modelling shown as the solid red line.

The presence of two oscillatory signals, close in frequency, is easily discernable by

the beating node at roughly 0.167 T−1. Futhermore, sample H also shows a small

but discernable curvature in its Hall signal, the same type as samples D and V.

The FFT of the sample H oscillations, shown as the insert in Fig. 4.8 confirms

two oscillation frequencies of 85 T and 95 T, corresponding to 3D carrier densities of

4.4×1018 cm−2 and 5.3×1018 cm−2, respectively. This compares perfectly with the

concentrations extracted from Drude modelling of Hall data shown in the bottom

plot of Fig. 4.8. LL phase shifting was neglected in the case of sample H, because

the LL were high enough to make the SOC effects insignificant. The full set of

parameters obtained from both models are also listed in Table 4.1.

The analyses of both samples V and H show the expected behavior that the

carriers at the surface have a higher mobility than those of the bulk. Surprisingly,

sample H shows a higher contribution to the conductivity from the (assumed) surface

band than sample V, 16% compared to only 3%. While the surface band mobility

calculated for sample H from the Dingle temperature is much lower than that given
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Figure 4.8: a) plots the SdH oscillations vs inverse field measured in a
high n sample at 1.8 K. A model of the oscillations (blue) is shown with
the data (red). b) plots the Hall resistivity vs field measured in the same
sample at the same time as the data shown in the top graph. The model
(green) is shown with the data (red).
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Table 4.1: Physical Parameters extracted from Hall and SdH data on a high carrier
concentration sample of Bi2Se3

Sample Ha Sample Hb Sample V

Drude n (×1018cm−3) 4.375 5.3 0.427
Drude µ (cm2/Vs) 7,850 1,250 1,230
SdH n (×1018cm−3) 4.4 5.3 0.424
SdH µ (cm2/Vs) 2,660 1,970 1,130
SdH φ (rad.) 1.24π 0 0.534π

by the Drude analysis, the mobilities for the bulk band are relatively close in value

for both samples H and V. Large discrepancies in estimates of µ between Hall and

QO data are not unusual in materials characterization, because in addition to the

two sources of damping discussed in section 2.2.1.3, there are other effects that can

dampen the QO in a material, which can not be easily modelled.

The close agreement of carrier concentrations, as well as the general agree-

ment of mobilities of our two carrier model with the standard analysis method for

the SdH oscillations measured in the same sample further confirms the model’s va-

lidity. More surprising, Berry’s phases calculated by the SdH model for the two

oscillatory components that are offset by nearly π from one another, suggesting

that the component with a non-trivial Berry’s phase is a TI surface state. This

is extraordinary, considering that quantum oscillations of surface states in Bi2Se3

have so far only been observed in very high (pulsed) magnetic fields, such as the

measurements discussed in the previous section and measurements done on doped

samples [40], both cases exhibiting greatly reduced carrier mobilities. In our case,

the mobility is much enhanced for the component with non-trivial Berry’s phase,

approaching a value of 7,850 cm2/Vs that is remarkably similar to the surface carrier
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values for sample V above.

The significant enhancements in measured mobilities of TI surface states in

stoichiometric Bi2Se3 are surprising in comparison to prior extensive work on this

material, but perhaps not unfounded given the unique material preparation tech-

nique that yields a band bending direction opposite to that commonly observed.

This upward band bending is, however, short lived. The samples that exhibited

the non-metallic behavior discussed in this section, in addition to showing the change

in R(T ) behavior shown in Fig. 4.1, also showed a complete return to metallic

behavior, when measured at least two weeks later, being stored the entire time at

room temperature in vacuum. Even in the case of sample H, significant changes were

seen in the QO measured in the sample after one, two, and seven days stored in

air, showing the QO frequencies shifting and one frequency disappearing altogether.

The suppression of resistivity values, in particular in the most insulating-like samples

that exhibit hole-type behavior, is consistent with a significant downward shift over

time in the energy bands at the surface, in agreement with previous studies of

the electronic structure evolution at the surface of Bi2Se3 [50, 130]. Furthermore,

the model of Se buildup at the surface of samples causing upward band bending

is supported by findings that the carrier concentrations in samples increase with

mechanical exfoliation [30, 120].
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Table 4.2: Bulk and surface resistivities extracted from Hall data at or below 2 K
on samples of Bi2Se3

Sample Surface σ (1/Ωcm) Bulk σ (1/Ωcm) Surf. Contribution (%)

BS11Fp2 (F) 12.32 9.576 56
BS12Ap1 (A) 8.304 9.596 46
BS12Dp2 (D) 5.341 80.55 6
VGPSA3 (V) 2.959 84.01 3
BS13A4 (H) 1,061 5,525 16

4.4 Analysis of Stoichiometry

SEM measurements were performed on all samples, after all transport mea-

surements were done, to determine sample quality. The measurements showed no

sign of multiple phases, twinning, or any other large scale defects. Only signatures

of Bi and Se were observed. For the lowest carrier concentration samples, the ratios

were closest to the expected stoichiometric ratios for Bi2Se3, with higher carrier con-

centrations showing a small deficiency in Se, up to nearly 3%3, which increased with

increased metallic behavior. Fig. 4.9 shows an example SEM image of the surface of

one of the nonmetallic samples. The silver paint contacts are clearly visible on the

sample and the the areas in between are mostly smooth, showing small lines that

may be line defects.

Overall, while true insulating bulk behavior in stoichiometric Bi2Se3 remains

difficult to achieve, our observations of greatly enhanced mobilities and ambipolar

transport without atomically perfect thin films or fabricated gate structures sug-

gests that engineering of electronic band bending near the surface of crystals via

3Just at the edge of the minimum margin of error for the SEM.
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Figure 4.9: SEM image of sample A, after measurements were taken.
The rough areas are the silver paint contacts still on the sample. The area
between the silver contacts is smooth and blemish free. EDX analysis
of multiple spots on the sample confirmed stoichiometric amounts of Bi
and Se, with no impurity elements in detectable quantities.
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Table 4.3

Sample Element Series Atomic Atomic C Error
Number (atomic %) (%)

A (BS12Ap1)
Bi 83 M-series 41.93 1.6
Se 34 L-series 57.15 1.0
Ag 47 L-series 0.74 0.1

F (BS11Fp2)
Bi 83 M-series 39.83 1.9
Se 34 L-series 60.17 1.6

D (BS12Dp2)
Bi 83 M-series 40.51 1.6
Se 34 L-series 59.49 1.3

V (VGPSA3)
Bi 83 M-series 41.66 1.7
Se 34 L-series 58.34 1.3

new techniques for materials synthesis and preparation promises a new route to

optimizing use of the simplest three-dimensional topological insulator.
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Chapter 5: Work of Collaborators and Conclusions

Another fruitful result of the efforts to produce low n, semi- and nonmetallic

samples of Bi2Se3 is that a significant amount of high quality material was produced,

which could be given to collaborators to conduct experiments that are not currently

possible at CNAM.

DoHun Kim was able to exfoliate semimetallic samples down to thicknesses of

only a few QL and use liquid ion gating techniques to push the EF in the resulting

samples through the dirac point, showing ambipolar transport [30] and an intrinsic

electron-phonon contribution to the resistivity [131]. Another important result from

those investigations was the determination of charge puddling around the Dirac point

at the surface, which as metioned before is a likely factor in pinning the surface EF

within the bulk bandgap, in the case of the nonmetallic samples. Furthermore, the

thinning of the samples from bulk thicknesses (approx. 100 µm) down to thicknesses

used for gating (approx. 10 nm) caused an increase in bulk carrier concentration

with each iteration of exfoliation, confirming the very sensitive nature of the chemical

potential, as well as supporting the theory of Se accumulation at the surface of the

bulk samples grown using the methods discussed.

Thermal transport measurements done by collaborators in Paris showed strong
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quantum oscillations in the Nernst effect[118]. The oscillations were analysed and

used to investigate further the conspicuous absence of Rashba splitting of the topo-

logically trivial SS. They were able to posit that the chemical potential shifts dra-

matically with increasing field, causing a resonance at the QO frequency, instead of

a splitting into two distinct frequencies.

ARPES measurements performed on both undoped samples of Bi2Se3 pro-

duced through this work and samples of Bi2−xHoxSe3 [132] yielded a wealth of

information. The group led by Andrea Damascelli was able to characterize the spin

texture of the surface states coupled to QLs deeper into the material [80, 125], as

well as characterize the strength of Rashba splitting on the trivial surface states of

Bi2Se3 [57].

Collaborators in Australia have also worked on capping the surface of Bi2Se3

samples [61, 62] to prevent the well known chemical reaction at the surface that

occurs when samples are exposed to air and other reactive gasses [49, 50].

Optical measurements looking at Kerr rotation have also been performed [133]

as a continuation of previously published work [41]. The Kerr measurements show

that the response comes from more than a single bulk band, with the additional

signal having a large spectral weight and very light effective mass, which most likely

comes from the surface of the sample. Still, the measurements were unable to

determine the topological nature of this second band. The measurements of Bi2Se3

under pressure, mentioned in section 1.1.3 were also performed at the CNAM in

cooperation with Jason Jeffries of Lawrence Livermore National Laboratory [47].

In conclusion, undoped Bi2Se3 was produced using the combined techniques
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of adding excess elemental Se as a flux and growing the materials in high pressures

yielded samples of consistently high quality and low carrier concentration. Many

samples produced using these methods showed semimetallic behavior and a few even

showed nonmetallic, nearly insulating behavior.

With lowering carrier concentration, the emergence of unusual magnetoresis-

tive behavior was noticed and subsequently investigated. The investigations revealed

that the unusually large LMR seen in nearly all low n samples measured is 2D in

nature and very sensitive to exposure to air. This behavior is in high contrast to the

bulk properties of the samples, determined from the characteristics of QO measured,

which proved to be 3D in nature and unresponsive to air exposure over extended

periods of time. Another interesting contrast discovered was that storage in vac-

uum has an effect of reversing the changes in LMR seen from air exposure, while

significantly degrading and changing the bulk QO. This is interpreted as a sign that

Se remains volatile in bulk Bi2Se3 at room temperatures and vacuum conditions. It

is therefore recommended that samples of Bi2Se3 not be stored in vacuum at room

temperatures. Storage should instead be in an inert environment at atmospheric

pressures and room temperatures, or at liquid N temperatures.

Future studies are planned for investigating how rapidly the LMR properties

change due to air exposure by preparing samples in a completely inert atmosphere,

thus controlling initial exposure to less than two minutes. The possible relationship

between LMR strength and sample carrier concentration and/or mobility will also

be investigated, by measuring and comparing such properties of samples over as

wide a range of carrier concentrations as possible.
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Of the samples that showed nonmetallic behavior, they also exhibited other

unusual magnetoresistive behavior, including in some cases transverse magnetoresis-

tance that unequivocally showed signs of both positive and negative carriers partic-

ipating in the conduction. Analysis of the unusual transverse MR (Hall effect data)

using the Drude 2 carrier model (which involved the application of a mathematical

technique possibly heretofore unapplied to the model) revealed that the dominant

carrier band, attributed to the bulk, never went below ≈ 5×1016 and that the signa-

ture of a high mobility conduction band, attributed to the surface states, was only

made more visible when the mobility of the bulk band was significantly lowered.

The validity of the Drude analysis was checked in multiple ways. The a corre-

sponding equation from the Drude model was used to fit the longitudinal MR and

obtain values for na, nb, µa, and µb for the sample showing the most insulating-like

behavior, which were exceedingly similar to the values obtained from the transverse

MR fits. The other samples showed longitudinal MR that did not fit the Drude

model, but the semimetallic sample and metallic samples, shown for comparison to

the nonmetallic samples, exhibited SdH oscillations with properties that matched

the na, nb, µa, and µb values obtained by the Drude fits to transverse MR for those

samples, fully confirming the validity of the model.

The unique evidence of hole-like carriers in the two most insulating-like sam-

ples is explained by extreme upward band bending at the surface of the samples.

While while band bending in this direction is opposite to the band bending com-

monly found in Bi2Se3, there is precident in the literature of upward band bending

in low n bulk samples [117]. The likelihood of such strong band bending into the

129



bulk energy gap is increased when taking into account that the calculated values

of surface n fall close enough to the Dirac point to be within the charge puddling

regime found by our collaborators [30], which likely functions as a pinning mech-

anism for EF , just as defects in the bulk pin the bulk EF to the bottom of the

conduction band. Further study of the strongly nonmetallic behavior is, however,

quite difficult, as the extreme changes in surface EF over time shown in the other

studies discussed in the work also plague the nonmetallic samples, and strong down-

ward band bending was observed over time, bringing the measured bulk n up to the

range of mid 1017 cm−3 and erasing any signature of the surface states.

In addition to improving the sample properties of Bi2Se3, there is promising

work being done on other candidate TI materials. The results of studies performed

on SmB6 that show, through thickness and surface gating dependence studies, the

existence of robust surface states uncoupled from the bulk are included in Appendix

A. The studies were also able to directly determine the carrier concentration and

mobility of the surface states, a first for SmB6.

The main lessons that can be learned from this work are twofold: first that

while samples of undoped Bi2Se3 that show nonmetallic behavior can be produced,

it is primarily achieved through lowering the mobility of the bulk states; and second

that sensitivity of the chemical potential at the surface is extremely high due to

surface relaxation and chemical reaction/adsorbtion that desirable sample properties

are difficult to maintain over time. Current and future work with collaborators at

finding a way to cap the surface of Bi2Se3 samples and stop rapid and unpredictable

changes in the surface environment takes on even more importance in light of the
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findings of this work.
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Chapter A: Mathematical Methods

This Appendix will cover the mathematical methods developed for some of

the analysis techniques used in this work. They are separated into this appendix,

because their details do not directly pertain to the concepts of physics discussed in

the main body.

This appendix is separated into two main sections: the first dealing with the

analysis of the Drude two-carrier model of Hall effect data, and second dealing with

the background subtraction used for isolating QO.

A.1 Drude Model

As stated in section 2.2.1.2, the equation used to model the Hall effect is

ρxy =
σ1

2RH,1 − σ2
2RH,2 − σ1

2σ2
2RH,1RH,2(RH,1 −RH,2)H2

(σ1 + σ2)2 + σ1
2σ2

2(RH,1 −RH,2)2H2
H (A.1)

With σ and R being the conductivities and Hall coefficients of the contributing

carrier types - holes and electrons. Given the nearly isotropic, single band nature

of the Fermi surface of Bi2Se3 , the following approximations can be applied to

the model: Ri = 1/ηie, µi = σiRi with index i denoting electrons or holes, and
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η and µ being the carrier concentrations and mobilities, respectively. Using these

conversions, one arrives at an expression of the Drude model that depends directly

on the carrier concentrations and mobilities of the two types of carriers:

ρxy =
µh

2p− µe
2n− µh

2µe
2(p− n)H2

(pµh + nµe)2 + µh
2µe

2(p− n)2H2

H

e
(A.2)

with n and p being the electron and hole carrier concentrations and e being the

electron charge. This gives a five dimensional parameter space for any curve fitting

program to explore. Fitting each curve to the model directly produced insufficient

and unreliable fits. Providing additional assumptions, such as fixing the concentra-

tion or mobility of one carrier type would help provide a more stable fit, however

this introduces nontrivial assumptions about the system.

Another analytical method allows a further reduction of the parameter space.

Equation 4.2 is of the general form y = (ax + bx3)/(c + dx2) which can be re-

expressed as a 3rd order polynomial. The polynomial can be solved by the linear

algebra technique of singular value decomposition (SVD). The eigenvectors of the

SVD are 4 component vectors; the components corresponding to values of a, b, c,

and d. The eigenvector with the eigenvalue closest to zero contains the values of the

coefficients that create the closest possible fit to the data that the Drude model can

produce.

While this method provides accurate values of a, b, c, and d, it does not

necessarily mean that the physical parameters of carrier concentrations mobilities

are obtainable from the fit. However, in this case, conversions can be made between
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the polynomial coefficients and n, p, µh and µe. These conversions are expressed by

the following equations:

µe =

√
dS − aS

√
e+

√
(
√
dS − aS

√
e)2 + 4cS

√
bSe
d

2
√
ct

(A.3a)

µh =

√
bSe
d

µe

(A.3b)

n =

√
cS
e
µe −

√
dS
e

µe
2 +

√
b2Se
d

(A.3c)

p = n+
d

be
(A.3d)

It is important to note that the vector containing a, b, c, and d can be modified

by a scalar without affecting the accuracy of the fit. Thus, it is not necessarily the

individual values of a,b,c, and d but rather the relationships among the parameters

that are accurate. This means that for the fits, there a scalar, S, that functions as

the free parameter. Changing S, will change the resulting calculations of n, p, µe,

and µh. Fig. A.1 shows how the physical parameters in both models change as S is

changed

While the individual parameters n, p, µe, and µh can be modified by the scalar

without changing the curve fit, the combination of of ‖p−n‖ is, in fact, independent

of the scalar S. Rearranging Eq. A.3d shows this. In other words, the difference in

carrier concentrations can be pulled directly from the fit to the data, a result that

can be quite useful by itself.

As can be seen in Fig. A.1, for most of the range of S, the carrier concen-
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Figure A.1: Plots of carrier concentration (left) and mobility (right) vs the scalar S
used in the SVD analysis of the Drude model. The top two plots show results from
the model that assumes carriers of opposite sign and the bottom two plots assume
carriers of the same sign. A scalar independent value is the difference (top) or sum
(bottom) in carrier concentrations, therefore the two concentrations are coupled.
The region of of interest in the parameter space of S is when the the lower n carrier
type becomes large enough to significantly affect the dominant carrier type. The
mobilities show a corresponding change in behavior at that range of S values as well.

trations are virtually unchanged. Within some range, however, the lower carrier

concentration becomes large enough to affect the larger carrier concentration, since

the sum or difference of the carrier concentrations is independent of S. It is within

this same range, that the mobilities show a change in their S dependence. Below
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the region of change, the mobility of the lesser conduction band remains unchanged,

while the mobility of the dominant band decreases with decreasing S. Above the

region of change, the mobilities switch their behavior. Therefore it is this region of

change that is of interest for obtaining the four physical parameters from the Drude

2 carrier model.

The parameter space of S was explored and a region within these limits was

found where all four parameters had reasonable values expected for Bi2Se3. In some

cases, the results of fits to the ∆ρxx/ρ0 were used to choose a value of S. The

same value of S was used when calculating physical parameters for all data on each

sample, but the value of S was allowed to differ from sample to sample.

For analysis of samples where carriers of the same sign were assumed, Eq. A.2

was adjusted to reflect carriers of the same sign. The same procedure of SVD and

subsequent conversion was successful for the adjusted model and the adjusted model

was more accurate in fitting the data from samples D, V, and H than the original

model had been for these samples. For the adjusted model, the scalar independent

parameter was also changed to be the sum of carrier concentrations, instead of the

difference.

A.2 Background Subtraction for QO

In analyzing QO, it is vital to correctly isolate the oscillatory component of

the MR. All non-oscillatory MR is considered to be ”background”, for the purposes

of QO analysis and correctly identifying and removing this background is a skill
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in and of itself to be developed. Improper background subtractions can cause a

smearing of the FFT, which could obscure peaks from actual oscillations. An im-

proper background could also mimic oscillations, thereby removing them when the

”background” is removed1, or it could unknowingly introduce oscillations that are

not actually there in the data. This section summarizes the general methods used

in estimating the background MR for the purpose of isolating the QO measured in

samples.

All samples showed a clear quadratic behavior below fields of 2 T that was very

different from the higher field behavior, therefore MR background was only analyzed

on data taken at fields ≥ 2 T in most cases. For this higher field portion, the data

was interpolated to achieve regular intervals between data points. The number of

interpolation points ranged up to 10 times the number of data points recorded, but

was never fewer — except in the case of the data taken at pulsed field facilities Fewer

interpolation points were needed in the Toulouse high field data, because each pulse

produced nearly 20,000 data points, which is far more than needed for analysis and

becomes taxing on the data analysis programs used. Furthermore, the raw data

taken in Toulouse was of the oscillating signal measured directly, and the sets of

data are averages over multiple periods and therefore inherently interpolated in the

first place.

Next, the first derivative (w.r.t. magnetic field) was taken, to obtain a clearer

picture of the oscillatory component. This is because of the large linear component

in most samples measured, which becomes a constant value in the first derivative

1A case of throwing the baby out with the bathwater, as a folksy southerner might say.
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and can then easily be distinguished from an oscillatory component, which remains

unchanged (aside from a phase shift). Similarly, a squared MR becomes linear in the

1st derivative, also making it easier to separate from an oscillatory component. The

resulting first derivative was then smoothed, using an adjacent average algorithm,

with a smoothing window of ≤ 2% of the total number of interpolated points in

most cases. The smoothed curve was then fit to a polynomial, over the field range

where the oscillations were most apparent. The oscillations being isolated often had

a small number of extrema, and therefore polynomials of only the fourth degree or

lower were used at this step. Usually a squared or cubic function was used. Then the

resulting background subtracted first derivative was re-integrated. After this, any

remaining obvious background was fit again to a low degree polynomial. Sometimes

this was done in an ”inverse-field basis”2 and sometimes in a regular basis, whichever

produced a better fit to the background while preserving the apparent oscillations.

To make absolutely sure that the background was accurate, the resulting oscil-

latory component was then subtracted from the first set of interpolated data (inter-

polated directly from the raw data). This resulting ”background” was then checked

for remnants of oscillations. If none were found, then the background was fit with

a high order polynomial (to most closely follow the behavior of the background). It

is the resulting polynomial fit that was used as a background subtraction from first

set of interpolated data.

This background subtraction process was refined over many iterations and

2The term basis refers to the x-axis of the resulting graph of the data. By inverse-field basis, it
is meant that the data was graphed vs inverse field and re-interpolated, to give an even distribution
of points in inverse field, before having a background fit done.
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provides, in the opinion of the author, the best overall method for elminating the

non-oscillatory component of MR, for a wide range of oscillation frequencies, all the

way below 10 T.
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Chapter B: Measurements on SmB6

As mentioned in section 1.1.3, there has been considerable effort devoted to

finding new materials with distinct topologies that have Dirac states at their sur-

faces. Recent theoretical work has proposed that the intermediate valence compound

SmB6 may be a member of a newly classified family of strong topological insulators

[71, 72, 134]. Called topological Kondo insulators, these systems differ from the

conventional family of TIs [10, 135] like Bi2Se3 because the bulk insulating band

gap arises due to electronic correlations and opens at the Fermi energy. These ma-

terials are extremely interesting because of the potential for interplay between the

topological states and other correlated electronic states, as well as the possibility to

aleviate issues with chemical potential shifts due to intrinsic bulk doping [41, 114].

This appendix presents resistance measurements probing the nature of sur-

face conduction in bulk SmB6samples, using variations of bulk crystal geometry and

surface ionic liquid gating techniques to, respectively, tune the bulk and surface con-

ductance contributions. In both cases, R(T ) is well described by a low-temperature,

temperature-independent surface contribution in parallel with a thermally activated

bulk contribution, with a crossover temperature that depends on the relative values

of each conductance component. Gate-tuned measurements using a Corbino con-
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tact geometry were conducted by collaborator Dr. Dohun Kim and indicate a very

large surface carrier density that can be dramatically changed by application of bias

voltage. Our results strongly support the model of an insulating bulk with metallic

surface states, as previously probed by other techniques [73–75], and characterize the

tunability, mobility and carrier density of surface charge carriers, in good agreement

with other spectroscopic techniques. Our study not only confirms the ability to tune

the relative surface and bulk conductance contributions, but also paves the way for

unique gate-controlled device construction on single-crystal samples of SmB6.

SmB6, one of the first known Kondo insulator materials, has been of interest for

many decades due to a long debate about the nature of its insulating state [68, 136].

It is now well known to harbor a d-f hybridization gap that opens at low tempera-

tures and has been well characterized by several experimental techniques to lie in the

range of ∼10–20 meV [69, 70, 73, 77, 78, 82, 137–141]. The electrical resistance R(T )

of SmB6 exhibits a thermally activated behavior at intermediate temperatures below

room temperature, before saturating at an approximately temperature-independent

value below a few degrees Kelvin [73–75, 136, 138, 142–146]. This robust property

has recently been considered a key signature of topologically protected surface states

[72, 74], prompting many experimental efforts designed to probe the nature of the

conducting states in this material [73, 77–84, 140]. Most recently, strong evidence

confirming the topologically protected nature of these states has been mounting

[83, 85, 147].

Single crystals were grown using polycrystalline SmB6as the reactant and Al

as the flux in a ratio of 1:200. Starting materials were placed in an alumina crucible
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and sealed in a quartz ampoule under partial Ar pressure. Ampoules were heated to

1250◦C and maintained at that temperature for 120 hours, then cooled at -2◦C/hr

to 900◦C, followed by faster cooling. Crystals were etched out of the flux using

HCl, yielding mostly cubic-shaped crystals ranging in size from ∼ (0.2)3 mm3 to

∼ (1.2)3 mm3. Single-crystal x-ray diffraction at 200 K using a Bruker APEX-II

CCD system with a graphite monochromator and a MoKα source yields excellent

refinement of crystallographic parameters, with lattice constants 4.13308(8) Å for

the Pm-3m cubic structure and goodness of fit convergence at R1 = 0.62%. All

samples were sanded and polished prior to contact placement. Sample thickness

was controlled by means of sanding and measured using an optical microscope, with

uncertainties dominated by magnification resolution. Thickness-dependent electri-

cal resistivity measurements were performed using the standard AC technique, with

four-wire geometry gold contact wires attached with silver conducting paint. Gat-

ing experiments were performed using a four-wire Corbino contact geometry pattern

metalized with Au (200nm)/Ti (10nm) using thermal evaporation. After mounting

on an insulating substrate, samples were covered with ionic liquid N,N-diethyl-N-

methyl-N-(2-methoxyethyl)ammonium bis(trifluoromethylsulphonyl)imide (DEME-

TFSI, Kanto Corporation) and an adjacent Au pad was used as a gate electrode.

Ionic liquid application was performed inside a glove box and the sample was then

transferred to the measurement cryostat within 5 minutes to minimize electrochem-

ical reaction of DEME-TFSI with the ambient atmosphere. After each temperature

sweep, gate voltage modulation was done by warming the sample to 230 K in-situ

and changing gate voltage.
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represent fits to the data using a two-channel conductance model [Eq.
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Fig. B.1a) presents the temperature dependence of the longitudinal resistance

of a single crystal as a function of thickness variation, with measurements taken

subsequent to each thickness adjustment. To eliminate uncertainty in the geo-

metric factor arising from varying contact geometry, we plot the resistance ratio

r ≡ R/R(20 K), or R(T ) normalized to the resistance value at 20 K (approximately

the temperature at which the Kondo gap is fully open). The resistance curves

exhibit similar qualitative behavior to each other and to those reported in the lit-

erature [75, 137, 142, 148] over the entire temperature range up to 300 K, with 2 K

resistivity values ranging between 0.5–2.9 Ωcm.

The crossover from high-temperature, thermally activated behavior to a low-

temperature plateau in R(T ) has been interpreted as a transition from bulk state-

dominated conduction to surface state-dominated conduction [74, 75, 148]. This pic-

ture is consistent with the thickness dependence of resistance presented in Fig. B.1a),

which exhibits a clear separation of r(T ) curves from a single trace at higher tem-

peratures to distinct plateau values for each thickness at low temperatures. In

other words, the relative bulk-to-surface ratio of conductance shrinks with decreas-

ing thickness, as expected due to the reduction of overall bulk conductance.

A simple parallel conductance model is used to extract the relative contribu-

tions, with total conductance described by G = Gs + Gb, where Gs = 1/Rs is the

surface contribution (assumed temperature-independent) and Gb = 1/Rb is the bulk

contribution, assumed to be activated in temperature due to a bulk energy gap ∆.

Therefore Gb = W ·t/(ρbL)e−∆/kBT with sample length L, width W , and thickness t;

bulk resistivity ρb in the high-temperature limit; and Boltzmann constant kB. Thus,
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for the dimensionless and geometry-independent 1 resistance ratio,

r(T )−1 = r−1
s + [rbe

−∆/kBT ]−1, (B.1)

where rs ≡ Rs/R(20 K) and rb ≡ Rb/R(20 K) are the dimensionless, normalized

surface and bulk resistance ratios, respectively.

Fits to this model using rs, rb and ∆ as free parameters are shown as solid

lines in Fig. B.1a). For all thicknesses, we obtain a thickness-independent en-

ergy gap of ∆ = 3.3 ± 0.2 meV, consistent with other transport measurements

[75, 136, 138, 142, 145]. The values of rs and rb are presented in Figs. B.1b) and c),

respectively, showing a clear contrast in their relationship with thickness; rs exhibits

a clear linear trend with thickness, while rb is independent of thickness. Understood

in the context of their normalized nature, the linear relation of rs(t) translates to

a linearly decreasing relative contribution of surface conductance compared to bulk

conductance with increasing sample thickness. Conversely, the extrapolated value

of rs(0) = 0±0.00001 at the zero-thickness limit translates to zero electrical conduc-

tance through the bulk, as expected in the bulk-surface model at low temperatures.

Previous experiments with electrochemical gating of Bi2Se3 thin films have

shown great success in shifting the Fermi energy from well within the bulk con-

ducting band into the bulk gap, allowing the isolated Dirac surface states to be

probed directly [30, 149, 150]. Gating is, however, usually only effective at shifting

the chemical potential of thin films or two dimensional systems, not bulk materials,

1We neglect a small dependence of surface conductance on changing surface area due to reduc-
tion in cross section perimeter.
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as the gate electric field is confined to a thin region near the surface and heavily

screened by bulk charge carriers. In the case of SmB6, applying a gate voltage to

the surface of a bulk crystal is a simple, yet clear test of the surface versus bulk

contribution of charge carriers. If the transport is dominated by surface conduction

2, the Corbino geometry ensures that the electronic transport occurs only on the

surface of a single side of the sample.

For the IL gating measurements, a four-probe Corbino geometry (see inset of

Fig. 2) was patterned using e-beam lithography on a polished surface of SmB6.

Fig. B.2a) presents the R(T ) data for a single corbino device with various values of

applied gate voltage Vg. Similar to the case of thickness variation (c.f. Fig. B.1), the

variation of Vg has no effect on R(T ) at higher temperatures, as exhibited by the

collapse of all data onto a single trace above ∼ 5 K. However, at lower temperatures

a clear voltage-dependent splitting of R(T ) occurs, suggesting an identical tuning

of bulk-to-surface contributions to the measured conductance, now controlled by a

gate-controlled shift of the surface state chemical potential.

The same two-conductivity model can be applied, with the exception that

resistance ratios are no longer needed since no geometries are varying. We therefore

fit R(T ) to the following form:

R(T )−1 = Rs
−1 + [Rbe

−∆/kBT ]−1 (B.2)

where Rs is the (constant) surface resistance and Rb the bulk resistance in the high

2The experiment is designed to show the difference between a quasi-two-dimensional (surface)
state vs a fully bulk state, but cannot place an estimate on the exact thickness of the surface state.
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temperature limit, and ∆ is the gap energy as before.

Similar to the thickness case, we obtain a voltage-independent value of ∆ =

3.78 ± 0.01 meV. Presented in Figs. B.2b) and c) are the results for Rs and Rb,

respectively, as a function of Vg, showing that the variation of Vg has a dramatic

effect on the surface resistance Rs, modulating it by over 25% through the acces-

sible voltage range, while the bulk resistance Rb remains unaffected and relatively

constant. The large change in saturation resistance with IL gating (Fig. B.2b) but

negligible change in bulk resistivity (Fig. B.2c) confirms that the additional car-

riers injected by IL gating are confined to a region very near the surface. This

tuning directly confirms the surface-born origin of low-temperature charge carriers

in SmB6and demonstrates the unique ability of controlling surface state conduction

via device construction on the surface of a bulk cystal. In contrast, bulk doping

[151, 152] is known to suppress the hybridization gap, thus reducing the bulk re-

sistivity, whereas we see no change in our analysis of the bulk resisistivity with IL

gate tuning. We can also rule out that the IL gating effect is due to changes in bulk

doping in a layer near the surface, which would manifest as a change in activation

energy and Rb, not seen in our experiment.

The Corbino gating experiment also provides information on the sign of charge

carriers, their areal density and their mobility. As shown in Fig. B.2a), the variation

of Rs with Vg is a decreasing function, consistent with the presence of dominant

electron-like charge carriers at the surface. This may seem to be at odds with

some measurements [74, 153] and consistent with others [75, 77, 79, 82, 136, 154],

but it should be noted that traditional Hall effect experiments are no longer trivial
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in a situation with surface dominated transport, where conduction may be non-

uniform. Recent angle-resolved photoemission measurements on SmB6have observed

two large and one small electron-like surface state bands, centered at the Γ and X

points, respectively, in addition to the expected hole-like bulk bands [75, 77, 79, 82],

suggesting a large difference in mobilities of each carrier type may be consistent

with our observations.

Using a simple capacitor model to fit the transient gate current dependence

on Vg sweep rate (Fig. B.2d)), allows the determination of the gate capacitance

(14 nF), or specific capacitance cg = 3 µF/cm2, and hence the change in surface

carrier density ∆n = cgVg/e, where e is the elementary charge. The measured

sheet conductivity σ2D is approximately linear in the gate-induced change in ∆n, as

shown in Fig. B.2e), indicating a constant field-effect and a surface carrier mobility of

133 cm2V−1s−1 (based on the measured resistance and the distance between voltage

probe contacts – see Fig. B.2 inset). Extrapolation of the linear relationship to

σ2D = 0 provides an estimate of n ≈ 2×1014 cm−2 for the total carrier concentration.

Using the unit cell area of (4.13 Å)2 this is amounts to roughly one third of an

electron per unit cell of the surface, which indicates the unlikelihood that the surface

state arises due to impurities on the surface.

While the uncertainty of ∼ 30% for µ and n is large due to difficulties in

estimating sample area and geometric factor for the Corbino geometry, the absolute

carrier density is in excellent agreement with recent photoemission results 3. The

3Recent angle-resolved photoemission experiments generally observe a small “α” band with
Fermi surface area 0.020(2π/a)2 and two large “β” bands each with area 0.134(2π/a)2 [77, 79, 82].
With a unit cell of (4.13 Å)2 and assuming each β band is electron-like and singly degenerate, this
yields a total electron density of ∼ 1.7× 1014 cm−2, which is very close to our estimate.
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relatively low surface state mobility then appears to be a natural consequence of the

very low Fermi velocity for the surface states.

Finally, in both thickness and gating variation experiments above, the crossover

from bulk- to surface-dominated conductance with decreasing temperature is ob-

served to change as a function of the control parameter, as expected due to the

change in relative weighting of each contribution. Fig. B.3a) and b) present vari-

ation in this crossover temperature T ∗, defined as the point of inflection of R(T ).

The variation of T ∗ with that of both bulk (thickness) and surface (gating) contri-

butions to conductance confirms the two-channel model and disproves the prevailing

idea that there is a static transition temperature; rather, it is merely defined by the

relative contributions from the two conduction channels.

In conclusion, we have demonstrated methods to tune both the bulk and sur-

face contributions to the electrical conduction, thereby providing conclusive evi-

dence for surface-dominated transport in SmB6at low temperature. The evolution

of transport with both sample thickness and surface gate tuning fits well to a two-

channel conduction model involving a bulk, activated channel and a surface metallic

channel. Furthermore, the measurement of gated surface conducting states using a

Corbino lead geometry allows for the direct determination the electron-like sign of

the surface charge carriers as well as the charge carrier density (∼ 2 × 1014 cm−2)

and mobility (∼ 133 cm2V−1s−1 ). The charge carrier sign and density are in good

agreement with previous photoemission results for SmB6. This study adds valuable

information to our understanding of the proposed topological surface conduction in

SmB6 and provides promising use of gate-tuned devices structured on bulk crystal
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samples for both fundamental and applied studies of these unique states.
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