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Technical Notes and Correspondence

High-Frequency Nonlinear Vibrational Control

B. Shapiro and B. T. Zinn

Abstract—This paper discusses the feasibility of high-frequency non-
linear vibrational control. Such control has the advantage that it does
not require state measurement and processing capabilities that are re-
quired in conventional feedback control. Bellmanet al. [1] investigated
nonlinear systems controlled by linear vibrational controllers and proved
that vibrational control is not feasible if the Jacobian matrix has a
positive trace. This paper extends previous work to include nonlinear
vibrational controllers. A stability criteria is derived for nonlinear systems
with nonlinear controllers, and it is shown that a nonlinear vibrational
controller can stabilize a system even if the Jacobian matrix has a positive
trace.

Index Terms— Method of averaging, naturally occurring feedback,
nonlinear control, open loop, vibrations.

I. INTRODUCTION

This paper discusses the feasibility of applying open-loop control in
the form of high-frequency vibrational control to engineering systems.
Such control may be applied in cases where closed-loop control is
impractical and has the advantage that it does not require costly
sensing and computing capabilities. Vibrational control is applied by
oscillating an accessible system component at low amplitude and
high frequency (relative to the natural frequency of the system).
For example, an inverted pendulum can be stabilized by vertically
oscillating the pendulum pin at a sufficiently high frequency and low
amplitude. Let us examine the case of the pendulum in more detail.
The vertically oscillated pendulum is described by the following
nonlinear differential equation:

_x1 =x2 (1)

_x2 =C sin (x1)�Bx2 + aw
2
D sin (x1) sin (wt) (2)

where x1 is the angular displacement measured from the inverted
equilibrium point,x2 is the angular velocity,B,C, andD are positive
physical constants, anda and w are the amplitude and frequency
of the applied vibration, respectively. In this example, the control
input is the applied vibration which is given bya sin (wt). Note that
the amplitude and frequency of the control input are constant and,
therefore, independent of the state of the system. Since there is no
sensing or computation involved, this is a form of open-loop control.
However, (2) involves a feedback-like termw2D sin (x1) which
occurs naturally as a result of the moment armsin (x1) between
the vertically oscillating pendulum pin and the center of mass of
the pendulum. Consequently, the feedbackw2D sin (x1) is naturally
occurring, as shown in Fig. 1.
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Fig. 1.

Since the naturally occurring feedbackw2D sin (x1) in (2) is of
the same form asC sin (x1), we can view this form of control as a
variation of the parameterC; that is

_x1 =x2 (3)

_x2 = [C + aw
2
D sin (wt)] sin (x1)�Bx2: (4)

Linearization of the above system yields

_x1

_x2
=

0 1

C + aw2D sin (wt) �B

x1

x2
(5)

which is of the form

_x = [A+ B(t)]x (6)

where x is a vector,A is a constant matrix, andB(t) is a time-
varying matrix. In the linear model (6), vibrational control appears
as a variation of parameters, where the parameters of the matrixA

are varied byB(t). This is the model investigated by Bellmanet al.
[1]. However, there is no reason to assume that vibrational control
can always be viewed as a variation of parameters as in the above
example. In fact, there are examples where the above model does
not apply.

Consider the pendulum once again. Suppose we oscillate the pin
of the pendulum horizontally instead of vertically, producing motions
that are described by

_x1 =x2 (7)

_x2 =C sin (x1)�Bx2 + aw
2
D cos (x1) sin (wt): (8)

Instead of the moment armsin (x1), we now have a moment arm
cos (x1), and the naturally occurring feedback isw2D cos (x1).
Linearization of this system of equations yields

_x1

_x2
=

0 1

C �B

x1

x2
+

0

aw2D sin (wt)
(9)

which cannot be written in the form of (6). Consequently, we cannot
view the above case as a variation of parameters.

The above example demonstrates that vibrating a system compo-
nent does not always produce “variation of parameters” as in the
vertically vibrated pendulum. Consequently, we adopt a more general
approach that permits the analysis of problems, where a vibrated
system component may result in nonlinear functions in the governing
equations. Consider a nonlinear system

_x = f(x) (10)

with an equilibrium point at the origin (i.e.,f(0) = 0). Vibrational
control is applied by oscillating a system component or process at
high frequency and low amplitude. For instance, in the case of a jet
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engine, the air-throttle or amount of fuel injected might be vibrated.
Let h(wt) = sin (wt) denote the applied high-frequency vibration. It
is assumed that the vibration affects the systemf(x) through some
naturally occurring feedback functiong(x; w; a), which depends
on the vibrated component. The vibrationally controlled system is
described by

_x = f(x) + h(wt)g(x; w; a): (11)

For convenience, the amplitude ofh(wt) is taken to equal unity, and
the amplitude of the applied vibration is accounted for byg(x; w; a).
In the case of the pendulum

f(x) = [x2; C sin (x1)�Bx2]
T (12)

and g(x; w; a) = [0; aw2D sin (x1)]
T for the vertically vibrated

pin, or g(x; w; a) = [0; aw2D cos (x1)]
T for the horizontally

vibrated pin. We emphasize once again thatg(x; w; a) occurs
naturally and is not measured or computed but is a result of the
interaction between the system and vibrated component. Obviously,
an oscillating fuel injection rate is not going to affect the jet engine
in the same fashion as an oscillating throttle. Consequently, each
actuation will be described by a different functiong(x; w; a). Since
g(x; w; a) depends on properties of the system (which are fixed)
and the vibrated component, we can only control the choice of
the component to oscillate and the frequency and amplitude of the
vibration. This choice determines the form ofg(x; w; a), and since
in certain cases there exist nog(x; w; a) that will allow vibrational
control, such control is not always feasible.

We now turn to the question of stability. Suppose the equilibrium
point x = 0 of (10) is unstable, and that there exist one or more
accessible system components or processes that can be vibrated, each
associated with a functiong(x; w; a) that is known. The objective of
the theory presented in this paper is to determine a stability criterion
for (11). Consequently, if a certaing(x; w; a) satisfies the derived
stability criterion, then oscillation of the corresponding system com-
ponent, with specific frequencyw and amplitudea, will alter the
stability of the system and result in vibrational control. Therefore, the
developed criterion will determine if vibrational control is feasible for
various accessible system components or processes in a given system.

Vibrational control has found various applications, including lasers
[2] and particle beams [3]. Initial work on developing a general theory
of vibrational control was carried out by Meerkov [4]. He discussed
the effect of vibrational control upon stability, transient motion,
and response of the controlled system. In subsequent publications,
several specific nonlinear problems were discussed [5], but no general
vibrational control was proposed. Such a theory was outlined by
Bellmanet al. [1], who presented criteria for the control of nonlinear
systems by linear vibrational control. Further nonlinear results are
discussed in [6], including conditions for and choice of stabilizing
vibrations.

To discuss the results derived in [1], consider (11) and assume
that the Jacobian matrix@f(0)=@x = f 0(0) of f(x) in (11) has a
positive trace. A classic theorem in linear algebra states that the trace
of a matrix equals the sum of the real part of its eigenvalues (see for
example [7, p. 251]). Consequently, if the trace is positive, then at
least one of the eigenvalues must have a positive real part, and the
equilibrium point is unstable. This does not imply, however, that if
the trace is negative the equilibrium point is stable. A negative trace
is a necessary but not a sufficient condition for stability.

Bellmanet al. [1] only considered linear vibrational control, which
limited the analysis to linear functionsg(x; a; w) = Mx in (11).
They proved that if the Jacobianf 0(0) has a positive trace and
g(x; a; w) is linear, then vibrational control is not feasible, indicating
that no matrixM can stabilize the system (11). In this paper, we

consider a more general case of vibrational control via a nonlinear,
slowly varying g(x; a; w). In other words, we consider functions
whose rate of change with respect tox is bounded (i.e.,k@g=@xk �
w�1). We show that in this case, vibrational control may be possible
even if the trace of the Jacobian matrix is positive. Specifically, it
will be shown that there exist nonlinear functionsg(x; a; w) that
stabilize (11) even if its Jacobianf 0(0) has a positive trace.

The main point of this paper is that nonlinearities ing(x; a; w)
may not be negligible and can affect the stability of (11). This result
is of practical importance for the following reason. In engineering,
it is common practice to linearize a system before analyzing its
stability. However, if a linear system is considered, then the Bellman
et al. result indicates that vibrational control is not feasible when
the Jacobian has a positive trace (note that positive traces occur
in a wide variety of engineering systems, e.g., liquid rockets [8]).
Most engineering systems are, however, nonlinear, and it is possible
that nonlinearities ing(x; a; w) may stabilize the system even if its
Jacobian trace is positive. This implies that one should not discount
vibrational control for systems that exhibit a positive trace. Instead,
one should investigate the nonlinear functionsg(x; a; w) associated
with vibrational open-loop control to determine if they satisfy the
stability criteria derived in this paper. We also note that the theory
presented in this paper agrees almost exactly with numerical solutions
(see Section III-A).

II. GENERAL DERIVATION

Consider once again the nonlinear system

_x = f(x) + h(wt)g(x; w; a) (13)

whereh(wt) = sin (wt); x 2 IRn is the state-space vector, and
x = 0 is an equilibrium point of (10), which is not necessarily an
equilibrium point of the forced system (13). It is assumed thatf(x)
is three times continuously differentiable, andg(x) is four times
continuously differentiable.

We will show that the nonautonomous system (13) can be approx-
imated by an autonomous system

_y = F (y): (14)

This approximation means that there exists a functionu(t; y), which
is small for all time, such thatx(t) = y(t) + u(t; y). Consequently,
if Y (t) is a solution of (14) andX(t) is a solution of (13), then
X(t) � Y (t) = u[t; Y (t)] is small for all timet. Approximately,
Y (t) corresponds to the time average ofX(t) and it describes
the slow response of the system, whileu[t; Y (t)] corresponds to
the small amplitude high-frequency system oscillations excited by
the small amplitude, high-frequency control input. In essence, there
exist two time scales: a fast time scale corresponding to the high-
frequency control input and the resulting high-frequency system
responseu[t; Y (t)] and the slow time scale describing the time-
averaged system responseY (t). SinceY (t) is a slow or averaged
response, it is described by a time-averaged equation. In the case of
vibrational control, the control input coupled with the system response
u[t; Y (t)] yields a nonzero average that can stabilize the system.

We will use the following notation. Sincew and a are constant,
we will expressg(x; w; a) as g(x). Also, we define the Jacobian
matrix J = f 0(0) = @f(0)=@x and let

p(x) = f(x)� Jx (15)

�(wt) =�"2Jg(0) sin (wt)� "g(0) cos (wt) (16)

where" = 1=w, andp(x) is the sum of all terms of second order and
higher in the Taylor expansion off(x) aroundx = 0. Furthermore,
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we introduce the constant vectorb

b =
1

T

T

0

p[�(wt)] dt�
"2g0

(0)Jg(0)

2
(17)

whereT = 2�=w andg0
(0) is the Jacobian matrix ofg(x), and the

constant matrixA

A = J �
"2

2

@[g0
(y)Jg(y)]

@y
(0) (18)

where g0
(y) is the derivative of g(y) evaluated at y,

@[g0
(y)Jg(y)](0)=@y denotes the derivative ofg0

(y)Jg(y)

evaluated at zero. Finally, we let

� = �
2
+ "

2
�0�1 + ��

2

1 +
�0�

3

1

"
+

��41
"

+ �
3

0 + �
2

0�1 + ��
2

0 + ��0�1 + "
3
�
2

0 (19)

and denote a ball of radius� centered atz asB(z; �).
Theorem II.1: Consider the nonlinear system (13) and suppose

that f(0) = 0, kg(0)k � w�0, and kg0
(�)k � w�1 for all � 2

B(0; �). Then, for sufficiently small�, �0, and �1, and sufficiently
largew, there exists a functionu(t; y) that satisfies the following
properties:ku(t; y)k < 2(�0+��1) for all t and for ally 2 B(0; �);
it is 2�=w periodic in t and for any y has zero mean value.
Furthermore, forx(t) governed by (13),y(t) = x(t) � u(t; y) is
governed by

_y = Ay + b+O(�) (20)

for all y 2 B(0; �) andb; A; and� defined in (17)–(19), respectively.
While a detailed proof of Theorem II.1 is given in the Appendix,

an outline of the proof is provided below. A transformationu(s; y)
is constructed that satisfies the properties of the theorem. We then
substitute the equationy(t) = x(t) � u(t; y) into (13) and bound
various terms so that we can rewrite (13) as the approximate system
_y = F (t; y). Next, we apply the method of averaging to derive the
averaged equation_y = Fav(y). Linearization of _y = Fav(y) at the
origin yields the result of the theorem.

The analysis in this paper includes Taylor terms up to second
order in �0 and �1. Consequently, the resulting error� is of third
order. If higher accuracy is desired, then more Taylor terms can
be included, although more stringent smoothness constraints will be
imposed because we will have to ensure that higher order derivatives
exist for the functionsf(x) andg(x). We note that for the examples
considered, a second-order analysis is sufficient and is in excellent
agreement with numerical integration results (see Example III-A).

A. Example: The Inverted Pendulum

Consider the vertically vibrated pendulum described by (1) and
(2). These equations are of the form of (13). Sinceg(0) = 0, (16)
implies that�(wt) = 0 and (15) shows thatp(0) = f(0)� 0 = 0.
Consequently, vectorb defined in (17) equals zero. The matrixA is
defined in (18) and can be expressed in the following form:

A = J �
"2

2

@[g0
(y)Jg(y)]

@y
(0)

=J �
"2

2

@

@y

0 0

aw2D cos (y1) 0

�
0 1

C �B
0

aw2D sin (y1)
0

=
0 1

C �B
�

@

@y

0
a2w2D2

cos (y1) sin (y1)

2 0

=
0 1

C �
(awD)

2

2
�B

: (21)

Consequently, Theorem (II.1) indicates that the averaged behavior of
the system is governed by

_y1
_y2

=
0 1

C �
(awD)

2

2
�B

y1
y2

(22)

which is in agreement with the result of [4]. Note that the term
C � (awD)

2=2 is negative for sufficiently largea or w, indicating
that the equilibrium point is asymptotically stable. We also note that
even though the method in this paper is restricted to slowly varying
g(x), (i.e., kg0

(x)k � w�1 < w), the above result is also valid for
kg0

(x)k 6< w. We impose the slowly varying restriction to permit
inverting the matrix[I+uy] in (56). In the case of the pendulum, we
can show that the matrix[I+uy] has an inverse even ifkg0

(x)k 6< w,
which eliminates the slowly varying restriction.

III. D ISCUSSION OF THERESULTS

Theorem II.1 implies that vibrational control can result in an
equilibrium shift. For such a shift to occur, the vectorb defined in (17)
has to be nonzero. Equations (15)–(17) imply that such an equilibrium
shift can occur only ifg(0) is nonzero. In this case there are two
possibilities. The first possibility is that the average ofp[�(wt)] is
nonzero. Sincep(x) is defined in (15) as the nonlinear terms off(x),
this implies that nonlinearities inf(x) can cause an equilibrium shift.
Such an equilibrium shift would be of orderO(k�k2) = O(�20). The
second possibility is that the termg0

(0)Jg(0) is nonzero, indicating
that the naturally occurring feedback functiong(x) can also cause an
equilibrium shift. In this case, the equilibrium shift would be of order
O("2kg0

(0)Jg(0)k) = O(�0�1). In either case, if the equilibrium
shift is larger than�, our analysis fails because we are forced outside
the ball B(0; �).

Theorem II.1 also yields a useful linear result. Consider a linear
system of the form

_x = [J + sin (wt)B]x (23)

where kBk < w�1. In this case,g(x) = Bx and g0
(x) = B.

Therefore,g(0) = 0, and we can set�0 = 0 with no loss of generality.
Application of Theorem II.1 yields the averaged equation

_y = J �
"2BJB

2
y +O � � + �

2

1 +
�41
"

: (24)

However, the most interesting implication of Theorem II.1 is the
following: the operatorg0

(y)Jg(y) in (18) is a nonlinear operator
in g(y). Consequently, nonlinearities ing(y) may result in linear
terms in (20) and can influence local stability. This indicates that the
local stability of the nonlinear system (11) is not the same as the
stability of a corresponding linearized system. It is possible to show
that the nonlinearities ing(y) can alter the stability of a system with
a positive Jacobian trace. Stabilization of a system with a positive
trace is illustrated in the next example.

A. Example: A System with a Positive Jacobian Trace

In this example we consider a second-order system with a positive
trace. Specifically, we consider the second-order system derived in
[8] for the flow potential of a liquid rocket combustor

�x+A1 _x+A0x = 0 (25)

wherex is a nondimensional flow potential perturbation andt is a
normalized time. In an unstable liquid rocket, unsteady combustion
provides negative damping that drives the instability. Since the
damping is determined byA1, negative damping corresponds to a
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negative coefficientA1. To illustrate the point, we letA1 = �0:2

andA0 = 1 and rewrite (25) as the following second-order system:

_x1
_x2

=
0 1

�A0 �A1

x1
x2

=
0 1

�1 0:2

x1
x2

: (26)

The Jacobian matrix of (26) has a positive trace, indicating that the
equilibrium pointx = 0 is unstable.

Bellman et al. [1] prove that it is not possible to vibrationally
control a system with a positive trace if the functiong(x) is linear.
Consequently, postulate the existence of a nonlinear functiong(x)

g(x) =
0

�+ �x1x2
(27)

that describes the effect produced by forcing a system component. We
stress once again that such ag(x) would have to occur naturally. We
will now show that if such a nonlinearg(x) exists, it will stabilize the
system (we do not claim that such ag(x) is possible in rocket motors).
A discussion of the reasoning for choosing the specific nonlinearg(x)

given in (27) is provided in Section C in the Appendix.
Given the above choice ofg(x), we write the forced equation as

_x1
_x2

=
0 1

�A0 �A1

x1
x2

+
0

�+ �x1x2
sin (wt): (28)

Let w = 70, � = 15, and� = 200. For these values, (28) becomes

_x1
_x2

=
0 1

�1 0:2

x1
x2

+
0

15 + 200x1x2
sin (wt): (29)

It follows from (27) that kg(0)k � � � w�0 for �0 � 0:22.
Similarly, kg0

(x)k � �(x1 + x2) < 2�� < w�1 for �1 � (5:72)�.
Consequently, both�0 and�1 are sufficiently small, and we can apply
Theorem II.1.

We need to calculate the vectorb and the matrixA defined in
(17) and (18), respectively. Notice thatp(x), defined in (15), is zero
because the system (26) is linear. Consequently, (17) yields

b = �
"2g0

(0)Jg(0)

2
: (30)

However

g
0

(x) =
0 0

�x2 �x1
(31)

indicating thatg0
(0) = 0, which impliesb = 0 and that there is no

equilibrium shift.
Equation (18) yields the matrixA

A = J �
"2

2

@[g0
(y)Jg(y)]

@y
(0)

=J �
"2

2

@

@y

�
0 0

�y2 �y1

0 1

�A0 �A1

0

�+ �y1y2
0

=J �
"2

2

@

@y

0

��y2 � A1��y1 + �2y1y
2

2 � A1�
2y21y2

0

=
0 1

�A0 +
"2A1��

2
�A1 �

"2��

2

: (32)

Consequently, Theorem II.1 implies that the averaged motion of the
system is governed by

_y1
_y2

=
0 1

�A0 +
"2A1��

2
�A1 �

"2��

2

y1
y2

: (33)

Substituting the numerical values forA0; A1; �; �; and " = 1=w

yields

_y1
_y2

=
0 1

�1:061 �0:106

y1
y2

(34)

which is asymptotically stable.
Since the solutionX(t) of (28) is given byX(t) = Y (t) +

u[t; Y (t)], whereY (t) is a solution of (34) and tends toward the
origin as time tends to infinity,X(t) must remain close to the origin
for all time becauseu[t; Y (t)] is small for all time. The construction
of u(t; y), as defined in the Appendix [see (39), (43), and (44)],
implies that if g(0) 6= 0 thenu(t; y) 6! 0 as y ! 0. In this case
g(0) 6= 0, indicating thatu[t; Y (t)] does not converge to zero as
Y (t) tends to zero. Consequently,X(t) remains close to zero for
all time but does not tend to zero as time goes to infinity. Strictly
speaking, the equilibrium pointx = 0 of (29) is not asymptotically
stable; indeedx = 0 is not an equilibrium point but is the center
of a small asymptotically stable limit cycle. This limit cycle is the
asymptotically stable orbitX(t) = u(t; 0) 6= 0. We refer tox = 0

as aslow equilibrium pointbecausey = 0 is an equilibrium point
of the slow or time-averaged system (20), and we say thatx = 0 is
slowly asymptotically stablebecause the equilibrium pointy = 0 of
the slow system (20) is asymptotically stable. When we refer toslow
equilibrium points orslow stability, we refer to the properties of the
time-averaged system (20). The true dynamics are small oscillations
about the slow or averaged dynamics and hence display the same
qualitative behavior. From a practical point of view we have achieved
our control objective to keep (13) in a small neighborhood of the
origin. Therefore, if there exists an accessible component in a liquid
rocket motor that can produce a naturally occurring feedback function
g(x) = [0; �+�x1x2]

T , then we can achieve vibrational control by
vibrating this component.

It is interesting and instructive to compare results obtained by this
analysis with a numerical simulation. We can analytically solve the
time-averaged (34) to derive the following analytic expression for
Y1(t):

Y1(t) = e
�0:053t

[Y1(0) cos (1:03t) + Y2(0) sin (1:03t)] (35)

where Y1(0) is the initial displacement andY2(0) is the initial
velocity. Fig. 2 comparesY1(t) of (35) with anX1(t) calculated
by numerically solving (29). Since the initial conditions for the slow
solutionY (t) are not known, they are matched to the initial conditions
shown by the numerical simulation. Fig. 2 shows that the slow
equilibrium pointx = 0 of the forced system (29) is indeed slowly
asymptotically stable (i.e.,X1(t) approaches a small asymptotically
stable limit cycle) but is not asymptotically stable (X1(t) 6! 0).
Furthermore, Fig. 2 shows excellent agreement between the behavior
predicted by the developed theory and the numerical simulation.

IV. CONCLUSION

In this paper, we present a criterion for nonlinear vibrational open-
loop control. Previous work that was restricted to linear control is
extended to include analysis of nonlinear, vibrational control. It has
been previously shown that linear vibrational control is not feasible
if the Jacobian matrix has a positive trace. This paper demonstrates
that nonlinear vibrational control is possible even if the trace of the
Jacobian is positive. This result is significant because a large number
of nonlinear engineering systems exhibit a positive Jacobian trace and
yet may be stabilized by nonlinear, open-loop, vibrational control.
Finally, it is shown that the theory developed in this paper is in
excellent agreement with numerical results.
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Fig. 2. Damping of a liquid rocket instability by high-frequency vibrational control.

APPENDIX

In this section, we prove Theorem II.1 and discuss the correspond-
ing change of variablesx(t) = y(t)+u(t; y). We begin by assuming
that the investigated system is described by

_x = f(x) + h(wt)g(x; w; a) (36)

where x 2 IRn; f 2 C3(IRn; IRn); f(0) = 0; h(wt) =
sin (wt); w � 1, andg 2 C4(IRn

� IR � IR; IRn). We perform a
local analysis that will be restricted to a ball of radius� centered at the
origin. In addition, sincew anda are constant, we writeg(x; w; a)
simply asg(x) and impose the following smoothness constraints:

kf 0(0)k � �; 0 � �

kg(0)k � w�0; 0 � �0
kg0(�)k � w�1; 0 � �1

(37)

where f 0(x) denotes the derivative off evaluated atx and � 2

B(0; �). To simplify the algebra, we introduce a fast time variable
s = wt, define" = 1=w, denotedx=ds as �x, and rewrite (36) in
the fast time scale

�x = "f(x) + "h(s)g(x): (38)

A. The Transformation

To prove Theorem II.1, we introduce the change of variables
x(s) = y(s) + u(s; y). Next, we define the functionu(s; y) and
determine some of its properties; that is

u(s; y) = �(y) sin (s) + �(y) cos (s) (39)

where�; � 2 C4(IRn; IRn). The functions�(y) and�(y) are chosen
so thatu(s; y) satisfies the partial differential equation

us(s; y) = "Ju(s; y) + "h(s)g(y) (40)

whereJ = f 0(0) is the Jacobian matrix and the subscripts denotes
a partial derivative with respect tos. Note that for any fixedy,
the above equation is an ordinary differential equation inu(�; y).

Substituting (39) into (40) and equating the coefficients of the sines
and cosines yields

��(y)� "J�(y) = "g(y) (41)

�(y)� "J�(y) = 0: (42)

Solving (41) and (42) for�(y) and�(y) yields

�(y) =�"2[I + "
2
J
2]�1

Jg(y) (43)

�(y) =�"J�(y)� "g(y) (44)

where the inverse matrix[I + "2J2]�1 is well defined, provided" is
small enough to satisfy the inequalityk"2J2k < 1.

To derive approximate equations for�(y) and�(y) we need the
following bound ong(y):

kg(y)k �kg(0) + g(y)� g(0)k

�kg(0)k+
�1

"
kyk

�
�0 + �1�

"
(45)

which holds for ally 2 B(0; �). Next, we represent the inverse
matrix [I + "2J2]�1 as the geometric series

[I + "
2
J
2]�1 = I � "

2
J
2 + "

4
J
4
� � � �

= I +O("2�2): (46)

Using (43)–(46) yields the following approximate expressions:

�(y) =�"2Jg(y) +O("3�0 + "
3
��1) (47)

�(y) =�"g(y) + "
3
J
2
g(y) +O("4�0 + "

4
��1): (48)

To complete the discussion of the properties ofu(s; y), we need
bounds onu(s; y) and the partial derivativeuy(s; y). We begin by
bounding the inverse matrix[I + "2J2]�1. Equation (46) implies

k[I + "
2
J
2]�1

k �kIk+ "
2
kJ

2
k+ � � �

� 1 + "
2
�
2 + � � �

�
1

1� "2�2
: (49)
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It follows from (43)–(45) and (49) that

k�(y)k �
"�(�0 + ��1)

1� "2�2
(50)

k�(y)k �
�0 + ��1

1� "2�2
(51)

for all y 2 B(0; �). To derive the desired bound onu(s; y) we only
need to note that (39) implieskuk � k�k+ k�k, indicating that

ku(s; y)k �
(1 + "�)(�0 + ��1)

1� "2�2

< 2(�0 + ��1)

=O(�0 + ��1) (52)

which holds for all s and sufficiently small". The bound on
uy(s; y) = �0(y) sin (s)+�0(y) cos (s) is also straightforward. Since
(43) and (44) imply

�
0(y) =�"2[I + "

2
J
2]�1

Jg
0(y) (53)

�
0(y) =�"J�0(y)� "g

0(y) (54)

using (45), (49), (53), and (54), one obtains

kuy(s; y)k �
(1 + "�)�1
1� "2�2

=O(�1) (55)

which holds for alls.

B. Proof of Theorem II.1

We begin by noting that the transformationu(s; y) constructed in
the previous section satisfies the constraints outlined in the theorem.
The transformationx(s) = y(s) + u(s; y) implies dx=ds = �x =
�y + us + uy�y. Substituting this relationship into (38) yields

[I + uy(s; y)]�y + us(s; y)

= "f(y + u) + "h(s)g(y + u): (56)

Equation (55) implieskuy(s; y)k < 1 for sufficiently small�1 for
all y 2 B(0; �) and for all s. Consequently, the inverse matrix
[I + uy(s; y)]

�1 is well defined, and we can rewrite (56) as

�y = [I + uy(s; y)]
�1

� ["f(y + u) + "h(s)g(y + u)� us(s; y)]: (57)

The following relationships will be used to simplify (57):

p(x) = f(x)� Jx (58)

q(y; u) = g(y + u)� g(y)� g
0(y)u: (59)

wherep(x) is defined as before andq(y; u) represents the sum of all
terms of second order and higher in the Taylor expansion ofg(y+u)
aroundu = 0. It follows that

p(0) = 0

p
0(0) = 0

p(x) =O(kxk2) (60)

q(y; 0) =0

qu(y; 0) =0

q(y; u) =O(kuk2): (61)

Using (58) and (59), we can rewrite (57) as

�y = [I + uy(s; y)]
�1["Jy + "Ju(s; y) + "p(y + u)

+ "h(s)g(y) + "h(s)g0(y)u(s; y)

+ "h(s)q(y; u)� us(s; y)]: (62)

Substituting (40) into (62) yields

�y = [I + uy(s; y)]
�1["Jy + "p(y + u)

+ "h(s)g0(y)u(s; y) + "h(s)q(y; u)]: (63)

Approximating the inverse matrix[I + uy(s; y)]
�1 as a two-term

series with a second-order error

[I + uy(s; y)]
�1 = I � uy(s; y) +O(kuyk

2)

= I � uy(s; y) +O(�21) (64)

and substituting (64) into (63) yields

�y = "[I � uy(s; y) +O(�21)]

fJy + h(s)g0(y)u(s; y) + p[y + u(s; y)]

+ h(s)q[y; u(s; y)]g

= "F (s; y): (65)

We are now in a position to apply the method of averaging. Since
F (s; y) is periodic ins with a period2�, we can approximate the
nonautonomous system�y = "F (s; y) as the autonomous averaged
system�y = "Fav(y), where

Fav(y) =
1

2�

2�

0

F (�; y) d� (66)

(see [9, p. 412] for a discussion of averaging). Consequently, the
averaged equation is given by

�y =
"

2�

2�

0

[I � uy(�; y) +O(�21)]

� fJy + h(�)g0(y)u(�; y) + p[y + u(�; y)]

+ h(�)q[y; u(�; y)]g d�: (67)

Expanding (67) yields

�y =
"

2�

2�

0

Jy + h(�)g0(y)u(�; y)

+ p[y + u(�; y)] + h(�)q[y; u(�; y)]

� uy(�; y)Jy � uy(�; y)h(�)g
0(y)u(�; y)

� uy(�; y)p[y + u(�; y)]

� uy(�; y)h(�)q[y; u(�; y)]

+ O ��
2

1 +
�0�

3

1

"
+

��41
"

+ �
2

0�
2

1 d�: (68)

The termsuy(�; y)Jy anduy(�; y)h(�)g0(y)u(�; y) consist of an
odd number of sinusoidal functions and thus average to zero. The
term Jy is constant with respect to� and can be taken outside the
integral. Finally, sinceh(s) = sin (s) andu(s; y) = �(y) sin (s) +
�(y) cos (s), averaging the termh(�)g0(y)u(�; y) yields

1

2�

2�

0

h(�)g0(y)u(�; y) d�

=
1

2�

2�

0

sin 2(�)g0(y)�(y)

+ sin (�) cos (�)g0(y)�(y)d�

=
g0(y)�(y)

2
: (69)

Using the approximate expression (47) for�(y) in (69) lets us rewrite
(68) as

�y = "Jy �
"3

2
g
0(y)Jg(y) +

"

2�

2�

0

fp[y + u(�; y)]

+ h(�)q[y; u(�; y)]� uy(�; y)p[y + u(�; y)]

� uy(�; y)h(�)q[y; u(�; y)]g d�

+ "O "
2
�0�1 + ��

2

1 +
�0�

3

1

"
+

��41
"

+ �
2

0�
2

1 : (70)
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To complete the proof we have to bound the integral in (70). The
bounds onuy(�; y)p[y + u(�; y)] and uy(�; y)h(�)q[y; u(�; y)]
follow from (52), (55), (60), and (61); that is

uy(�; y)p[y + u(�; y)] =O(kuykky + uk2)

=O(�2�1 + ��0�1 + �
2

0�1) (71)

uy(�; y)h(�)q[y; u(�; y)] =O(kuykkuk
2)

=O(�20�1 + ��0�1 + �
2
�
3

1): (72)

To get bounds on the remaining terms,p[y + u(�; y)] and
h(�)q[y; u(�; y)], we will require the following notation. Denote
the second-order Taylor expansion ofg(y + u) at u = 0 as

g(y + u) = g(y) + g
0(y)u+ 1

2
g

00(y)hu; ui+O(kuk3) (73)

wherehu; ui denotes a tensor andg00(y) is the corresponding three-
dimensional array of coefficients evaluated aty. It follows that
q(y; u) = g00(y)hu; ui=2 + O(kuk3). Consequently, the average
of h(�)q(y; u(�; y)) is written as

1

2�

2�

0

h(�)q[y; u(�; y)] d�

=
1

4�

2�

0

h(�)g00(y)hu(�; y); u(�; y)id� +O(kuk3): (74)

Since each term ofh(�)hu(�; y); u(�; y)i consists of an odd number
of sinusoidal functions, the resulting average is zero. Hence, (74) is
reduced to

1

2�

2�

0

h(�)q[y; u(�; y)] d�

= O(�30 + ��
2

0�1 + �
2
�0�

2

1 + �
3
�
3

1): (75)

With the aid of bounds (71), (72), and (75), we can rewrite (70) as

�y = "Jy �
"3

2
g

0(y)Jg(y) +
"

2�

2�

0

p[y + u(�; y)] d�

+ "O "
2
�0�1 + ��

2

1 +
�0�

3

1

"

+
��41
"

+ �
3

0 + ��0�1 + �
2

0�1 : (76)

Equation (76) is of the form�y = F (y) + "O(� � �) where

F (y) = "Jy �
"3

2
g

0(y)Jg(y)

+
"

2�

2�

0

p[y + u(�; y)] d�: (77)

Since we are concerned with local behavior at the origin, we linearize
(76) abouty = 0 to get

�y = F (0) +
@F

@y
(0) y + "O(�2 + � � �): (78)

Expanding the above yields

�y =
"

2�

2�

0

p[u(�; 0)] d� �
"3g0(0)Jg(0)

2

+ "Jy �
"3

2

@[g0(y)Jg(y)]

@y
(0) y

+

@
"

2�

2�

0

p[y + u(�; y)] d�

@y
(0) y

+ "O �
2 + "

2
�0�1 + ��

2

1 +
�0�

3

1

"

+
��41
"

+ �
3

0 + ��0�1 + �
2

0�1 : (79)

We now complete the proof by bounding the last term in (79).
Since the derivative ofp(x) exists and is continuous by assumption,
we can move the partial derivative@=@y inside the integral to get

@
"

2�

2�

0

p[y + u(�; y)] d�

@y
(0)

=
"

2�

2�

0

@fp[y + u(�; y)]g

@y
(0) d� (80)

where

@fp[y + u(�; y)]g

@y
(0) = p

0[u(�; 0)] + p
0[u(�; 0)]uy(�; 0): (81)

Sincep(x) 2 IRn, thenp0(a) 2 IRn�n is a matrix-valued function.
Letting [M ]ij denote theijth element of the matrixM and`ij(a) =
[p0(a)]ij 2 IR, using (81) lets us write theijth term of (80) as

@
"

2�

2�

0

p[y + u(�; y)] d�

@y
(0)

ij

=
"

2�

2�

0

`ij [u(�; 0)]

+ h`ik[u(�; 0)][uy(�; 0)]kjid� (82)

where the tensor notationh i implies a summation over the index
k. Expanding̀ ij and`ik as first- and zero-order Taylor series about
the origin yields

@
"

2�

2�

0

p[y + u(�; y)] d�

@y
(0)

ij

=
"

2�

2�

0

f`ij(0) + `
0

ij(0)u(�; 0)

+ h`ik(0)[uy(�; 0)]kjigd�

+ "O(kuk2 + kuk kuyk): (83)

Equation (60) implies̀ ij(0) = 0, and the averages of`0ij(0)u(�; 0)
and `ik(0)[uy(�; 0)]kj are zero. Consequently

@
"

2�

2�

0

p[y + u(�; y)] d�

@y
(0) y

= "O(kyk kuk2 + kyk kukkuyk)

= O(��20 + ��0�1 + �
2
�
2

1): (84)

Bound (84) allows us to rewrite (79) as

�y =
"

2�

2�

0

p[u(�; 0)] d� �
"3g0(0)Jg(0)

2

+ "Jy �
"3

2

@[g0(y)Jg(y)]

@y
(0) y

+ "O �
2 + "

2
�0�1 + ��

2

1 +
�0�

3

1

"

+
��41
"

+ �
3

0 + �
2

0�1 + ��
2

0 + ��0�1 : (85)

According to definition (16)

�(�) = �"
2
Jg(0) sin (�)� "g(0) cos (�): (86)
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Then, (47) and (48) imply

�(�) = u(�; 0) +O("3�0 + "
3
��1): (87)

Using (85) in (87) yields

�y =
"

2�

2�

0

p[�(�)] d� �
"3g0(0)Jg(0)

2

+ "Jy �
"3

2

@[g0(y)Jg(y)]

@y
(0) y

+ "O �
2 + "

2
�0�1 + ��

2

1 +
�0�

3

1

"

+
��41
"

+ �
3

0 + �
2

0�1 + ��
2

0 + ��0�1 + "
3
�
2

0 : (88)

Rewriting (88) in the original time scalet yields

_y = Ay + b+O(�) (89)

whereA, b, and� are as defined in the theorem.

C. Choice ofg(x) in a Positive Trace Example

In (27), we letg(x) = [0; �+ �x1x2]
T . This hypothetical choice

of g(x) is not arbitrary. We know that the sign ofA1 creates
an instability. Consequently, we wish to change the sign of this
coefficient by applying vibrational control. Consider (20); if we
denote the vectorg0(x)Jg(x) as [G1(x); G2(x)]

T , then the matrix
A defined in (18) can be written as

A =J � k
@[G1(x); G2(x)]

T

@x
(0)

=J � k

@G1(0)

@x1

@G1(0)

@x2
@G2(0)

@x1

@G2(0)

@x2

(90)

where k is a positive constant. ForA to have a negative trace
either @G1(0)=@x1 or @G2(0)=@x2 must be positive, or both.
Consequently, letting@G2(0)=@x2 = c be a positive quantity implies
G2(x) = cx2. It follows that

G2(x) = g2(x)
@g2

@x1
� g1(x)

@g2

@x2
+ 0:2g2(x)

@g2

@x2
= cx2: (91)

If we consider the first term only, we can set

g2(x)
@g2

@x1
= cx2: (92)

Equation (92) is a partial differential equation ing2(x) which can
be solved by the separation of variables. Unfortunately, the solution
to (92) is g2(x) = �c1 jx1x2j which is singular at the origin
and violates the assumption thatg(x) is continuously differentiable.
Consequently, we letg2(x) = �+ �x1x2, approximating the square
root dependence ofg2(x) near the origin. If we now setg1(x) = 0,
theng(x) = [0; � + �x1x2]

T . It is noteworthy that the last term in
(91) suggests thatg2(x) = Kx2 might also be a viable feedback
function. Such a choice requires, however, thatK > w, which
violates the assumption thatkg0(x)k � w�1 < w.
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On the Relation Between Local Controllability and
Stabilizability for a Class of Nonlinear Systems

SergejC̆elikovsḱy and Henk Nijmeijer

Abstract—The problem of local stabilizability of locally controllable
nonlinear systems is considered. It is well known that, contrary to the
linear case, local controllability does not necessarily imply stabilizability.
A class of nonlinear systems for which local controllability implies
local asymptotic stabilizability using continuous static-state feedback is
described here, as for this class of systems the well-known Hermes con-
trollability condition is necessary and sufficient for local controllability.

Index Terms—Local controllability, nonlinear systems, stabilization,
triangular form.

I. INTRODUCTION

The aim of this contribution is to discuss local controllability
of a class of nonlinear systems and its relation to stabilization by
static-state feedback.

We study analytic single-input, continuous-time nonlinear control
systems

_x = f(x) + ug(x) (1)

with the statex 2 n and the scalar input (or control)u 2 U; a
closed interval containing the origin. All considerations will be local
in a neighborhood of an equilibrium pointxE 2 n; f(xE) = 0 of
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