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## Chapter 1: Introduction

In 1912, Viktor Hess used balloon flights to demonstrate that ionizing radiation observed on the Earth's surface increased with altitude and therefore had an extraterrestrial origin [1]. The alien particles crashing into the upper atmosphere came to be known as cosmic rays. We now know that they consist of atomic nuclei; that the flux is very nearly isotropic; and that the spectrum follows an approximate power law over many decades in energy. Below 1 GeV , protons emitted by the sun dominate the flux. For somewhat higher energies, the sources are located elsewhere in the galaxy; recent work shows that supernova remnants are important contributors [2]. However, the observed spectrum, shown in Figure 1.1, extends to above $10^{10} \mathrm{GeV}$ before showing an exponential suppression. While lower energy nuclei from galactic sources can reach us after propagating in curved paths through galactic magnetic fields, at energies near or above $\sim 10^{9.5} \mathrm{GeV}$, the so-called "ankle" due to the slight hardening of the spectrum, the sources must be extragalactic since such energetic nuclei could not be contained by galactic magnetic fields. These are referred to as ultra-high energy cosmic rays (UHECRs), and so far, no compelling evidence has revealed their sources.

Only the most energetic astrophysical objects could possibly produce the flux at the "ankle" - energies of $10^{9.5}-10^{10.5} \mathrm{GeV}$. The Hillas plot [3], shown in Figure 1.2, is a way of visualizing the cosmic ray production potential of various known objects. Based on the criterion that would-be cosmic rays must be confined by sufficient magnetic fields to reach the required energies on the size scale of the accelerator, gamma-ray bursts (GRBs) emerge as very promising source candidates.

GRBs are among the most violent explosions known in the universe. They are divided into two classes: long and short bursts. Long bursts release $\mathcal{O}\left(10^{51}-\right.$
$\left.10^{54} \mathrm{erg}\right) \times \Omega / 4 \pi$, where $\Omega$ is the opening angle of the beamed gamma-ray emission, in $2-\sim 1000$ s while short bursts release approximately a factor of 100 less energy but in only $\sim 10^{-3}-2 \mathrm{~s}$. The release of such a large amount of energy in such small amounts of time places GRBs in the upper-left of the Hillas plot. Because they are well-localized in space and time, they are convenient objects to study; knowing where and when to look allows for very low-background experiments. Unfortunately, associating GRBs with cosmic ray production is nevertheless nontrivial. Curvature of the paths of charged particles by galactic and intergalactic magnetic fields makes direct correlation of cosmic rays to astrophysical sources impossible except for nearby objects and the most energetic cosmic rays.

Indirect detection via neutral particles such as photons or neutrinos is a more promising approach. If protons are present in the acceleration engine of GRBs, they will interact with photons in the engine. Therefore, one possible detection channel is gamma production via the Delta resonance:

$$
\begin{equation*}
p+\gamma \rightarrow \Delta^{+} \rightarrow p+\pi^{0} \rightarrow p+2 \gamma \tag{1.1}
\end{equation*}
$$

However, these gammas would have sufficiently high energies that most would interact with extragalactic background light - the sea of photons produced by stars and active galactic nuclei - before reaching Earth [5]. Those that survive propagation to Earth would be difficult to distinguish from the highest energy gammas that make up the bulk of the observed emission from GRBs.

The Delta resonance can also produce neutrinos:

$$
\begin{equation*}
p+\gamma \rightarrow \Delta^{+} \rightarrow n+\pi^{+} \rightarrow n+\mu^{+}+\nu_{\mu} . \tag{1.2}
\end{equation*}
$$

Unlike photons, neutrinos are unlikely to undergo additional interactions in the source or in extragalactic space, so they can reach the Earth unimpeded. However,
the small interaction cross section which enables them to escape the source and pass through space unimpeded also makes them very difficult to detect. The solution is to observe many GRBs with as large a detector as possible in search of a correlation.

IceCube is currently the best-suited detector for such a search. It consists of an array of 5160 optical sensors, occupying a cubic-km deep in the South Pole ice cap, that can detect the Cherenkov light emitted by energetic charged particles produced when neutrinos interact in the ice. Because muons can travel several km through the ice, the volume available for observing muon neutrinos is much larger than the instrumented volume. Earlier work [6,7] using two years of data from the partially completed array found no evidence of muon neutrinos correlated with GRBs. This led to the first significant constraints on neutrino emission, and in turn cosmic ray production, by GRBs. The theory community has responded by refining its models in terms of both the definitions of model inputs and the details of the calculation of model outputs.

In this thesis, similar methods to those used previously [6, 7] are applied to a search for muon neutrinos from northern hemisphere GRBs in two more years of IceCube data, including the first year of data from the completed array and one year of data from the nearly-completed array. These two years of data are combined with two years of previously analyzed data from the partially-completed array to obtain world-leading constraints on neutrino production in GRBs with a sensitivity $\sim 3 \times$ better than previous searches. In addition to these results, we present some improvements to the analysis method. The most important of these is an original software package called pybdt, now commonly used for signal acceptance and background rejection in IceCube analyses, which implements standard boosted and randomized decision tree classification methods in a way that fits well into the rest of the IceCube software ecosystem. We also develop a
new extension to the unbinned likelihood method that allows for the calculation of combined results from different detector configurations and potentially even different detection channels.

The thesis is organized as follows: In chapters 2 and 3, we discuss GRBs and the IceCube detector. Chapter 4 covers data processing and simulation, and chapter 5 applies the resulting datasets to neutrino selection and background rejection. The unbinned likelihood method used to conduct the search is explained in chapter 6. In chapter 7, we extend the method for combined multi-year analyses before presenting the latest results derived from four years of data, including datasets analyzed for the first time in this work, and corrected to account for systematic uncertainties, Finally, concluding remarks are offered in chapter 8. Per-GRB details are tabulated in Appendix A.

## Cosmic Ray Spectra of Various Experiments



Figure 1.1: Measurements of the cosmic ray spectrum from several experiments. The observed spectrum shows only small deviations from an $E^{-2.7}$ power law (shown as a dashed green line). While per-particle energies are well-measured, the distribution of the chemical composition of these particles - protons vs. heavier atomic nuclei - is still under active investigation. As discussed in the next chapter, if GRBs are important sources of UHECRs then the particles that make up the ankle flux would consist of protons. Figure from William Hanlon, University of Utah.


Figure 1.2: The Hillas plot. The magnetic field needed to contain a particle within a source long enough to obtain a given energy is a function of the size of the source and the species of the particle. Solid red indicates the threshold for producing $10^{12} \mathrm{GeV}$ protons; dotted red is the threshold for producing $10^{11} \mathrm{GeV}$ protons; and green is the threshold for producing $10^{11} \mathrm{GeV}$ iron nuclei. Figure from [4], which modified the original from [3].

## Chapter 2: Gamma-ray Bursts

Gamma-ray bursts (GRBs) are intense but brief signals observed by satelliteborne gamma-ray detectors. When one occurs, it outshines the remainder of the gamma-ray sky for about $10^{-3}-10^{3} \mathrm{~s}$. Current satellites discover bursts at a rate of about 300 per year, distributed isotropically throughout the sky. As we will see, these violent events could be responsible for the production not only of gammarays and other electromagnetic radiation but also of ultra-high energy cosmic rays (UHECRs) via the acceleration of protons. If so, a potentially observable accompanying population of high energy neutrinos would be produced.

In this chapter we discuss electromagnetic observations of (GRBs) and the theory behind a possible correlated flux of high energy neutrinos. We will begin with an overview of the history of GRB observations. Then we describe the state-of-the-art in GRB detection. Finally, we will discuss the latest models tested in this experiment.

### 2.1 History of GRB Observations

Gamma-ray bursts were first observed by the Vela satellite program [8], which was intended to monitor for violations of the Nuclear Test Ban Treaty. As a result, the earliest observations, which took place in 1967, were classified for 7 years before being released to the public. Ultimately, burst timing and satellitesatellite timing triangulation excluded the Earth, as well as the sun, moon and visible supernovae, as sources [9].

The source locations of GRBs remained uncertain until observations by the Burst And Transient Source Experiment (BATSE) [10], an array of 8 NaI detectors on the corners of the Compton Gamma-ray Observatory (CGRO) which launched in 1990. Timing triangulation allowed for the localization of GRBs within a

# 2704 BATSE Gamma-Ray Bursts 



Figure 2.1: Map of 2704 BATSE GRBs [11] Bursts are plotted in galactic coordinates, with the plane of the Milky Way along the central horizontal axis. Bursts are colored according to their total fluence, with the brightest bursts shown in red, the dimmest in purple, and bursts with incomplete data in grey. The isotropic distribution of bursts was the first strong evidence of their extragalactic nature.
few degrees. A population of 2704 bursts demonstrated that the GRBs were distributed isotropically in the sky with no dependence on the burst brightness in gamma-rays (see Figure 2.1). This was the first strong evidence of the extragalactic nature of GRBs. BATSE also demonstrated the extreme variability of GRB lightcurves (Figure 2.2) as well as the existence of distinct classes of short ( $\lesssim 2 \mathrm{~s}$ ) and long bursts ( $\gtrsim 2 \mathrm{~s}$ )(Figure 2.3).

In 1996, Beppo-SAX, a hard X-ray telescope, was launched [13]. This instrument provided the first evidence of X-ray afterglow emission by GRBs [14]. Later, the precise X-ray afterglow localization allowed subsequent optical followup, which in turn enabled redshift measurements $[15,16]$. Measured redshifts at $z \gtrsim 1$ provided definitive proof that GRBs are of extra-galactic origin. In addition, detailed analysis of one of these bursts [17] provided the first evidence of beamed emission from GRBs.


Figure 2.2: Lightcurves of 12 BATSE GRBs [12]. Gamma emission typically consists of one or more pulse with fast rise time and exponential decay, but unpredictable quiet periods and other erratic peak structures are common.

The High Energy Transient Explorer (HETE-2) [18] was launched in 2000 to perform multi-wavelength observations of GRBs. Its wide-field X-ray monitor (WXM) allowed it to transmit sub-arcsecond burst localizations to instruments on the ground within seconds of a GRB detection. The resulting rapid follow-up programs allowed the first spectroscopic confirmation of an association of long GRBs with supernovae [19]. HETE-2 also allowed the first observations of a broadband (X-ray to optical) afterglow for a short GRB, which bolstered existing gamma-ray evidence that short bursts arise from a distinct source population


Figure 2.3: Distribution of burst durations from the fourth BATSE catalog [11]. This bimodal duration distribution is among the most important evidence for the existence of two distinct classes of GRB progenitor objects.
closer to Earth and with less energy than long bursts [20]; these bursts are thought to be driven by the merger of compact objects such as black holes or neutron stars to form a single black hole.

More recently, the Swift mission [21, 22] was launched in 2004, coupling a gamma-ray detector with X-ray, optical and ultraviolet (UV) follow-up instruments. Swift can slew to the direction of gamma emission within one minute of its observation, allowing extremely detailed broadband afterglow follow-up and precise burst localization. Swift has established the existence of bursts with redshifts of $6 \lesssim z \lesssim 8$, suggesting that some bursts date back to the earliest stars [23-26].

The latest satellite of historical significance for GRB observations is the Fermi Gamma-ray Space Telescope [27], which was launched in 2008. The onboard Large Area Telescope (LAT) can obtain detailed localization and spectral information for some very bright bursts [28]. However, the Gamma-ray Burst Monitor (GBM) [29] is especially useful in a transient coincidence search such as
the present experiment because of its wide-band and full-sky gamma-ray acceptance; that is, the GBM is sensitive to any sufficiently bright burst not occulted by the Earth, moon or sun. The high detection efficiency of the GBM is countered somewhat by larger statistical and systematic localization uncertainties; however, so many bursts are detected only by the GBM that it is nevertheless important to consider them in a coincidence search.

### 2.2 Modern GRB Detection

Above, we considered the historical significance of some key GRB observations. Today, GRBs are monitored by a wide array of instruments deployed throughout the solar system. In this section, we will discuss the technical details of various missions - most importantly, Fermi and Swift - that contributed burst information used in this analysis. We also cover NASA's Gamma-ray Coordinates Network, which is used to distribute burst information to the community, as well as GRB-web, a catalog of GRB properties maintained by IceCube.

### 2.2.1 Fermi

The Fermi Gamma-ray Space Telescope [27] consists of two gamma-ray instruments: the Large Area Telescope (LAT) [28] and the Gamma-ray Burst Monitor (GBM) [29]. The LAT is sensitive in the high energy $20 \mathrm{MeV}-300 \mathrm{GeV}$ band, with an energy-dependent field of view that is 2.4 sr at 1 GeV . The energy threshold of the LAT is too high to allow for efficient discovery of GRBs; however, detailed multi-band light curves and good localization are produced when the LAT does observe a GRB.

The GBM consists of 12 thallium activated sodium iodide $[\mathrm{NaI}(\mathrm{Tl})]$ detectors sensitive in the $8 \mathrm{keV}-1 \mathrm{MeV}$ range and two bismuth germinate (BGO) detectors
bridging the gap between the $\mathrm{NaI}(\mathrm{Tl})$ detectors and the LAT with a sensitive band of $200 \mathrm{keV}-40 \mathrm{MeV}$. The GBM calculates burst positions using detector-detector timing offsets. The statistical uncertainty is $1-15^{\circ}$ depending on the amplitude of the burst [29]. The systematic uncertainty has been estimated by comparison with more precise instruments such as Swift, and it can be parameterized as a sum of Gaussian errors: $2.6^{\circ}$ with $72 \%$ weight and $10.4^{\circ}$ with $28 \%$ weight [30]. The wide energy range and full-sky coverage of the GBM allow it to observe more bursts than any other single active observatory. For very bright bursts, it also triggers the satellite to slew so that the LAT can measure the afterglow lightcurve in detail for $\sim 5 \mathrm{hr}$. The GBM is currently the most prolific GRB discovery instrument.

### 2.2.2 Swift

Swift was launched in 2004 primarily for the purpose of studying GRBs [21]. In light of multi-observatory multi-wavelength observations, it was designed for rapid multi-wavelength observations by multiple instruments on a rapid-slewing satellite. The Burst Alert Telescope (BAT) scans the sky with a field of view of 1.4 sr . It is sensitive to gamma-rays in the $15-150 \mathrm{keV}$ band. Upon detection of a burst, it calculates the burst position within $1-4$ arcmin. Within a minute, the satellite autonomously slews so that the burst is in the field of view of the X-ray Telescope (XRT) and Ultraviolet/optical telescope (UVOT). The XRT performs spectroscopy in the $0.1-10 \mathrm{keV}$ band. If X-ray emission is found, the XRT localizes the burst within $3-5 \operatorname{arcsec}[31]$ and additional follow-up is performed in the $170-$ 600 nm band by the UVOT, which can localize the burst within 0.3 arcsec.

### 2.2.3 Other Satellites and the IPN

While most burst information used in this experiment was obtained using Fermi and Swift, several other instruments provide useful data:

Konus-WIND: Konus is a full-sky gamma-ray detector on board the Global Geospace Science (GGS) WIND satellite [32, 33], which was launched in 1994. The satellite maintains a halo orbit around the Lagrangian point $L 1$, the point between the Sun and the Earth where an object moves around the Sun with an orbital period of exactly one Earth year. Konus consists of two large $\mathrm{NaI}(\mathrm{Tl})$ scintillators oriented towards the north and south ecliptic poles. These scintillators alone do not allow for burst localization; however, high resolution ( 2 ms ) light curve measurement and good spectral resolution in the $10 \mathrm{keV}-10 \mathrm{MeV}$ range are possible.

INTEGRAL: Like Swift, INTEGRAL [34] is designed for gamma-ray, X-ray and optical observation of gamma-ray sources. It is sensitive to gamma-rays in the $15 \mathrm{keV}-10 \mathrm{MeV}$ band, X-rays in the $3-35 \mathrm{keV}$ band, and optical radiation near 550 nm . Its angular resolution is 12 arcmin. Because INTEGRAL has a smaller field of view than Swift, it does not contribute as many localizations to our analysis. The satellite also includes an Anti-Coincidence Shield (ACS) which, like Konus-WIND, can act as a full sky GRB monitor without independent localization.

MAXI: The Monitor of All-sky X-ray Image (MAXI) [35] is an X-ray scanner on board the International Space Station (ISS) [36]. It continuously monitors the X-ray sky in the $0.5-30 \mathrm{keV}$ range. It can sometimes localize bursts based on their X-ray afterglow, and occasionally it can discover bursts independently based on extrapolation of the observed X-ray spectrum into the gamma-ray regime.

AGILE and SuperAGILE: AGILE and SuperAGILE [37] are detectors on board an Italian Space Agency satellite in low-Earth orbit. AGILE scans the gamma-ray sky in the $30 \mathrm{MeV}-50 \mathrm{GeV}$. SuperAGILE is an X-ray detector
sensitive in the 15-45 keV. SuperAGILE has a field of view larger than 1 sr and angular resolution of 6 arcmin, allowing it to provide good localization for some GRBs.

Suzaku: Suzaku is a Japanese satellite consisting of a Hard X-ray Detector [38] and its ACS. Taken together, these instruments comprise the Suzaku Wideband All-sky Monitor (WAM) [39]. It is sensitive to the $50 \mathrm{keV}-5 \mathrm{MeV}$ energy band. As with Konus and the INTEGRAL ACS, Suzaku cannot localize bursts independently; however, it sometimes is able to provide good timing and spectral measurements.

GRBs can also be localized by triangulation using gamma detection timing information from multiple satellites. This is facilitated by the Third Interplanetary Network (IPN3) [40], which includes 2001 Mars Odyssey [41], the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) [42], the Mercury Surface, Space Environment, Geochemistry and Ranging (MESSENGER) [43], as well as the instruments discussed above. In this way, satellites with no independent directional capabilities can nevertheless contribute to GRB localization. For some bursts, IPN3 triangulation provides the best available localization.

### 2.2.4 Gamma-ray Coordinates Network

NASA's Goddard Space Flight Center pools GRB observations using a system called the Gamma-ray Coordinates Network (GCN) [44], a part of the more general Transient Astronomy Network. GCN distributes over e-mail three types of messages: notices, circulars, and reports. Alerts are machine readable documents providing basic information immediately upon burst discovery to facilitate rapid follow-up by other instruments. Circulars provide refined timing, localization and spectral fit information in prose written by scientists after further data collec-
tion and analysis. Reports summarize all circulars for a given burst. Information distributed through GCN is stored in a permanent archive on the GCN website, where it can be mined for GRB data long after the burst has passed.

### 2.2.5 GRB-web

While GCN is useful for organizing multi-instrument burst observation, it does not provide a tabulated archive of burst information. IceCube, however, maintains a publicly-accessible archive called GRB-web [45]. This service provides a summary table of burst data for a user-specified date range as well as detailed information from all available GCN circulars. It also incorporates data from the Fermi-GBM catalogs [30, 46-48].

The summary table aggregates all available observations for each GRB. The burst start and stop times $T_{1}$ and $T_{2}$ are the earliest and latest times that any satellite reported gamma observations above background. The localization and corresponding angular error estimate are taken preferentially from Swift-UVOT, Swift-XRT, Swift-BAT, SuperAGILE, Fermi-LAT, IPN3, Fermi-GBM, Maxi, and INTEGRAL in this order. The gamma-ray fluence and spectral fit are taken preferentially from Fermi-GBM, Konus-WIND, Suzaku, Swift-BAT, and INTEGRAL in this order. These choices generally ensure that the best possible localization and widest-band spectral fit are used in subsequent analysis. Details about observations by different satellites and links to the corresponding GCN circulars are also accessible through the online interface. Figure 2.1 summarizes each instrument's observations during the two years of new northern GRBs analyzed in this experiment. Additional catalog details are provided in Appendix A.

Detailed predictions of neutrino spectra, which will be discussed in Section 2.3.2, are derived from the observed per-burst gamma-ray spectra. Satellites report spectral fits to a power-law, a power-law with an exponential cutoff, or a

| Satellite | Position | $T_{1}$ | $T_{2}$ | Fluence |
| :--- | ---: | ---: | ---: | ---: |
| Fermi-GBM | $193(62 \%)$ | $199(64 \%)$ | $200(64 \%)$ | $218(70 \%)$ |
| Fermi-LAT | $2(1 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ |
| INTEGRAL | $4(1 \%)$ | $7(2 \%)$ | $7(2 \%)$ | $4(1 \%)$ |
| IPN3 | $14(5 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ |
| Konus-WIND | $0(0 \%)$ | $19(6 \%)$ | $22(7 \%)$ | $28(9 \%)$ |
| MAXI | $2(1 \%)$ | $2(1 \%)$ | $2(1 \%)$ | $0(0 \%)$ |
| SuperAGILE | $3(1 \%)$ | $2(1 \%)$ | $2(1 \%)$ | $0(0 \%)$ |
| Suzaku | $0(0 \%)$ | $7(2 \%)$ | $4(1 \%)$ | $2(1 \%)$ |
| Swift-BAT | $20(6 \%)$ | $75(24 \%)$ | $74(24 \%)$ | $50(16 \%)$ |
| Swift-UVOT | $3(1 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ |
| Swift-XRT | $70(23 \%)$ | $0(0 \%)$ | $0(0 \%)$ | $0(0 \%)$ |

Table 2.1: GRB observations during the first year of operation of the completed detector and one year of operation of the nearly completed detector, by satellite.

Band function [49]. The latter is a smoothed doubly-broken power law and can be expressed as:

$$
F_{\gamma}\left(E_{\gamma}\right)=f_{\gamma} \times \begin{cases}\left(\frac{E_{\gamma}}{100 \mathrm{keV}}\right)^{-\alpha_{\gamma}} \cdot \exp \left(-E_{\gamma} / E_{0}\right) & E_{\gamma}<\varepsilon_{\gamma}  \tag{2.1}\\ \left(\frac{E_{\gamma}}{100 \mathrm{keV}}\right)^{-\beta_{\gamma}}\left[\frac{\left(\beta_{\gamma}-\alpha_{\gamma}\right) \cdot E_{0}}{100 \mathrm{keV}}\right]^{\beta_{\gamma}-\alpha_{\gamma}} \exp \left(-\beta_{\gamma}-\alpha_{\gamma}\right) & E_{\gamma} \geq \varepsilon_{\gamma}\end{cases}
$$

where $f_{\gamma}$ is the total gamma fluence, $\alpha_{\gamma}$ and $\beta_{\gamma}$ are the best fit spectral indices, $E_{0}$ is a reported reference energy, and $\varepsilon_{\gamma}=\left(\beta_{\gamma}-\alpha_{\gamma}\right) \cdot E_{0}$ is the gamma spectrum break energy. To simplify neutrino flux calculations, in GRB-web, all burst spectra are re-interpreted as broken power-laws of the form

$$
F_{\gamma}\left(E_{\gamma}\right)=f_{\gamma} \times \begin{cases}\varepsilon_{\gamma}^{\left(\alpha_{\gamma}-\beta_{\gamma}\right)} E_{\gamma}^{-\alpha_{\gamma}} & E_{\gamma}<\varepsilon_{\gamma} \\ E_{\gamma}^{-\beta_{\gamma}} & E_{\gamma} \geq \varepsilon_{\gamma}\end{cases}
$$

For bursts fit with a power-law, $\alpha_{\gamma}$ is set to the measured power-law; $\varepsilon_{\gamma}$ is set to 200 keV for long bursts and 1 MeV for short bursts; and $\beta_{\gamma}=\alpha_{\gamma}+1$. For bursts fit with a power-law with an exponential cutoff, $\alpha_{\gamma}$ is again set to the measured
power-law; $\varepsilon_{\gamma}$ is set to the reported $\varepsilon_{\text {cutoff }}$; and again $\beta_{\gamma}=\alpha_{\gamma}+1$. For bursts fit with a Band function, $\alpha_{\gamma}$ and $\beta_{\gamma}$ are set to the reported spectral indices and $\varepsilon_{\gamma}=\varepsilon_{\text {Band }} \cdot\left(\alpha_{\gamma}-\beta_{\gamma}\right) /\left(2+\alpha_{\gamma}\right) / e$, where $e$ is the usual Euler constant. For bursts observed only by Fermi-GBM and for which the spectral indices and break energy are not provided, average values from the published Fermi-GBM spectral catalog are used [46]. Finally, the normalization $f_{\gamma}$ is found by enforcing that the integral of the catalog broken power-law is equal to the fluence observed by the satellite in the energy band quoted in the circular along with the fit. The validity of this prescription for regularizing the gamma spectra has been considered in more detail previously [50]; here we continue applying the method as it has been used in earlier searches $[6,7,51]$.

Some northern bursts occurring during the detector configurations used in this experiment were not suitable for analysis due to detector downtime, calibration runs, or test runs. The remaining catalog includes 293 bursts previously unanalyzed bursts over a two-year period. Combined with previous searches, the catalog includes 506 bursts over a four-year period.

### 2.3 Fireball model

The standard theoretical framework for GRBs is the fireball model. In the fireball model, matter accreting onto the progenitor - generally believed to be a supernova collapse for long bursts and a compact object merger for short bursts - is heated by the dissipation of gravitational energy and ejected in a jet along the rotation axis of the progenitor. The matter is driven away from the engine and into the interstellar medium in a highly relativistic fireball consisting of a series of plasma shells with slightly different velocities. Collisions between plasma shells produce shocks in the magnetic field near the shell boundaries, which largely confine charged particles to their shells. As shells with different speeds collide,
charged particles undergo first order Fermi acceleration, reflecting between shocks at the leading and trailing edge of their shell and ultimately achieving energies as high as $10^{20} \mathrm{eV}$.

The fireball model elegantly accounts for several observed burst characteristics. The accretion-driven jet reduces the total initial energy required to produce the enormous fluence observed on Earth, relative to a hypothetical isotropic process. The colliding shells can produce the rapid variability of gamma-ray lightcurves. Emission from earlier in the outflow, where the fireball is optically thick to gamma-rays, produces the thermal emission observed in some bursts. The burst expands adiabatically as it coasts away from the progenitor and eventually is optically thin to gamma-rays. At this stage, internal shocks between plasma shells are thought to produce the observed non-thermal power-law spectrum emission via synchrotron radiation by Fermi-accelerated electrons. Eventually, the relativistic outflow collides with the surrounding interstellar medium. The resulting external shocks are thought to produce the observed broadband afterglow.

### 2.3.1 Cosmic Ray Production

Waxman noted in 1995 [52] that, if the matter initially injected into GRB fireballs contains protons or heavier nuclei - if it has some baryonic loading then GRBs could account for most or all of the observed UHECR flux. Most models assume that the baryonic loading consists of protons. A high energy proton flux can be produced in GRBs because protons would be Fermi accelerated just as the electrons are. GRBs are promising candidates for UHECR acceleration because gamma-ray observations indicate an aggregate energy generation rate comparable to what is required to produce the UHECR flux. Furthermore, multi-wavelength observations require the fireball to contain significant energy in magnetic fields and to be highly relativistic, and similar constraints are imposed if

GRBs are the sources of UHECRs. The original argument [52] has been strengthened somewhat by recent measurements of the UHECR flux and the GRB redshift distribution [53].

However, the strong magnetic fields that confine the particles during acceleration would also tend to trap them as the fireball expands and cools. Recently, Baerwald et al $[54,55]$ considered this ejection problem in detail. At least three mechanisms may contribute to cosmic ray escape from the fireball. Direct escape is the most straightforward; protons near the edge of a plasma shell can leak out if they acquire enough energy that the Larmor radius, the radius of curvature of the particles in the local magnetic field, is larger than the distance to the edge of the shell. Additional protons may escape by diffusive processes. Proton escape generally becomes easier with increasing proton energy, such that the escape mechanism involved influences the emitted cosmic ray spectrum. Lastly, neutrons produced in $p \gamma$ interactions would not be magnetically confined, and they would escape as cosmic rays unless the photon density is so high that most of them undergo $n \gamma$ interactions. The authors find [55] that, ignoring constraints from neutrino searches, any combination of these effects can produce the ankle of the observed cosmic ray flux. However, the magnitude of the required baryonic loading depends on the escape mechanism. As we will see in the next section, this has strong implications for the constraints neutrino searches can place on GRB cosmic ray acceleration and escape.

### 2.3.2 Neutrino Emission

In 1997, Waxman and Bahcall [56] noted that during collisions between plasma shells, or internal shocks, protons of sufficiently high energy in the fireball
would interact with fireball gamma-rays through the Delta resonance:

$$
p+\gamma \rightarrow \Delta^{+} \rightarrow \begin{cases}n+\pi^{+} & 1 / 3 \text { of all cases }  \tag{2.2}\\ p+\pi^{0} & 2 / 3 \text { of all cases }\end{cases}
$$

The decay of the charged pions gives rise to a neutrino flux:

$$
\begin{align*}
\pi^{+} \rightarrow \nu_{\mu}+ & \mu^{+}  \tag{2.3}\\
& \hookrightarrow e^{+}+\nu_{e}+\bar{\nu}_{\mu} .
\end{align*}
$$

While the Delta resonance process is expected to dominate neutrino production, all standard model $p \gamma$ interactions can contribute. Models of the shape and normalization of the neutrino flux can be categorized as top-down or bottom-up; each approach is outlined in turn below.

### 2.3.2.1 Top-down models

Top-down models yield a neutrino flux prediction by postulating that the total diffuse UHE cosmic ray flux is produced by GRBs. Although the flux must originate from point sources and at specific times, the models provide aggregate predictions averaged in time and over the sky. We refer to these predictions as "quasi-diffuse." These models generally follow the analytical prescription originally provided by Waxman and Bahcall [56]. We begin by considering the energy required for the Delta resonance process to proceed. To model the kinematics in the fireball, we require two special relativistic transformations. The first accounts for the burst's position at a redshift $z$. The second transforms to the frame of the coasting fireball and is parameterized by an average bulk Lorentz factor $\Gamma$ relative to the progenitor, where $100 \lesssim \Gamma \lesssim 1000$. Then, for a given photon energy $E_{\gamma}$ observed at Earth, the energy required for the Delta resonance interaction to
proceed is

$$
\begin{equation*}
E_{p}=\frac{\Gamma^{2}}{(1+z)^{2}} \frac{m_{\Delta}^{2}-m_{p}^{2}}{4 E_{\gamma}} \tag{2.4}
\end{equation*}
$$

If the pion takes on average $1 / 5$ of the available energy, and the final lepton states $e^{+}, \nu_{e}, \nu_{\mu}$ and $\bar{\nu}_{\mu}$ share the pion energy equally, then the resulting neutrino energy is $E_{\nu}=E_{p} / 20$.

The interaction rate as a function of proton energy, and ultimately the neutrino spectrum as a function of neutrino energy, is calculated by integrating over the observed average burst gamma-ray spectrum, using the approximation that most interactions occur near the peak of the $p+\gamma \rightarrow \Delta^{+}$cross section. For sufficiently high $E_{p}$, and hence $E_{\nu}$, any photon can participate, and the neutrino spectrum traces the proton spectrum. At lower energies, the spectrum is harder (less steeply falling with energy) by one power of $E_{\nu}$ because the interaction only takes place for proton interactions with higher energy photons. The value of this first break energy is proportional to $\Gamma^{2}$ and inversely proportional to the average observed gamma-ray break energy. An additional spectral break occurs at higher energies, where intermediate pions and muons are sufficiently boosted, and therefore long-lived, to lose significant energy to adiabatic fireball expansion (steepening the spectrum by $E_{\nu}^{-1}$ ) or synchrotron radiation (steepening the spectrum by $E_{\nu}^{-2}$ ) before producing neutrinos through their decay.

In this dissertation, we provide constraints on neutrino flux models of the form

$$
\Phi_{\nu}(E)=\Phi_{0} \cdot\left\{\begin{array}{lr}
E^{-1} \varepsilon_{b}^{-1} & E<\varepsilon_{b}  \tag{2.5}\\
E^{-2} & \varepsilon_{b} \leq E<10 \varepsilon_{b} \\
E^{-4}\left(10 \varepsilon_{b}\right)^{2} & 10 \varepsilon_{b} \leq E
\end{array}\right.
$$

where $\varepsilon_{b}$ is the first break in the neutrino spectrum; the second break occurs at $10 \varepsilon_{b}$; and $\Phi_{0}$ is the overall normalization. The spectral index of -2 for $\varepsilon_{b} \leq$ $E<10 \varepsilon_{b}$ reflects an assumption that the proton spectrum in the fireball goes approximately as $d N_{p} / d E_{p} \propto E^{-2}$, which is natural under Fermi acceleration and which allows the production of the UHECR flux above the ankle. The soft $E^{-4}$ spectrum above the second break energy reflects an assumption that synchrotron radiation dominates pion and muon energy losses at the highest energies. This assumption produces a lower total neutrino flux prediction compared to cooling dominated by adiabatic fireball expansion, and hence is conservative in the sense that it reduces our chance of overstating the implications of our constraints.

We interpret our results in the context of two top-down models that represent approximate extremes of the neutrino flux that would be expected if GRBs dominate UHE cosmic ray production. Each model depends upon measured values for the cosmic ray flux [57] to establish the neutrino flux normalization as well as the average measured gamma-ray spectral break [46] and an assumed typical bulk Lorentz factor $\Gamma \sim 300$ to establish the neutrino break energies. The simplest case is that of full proton confinement, in which case cosmic rays escape GRBs only as neutrons. In this neutron-escape model, if we maintain that the Delta resonance dominates fireball $p \gamma$ interactions, then equations (2.2) and (2.3) show that every cosmic ray is accompanied by three neutrinos. Our reference for this scenario is taken from Ahlers et al. [58].

On the other hand, the original prescription from Waxman and Bahcall [56] allows protons to escape the fireball freely, and thus the UHE cosmic ray flux is accompanied by fewer neutrinos. To relate the measured cosmic ray flux to a predicted neutrino flux, this case depends on additional assumptions for average burst parameters. One of these is an average GRB isotropic luminosity $L_{\text {iso }} \sim 10^{51} \mathrm{erg} \mathrm{s}^{-1}$. This quantity is calculated by assuming that the energy flux
per time per area at Earth is representative of isotropic emission radiating in every direction from the burst engine. The other is a typical progenitor variability timescale $t_{v} \sim 10^{-3} \mathrm{~s}$, which is inferred from the rate of variation observed in GRB lightcurves. Both $L_{\text {iso }}$ and $t_{v}$ are measured in the frame of an observer on Earth.

### 2.3.2.2 Bottom-Up Models

Top-down analytic models provide a useful benchmark neutrino flux expectation. However, because of strong variation in the observed gamma-ray emission from burst to burst, it is desirable to derive a neutrino prediction on a per-burst basis using all available burst information. This was first done by Guetta, et al [59]. Their prescription is similar to the top-down models described above, but they use per-burst measured gamma-ray spectra and per-burst assumptions for the isotropic luminosity and variability timescale. Then it is assumed that fixed fractions of the total burst energy contribute to electron acceleration $\left(f_{e}\right)$ and proton acceleration $\left(f_{p}=1 / f_{e}\right)$. The baryonic loading $f_{p}$ cannot be measured directly, and so it is typically assumed to take a value that approximately reproduces the Waxman-Bahcall prediction in the limit of large ensembles of bursts.

More recently, significant progress has been made in developing a more complete picture of both the interactions within the fireball [60] and the implications of different cosmic ray escape scenarios [54,55]. While the underlying fireball model has not changed, its relationship to a possible neutrino signal has been clarified. The neutrino modeling improvements are two-fold. First, some corrections to the analytical treatment have been identified [60]. The spectral shape is adjusted by including the difference between the cooling breaks for muons and pions, along with a $(1+z)$ special relativistic transformation for $t_{v}$. The normalization is adjusted due to energy losses of secondary particles and the energy-dependence of the mean free path of the protons, along with some missing factors in the pion pro-
duction efficiency. These analytical adjustments all reduce the expected neutrino flux for given burst parameters, although it should be noted that approximate agreement between the analytical per-burst model and the Waxman-Bahcall prescription can still be recovered by clearly identifying the energy range over which the baryonic loading $f_{p}$ is defined [55] and choosing somewhat larger values for this quantity.

The second improvement is to replace the approximate treatment with a full numerical simulation of the particle physics of $p \gamma$ interactions and particle propagation within the fireball. This method automatically accounts for the corrections listed above, and it was found that the revised analytical prediction agrees well with numerical simulation under the constraint that only $p+\gamma \rightarrow \Delta^{+}$interactions are allowed [60]. However, full numerical simulation accounts for other interaction channels, which enhances the neutrino flux expectation and shifts the spectral shape somewhat due to contributions from all other standard model processes, including multi-pion and kaon production modes.

We evaluate neutrino flux predictions for detailed bottom-up models using a wrapper for SOPHIA [61], a Monte Carlo software package that propagates an ensemble of particles in time according to the standard model. Our version of the program has been modified to account for the magnetic fields in the fireball plasma shells, where the energy in magnetic fields is assumed to be in equipartition with the energy in electrons. We consider three model variants. In the standard fireball scenario, internal shocks occur at a distance from the source determined by the variability timescale and the bulk Lorentz factor:

$$
\begin{equation*}
r_{C} \simeq 2 \Gamma^{2} c \frac{t_{v}}{1+z} \tag{2.6}
\end{equation*}
$$

We consider this scenario along with two alternatives. One is the photospheric
model, in which the dominant neutrino production occurs at a much smaller radius [62, 63]. The other is a Poynting-dominated flux model - Internal Collisioninduced MAgnetic Reconnection and Turbulence, or ICMART - in which internal shocks and particle acceleration take place at a much larger radius [63]. Compared to the standard case, these alternative models produce much larger and much smaller neutrino fluxes, respectively, and therefore give a sense of the scale of model dependence in this experiment.

Our results are presented as exclusion contours in the $f_{p}-\Gamma$ parameter space, where all other parameters are either measured or assumed in the same way as in earlier work [51]. As in the analytic models, the expected neutrino flux scales linearly with the baryonic loading; the assumed value of $\Gamma$, however, adjusts the spectral shape in nontrivial ways. In our parameter space scans, we produce numerically-simulated per-burst spectra in increments of 50 in $\Gamma$. The neutrino spectra for some values of $\Gamma$ and given a benchmark baryonic loading $f_{p}=10$, summed over all 506 bursts included in the present analysis, are shown for each type of model in Figures 2.4 through 2.6. For the standard and photospheric models, we consider the range $100<\Gamma<950$. The normalization decreases and the softening of the spectrum shifts to higher energies with increasing $\Gamma$. Thus the expected $\mathrm{TeV}-\mathrm{PeV}$ neutrino fluence, and ultimately the ability of IceCube to place meaningful constraints, also decrease with increasing $\Gamma$. These effects are stronger for the standard model than for the photospheric model. For ICMART, the dependence on $\Gamma$ is stronger still, so we test this model only for smaller values $50<\Gamma<400$.


Figure 2.4: Summed burst spectra for $f_{p}=10$, with varying $\Gamma$ under numerical simulation of the standard fireball model. In this figure and the following two, the bold segments of the curves indicate the energy range containing $90 \%$ of neutrino events, based on simulation.


Figure 2.5: Summed burst spectra for $f_{p}=10$, with varying $\Gamma$ under numerical simulation of the photospheric fireball model.


Figure 2.6: Summed burst spectra for $f_{p}=10$, with varying $\Gamma$ under numerical simulation of the ICMART model. Note that, because of the stronger dependence on $\Gamma$ relative to the standard and photospheric scenarios, we restrict our attention to smaller values of $\Gamma$ where the predicted neutrino signal is strong enough that we will be able to place meaningful constraints on the model.

## Chapter 3: IceCube

Neutrinos can reach the Earth from distant sources because their extremely low interaction cross section allows them to pass through intervening matter undisturbed. Unfortunately, this means that they rarely interact with matter on Earth as well. Therefore, very large detectors are required to detect astrophysical neutrinos. The IceCube Neutrino Observatory, generally referred to simply as IceCube, is a cubic-km detector deployed deep in the South Pole ice cap. It is the first detector large enough to enable the detection of the predicted neutrino flux from GRBs. An overview of the basic detector structure is shown in Figure 3.1.

IceCube observes neutrinos indirectly by using a hexagonal-prism array of photomultiplier tubes (PMTs) to collect Cherenkov light radiated by energetic charged particles produced by neutrinos when they interact in the ice cap or in the nearby rock. The excellent optical properties of the deep ice and the partial attenuation of the large background flux of downgoing cosmic ray-induced muons motivate the extreme depth of the array. The South Pole glacier is especially useful for the detection of charged current muon neutrino interactions because even product muons originating several km from the instrumented volume can reach the array and be observed. The elongation of muon tracks also enables $\sim 1^{\circ}$ resolution for angular reconstruction.

In this chapter, we discuss the operation of IceCube. We will start with the interaction of neutrinos in the ice and the propagation of the muons they produce. Then we discuss the detector equipment in detail, starting with its modules for detecting Cherenkov light, and finally describing the operation of the array as a whole.


Figure 3.1: Overview of the IceCube Neutrino Observatory. IceCube consists of 86 strings of optical sensors with 60 sensors on each string. Near the center, eight of these strings are more densely spaced and constitute the DeepCore sub-array, which has a lower energy threshold than the rest of the detector. A surface array called IceTop consists of 81 two-tank stations with two optical sensors in each tank. The colored markers at the surface indicate the footprint of each Austral summer deployment season.

### 3.1 Detection Principle

In the standard model, neutrinos interact only via the weak force. Therefore, it is not possible to detect neutrino interactions directly. It is possible, however, to detect the light radiated by the relativistic product particles of neutrino interactions in matter. Figure 3.2 shows the neutrino interactions IceCube can detect. If a neutrino exchanges a $W^{ \pm}$electroweak boson with a quark inside a proton or neutron, a charged lepton is produced and the quark (and the nucleon in which


Figure 3.2: Neutrino interaction Feynman diagrams. In the upper two diagrams, a neutrino or antineutrino exchanges a $W^{ \pm}$boson with a quark, changing the quark's flavor and producing a charged lepton. In the lower diagram, a neutrino or antineutrino exchanges a $Z$ with a quark, imparting some of its energy to that quark.
it is a constituent) changes type. The $W^{ \pm}$has unit charge, and therefore this is referred to as a charged current (CC) interaction. If a neutrino exchanges a $Z$ electroweak boson with a quark, the neutrino imparts some of its energy to the nucleon, but the nucleon does not transmute. Because the $Z$ is neutral, this is referred to as a neutral current (NC) interaction. Any neutrino interaction in ice produces a hadronic shower $\sim 10 \mathrm{~m}$ in length as the recoiling nucleus subsequently interacts with the surrounding matter.

The outcome of CC interactions depends on the neutrino flavor. In CC $\nu_{e}$ interactions, the product electron or positron produces a shower of $e^{ \pm}$and $\gamma$ particles in the same location as the hadronic shower. In CC $\nu_{\tau}$ interactions, the product $\tau$ decays almost immediately. Most $\tau$ decays are hadronic or electronic, and the decay products yield a second shower offset slightly from the first. In CC $\nu_{\mu}$ interactions and a small fraction of $\tau$ decays, however, the product muon travels a kilometer or more through the ice before decaying. The ranges of in-


Figure 3.3: Range of neutrino interaction products in ice as a function of primary neutrino energy. For all interactions, the range increases with energy; however, this dependence is much stronger for muons and taus than for the other channels. Muons travel the farthest for most of IceCube's sensitive energy range. Figure data from [64].
teraction product particles are shown in Figure 3.3. The long range of product muons provides a good lever arm for angular reconstruction and an enhanced effective detection volume since the interaction can occur far outside of the instrumented region. In this experiment, we search for $\nu_{\mu}$ and $\bar{\nu}_{\mu}$ by observing the Cherenkov light from their product muons. We restrict our attention to muons from the northern hemisphere or just above the horizon in the southern hemisphere. In these regions, any well-reconstructed muon track must be associated with a neutrino because the Earth or the ice cap itself will absorb all other cosmic ray induced backgrounds.


Figure 3.4: Distribution of the fraction of incident neutrino energy carried away by the muon as a function of incident neutrino energy, based on simulation (see Section 4.3 for more on simulation). Each blue dot is one simulated neutrino interaction. The black line represents the median value. Solid green lines show $68 \%$ containment of events, and dashed green lines show $90 \%$ containment.

### 3.1.1 Muon Propagation

The muon produced by a CC $\nu_{\mu}$ or $\bar{\nu}_{\mu}$ interaction proceeds through the ice with a fraction of the energy of the incident neutrino. In general, the probability of the muon carrying a large fraction of the neutrino energy increases with neutrino energy; the distribution of initial muon energies is shown in Figure 3.4. Because ice is a dense medium, the muon loses energy continuously through ionization and, above $\sim 300 \mathrm{GeV}$, stochastically through pair production, bremsstrahlung and photo-nuclear interactions. The average rate of energy loss can be approximated as

$$
\begin{equation*}
\frac{d E}{d x}=-a-b E . \tag{3.1}
\end{equation*}
$$

The parameter $a$ is found using the Bethe-Bloch formula [65] which describes the energy losses due to ionization. The parameter $b$ gives the sum of the other energy losses. Both parameters vary with energy; however, in the energy range to which IceCube is sensitive, both $a$ and $b$ can be approximated by constants. The slow variation and relative contributions of these effects are shown by Figure 3.5. We can find the range $x$ of a muon with initial energy $E_{0}$ by integrating (3.1):

$$
\begin{equation*}
x \approx \frac{1}{b} \ln \left(1+\frac{b}{a} E_{0}\right) . \tag{3.2}
\end{equation*}
$$

As the muon propagates through the ice, it polarizes the matter immediately surrounding it. For speeds $v_{\mu}$ greater than the speed of light in the medium $v_{\ell}=c / n$, the polarization adds coherently at an angle $\theta_{C}=\cos ^{-1}\left(v_{\ell} / v_{\mu}\right)$ with respect to the path of the muon. The resulting emission is known as Cherenkov radiation [66], and it is the key to particle detection in IceCube.

### 3.1.2 South Pole Ice

IceCube owes its feasibility to the extreme purity of the South Pole ice; the glacial ice is more pure than any laboratory ice [68]. However, as a naturallyoccurring glacier deposited over thousands of years, it is not perfectly homogeneous. Early measurements showed that at depths shallower than $\lesssim 1.4 \mathrm{~km}$, air bubbles cause the scattering length of light to be very small [69]. This was part of the motivation for deploying IceCube between the depths of 1.4 and 2.4 km .

Proper simulation of IceCube's various backgrounds and potential signals requires detailed knowledge of the optical properties of the ice. The most important of these are the absorption and scattering lengths. LED flashers deployed with the optical modules $[68,70]$ and dust-logging devices [71] have been used to make detailed in situ measurements of the absorption and scattering profiles,


Figure 3.5: Contributions to the average rate of energy loss for muons in ice. Above IceCube's energy threshold, Ionization losses increase slowly with muon energy. Stochastic energy losses, which dominate above $\sim 1 \mathrm{TeV}$, are proportional to muon energy. Figure from [67].
which are shown as functions of depth and light wavelength in Figure 3.6. More recently, ongoing studies using the LED flashers have indicated a small dependence on light propagation direction [70], but the anisotropy is not accounted for in this experiment.

In the instrumented region, the absorption and scattering lengths are wellcorrelated with each other and are determined primarily by the dust concentration in the ice. The larger features are thought to arise from climatic changes that vary the dust concentration in air over time. The most significant feature in both the absorption and scattering profiles occurs at a depth of about 2 km , where a thick dust layer makes any light detection nearly impossible. Transient events such as volcanic emission can result in $\sim$ mm dust layers which do not appear to impact IceCube data.


Figure 3.6: Effective scattering coefficient (left) and absorptivity (right) profiles as functions of depth and wavelength. These coefficients are the inverses of the corresponding scattering and absorption lengths. Figure from [68].

### 3.2 Optical Sensors

IceCube consists of 5160 PMTs housed along with readout electronics and calibration LEDs in glass pressure vessels called Digital Optical Modules (DOMs). The DOMs are mounted on 86 vertical strings with each string holding 60 DOMs. Each string was originally lowered into a column of water produced by a hot water drill, with the local ice later refreezing to produce a narrow column of "hole ice". Deployment took place during the Austral summers of 2004-2005 through 20102011, resulting at the end of each construction season in IceCube configurations with $1,9,22,40,59,79$, and finally 86 strings. Figure 3.7 shows the layout of the detector at the conclusion of each deployment season. Data was taken during construction using the partial detector configurations. In this experiment, we perform the first search for a neutrino signal from GRBs using two new years of data: first year of 86 string operation, IC86-1, and one year using the IC79 configuration. The new dataset is added to the IC40 and IC59 datasets to obtain combined four-year results.


Figure 3.7: Detector layout after each deployment season. This work is the first search for neutrinos from GRBs using the nearly complete IC79 configuration (all but the orange strings) and one year of data from the completed detector, IC86-1.


Figure 3.8: Schematic view of a DOM. Figure from [72].

The completed detector includes 78 strings on which DOMs are 17 m apart and which are laid out on a hexagonal grid, each 125 m from their nearest neighbors. The remaining strings comprise a denser infill sub-detector called DeepCore located in the center of the grid and in the deepest ice. On these strings, DOMs are only 7 m apart. The IceCube Laboratory (ICL), located in the center of the detector's footprint at the surface, communicates with and powers the DOMs by cable. Below, we discuss the details of DOM operation and the calibration of the detector.

### 3.2.1 Contents and Operation

A schematic of the DOM is shown in Figure 3.8. Each DOM's instrumentation and digitization hardware is housed inside a glass pressure vessel built to withstand the extreme conditions in the deepest ice: pressures up to 650 atm dur-
ing freeze-in and 300 atm after freeze-in. IceCube DOMs collect Cherenkov light using 10 inch Hamamatsu PMTs which are discussed in detail in [73]. The PMT consists of a photo-cathode for collecting individual photons, a series of dynode plates held at increasingly high voltages, and finally an anode. The cathode is coupled to the pressure vessel with optical gel. When a photon is incident upon the photo-cathode and ejects an electron, this electron is referred to as a photoelectron (PE). The strong electric field causes the electron to accelerate towards the first dynode, where it ejects many electrons. Each of these is accelerated towards the next dynode, and the process continues until a total of $\sim 10^{7}$ electrons arrive at the anode. The PMT is encased by a mu-metal grid to reduce the curvature of electron paths in the PMT by Earth's magnetic field. The quantum efficiency (QE) refers to the probability of an incident photon producing a PE. IceCube's PMTs are sensitive to wavelengths of $300-600 \mathrm{~nm}$, with a peak QE of $25 \%$ for incident light with a wavelength of 420 nm . The Cherenkov light spectrum is inversely proportional to wavelength, so the intensity is a factor of two larger at the small wavelength cutoff than at the large wavelength threshold.

A transformer is used to couple the anode of the PMT to the DOM mainboard, which is responsible for waveform digitization and other tasks. A block diagram of the mainboard, which is described in detail in [74], is shown in Figure 3.9. A commercial digitizer called the Fast Analog to Digital Converter (FADC) records the PMT waveform at a rate of 40 MHz . For better timing precision and dynamic range, a second type of digitizer, the Analog Transient Waveform Digitizer (ATWD), is used. The ATWD can sample at a rate of 300 MHz , but only for 422 ns , after which it requires $29 \mu \mathrm{~s}$ to digitize and clear. To reduce dead time during digitization, two ATWDs are used in alternation. Two pulses in rapid succession can be digitized simultaneously; in rare cases where three or more pulses occur within $29 \mu \mathrm{~s}$, the first two are saved and others are lost.


Figure 3.9: Block diagram of the DOM mainboard. The PMT, FADC and ATWDs, CPU and FPGA, 20 MHz clock, flasher board, and supporting electronics are shown. Figure from [74].

The three data-taking channels on the ATWD have decreasing gains of 16, 2 and 0.25. When a readout is performed, all saturated channels and the highest-gain non-saturated channel are recorded. A fourth channel on the ATWD can receive various calibration signals.

Each DOM sends data to the data acquisition system at the surface any time the FADC detects a signal above 0.25 PE . This is referred to as a launch. To reduce the noise data rate and the ATWD dead time, full FADC and ATWD waveforms are only recorded if one of the launching DOM's four nearest neighbors also has a launch within $1 \mu \mathrm{~s}$. This condition, observed locally using inter-DOM communication, is referred to as Hard Local Coincidence (HLC). When a DOM launches but HLC does not occur, it is referred to as Soft Local Coincidence (SLC). In this case, the DOM sends only the three FADC samples corresponding to the highest amplitude 75 ns of the waveform.

Launching and communication are coordinated by an on-board CPU that communicates with the other electronics through a Field-Programmable Gate Array (FPGA). Other notable hardware includes a 20 MHz oscillator for precision time-keeping and an LED flasher board used for calibration. Each DOM communicates with its neighbors and to the surface using cables entering the pressure vessel through a "penetrator" carefully designed not to disturb the pressure-resistant properties of the glass sphere as well as to maintain a water-tight seal during freeze-in.

### 3.2.2 Calibration

IceCube's performance is contingent upon many steps of careful calibration. Timing and signal response calibration is required for obtaining self-consistent waveforms that can be used to reconstruct the physical pulses that occurred in the PMT. Geometry calibration, along with timing calibration, is crucial for obtaining the best possible reconstructions of particles passing through the instrumented volume. The calibration procedures used in IceCube are discussed below.

### 3.2.2.1 Timing Calibration

IceCube reconstruction demands extremely precise timing calibration. DOMs keep time using a 20 MHz free-running oscillator. In order to effectively synchronize all 5160 of these clocks, a GPS-disciplined rubidium clock in the ICL provides a master IceCube Time (ICT). Once per second, a Reciprocal Active Pulsing calibration (RAPcal) procedure [74] is used to measure each DOM's clock offset and drift rate with respect to ICT. The timing calibration begins with a 5 ns pulse transmitted from the ICL. The waveform, which is subject to dispersion in transit, is digitized in the DOM. After a fixed delay $\delta$, an identical 5 ns pulse is returned by the DOM and digitized in the ICL. Then the DOM transmits its
timestamp for the arrival of the RAPcal pulse along with the digitized waveform. Because reciprocal hardware is used, the returned waveform digitized in the ICL is identical, within component tolerance, to the one recorded in the DOM. By comparing the two waveforms, the RAPcal system can latch onto the same part of each waveform and directly compare ICT to the DOM time.

The ratio of time intervals between sending consecutive RAPcal pulses, $\Delta T_{\mathrm{ICT}}$, and receiving them, $\Delta T_{\mathrm{DOM}}$, gives the ratio of ICT and DOM clock rates: $\nu_{\mathrm{DOM}} / \nu_{\mathrm{ICT}}=\Delta T_{\mathrm{DOM}} / \Delta T_{\mathrm{ICT}}$. Using the round-trip time $\rho$ between the initial RAPcal pulse and the receipt of the return pulse, the cable transit time $\tau=\frac{1}{2}(\rho-\delta)$ is found. Then the DOM clock offset with respect to ICT is given by $\left(T_{\mathrm{DOM}}-\tau\right)-T_{\mathrm{ICT}}$. This offset varies slowly due to the drift of the DOM's local oscillator. During data taking, timestamps sent by DOM's are converted to ICT using an offset extrapolated from the previous two RAPcal offset calculations.

The sampling rate of the ATWDs is 300 MHz - faster than the 20 MHz clock. When a launch occurs, the ATWD time binning is aligned with the clock and thus with the FADC. The precise sample timing is calibrated by using the fourth channel to digitize the sinusoidal clock signal. This calibration is subject to further correction using the clock frequency ratio found above.

The master ICT is disciplined by GPS and is accurate within $\pm 10 \mathrm{~ns}$ [74]. Thus timing errors are very small compared to the rotation period of the Earth, making it possible to study astrophysical point sources - even fast transients such as GRBs.

### 3.2.2.2 Signal Response Calibration

The PMT and digitizer responses are calibrated periodically by a program called DOMcal which runs on the DOMs' CPUs. For early detector configurations, this was done monthly, but it has since been found that annual DOMcal runs are


Figure 3.10: A typical DOMcal charge distribution. The peak near zero corresponds to the noise floor. The broader peak near 8 pC gives the SPE charge.
sufficient. A variable-voltage pulser on each DOM mainboard produces a PMTlike calibration pulse. The pulser itself is calibrated by finding the smallest voltage which triggers the discriminator. Once the pulser voltage is calibrated, it is used to find the mapping from input voltage to output 10-bit integer for each of the 128 bins on each channel of each ATWD. The pulser is also used to measure more precisely the gain of each ATWD channel (where the nominal gains are 16, 2 and 0.25 ). DOMcal is also responsible for the ATWD sampling frequency calibration mentioned in Section 3.2.2.1. During subsequent data-taking, the perbin calibration is applied not in the DOM but rather as a step during data mass processing.

The response of the PMT itself is then characterized using individual photoelectron events. A typical charge distribution is shown in Figure 3.10. The sharp peak at low charge gives the noise pedestal. The broader peak is the single photoelectron (SPE) charge. This is done for various PMT high voltage settings. For normal operation, the high voltage is adjusted to ensure that the SPE peak corresponds to a gain of $10^{7}$.

### 3.2.2.3 Geometry Calibration

The baseline geometry is determined during deployment. Pressure sensors just above the uppermost and below the lowermost DOMs on a string are used to measure the depths of those points with respect to the water line near the surface. The distance between each DOM is measured as the string is lowered into the hole. Drill position data and conventional surveys of hole locations are used to constrain the horizontal degrees of freedom. These initial conditions give the location of each DOM within 0.5 m . Later, special flasher runs are performed in which some onboard LEDs flash and are observed by other nearby DOMs. The resulting ensemble of transmit-receive time interval measurements is used in a global fit, with the initial survey locations taken as a seed, in order to further constrain the relative positions of the DOMs.

### 3.3 Data Acquisition

Under normal, stable operation, HLC and SLC readouts are constantly being transmitted to the surface. IceCube uses a detector-global data acquisition system to identify potential physics events - i.e., observations of Cherenkov light as opposed to PMT noise - and to prepare event data for initial processing and transmission to the north.

### 3.3.1 Trigger

When DOMs enter an HLC or SLC state, they autonomously transmit waveform data to a DOMHub computer in the ICL. Each DOMHub communicates with and supplies power to one string of DOMs. The Data Acquisition system (DAQ) monitors launches on all DOMHubs, waiting for any of several of conditions that trigger the construction of an IceCube event. This experiment relies on events
passing a simple multiplicity trigger (SMT). Specifically, we use the SMT-8 trigger, which occurs when eight HLC launches are received during a $5 \mu$ s window. The trigger window slides, and any overlapping trigger windows (including those from different triggers designed to target other signal types) coalesce into a single event. The event also includes data from the $4 \mu$ s before and $6 \mu$ s after the time during which at least one trigger condition was met. After $6 \mu$ s during which no trigger condition is satisfied, the event data is finalized, packaged into a data bundle called a frame, and sent to the Processing and Filtering (PnF) system.

### 3.3.2 Processing and Filtering

Even with an overburden of 1.4 km of ice, the large downgoing cosmic rayinduced muon flux causes IceCube's SMT-8 to trigger at a rate of over 2 kHz . While the full dataset is useful for certain analyses, the bandwidth available on NASA's satellites requires that full event data is only sent to the North for a subset of events. Therefore, a series of processing and filtering (PnF) steps are performed first at the Pole and then further in the North. Event reconstruction methods applied in processing will be discussed in detail in Chapter 4, and the use of reconstructed quantities to reject backgrounds will be discussed in Chapter 5. In this section, we discuss the operational aspects of the PnF system.

Each event frame produced by the DAQ is subjected to a set of computationally straightforward initial reconstructions such as an energy proxy consisting of the summed charge recorded in the DOMs and an angular reconstruction that assumes that the trigger was produced by a muon track. Parameters such as reconstructed trajectory, quality of reconstruction, and total collected charge are used to select events that are most likely to be useful in physics analyses. Several filters are in use, each with different physics goals. For events that pass at
least one filter, full waveforms ${ }^{1}$ and initial reconstruction results are sent to the North. For remaining events, only the reconstruction results are sent. Because the same scripts are run for every event, the PnF system distributes processing across a cluster of computing nodes in the ICL. When computing nodes finish processing an event, the event is pushed into a buffer that time orders them before compressing the data for upload.

Full waveform data is written to tape in the ICL for every trigger regardless of filter results. The tape backups are shipped annually to the northern hemisphere for storage. If a serious online processing flaw is discovered, the data can be recovered from these tapes. However, to date this contingency plan has never been used.

All datasets used in this experiment require events to pass the muon filter, which reduces the data rate to 30 Hz . This filter targets high energy downgoing muons and potentially well-reconstructed upgoing muons. A relatively small ( $\sim$ $4 \mathrm{~Hz})$ data stream of the most likely neutrino candidates in that sample is selected by the Online Level 2 filter. These events receive more advanced reconstructions that yield enough information to select a high-purity neutrino-induced upgoing muon sample online. The acceptance of this stream is limited by the availability of CPU time on the processing cluster and the constraint that events requiring more than 30 s to reach the time-ordering buffer must be extremely rare. While the Online Level 2 filter was originally designed for low-latency follow-up of multiplets (spatially and temporally coincident neutrino events), it was also found to be suitable as a starting point for the IC86-1 GRB search.

After the data arrive in the North, a series of "offline" mass processing steps take place. The so-called Offline Level 2 repeats the basic processing chain

[^0]used at the South Pole, but because more computing resources are available, some reconstructions are added or are performed with more seed iterations. Muon-based analyses can take advantage of Muon Level 3, an additional processing pass which reduces the data rate to about 1 Hz before performing additional CPU-intensive reconstructions. This was the starting point for the IC79 GRB search.

### 3.3.3 Experiment Control and Monitoring

Under stable operation, the detector divides data into eight hour runs, with data stored in $\sim 130$ files per run. All filtered data is transfered to servers in the northern hemisphere. Satellite bandwidth is available for a fraction of each day, and barring problems with satellite connectivity, data arrive with a typical latency of $\lesssim 1$ day.

Detector run information is stored in an internal database called IceCube Live. Various statistics such as run status, duration and event count are available at a glance on its web interface. A more detailed monitoring system embedded in IceCube Live allows the detector to be monitored more thoroughly. The stability of the array as a whole is ensured by careful examination of the continuity of trigger and filter rates. Maps of per-DOM launch rates and other parameters are used to identify new or recurring issues with individual DOMs. The monitoring system ensures that any operational problems are corrected quickly. Knowledge of verified stable operation is ultimately synthesized into a "good run list", which enumerates runs that are thought to be reliable and stable for physics analysis. Calibration runs or runs in which unforeseen issues are found are not included in the good run list. Occasionally a run is excluded from this list but is still adequate for certain analyses, such as those of transients like GRBs. For example, if a GRB occurs during a run and, later, a power outage causes several DOMHubs to crash, the detector cannot be considered stable throughout the run but the
data obtained during the GRB is valid for a GRB-neutrino coincidence search. Such runs are carefully reintroduced into analyses when possible.

Most day-to-day detector operation is managed by specially trained personnel temporarily living at the South Pole station. The winterovers, so-called because they stay for a full year including the dark Austral winter, respond to various issues such as crashed computing nodes or failing runs. Sometimes remote login is sufficient to resolve problems; other times hands-on work in the ICL is required.

## Chapter 4: Event Processing

The pipeline from detector data to physical results can be divided into two overarching steps: processing and analysis. Processing, which was introduced in the previous chapter, distills raw data into physical quantities. For a muon track search, this involves reconstructing the originating angle and energy of the muon and providing proxies for the quality of the angular reconstruction. The properties of the muon are needed for the association of any particular event with a GRB. Quality parameters are used to reject the misreconstructed downgoing cosmic ray-induced muons that dominate the IceCube filter rate. Analysis consists of the interpretation of the ensemble of events and will be discussed in detail in later chapters. Here, we describe the processing chain, charting the route from individual DOM readouts to bundles of muon track properties suitable for analysis. Then we describe the generation of simulated datasets representing possible signals and known cosmic ray-induced backgrounds.

### 4.1 Pulse Series Construction

The raw digitized waveforms provided by the FADC and ATWD chips are not immediately useful for testing muon trajectory and energy hypotheses. Instead, the arrival times of photons incident on the photocathode are reconstructed first. This intermediate step produces a series of reconstructed pulses, each of which is parameterized as a time and a number of PEs, for each stable DOM that includes at least one launch within the trigger window. Then subsequent reconstructions of the properties of a muon can be framed much more simply in terms of the likelihood of observing PEs at given locations and times, rather than in terms of the likelihood of producing the complex and extremely detailed observed digitized waveforms.

### 4.1.1 DOM Cleaning

Some DOMs do not participate in reconstruction due to various hardwarerelated issues. Poor communication with the surface, power-up failures, or highcurrent problems can cause a DOM to be marked as bad. Broken local coincidence connections can lead to DOMs that are bad for HLC launches but usable for SLC launches. Sometimes DOMs are found to be bad during operation, but more commonly they are bad ever since deployment. Occasionally, technicians are able to recover DOMs remotely so they can begin or resume data-taking. For IC86-1, $\sim 100$ DOMs ( $\sim 2 \%$ of the array) were marked bad for HLC launches, but $\sim 20$ of these could still produce SLC launches. All data from marked bad DOMs is masked prior to pulse reconstruction.

### 4.1.2 Waveform Calibration

Raw waveforms from remaining DOMs are used to calculate calibrated waveforms. The first step is to subtract the per-bin baseline ADC counts corresponding to zero input voltage. Baselines are measured by forcing DOM launches and averaging the ADC counts for many waveforms, excluding any waveforms consistent with the presence of a pulse within the readout window. Physics waveforms are normalized in units of mV by multiplying baseline-subtracted counts by the perbin gains measured by DOMCal. Then the start times of the waveforms are calculated by correcting for the average transit time of a pulse through the PMT and the different delays introduced by the electronics that precede the FADC and ATWDs. Lastly, since the transformer that couples the PMT to the mainboard acts as a high-pass filter, it introduces droop in the trailing edge of the waveform. A temperature-dependent model of the reaction of the toroid in the transformer is used to correct for this effect in each time bin.

### 4.1.3 Waveform Fitting

An algorithm called wavedeform [75] is used to unfold calibrated waveforms into series of reconstructed pulses. The shapes of the calibrated waveforms are dominated by the shaping functions of the front-end amplifiers (Figure 4.1). The shaping functions are therefore used as templates to form a basis for decomposing the waveforms. The pulse amplitudes and times of arrival are found by finding a set of pulses that combine linearly to provide a good fit to the FADC and the three ATWD channels simultaneously.

Fitting by interference - adding large positive and negative pulses together - would yield unphysical PE counts. Wavedeform avoids this problem by using a Non-Negative Least Squares algorithm in which all coefficients must be positive. In particular, the Lawson-Hanson algorithm [76] is used. The structure of this algorithm also provides a useful mechanism for avoiding overfitting using a large number of small pulses. In each iteration, only one pulse is added: the one which most reduces the error of the fit. The algorithm naturally terminates when adding a positive pulse at any time bin would increase the fit error. In the IceCube processing chain, the fit is terminated early by requiring that the error reduction from adding an additional pulse must be better than a certain threshold. This provides a good balance between representing waveform data well and allowing a physical interpretation of the reconstructed pulses.

### 4.1.4 Pulse Series Cleaning

When the DAQ triggers, there is a window of at least $10 \mu$ s during which all HLC and SLC readouts are stored. This results in the inclusion of unrelated noise readouts which can reduce the quality of particle reconstructions. Therefore, the pulse series produced by wavedeform are subject to a cleaning step which tries to eliminate irrelevant noise readouts. For IC79, this was done by retaining only the


Figure 4.1: ATWD and FADC shaping functions. PMT pulses are elongated to ensure that each pulse covers several digitizer bins. The signal is widened more for the FADC because of its lower sampling rate. The highest-gain ATWD channel is represented here; there are small difference for lower-gain ATWD due to differences in the amplifier chains.
$6 \mu \mathrm{~s}$ of data containing the largest number of pulses. In IC86-1, a more sophisticated approach was used based on the $r$ - $t$ causality condition. This condition is satisfied if a pulse is within 150 m and $1 \mu \mathrm{~s}$ of another. In the seeded $r-t$ cleaning algorithm, only HLC pulses satisfying the $r$ - $t$ condition with other HLC pulses serve as a seed and are certain to be kept. Then other pulses (either HLC or SLC) are considered in three iterations in which pulses are added to the kept set if they satisfy the $r$ - $t$ condition with another pulse that is already in the kept set at the start of the iteration.

### 4.2 Reconstruction algorithms

Armed with pulse series for each DOM contributing data for an event, a series of angular reconstructions are performed using increasingly realistic models of Cherenkov light propagation. Angular reconstructions make use of only the earliest reconstructed pulse time since it is assumed that any later pulses must have been delayed by scattering. More realistic models require more processing time and are more sensitive to the seed, but they provide better angular resolution. The progression used in processing obtains good final results by allowing each reconstruction to take the previous as a seed. Modified angular reconstructions are performed to obtain parameters that can be used to reject poorly-reconstructed backgrounds such as cosmic ray muons passing near the boundary of the instrumented volume and emitting light upwards ("corner clippers") or multiple independent muons passing through the instrumented volume at the same time ("coincident muons"). Finally, additional reconstructions are performed to estimate the uncertainty of the best angular reconstruction and the energy of the muon passing through the detector.

### 4.2.1 LineFit

The initial angular reconstruction obtains an approximate solution quickly by using the unphysical simplifying assumption that the muon produces a plane wave of light traveling in the same direction as the muon. If DOMs at positions $\vec{r}_{i}$ observe first pulses (hereafter referred to as hits) at times $t_{i}$, then a least-squares fit yields the vertex $\vec{r}$ through which the muon passes,

$$
\begin{equation*}
\vec{r}=\left\langle\vec{r}_{i}\right\rangle-\vec{v} \cdot\left\langle t_{i}\right\rangle, \tag{4.1}
\end{equation*}
$$

and its velocity $\vec{v}$,

$$
\begin{equation*}
\vec{v}=\frac{\left\langle\vec{r} \cdot t_{i}\right\rangle-\left\langle\vec{r}_{i}\right\rangle \cdot t_{i}}{\left\langle t_{i}^{2}\right\rangle-\left\langle t_{i}\right\rangle^{2}} \tag{4.2}
\end{equation*}
$$

where angled brackets denote an average over DOMs. The LineFit speed $v=|\vec{v}|$ is useful as a quality parameter, while the vertex location $\vec{r}$ and the direction of $\vec{v}$ serve as an easily calculated seed for subsequent reconstructions.

This method has recently been improved [77] using two enhancements that reduce the impact of highly scattered light. First, the fit excludes any hit for which there exists another hit at least 778 ns earlier within a radius of 156 m . Second, the fit is performed in two iterations, where the first iteration uses a Huber penalty function [78] to give less weight to hits more than 153 m from the muon location at the time of the hit. The final iteration is a standard least-squares fit as described above, but excluding hits that contributed reduced weights or were excluded in the first iteration. The numerical thresholds were tuned using simulated muon events (see Section 4.3 for simulation methods). Compared to a single least-squares fit using all available hits, the resulting ImprovedLineFit reconstruction provides a better seed for more advanced reconstructions and a better quality parameter $v$.

### 4.2.2 Single Photoelectron (SPE) Fit

All more advanced angular reconstructions are based on a maximum likelihood method. If the probability of observing a hit at $\left(\vec{r}_{i}, t_{i}\right)$ given a muon passing through vertex $\vec{r}$ at time $t$ with velocity $\vec{v}$ is given by a probability distribution function (PDF) $P\left(\vec{r}_{i}, t_{i} \mid \vec{r}, t, \vec{v}\right)$ then the likelihood for a pattern of hits $\left\{\vec{r}_{i}, t_{i}\right\}$ is

$$
\begin{equation*}
\mathcal{L}\left(\left\{\vec{r}_{i}, t_{i}\right\} \mid \vec{r}, t, \vec{v}\right)=\prod_{i} P\left(\vec{r}_{i}, t_{i} \mid \vec{r}, t, \vec{v}\right) . \tag{4.3}
\end{equation*}
$$

The most likely muon trajectory is found by minimizing the negative natural logarithm of the likelihood with respect to $\vec{r}, t$ and $\vec{v}$. However, the likelihood has a degeneracy where modifying the vertex passing time $t$ can be compensated for by shifting $\vec{r}$ along the direction of $\vec{v}$. This degeneracy is resolved by fixing the vertex passing time, assuming that $|\vec{v}| \approx c_{\text {vacuum }}$, and expressing the likelihood in terms of the vertex $\vec{r}$ and an angle of incidence with zenith $\theta$ and azimuth $\varphi$ :

$$
\begin{equation*}
\mathcal{L}\left(\left\{\vec{r}_{i}, t_{i}\right\} \mid \vec{r}, \theta, \varphi\right)=\prod_{i} P\left(\vec{r}_{i}, t_{i} \mid \vec{r}, \theta, \varphi\right) . \tag{4.4}
\end{equation*}
$$

This formulation is accommodated by a module called gulliver, which uses a numerical minimizer to find a local optimum given a seed and a hit time PDF. For a very dense brute-force scan of the independent variables $\vec{r}, \theta$ and $\varphi$, this method is the best way to estimate the muon trajectory. Unfortunately, it has some practical drawbacks. In practice, it is too CPU-intensive to cover the entire available 5-dimensional parameter space. Instead, numerical minimizers examine the likelihood behavior in the vicinity of the seed parameters to search for a local optimum. A poor seed may prevent the minimizer from finding the global optimum. Furthermore, a detailed PDF that accounts for the measured inhomogeneous and anisotropic ice properties would be very CPU-intensive and would produce a complex likelihood space that would be difficult for numerical minimizers to navigate.

While recent work has enabled the use of detailed PDFs constructed from spline fits to the measured ice properties (still at a cost of significantly larger processing times), in this experiment we restrict ourselves to a simplified PDF derived from the Pandel function [79]. The geometric quantities involved are displayed in Figure 4.2; the Pandel function is compared with detailed simulations in Figure 4.3.


Figure 4.2: Geometry of light propagating from a muon track to a DOM. Here $\vec{r}_{0}$ is the vertex position elsewhere referred to as $\vec{r} ; \hat{p}$ is the particle momentum, which is parallel to $\vec{v} ; \theta_{C}$ is the angle of Cherenkov light emission with respect to $\vec{v}$; and $d$ is the impact parameter of the muon as it passes the DOM. Figure from [80].

The Pandel function is a modified form of the gamma distribution [81] that gives the time arrival PDF for isotropic monochromatic light propagating through a dense medium. It can be expressed as

$$
\begin{equation*}
p_{\text {Pandel }}(\Delta t)=\frac{(\Delta t)^{d_{\mathrm{eff}} / \lambda-1}}{\Gamma\left(d_{\mathrm{eff}} / \lambda\right)\left(\frac{1}{\tau}+\frac{c_{\text {medium }}}{\lambda_{a}}\right)^{-d_{\mathrm{eff}} / \lambda}} \exp \left[-\Delta t\left(\frac{1}{\tau}+\frac{c_{\text {medium }}}{\lambda_{a}}\right)\right] . \tag{4.5}
\end{equation*}
$$

Here $\Delta t=t_{i}-t_{\text {geo }}$ is the difference between the observed hit time and the time


Figure 4.3: Comparison of the Pandel function (dashed curves) with detailed simulations (black curves) for tracks at two impact parameters $d$ from a DOM. Figure from [80].
expected for an unscattered photon, which can be calculated from the geometry:

$$
\begin{equation*}
t_{\text {geo }}=t+\frac{|\vec{v}| \cdot\left(\vec{r}_{i}-\vec{r}\right)+d \cdot \tan \theta_{C}}{c_{\mathrm{vacuum}}} . \tag{4.6}
\end{equation*}
$$

The Pandel function makes use of the speed of light in the medium $c_{\text {medium }}$ as well as additional numerical parameters $\lambda_{a}=98 \mathrm{~m}, \lambda=33.3 \mathrm{~m}$ and $\tau=557 \mathrm{~ns}$. It also uses an empirical effective impact parameter that accounts for the relative effect of scattering depending the angle $\eta$ between the unscattered light path and the PMT axis:

$$
\begin{align*}
d_{\mathrm{eff}} & =a_{0}+a_{1} d,  \tag{4.7}\\
a_{0} /[\mathrm{m}] & =3.1-3.9 \cos (\eta)+4.6 \cos ^{2}(\eta),  \tag{4.8}\\
a_{1} & =0.84 \tag{4.9}
\end{align*}
$$

For delayed Cherenkov photons, the Pandel function is a good approximation. However, it has two problems for numerical evaluation. It has a pole at $\Delta t=0$ for small impact parameters $d$, and it is zero for $\Delta t<0$. The former represents a
completely unscattered photon. The latter occurs for early noise hits that survived pulse cleaning or for physical hits that fluctuate to earlier time due to PMT timing jitter. These problems are addressed by convolving $p_{\text {Pandel }}(\Delta t)$ with a Gaussian with a width chosen to produce the best reconstructions by accounting for both PMT jitter and the slightly early noise hits which are most likely to survive pulse cleaning.

The single PE (SPE) reconstruction is evaluated by finding the vertex $\vec{r}$ and angle of incidence $\theta, \varphi$ that maximize the likelihood (4.4) for the Gaussiansmoothed Pandel PDF given the observed hits. This setup includes a bias due to the use of the earliest photons with a PDF that was constructed to describe any random photon. Nevertheless, SPE provides better angular resolution than LineFit, and it provides a way of comparing results for different seeds. To guard against the possibility that a poor seed was provided by LineFit, several iterations of SPE are performed in which the vertex is fixed but the angle of incidence is varied significantly throughout the sky. The result is saved for the iteration yielding the best likelihood, and it becomes the seed for the multiple PE fit.

### 4.2.3 Multiple Photoelectron (MPE) Fit

The reconstruction based on the Pandel PDF can be improved by correcting for the biased choice to fit using the first pulse. For each DOM, the PDF is modified according to the total charge $n_{\text {PE }}$ observed by that DOM:

$$
\begin{equation*}
p_{\mathrm{MPE}}(\Delta t)=n_{\mathrm{PE}} \cdot p_{\mathrm{SPE}}(\Delta t) \cdot\left[\int_{\Delta t}^{\infty} p_{\mathrm{SPE}}\left(t^{\prime}\right) d t^{\prime}\right]^{n_{\mathrm{PE}}-1} \tag{4.10}
\end{equation*}
$$

The integral in (4.10) has the potential to make this reconstruction prohibitively expensive computationally, but fortunately some good approximations [82, 83] make the multiple PE fit (MPE) tractable for mass processing. The added com-
plexity makes the behavior of the likelihood more variable than SPE, so the MPE result rarely is far from that of SPE. Therefore, when SPE is far from correct, MPE usually does not help. However, because the MPE PDF is closer to physically correct, MPE tends to improve the reconstruction when SPE does provide a good seed. MPE is the most accurate reconstruction available in the processed datasets used for this experiment.

### 4.2.4 Angular Error Reconstruction

In past work $[6,7]$, the angular error was estimated by evaluating the MPE likelihood in a $4^{\circ} \times 4^{\circ}$ grid around the MPE result and fitting a paraboloid to the optimum. The width of the paraboloid implied the approximate per-event angular uncertainty. For this experiment, however, the IC86-1 dataset was the first to be analyzed. To facilitate a relatively early unblinding of the data and in anticipation of a future near-realtime search, only online reconstructions were used. This required the use of a less CPU-intensive, though less accurate, angular error estimator. For consistency, the same fast estimator was used with the IC79 dataset.

The Cramer-Rao relation gives a lower bound on the true resolution based on the behavior of the per-DOM PDFs near the final fit result. Specifically, it relates the covariance of each track parameter to the inverted Fisher information matrix:

$$
\begin{equation*}
\operatorname{cov}\left(\mu_{m}, \mu_{k}\right) \geq I(\vec{\mu})^{-1} \tag{4.11}
\end{equation*}
$$

where $\vec{\mu}$ represents the five independent track parameters: $x, y$ and $z$ of the vertex plus $\theta$ and $\varphi$ of the reconstructed direction. The Fisher information matrix is given
by

$$
\begin{equation*}
I_{m k}(\vec{\mu})=-\left\langle\left[\sum_{i} \frac{\partial^{2}}{\partial \mu_{k} \partial \mu_{m}}\right] \ln p\left(\Delta t_{i} \mid \vec{\mu}\right)\right\rangle \tag{4.12}
\end{equation*}
$$

where the $i$ represents each hit DOM, $p\left(\Delta t_{i} \mid \vec{\mu}\right)$ is the Pandel-based MPE PDF, and the angle brackets indicate an average over possible values of $\Delta t_{i}$, weighted by $p\left(\Delta t_{i} \mid \vec{\mu}\right)$. We are specifically interested in the Cramer-Rao variances $\sigma_{\theta}^{C R}=$ $\sqrt{\left(I^{-1}\right)_{\theta \theta}}$ and $\sigma_{\varphi}^{C R}=\sqrt{\left(I^{-1}\right)_{\varphi \varphi}}$. We ultimately use a circularized per-event error given by

$$
\begin{equation*}
\sigma_{\nu}=\frac{1}{\sqrt{2}} \sqrt{\left(\sigma_{\theta}^{\mathrm{CR}}\right)^{2}+\left(\sigma_{\varphi}^{\mathrm{CR}}\right)^{2} \sin ^{2} \theta_{\mathrm{MPE}}} . \tag{4.13}
\end{equation*}
$$

Formally, the Cramer-Rao relation holds when the sum in (4.12) is over all DOMs, weighted by the probability of obtaining a hit. However, the implementation used in IceCube simply sums over hit DOMs. Empirically, it was found that this method produces a per-event error estimator with comparable performance to the paraboloid estimate.

### 4.2.5 Bayesian Up/Down Fit

Additional angular reconstructions are performed to obtain useful backgroundrejection parameters. The first of these is the Bayesian up/down fit. We know that IceCube triggers at 2.2 kHz due to downgoing cosmic ray muons; after several steps of background rejection, only $\lesssim 4 \mathrm{mHz}$ of northern hemisphere atmospheric muon neutrinos remain. Therefore, before examining detailed event data there is strong prior knowledge that any given event is very likely to be downgoing. The

Bayesian reconstruction biases the likelihood using a zenith-dependent prior,

$$
\begin{equation*}
p(\theta)=A_{0}(\cos \theta)^{A_{1}} \exp \left(-\frac{A_{2}}{\cos \theta}\right) \tag{4.14}
\end{equation*}
$$

where the numerical constants $A_{0}=2.39655 \times 10^{-7}, A_{1}=1.67721$ and $A_{2}=$ 0.778393 were fit to the observed distribution of downgoing muons and $p(\theta)=0$ in the northern hemisphere. For well-reconstructed upgoing events, forcing a downgoing reconstruction gives a smaller log-likelihood than an unbiased reconstruction. For poorly-reconstructed downgoing events that are initially misreconstructed as upgoing, the biased reconstruction may have a similar likelihood value. Therefore, the Bayesian log-likelihood ratio is useful for rejecting misreconstructed downgoing muons.

Best results are obtained when the delay time PDF matches in the unbiased and biased reconstructions. For IC79, this required four iterations of the biased and unbiased SPE reconstructions. For IC86-1, the online reconstructions only included 2 iterations of each.

### 4.2.6 Split Reconstructions

Another strategy for rejecting poor reconstructions, especially for coincident muons, is to split the observed hits into two groups and repeat the reconstruction. Here we make use of two splits. First, the hits are divided in time. The average time of per-DOM first pulses are found, and the hits are divided into early and late subseries. The second split is based on geometry. Hits are divided by a plane drawn through the center of gravity of all hits and normal to the MPE result. Then for each subseries of hits, LineFit and some iterations of SPE are performed - four iterations in the IC79 Muon Level 3 and two in the IC86 Online Level 2.

### 4.2.7 Energy Reconstruction

The energy of an incoming neutrino cannot be calculated precisely in this search because in general the location of the interaction vertex is not known. Product muons can travel several km through the ice and lose an unknown fraction of their original energy by the time they arrive at the detector. However, the energy of the muon as it passes through the detector can be estimated, providing an approximate lower bound on the neutrino energy.

In this experiment, we use a reconstruction called MuE [84] to do this calculation. As discussed in Section 3.1.1, at energies above $\sim 1 \mathrm{TeV}$, the muon energy is directly proportional to its rate of energy deposition via Cherenkov radiation. The estimate provided by MuE uses an empirically determined parameterization of the photon density along the reconstructed track:

$$
\begin{equation*}
\lambda_{c}=3 \times 10^{4} \mathrm{~m}^{-1} \cdot\left(1.22+1.36 \times 10^{-3}(E / \mathrm{GeV})\right) \tag{4.15}
\end{equation*}
$$

The expected number of photons incident at a DOM is given by this expression along with a function describing the lateral distribution of the photons as a function of distance from the track. At small distances, it is assumed that scattering is negligible, and at large distances a diffusive approximation is used. The two limiting cases are stitched together to provide one smooth function which enters as an additional term in the modified Pandel function used for track reconstruction above. The energy-sensitive log-likelihood is then maximized again, taking the muon energy $E$ to be the independent variable. The best-fit value is taken as a proxy for the neutrino energy in the unbinned likelihood analysis as described in Section 6.1.3.

### 4.3 Simulation

Experimental data from a detector such as IceCube only tell part of the story. In order to interpret the data, we need to know what we would expect the various backgrounds and potential signals to look like. Neutrino and cosmic ray simulations generate data in the same format as actual experimental data so that analyzers can optimize their methods and interpret their results. Most effects pertaining to particle simulation are probabilistic. Therefore, we use Monte Carlo simulation to produce datasets that are representative of possible signals and known backgrounds.

### 4.3.1 Neutrino Simulation

Neutrino simulation is used to study both known atmospheric neutrino backgrounds and potential astrophysical signals. The simulation chain begins with a software package called neutrino-generator which is based on another package called ANIS [85]. The program makes use of neutrino-nucleon interaction cross sections, shown for muon neutrinos in Figure 4.4, from CTEQ5 [86]. It assumes that the Earth can be represented by the Preliminary Reference Earth Model [87], shown in Figure 4.5. Because the cross section is small, it is most efficient to assume a neutrino origin on the Earth's surface and an interaction vertex in or near the detector and then to determine the probability of such an event occurring. The cross section and Earth models are used to find this probability. They also are used to apply energy losses to the neutrino in a random but representative way as it propagates through the Earth.

Once the interaction energy is known, the interaction products are determined according the Standard Model physics of deep inelastic scattering, given the calculated neutrino energy upon arrival at the vertex. Any hadronic or elec-
tronic cascades are assumed to be point-like. Muons produce extended tracks and are discussed below in Section 4.3.3.

All calculations made with neutrino-generator datasets need to account for per-event weights that depend on the randomization parameters - dataset size, volume in which interaction vertices are chosen, etc. - and cross sectiondependent effects in the Earth and ice, in addition to the neutrino spectrum that is being simulated. Neutrino-generator makes this possible using a quantity called OneWeight with units $\mathrm{GeV} \mathrm{cm}^{2}$ sr that encapsulates most of these effects. For a diffuse flux $d \Phi / d E$ and total number of generated events $n_{\text {gen }}$, event $i$ has a weight

$$
\begin{equation*}
w_{i}=\frac{\text { OneWeight }_{i}}{n_{\text {gen }}} \times\left.\frac{d \Phi}{d E}\right|_{E_{i}} . \tag{4.16}
\end{equation*}
$$

The weight $w_{i}$ has units $s^{-1}$, and the sum of weights for a dataset $\sum_{i} w_{i}$ is the rate of neutrino events in Hz . The statistical error on this value is $\left(\sum_{i} w_{i}^{2}\right)^{1 / 2}$.

The standard weighting scheme works well for a diffuse flux from unresolved sources throughout the sky, but in this experiment we search for a signal from point sources with models that give per-GRB differential fluences $d F / d E$ in units $\mathrm{GeV} \mathrm{cm}^{-2}$. We use the standard diffuse datasets to produce pseudo-point source datasets by selecting, for each GRB, events in a circle of radius $\sim 11^{\circ}$ about the burst location and taking up a fraction $f=1 \%$ of the sky. Then the weights are given by

$$
\begin{equation*}
w_{i}=\frac{\text { OneWeight }_{i}}{n_{\mathrm{gen}}} \times \frac{1}{4 \pi f_{c}} \times\left.\frac{d F}{d E}\right|_{E_{i}} . \tag{4.17}
\end{equation*}
$$

Here, $f_{c}$ is the corrected fraction of the sky, which is reduced for GRBs close enough to the horizon that simulated events are only available in part of the circle. For these datasets, $\sum_{i} w_{i}$ is the predicted number of observed neutrinos. The statistical error is again $\left(\sum_{i} w_{i}^{2}\right)^{1 / 2}$.


Figure 4.4: CTEQ5 [86] neutrino-nucleon cross sections for muon neutrinos as a function of neutrino energy. This analysis is only sensitive to muons produced in charged current interactions; however, all possible interactions must be accounted for in determining energy losses and the probability of absorption as the neutrino propagates through the Earth.

In this experiment we use the Honda 2006 [88] form for $d \Phi / d E$ with (4.16) to simulate atmospheric neutrinos, while (4.17) is used to study various proposed neutrino signals from GRBs.

### 4.3.2 Cosmic-Ray Simulation

As we have seen, downgoing cosmic ray-induced muon events comprise the bulk of IceCube datasets prior to significant background rejection. This background is simulated using a software package called CORSIKA [89], which simulates cosmic rays interacting in the upper atmosphere according to the composition and energy spectrum from the Polygonato model [90] as parameterized by [91]. Its output consists of the coordinates and momenta of the resulting shower particles. In IceCube we only track the muons from these showers because no other particle


Figure 4.5: Density profile of the Earth in the Preliminary Reference Earth Model [87]. While this is the most relevant feature for neutrino propagation, the model also includes profiles for pressure, gravity and other parameters.
can reach the detector through the 1.4 km overburden of ice. The treatment of these muons is identical to the products of CC muon neutrino interactions, and is discussed below in Section 4.3.3.

In a transient coincidence analysis, off-time data (away from the time window during which the transient was active) provides a large sample for studying backgrounds even at tight cut levels. Thus, in this experiment, simulation of cosmic ray-induced muons is not crucial to understanding our results. However, because the simulation is done in the same way for cosmic ray and neutrino product muons, ensuring that cosmic ray simulation agrees reasonably well with real data provides a good check of our understanding of the detector and of our simulation methods.

### 4.3.3 Detection Simulation

A software package called Muon Monte Carlo (MMC) [67] is used to propagate muons (and, relevant to some other experiments, taus) through the ice. MMC simulates the muon energy losses discussed in Section 3.1.1. At energies relevant to this experiment, stochastic losses are dominant. The output of MMC is a series of cascades - one for each stochastic energy loss - and a finite bare muon track extent.

Because of the comparable absorption and scattering lengths in ice - both of which vary with depth and wavelength - tracking every photon resulting from a cascade or a muon track is prohibitively computationally expensive. Instead, a tool called Photonics [92] is used to tabulate photon propagation results, accounting for the depth and wavelength dependent ice properties described in Section 3.1.2, for use in simulation. For a given cascade depth, cascade direction and receiver location, Photonics level 1 tables give the expected PE rate as a function of time with respect to an un-scattered ray. Photonics level 2 tables provide this function for semi-infinite bare muon tracks originating at and terminating at each of a grid of vertex locations and track directions. Finite tracks are obtained by subtracting a track originating at the end point from a track originating at the start point. Note that the probability of a photon yielding a PE depends on photon wavelength and PMT quantum efficiency and is already accounted for in the Photonics tables.

The next step in the simulation chain is hit-maker. For each DOM, this module superimposes the Photonics PE-observation time profiles for each cascade (hadronic, electronic, or muon-stochastic) as well as for the bare muon track. The summed PE-observation profile is sampled to produce a series of hits, each of which corresponds to an integer number of PEs. Additionally, hit-maker produces pre-pulses, which are low amplitude early pulses occurring when a photon passes
through the photocathode and initiates a PMT cascade at the first dynode earlier than allowed by the PE drift velocity; late pulses, which occur when electrons reflect off the first dynode and then back off the photocathode before finally producing an ordinary but late PMT cascade; and after pulses, which are produced by atoms and molecules ionized by electrons in the PMT and which have a slower drift velocity because they are so much heavier than electrons. Hit-maker accounts for the PMT time jitter when producing hits. An additional set of hits is added by noise-generator, which simulates Poissonian noise hits.

PMT-simulator turns the series of hits into a raw PMT waveform. This is the true waveform, which is not accessible in real data. DOM-simulator is the module that folds the true waveform with the digitizer response, accounting for calibration details discussed in Section 3.2.2.2. It also tests for crossing of the discriminator launch threshold, and when a launch occurs, it tests for the HLC condition based on nearby DOMs.

From this point on, waveform data is treated analogously to real data. Trigger-sim receives full waveforms for HLC launches and three FADC bins for SLC launches. Triggering logic is applied exactly as it is in the online systems, and the result is event data frames that can be used just like real experimental data. Unlike experimental data, however, simulation data includes information about the true properties of simulated particles. This allows for the estimation of many important performance metrics such as angular resolution, energy resolution, and effective area.

## Chapter 5: Neutrino Selection

In this analysis, we are searching for a neutrino signal in coincidence with gamma-ray bursts in the northern hemisphere. Specifically, we limit the search to the region zenith $>85^{\circ}$ (declination $>-5^{\circ}$ ). In this band, muons produced by cosmic rays interacting in the upper atmosphere are stopped by the intervening matter, while neutrinos may reach the South Pole glacier and produce muons that pass through the detector. Thus, restricting ourselves to this part of the sky has the advantage that we can be confident that any well-reconstructed event pointing back to this region is in fact a neutrino event. The irreducible background for this analysis consists almost exclusively of well-reconstructed atmospheric neutrinos.

IceCube's SMT-8 trigger produces events at a rate of over 2 kHz , but most of these events are well-reconstructed downgoing muons. They are easily rejected from this analysis by cutting on reconstructed zenith angle. A series of additional cuts are required to remove atmospheric muon events that are misreconstructed as upgoing. The most common causes of misreconstructed events are muons passing just outside the detector and emitting light inwards, and coincident muons from separate cosmic ray showers passing through the detector at the same time. In this chapter, we begin by describing the event parameters used to distinguish between well-reconstructed and misreconstructed events. Then we describe the simple initial cuts which reject the most obvious misreconstructed events. Finally, we will discuss an original, custom implementation of boosted and randomized decision tree forests - machine learning methods that allow us to achieve a highpurity final sample comprised almost exclusively of atmospheric (and possibly astrophysical) neutrinos at a rate of $\sim 3.8 \mathrm{mHz}$.

### 5.1 Event Quality Measures

In this section, we discuss event parameters which can be used to distinguish between well-reconstructed and misreconstructed events. Cut parameters fall into three broad categories: fit quality parameters, fit stability parameters, and event topology parameters. Throughout this section, plots of parameter distributions (Figures 5.1 through 5.14) will consist of IC79 data and simulation events remaining after applying the initial data-reduction cuts described in Section 5.2 (the last cuts before machine learning is applied). The distributions are most interesting at this level because the events which are easiest to reject are already cut away. Distributions from IC86 are nearly indistinguishable and are not shown. In each plot, backgrounds are normalized to Hz per bin and plotted against the left vertical axis. These include simulated atmospheric neutrinos ("NuGen Honda2006", see Section 4.3.1), simulated cosmic ray induced muons ("CORSIKA", see Section 4.3.2), the sum of these simulated atmospheric backgrounds ("Total MC"), and off-time data taken when no GRB was taking place ("Testing data"). A highenergy $\left(E^{-2}\right)$ neutrino signal is plotted against the right vertical axis in arbitrary units.

The overall data rate shows a $\sim 50 \%$ excess relative to simulated backgrounds because CORSIKA does not yet reproduce all of the ways in which real data can lead to misreconstructions and survive the initial quality cuts. This is typical for intermediate cut levels in IceCube analyses. Nevertheless, the shapes of the measured and simulated background distributions agree well. This gives us confidence that our simulations are sufficiently realistic to justify tuning the analysis to accept events similar to well-reconstructed simulated neutrinos while rejecting backgrounds characterized by the high-statistics (relative to the small on-time signal window) off-time dataset.

### 5.1.1 Fit Quality Parameters

Each event is reconstructed using LineFit as a first guess; iterations of the SPE maximum likelihood fit for refinement; and an MPE fit which yields a final reconstruction. In each case, the reconstruction yields not only a best-fit track direction, but also some information about how well the resulting direction hypothesis fits the observed light arrival pattern in the detector.

Charged leptons that generate enough light to be detected by IceCube are in general relativistic. The SPE and MPE fits assume a particle moving at the speed of light, but LineFit returns a best-fit velocity. Well-reconstructed events tend to have a LineFit velocity near the speed of light, while misreconstructed events tend to have a lower velocity. The LineFit velocity distribution for data, simulated backgrounds, and simulated signal at intermediate cut level is shown in Figure 5.1.


Figure 5.1: LineFit velocity distributions at intermediate cut level.

The maximum likelihood reconstructions return logl, the negative of the log-likelihood of the fit. These parameters are also measures of the fit quality. However, the parameter is normalized differently depending on the number of DOMs included in the fit. Therefore, we use a reduced log-likelihood parameter. The obvious choice of such a parameter is given by

$$
\operatorname{rlog} \mathrm{l}=\frac{\log \mathrm{l}}{N_{\mathrm{dof}}}=\frac{\log \mathrm{l}}{N_{\mathrm{ch}}-5},
$$

where $N_{\mathrm{ch}}$ is the number of DOMs, or channels, included in the fit, and $N_{\text {dof }}=$ $N_{\mathrm{ch}}-5$ is the number of degrees of freedom in the fit. However, the performance of rlogl as a means to distinguish well-reconstructed events still varies with event energy. It was found that plogl, which is defined as

$$
\operatorname{plog} \mathrm{l}=\frac{\log \mathrm{l}}{N_{\mathrm{dof}}+1.5}=\frac{\log \mathrm{l}}{N_{\mathrm{ch}}-3.5}
$$

performs more consistently across the energy range to which IceCube is sensitive. plogl may be evaluated for any likelihood fit; $\operatorname{plog}_{\mathrm{SPE1}}$, evaluated for the first iteration of SPE fit, appears to provide the best signal-to-background discrimination by a small margin. The distributions of this parameter are shown in Figure 5.2.

After the best fit directional reconstruction is established, either the paraboloid or Cramer-Rao fits are used to estimate the angular uncertainty. These fits probe the depth of the optimum in the reconstruction likelihood space. Thus, the estimated angular uncertainty is also a measure of fit quality. Well-reconstructed tracks tend to have smaller uncertainties. The distributions of the Cramer-Rao error are shown in Figure 5.3.


Figure 5.2: $\operatorname{plog}_{\mathrm{S}_{\text {SPE1 }}}$ distributions at intermediate cut level.

### 5.1.2 Fit Stability Parameters

Stability of the fit result under varied reconstruction hypotheses is another powerful way to discriminate between well-reconstructed and misreconstructed events. The simplest parameter of this type is the angular separation between the LineFit and MPE fit results. LineFit assumes an analytically simple ice model with no scattering, whereas MPE uses a more realistic treatment of absorption and scattering. These fits agree more closely for well-reconstructed tracks than for misreconstructed ones. The LineFit-MPE angular separation distributions are shown in Figure 5.4.

As indicated above, nearly all IceCube events are due to downgoing muons. The Bayesian up/down fit forces a downgoing reconstruction by using a Bayesian prior which harshly penalizes upgoing fits. For well-reconstructed events, this tends to yield a much worse log likelihood. For misreconstructed events, the log


Figure 5.3: Cramer-Rao angular uncertainty distributions at intermediate cut level.
likelihood is only slightly worse. Thus the Bayes ratio is an independent measure of fit stability. Specifically, we use log-Bayes-ratio $=\log _{\text {Bayes }}-\log _{\text {SPE }}$. The distribution of this parameter is shown in Figure 5.5.

One more test of fit stability is done using the split pulse series reconstructions. For a stable track fit, each pair of two pulse subseries yields a pair of reconstructions that agree well with each other. For misreconstructed events, especially coincident events, the pulse subseries fits are not well correlated. Figures 5.6 and 5.7 show the angular separation distributions for the time- and geometry-split pulse series. A related parameter is the minimum zenith of all four split reconstructions. For truly upgoing events, split-min-zenith agrees well with the zenith distribution of the events; for misreconstructed and coincident downgoing events, split-min-zenith tends to fall in the downgoing region. The split-min-zenith distribution is shown in Figure 5.8. Finally, the log-Bayes-ratio can be found for


Figure 5.4: $\Delta \Psi($ LineFit, MPE) distributions at intermediate cut level.
each pulse subseries fit. The split-min-log-Bayes-ratio behaves similarly to the ordinary log-Bayes-ratio; distributions are shown in Figure 5.9.

### 5.1.3 Event Topology Parameters

Parameters describing the distribution of light about the reconstructed track, or the event topology, serve as another discriminator between well-reconstructed and misreconstructed events. Some of these invoke the concept of a direct hit. A direct hit is defined as a DOM in which the first pulse arrives at approximately the expected time given the reconstructed track. In the standard processing used in this analysis, the allowed arrival time for a direct hit is $-15 \mathrm{~ns}<t_{\mathrm{res}}<75 \mathrm{~ns}$. The first topology parameter is $N_{\text {dir }}$, the number of direct hits. A larger number of direct hits suggests a better reconstruction. The $N_{\text {dir }}$ distributions are shown in Figure 5.10.


Figure 5.5: Log-Bayes-ratio distributions at intermediate cut level.

Each DOM used in a track reconstruction can be assigned a position along the track by projecting each DOM radially inward onto the track. The largest distance between these positions for any two direct hits is referred to as $L_{\text {dir }}$, which is a measure of the "lever-arm" of the fit. The $L_{\text {dir }}$ distributions are shown in Figure 5.11. $N_{\text {dir }}$ and $L_{\text {dir }}$ are also combined to form the direct ellipse parameter, which is defined as $\left(L_{\text {dir }} / 60 \mathrm{~m}\right)^{2}+\left(N_{\text {dir }} / 15\right)^{2}$. The direct ellipse distributions are shown in Figure 5.12.

Two more parameters are defined using the track positions of all DOMs used in the reconstruction and located within 150 m of the track. $L_{\text {empty }}$ is the maximum distance along the track in which no such DOMs are found. Well-reconstructed muon tracks typically have relatively smooth light patterns and thus small values for $L_{\text {empty }}$; distributions are shown in Figure 5.13. The separation is the distance along the track between the first and last quartile of DOMs ordered by the time of the first pulse arrival. Separation, like $L_{\text {dir }}$, is a measure of the "lever-arm",


Figure 5.6: $\Delta \Psi($ Time Split 1, Time Split 2) distributions at intermediate cut level.
so larger values correspond to better reconstructions; distributions are shown in Figure 5.14.


Figure 5.7: $\Delta \Psi($ Geometry Split 1, Geometry Split 2) distributions at intermediate cut level.


Figure 5.8: Split-min-zenith distributions at intermediate cut level.


Figure 5.9: Split-min-log-Bayes-ratio distributions at intermediate cut level.


Figure 5.10: $N_{\text {dir }}$ distributions at intermediate cut level.


Figure 5.11: $L_{\text {dir }}$ distributions at intermediate cut level.


Figure 5.12: Direct ellipse distributions at intermediate cut level.


Figure 5.13: $L_{\text {empty }}$ distributions at intermediate cut level.


Figure 5.14: Separation distributions at intermediate cut level.

### 5.2 Initial Data-Reduction Cuts

In this section, we discuss the initial cuts that reduce the data sample from the $>2 \mathrm{kHz}$ SMT- 8 trigger rate to below 1 Hz . This is done in three steps. At the South Pole, the PnF system described in Section 3.3.2 applies the Muon Filter to reduce the data rate to 30 Hz . Then an analysis-level filter is applied. For IC79, the Muon Level 3 filter is applied in the North to reduce the data rate to 0.9 Hz . For IC86-1, we use the Online Level 2 filter, which reduces the data rate to 3.5 Hz at the South Pole. Before transferring the data to the University of Maryland, an additional quality cut is applied to reduce the data rate to just under 0.3 Hz . These cuts yield datasets that are computationally practical to use with machine learning methods while retaining $95 \%$ of simulated signal neutrinos that pass the Muon Filter.

### 5.2.1 Muon Filter

The Muon Filter reduces the data rate to about 30 Hz , yielding a small enough data volume for transfer to the north via satellite. First, the following base cut is applied prior to any maximum likelihood reconstructions:

$$
N_{\mathrm{ch}} \geq 8 \text { and }\left(N_{\mathrm{ch}} \geq 10 \text { or LineFit zenith }>70\right)
$$

Then the SPE1 maximum likelihood reconstruction is performed. For events with $\theta_{\text {SPE1 }}>78.5^{\circ}$, a plogl-like cut is applied. For events with $\theta_{\text {SPE1 }}<78.5^{\circ}$, a zenith-dependent $Q_{\text {tot }}$ cut is applied. For IC79 and IC86-1, the cuts were slightly different; they are summarized below.

- IC79

$$
\begin{gathered}
{\left[\theta_{\mathrm{SPE} 1} \leq 60^{\circ} \text { and } \log \left(Q_{\mathrm{tot}}\right) \geq 0.6 \cos \left(\theta_{\mathrm{SPE} 1}\right)+2.5\right]} \\
\text { or }\left[60^{\circ}<\theta_{\mathrm{SPE} 1} \leq 78.5^{\circ} \text { and } \log \left(Q_{\mathrm{tot}}\right) \geq 3.9 \cos \left(\theta_{\mathrm{SPE} 1}\right)+2.5\right] \\
\text { or }\left[78.5^{\circ}<\theta_{\mathrm{SPE} 1} \text { and } \log _{\mathrm{SPE} 1} /\left(N_{\mathrm{ch}}-2\right) \leq 8.1\right]
\end{gathered}
$$

- IC86-1

$$
\begin{gathered}
{\left[\theta_{\mathrm{SPE} 1} \leq 60^{\circ} \text { and } \log \left(Q_{\mathrm{tot}}\right) \geq 0.6 \cos \left(\theta_{\mathrm{SPE} 1}\right)+2.6\right]} \\
\text { or }\left[60^{\circ}<\theta_{\mathrm{SPE} 1} \leq 78.5^{\circ} \text { and } \log \left(Q_{\mathrm{tot}}\right) \geq 3.9 \cos \left(\theta_{\mathrm{SPE} 1}\right)+2.6\right] \\
\text { or }\left[78.5^{\circ}<\theta_{\mathrm{SPE} 1} \text { and } \operatorname{logl}_{\mathrm{SPE} 1} /\left(N_{\mathrm{ch}}-3\right) \leq 8.7\right]
\end{gathered}
$$

The stream of events passing these cuts are transferred via satellite to the data warehouse at the University of Wisconsin (UW) Madison, where they can be accessed for further processing and analysis.

### 5.2.2 Analysis Level Filter

At the time of the development of the IC79 analysis, muon-channel offline processing at UW-Madison had already reached an advanced stage. The Muon Level 3 processing builds upon the offline Level 2. At this point, the final MPE reconstruction is complete, so we can restrict our focus to upgoing events which are useful in this analysis. The following cut is applied before running the final reconstructions:

Direct Ellipse $>2$ and $\operatorname{plogl}_{\mathrm{MPE}} \leq 12$ and Separation $>0$ and $L_{\text {empty }} \leq 500$ and $\Delta \Psi(\mathrm{SPE} 4, \mathrm{MPE}) \leq 50^{\circ}$.

This cut reduces the data rate to 0.9 Hz , with a $98 \%$ efficiency with respect to the muon filter for an $E^{-2}$ spectrum for events reconstructed within $3^{\circ}$ of the true direction based on simulation.

At the time of the development of the IC86-1 analysis, the offline processing was not yet ready for use. However, we were able to make use of the Online Level 2 stream produced by PnF at the South Pole for use in the gamma and optical rapid follow-up programs. The following cut is applied before running the final reconstructions:

$$
\theta_{\mathrm{SPE} 1}<75^{\circ} \text { and }\left\{\log _{10} Q_{\mathrm{tot}}>3.3-1.3\left(\theta_{\mathrm{SPE} 1} / 1.309\right)^{6}\right\}
$$

or

$$
75^{\circ} \leq \theta_{\mathrm{SPE} 1}<80^{\circ} \text { and }\left\{\log _{10} Q_{\mathrm{tot}}>1.95 \text { or rlogl } \mathrm{l}_{\mathrm{SPE} 1}<7.3\right\}
$$

or

$$
\begin{aligned}
& 80^{\circ} \leq \theta_{\mathrm{SPE} 1} \text { and }\left\{\log _{\mathrm{SPE} 1} /\left(N_{\mathrm{ch}}-2\right) \leq 7.3 \text { or } N_{\mathrm{ch}}>70\right. \\
& \\
& \left.\qquad \text { or }\left[\left(L_{\mathrm{dir}}\right)_{\mathrm{SPE} 1} / 180\right]^{2}+\left[\left(N_{\mathrm{dir}}\right)_{\mathrm{SPE} 1} / 10\right]^{2} \geq 1\right\} .
\end{aligned}
$$

This cut reduces the data rate of upgoing-reconstructed events to 3.5 Hz , with a $98 \%$ efficiency with respect to the muon filter for an $E^{-2}$ spectrum for events reconstructed within $3^{\circ}$ of the true direction based on simulation.

### 5.2.3 Basic Quality Cut

After the analysis level cuts, there is still room for very simple cuts to substantially reduce the background rate while preserving the majority of well-
reconstructed simulated signal events. The purpose of these cuts is to allow the decision tree forests described below in Section 5.3 to work only on the most difficult backgrounds.

For IC79, the following cut was applied to events which passed the Muon Level 3:

$$
\operatorname{plog}_{\mathrm{SPE} 1}<9 \text { and } \Delta \Psi(\text { LineFit }, \mathrm{MPE})<30^{\circ} \text { and Cramer-Rao error }<180^{\circ} .
$$

For IC86-1, the following cut was applied to events which passed the Online Level 2:

$$
\operatorname{plogl}_{\mathrm{MPE}}<8.25 \text { and } \Delta \Psi(\text { LineFit }, \mathrm{MPE})<30^{\circ} .
$$

### 5.3 Neutrino Level Cut

After the cuts described in the previous section, the data rate is under 1 Hz , but most remaining events are still misreconstructed cosmic ray muon events. We seek to retain well-reconstructed upgoing events only, while rejecting all others as backgrounds. This is a binomial classification problem. Recently, decision tree forests [93] have emerged as a popular classification strategy. A custom, hybrid Python-C++ decision tree forest implementation called pybdt was developed for this analysis and is now used in several IceCube analyses. In this section, we describe decision tree forests in detail. While decision tree forests may be used for multinomial or continuous classification (i.e. regression), we will restrict our attention to binomial classification.

### 5.3.1 Decision Trees

A decision tree consists of a binary tree with a cut on one parameter specified at each node except the leaf nodes, which have no child nodes. A leaf node may be either a signal leaf or a background leaf. The rest of the nodes may be referred to as split nodes. An event of unknown class is classified by tracing its path through the tree until a leaf node is reached. An example decision tree is shown in Figure 5.15.


Figure 5.15: An example decision tree.

Decision trees are generated by a process called training, discussed in detail below; event ensembles of known class are split into training and testing samples, where the former is used to construct trees and the latter is used to validate them. The tree in Figure 5.15 was constructed for a toy dataset in which events are characterized by three parameters $a, b$ and $c$. In the figure, split nodes are
indicated by rectangles and leaf nodes are indicated by ellipses. For split nodes, the cut parameter name and value are shown. The value $p$ is the signal purity: the ratio of signal weight $\left(w_{S}\right)$ to total signal + background weight $\left(w_{S}+w_{B}=W\right)$ for training sample events passing through a given node. The class of each leaf node is determined by its signal purity. If $p \geq 1 / 2$, it is a signal leaf; otherwise, it is a background leaf.

### 5.3.1.1 Decision Tree Training

Decision tree training is a recursive process. At a given node, starting with the root node, an ensemble of signal training events and background training events remains. The separation at a node is given by the gini separation criterion: $S_{G}(p)=p \cdot(1-p)$. For any proposed split, some signal and some background events will descend to the left and to the right. If the purity and total weight in the left and right nodes are $p_{L}, W_{L}, p_{R}$ and $W_{R}$ respectively, then the separation gain is given by

$$
\Delta S=W \cdot S_{G}(p)-W_{L} \cdot S_{G}\left(p_{L}\right)-W_{R} \cdot S_{G}\left(p_{R}\right)
$$

Each event parameter is histogrammed, and the algorithm considers placing a cut at each bin boundary in each histogram. The cut which yields the largest separation gain $\Delta S$ is selected.

The use of the gini separation gain is illustrated for toy cut parameter distributions in Figure 5.16. The red curve shows the separation gain for a possible cut at each histogram bin boundary. The optimal cut is given by the peak of the red curve, which sits between the signal and background distributions. Training at a given node can be visualized as finding the overall maximum of the separation gain curves for all event parameters.


Figure 5.16: Cut selection using the gini separation gain.

Once an optimal cut is selected, the algorithm repeats recursively on the left (less than the chosen cut value) and right (greater than the chosen cut value) subsamples. Training continues until one of the following stopping criteria is reached:

- The user-specified maximum tree depth is reached.
- A node has either only signal or only background training events remaining.
- The best available split would result in a node with less than a user-specified minimum number of events remaining.


### 5.3.2 Boosted and Randomized Decision Tree Forests

The performance of a single decision tree is limited by its depth and the degree to which its training samples represent the true underlying distributions.

Without making many levels of cuts, less-typical events will be misclassified by any given tree. However, very deep trees have the drawback that they are finelytuned to the details of the less-typical events in the training sample such that their performance on testing or unknown samples is not consistent with their performance on the training sample. This is referred to as overtraining.

In order to achieve better signal-background separation without incurring overtraining, decision tree forests are used. A forest consists of many decision trees - hundreds are used in this analysis - each with a weight $\alpha$. A forest yields a score on the interval $[-1,+1]$ rather than a discrete signal or background classification. It is up to the analyzer to select a cut on this score which gives the appropriate signal efficiency and background rejection for their analysis. Each tree in the forest yields a score of either +1 for signal or -1 for background for any event. The forest score for an event $i$ is a weighted average of its scores from each tree $m$ :

$$
-s_{i}=\frac{\sum_{m} \alpha_{m} \cdot\left(s_{i}\right)_{m}}{\sum_{m} \alpha_{m}}
$$

The trees in the forest differ because they are trained under slightly different conditions. Two techniques are commonly used for this purpose: boosting and randomization. One or both of these may be used to generate a forest.

### 5.3.2.1 Boosted Decision Tree Forests

Boosted decision tree forests ${ }^{1}$ are generated by adjusting the relative weights $w_{i}$ of training sample events in between each individual tree training. This process is called boosting because it "boosts" the weights of misclassified training events.

[^1]In pybdt, the AdaBoost algorithm [94] is used. After a tree is trained, we compare the training sample scores $s_{i}$ (either +1 or -1 for each event) with the known event identities $y_{i}$. We define a function to indicate whether an event is classified incorrectly: $I(s, y)=0$ if $s=y$ and 1 otherwise. Then we calculate the error rate for the tree:

$$
e=\frac{\sum_{i} w_{i} \cdot I\left(s_{i}, y_{i}\right)}{\sum_{i} w_{i}}
$$

and the boost factor for the tree:

$$
\alpha=\beta \cdot \ln \left(\frac{1-e}{e}\right) .
$$

Here, $\beta$ is a user-specified boost strength (typically between 0 and 1 ). The weights are adjusted using this boost factor:

$$
w_{i} \rightarrow w_{i} \cdot e^{\alpha \cdot I\left(s_{i}, y_{i}\right)} .
$$

Then the weights are renormalized so that $\sum_{i} w_{i}=1$. The new weights are used to train the next tree. After that, the weights are boosted yet again. Boosting is cumulative; the weights are never reset to their original values. When boosting is used, the per-tree weights used for scoring are the boost factors $\alpha$.

It is interesting to note that when boosting is used, the most important trees for rejecting the bulk of the background are the first few that are trained. The tree weights as a function of tree number are shown in Figure 5.17. As the individual event weights are more and more distorted, the trees become specialized on difficult classes of events. Thus the bulk of events are handled well by a small number of higher weighted trees, and the more difficult ones are handled by a large number of lower weighted trees.


Figure 5.17: Decision tree weights as a function of tree number. The red dots indicate trees with negative weight. This is only possible when randomization (discussed in Section 5.3.2.2) is used.

### 5.3.2.2 Random Decision Tree Forests

Random decision tree forests, also known simply as random forests, are generated by using randomization rather than boosting to differentiate trees. Often, either boosting with no randomization or randomization with no boosting is used. However, there is no technical reason that these techniques cannot be combined, and the implementation in pybdt allows the user to use both if desired. Two types of randomization are available in pybdt:

Cut parameter randomization. The user provides an integer num_cut_variables, which must be less than the total number of event parameters being used. Then during training, at each node, only this many parameters are randomly selected to be considered for choosing a split.

Training event randomization. The user provides a fraction frac_random_events between 0.0 and 1.0. Then during training, for each tree, only this fraction of the full training sample is randomly chosen to be used for training.

Random forests are naturally less prone to overtraining than boosted decision tree forests because every tree is trained under different conditions. Randomization may also be used as a way to reduce overtraining in boosted decision tree forests.

When randomization is used and boosting is not, each tree in the forest receives equal weight in determining the score of an event.

### 5.3.2.3 Pruning

Overtraining can arise asymmetrically within a given decision tree. After some split, one branch of the tree may contain additional useful splits, while the other disproportionately contains less productive splits that are over-tuned to the training samples. Therefore, it can be useful to prefer a larger maximum depth and to remove parts of trees that add little discrimination power compared to the tree complexity they add. This is referred to as pruning [95]. When a decision tree is pruned at some node, its child nodes are destroyed. The node becomes a leaf whose class is determined by the signal purity as described in Section 5.3.1.1.

In pybdt, a very simple same leaf pruning algorithm is automatically applied by default. This algorithm searches for split nodes for which each child node is a leaf. If both leaves are of the same class, the tree is pruned at that split. This is repeated until no such splits remain.

Next, cost complexity pruning may be applied. This algorithm identifies subtrees that add more leaves but not much separation. It defines a pruning sequence in which the first step prunes the most expendable subtree, and the last step would leave only the root node. The user provides a pruning strength: the percentage of the pruning sequence to execute.

At each step, the next node to prune is determined as follows. For each split node, the weighted separation gain $g=W \cdot S_{G}$ is calculated. Then the pruning cost $\rho=\left(g-g_{L}-g_{R}\right) /\left(n_{\text {leaves }}-1\right)$ is found. Here $L$ and $R$ refer to the left and right child nodes, and $n_{\text {leaves }}$ is the total number of leaves in the subtree below this split. The split node with the smallest $\rho$ is pruned next. Since this changes the number of leaves, the pruning costs are recalculated at each step before picking the next node to prune. The entire pruning sequence is calculated on a copy of the tree before executing the pruning sequence on the actual tree.

### 5.3.3 Final Sample

For both IC79 and IC86-1, the final sample is found by applying a cut on the decision tree forest score. Score distributions for IC79 and IC86-1 are shown in Figure 5.18. For each configuration, many classifiers are tested using simulated datasets along with off-time data - events which occurred at least two hours from any Northern hemisphere GRB. Once a classifier is chosen, the value of the score cut is determined using the discovery potential, which is described in Section 6.3.4. Below, the classifier selection and the performance of the final samples are discussed.

### 5.3.3.1 IC86-1 Classifier

We begin with IC86-1, which was analyzed earlier. For that detector configuration, the behavior of the boosted decision tree training parameter space was probed using a grid search of three parameters. Each forest had 400 trees, and each split was chosen by considering 20 evenly spaced cut values of each variable. Maximum depths of $2-4$, boost strengths $\beta$ of 0.1 to 0.5 , and pruning strengths of $0-20 \%$ were tested.

Our goal is to make a quantitative comparison of the performance of slightly


Figure 5.18: Score distributions for IC79 (top) and IC86-1 (bottom). The left and right plots use linear and log vertical scales, respectively. Background is studied using off-time data as well as simulated atmospheric neutrinos ("NuGen Honda2006") and muons ("CORSIKA"). The sum of the atmospheric backgrounds is shown in green and compared to off-time data in the plots adjoined below. All backgrounds are normalized to Hz per bin on the left vertical axis; a possible $E^{-2}$ signal neutrino population is normalized in arbitrary units on the right vertical axis. Data and simulated backgrounds agree well near the final cut values (indicated by dashed vertical lines); agreement is less correct for lower scores and more difficult to measure due to a small number of surviving events for very high scores.
different classifiers. Normally, we would use the full unbinned likelihood analysis described in Section 6.3.4 to calculate discovery potentials, but for comparing a large number of classifiers this method is too computationally expensive. Instead, we follow the prescription in [96] to calculate a proxy for the discovery potential as a function of score cut for each classifier by treating the search as a simple counting experiment. We suppose that the signal window is $1 \%$ of the Northern hemisphere
with total on-time window of 7000 s . The expected number of background events $\mu_{b}$ falling in this window is therefore the data rate $\times 0.01 \times 7000 \mathrm{~s}$. The signal is approximated as an $E^{-2}$ spectrum with an arbitrary but fixed normalization; the expected number of signal events $\mu_{s}$ is taken to be simply one second times the signal rate based on simulation.

Poisson statistics are used to find the least detectable signal $\mu_{\text {LDS }}$, which is the expected number of signal events giving a total expected number of events $\mu_{\mathrm{LDS}}+\mu_{b}$ that, in $90 \%$ of experiments, would yield a $5 \sigma$ upward fluctuation in the number of observed events relative to the background-only expectation of $\mu_{b}$ events. The background-only and signal+plus+background distributions are

$$
\begin{equation*}
P_{\text {Poisson }}\left(N ; \mu_{b}\right)=\frac{\mu_{b}^{N}}{N!} \cdot \exp \left(\mu_{b}\right), \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\text {Poisson }}\left(N ; \mu_{s}+\mu_{b}\right)=\frac{\left(\mu_{s}+\mu_{b}\right)^{N}}{N!} \cdot \exp \left(\mu_{s}+\mu_{b}\right) \tag{5.2}
\end{equation*}
$$

respectively. The observed number $n_{5 \sigma}$ of events constituting a significant upward fluctuation is found by numerically solving

$$
\begin{equation*}
P_{\text {Poisson }}\left(\geq n_{5 \sigma} \mid \mu_{b}\right)<5.73 \times 10^{-7}, \tag{5.3}
\end{equation*}
$$

and the least detectable signal is found by numerically solving

$$
\begin{equation*}
P_{\text {Poisson }}\left(\geq n_{5 \sigma} \mid \mu_{\mathrm{LDS}}+\mu_{b}\right)=10 \% \text {. } \tag{5.4}
\end{equation*}
$$

Finally, the discovery potential, which is also a function of score cut, is given by $D=\mu_{\mathrm{LDS}} / \mu_{s}$. The result for the chosen classifier is shown in Figure 5.19. This
function quantifies the feasibility of obtaining a significant result, and therefore it decreases with decreasing $\mu_{b}$ and increases with decreasing $\mu_{s}$. Because the classifiers are trained to assign signal events higher scores, there is an optimal score cut value which minimizes $D$. However, the precise coordinates of the optimum are subject to fluctuations because the Poisson probability distribution function used to calculate $\mu_{\text {LDS }}$ is only defined for integer event counts, yielding a ragged curve for $D$. Nevertheless, stronger classifiers tend to produce smaller minimum values of $D$.


Figure 5.19: Discovery potential proxy as a function of final score cut value for the classifier used for IC86-1. The curve is ragged due to the use of the Poisson probability distribution, which is only defined for integer event counts, in the calculation of the least detectable signal.

The dependence of the discovery potential proxy on training parameters is shown in Figure 5.20. Fluctuations in the discovery potential obscure the results somewhat, but the general trend is that the power of the classifier increases with tree depth and is relatively independent of the boost strength and pruning strength. We expect deeper trees to improve classification by providing more op-
portunities to explore the event feature space, so this trend is intuitive. However, deeper trees also introduce overtraining. For forests trained with a maximum tree depth of 4, a significant data/MC disagreement emerged for moderately high scores. The classifier went beyond discriminating between well-reconstructed and misreconstructed events, and it started to expose small but non-negligible differences between simulated and real events. Overtraining persisted even for large pruning strengths, so ultimately the maximum tree depth was set to 3 . The pruning strength was also increased to $30 \%$ to further reduce overtraining. The boost strength was set to 0.5 .

The performance of the selected classifier can be quantified in a number of ways. The signal efficiency as a function of neutrino energy is shown for a range of score cuts in Figure 5.21. The optimal cut is found using the unbinned likelihood method described in the next chapter (see Section 6.3.6 for cut optimization specifically). For IC86-1, the cut was set at score $>0.15$. The angular resolution for the resulting selection is shown in Figure 5.22. These plots both show improving performance with increasing energy until $\sim 10 \mathrm{PeV}$, beyond which performance degrades slightly. This is due to worse performance of the MPE reconstruction at ultra-high energy. Finally, the effective area as a function of energy, which can be convolved with a neutrino spectrum to obtain an event rate, is shown for different zenith bands in Figure 5.23.

Because the signal window is very small in time and space, this event selection tolerates more background and less thorough data processing than selections used in other analyses such as the search for clusters of northern muon neutrinos from astrophysical point sources [97]. We obtain a larger signal efficiency and effective area with only a very moderate penalty in the neutrino purity (simulated estimate of the ratio of the atmospheric neutrino rate to the total atmospheric neutrino plus atmospheric muon rate) and in the angular resolution.


Figure 5.20: Dependence of the discovery potential (labeled MDP here for "model discovery potential") on the boost strength (top), maximum tree depth (center) and prune strength (bottom).


Figure 5.21: IC86-1 efficiency as a function of neutrino energy for a range of score cut values. The final optimized cut is highlighted in bold. The legend indicates overall efficiency with respect to the muon filter for well-reconstructed events with an $E^{-2}$ spectrum, the data rate in mHz , and the purity of the sample estimated from simulation as the simulated atmospheric neutrino rate to the total atmospheric neutrino plus atmospheric muon rate.


Figure 5.22: IC86-1 angular resolution as a function of energy. Specifically, we calculate the median opening angle between the true and reconstructed neutrino origin for simulated events. Note that the weaker performance at lower energies is due to both the small number of DOMs participating in reconstructions and the opening angle between the product muon and neutrino that produced it.


Figure 5.23: IC86-1 effective area as a function of energy for different zenith bands. Near the horizon $(\cos \theta \approx 0)$, the effective area is strictly increasing with energy. Closer to the North Pole, it reaches a peak and starts to decrease as absorption of neutrinos inside the Earth begins to dominate.

### 5.3.3.2 IC79 Classifier

The IC79 search was performed after the analysis of the first year of data from IC86. As a result, we were able to use lessons learned in earlier work to streamline the selection of an optimal or near-optimal decision tree classifier. Specifically, we seek to maximize the tree depth while avoiding overtraining. We do not, however, probe the training parameter space in detail. Any of a wide range of parameter choices will extract nearly all useful information from the processed data. The fine-tuning of most training parameters offers only very small improvements, typically within statistical errors.

One important improvement in the IC79 analysis chain was the addition of randomization features to pybdt. While the use of boosting and randomization together is unconventional, it addresses a few challenges encountered in the development of the IC86-1 classifier. Most importantly, it greatly reduces the tendency of deep trees to be overtrained even when the pruning strength is reduced. It also reduces the required number of trees and produces smoother score distributions (see again Figure 5.18).

The final classifier for IC79 used 300 trees with a maximum depth of $5.30 \%$ of training events were used to train each tree, and 8 event features were considered at each node. The boost strength was set to 0.3 and the prune strength was set to $25 \%$.

During the optimization of the final cut, we found that near the horizon there was a background of high energy misreconstructed events represented poorly by atmospheric muon simulation. The overall rate of these events was low, causing them to be largely ignored by the decision training algorithm. However, as we will see in Section 6.1.3, good data/MC agreement is essential in the high-energy tail because otherwise we cannot use atmospheric neutrino simulation to extend the background energy PDF. We addressed the disagreement by boosting the input
training weights of off-time data events with reconstructed energies larger than 10 TeV according to $w_{i} \rightarrow w_{i} \cdot(\mathrm{MuE} / 10 \mathrm{TeV})^{2}$. This modification significantly reduced the poorly simulated background with no observable effect on the bulk of the datasets.

Using the full unbinned likelihood method described in the next chapter, the final cut for IC79 was set at score $>0.20$ (see Section 6.3.6). The signal efficiency, angular resolution and effective area of the IC79 final selection are shown in Figures 5.24 through 5.26. The behavior is generally similar to that of the IC86-1 selection, but there are some noteworthy differences. The signal efficiency is a flatter function of energy because, while the online level 2 selection used with IC86-1 was optimized for very high energies, the muon level 3 used with IC79 was developed specifically for a broad energy acceptance. The angular resolution is slightly better for IC79, especially at ultra-high energies, because offline processing can tolerate the performance of more reconstruction iterations. The effective area is very slightly smaller in IC79.


Figure 5.24: IC79 efficiency as a function of neutrino energy for a range of score cut values. The final optimized cut is highlighted in bold. The legend indicates overall efficiency with respect to the muon filter for well-reconstructed events with an $E^{-2}$ spectrum and the data rate in mHz . The purity (not shown) is comparable to that of IC86-1.


Figure 5.25: IC79 angular resolution as a function of energy.


Figure 5.26: IC79 effective area as a function of energy for different zenith bands.

## Chapter 6: Unbinned Likelihood Analysis

The final event sample in this experiment consists largely of atmospheric (and possibly some astrophysical) muon neutrinos. Determining which, if any, are correlated with GRBs is an inversion problem. We would like to know the strength of the hypothetical signal, but because we expect occasional accidental correlations between atmospheric neutrinos and GRBs, we need a method that estimates the most likely signal strength given any particular observed ensemble of events.

One possible approach would be to conduct a simple counting experiment similar to the toy experiment used for cut optimization in the previous chapter. Any event is either inside or outside of the signal bin; for a GRB search, this would typically be a spatial and temporal window for each burst [51, e.g.]. Signal bin events are counted, and the significance of the observation relative to the expectation from background is determined using the Poisson distribution.

In this search, as in other recent Icecube GRB searches [6,7], we instead use an unbinned analysis. Rather than placing a hard cut at the boundary of the signal region, we make estimate the probability of each individual event arising from signal or background. In this chapter, we develop these probability distribution functions (PDFs), the test statistic which gives the signal strength of the ensemble of events, and a frequentist statistical method for calculating the significance of an observed or simulated signal relative to the background expectation.

### 6.1 Probability Distribution Functions

IceCube events contain three main features which may be used to distinguish statistically between atmospheric backgrounds and a possible high-energy neutrino fluence from GRBs: time of arrival, reconstructed direction, and recon-
structed energy. These are discussed in turn below.

### 6.1.1 Time PDFs

The most straightforward PDF is the time PDF. Signal events are expected during the gamma emission, while background events are expected to be evenly distributed regardless of burst timing. Some models make detailed predictions for the neutrino "light curve"; however, the total fluence is so low that IceCube has no sensitivity to the time profile of neutrino arrival. Therefore, we assume a signal time PDF that is constant during the $T_{100}$ for each burst. In order to have some sensitivity to events just outside the gamma measurement window and to soften the edges of the time bin to account for possible small errors in time measurement, the signal time PDF falls to zero with a Gaussian profile outside of $T_{100}$. The width $\sigma_{T}$ of the Gaussian is set to the $T_{100}$ of the burst, unless $T_{100}$ is outside of the range $[2,30]$ seconds, in which case the width is set to the nearest edge of this range. The Gaussian is truncated ${ }^{1}$ at $4 \sigma_{T}$ before $T_{1}$ and after $T 2$, so the total width of the on-time window, and the domain for which the time PDFs are normalized, is $T_{\text {search }}=T_{100}+8 \sigma_{T}$. The time PDF ratio as a function of event time offset from burst T1 is shown in Figure 6.1 for sample burst durations of 0.5, 20 , and 100 s .

### 6.1.2 Direction PDFs

Signal events are expected to originate from the burst location in the sky, within the reconstruction uncertainties of the burst and the neutrino. Previous searches have used a circular two-dimensional Gaussian signal direction PDF. In those searches, the Gaussian had a width of $\sigma_{\text {direction }}=\sqrt{\sigma_{\nu}^{2}+\sigma_{\text {GRB }}^{2}}$. In light of

[^2]

Figure 6.1: Time PDF ratio as a function of event time offset from burst T1 for sample burst durations.
the poor localization of Fermi GBM bursts and in anticipation of future searches involving poorly-localized cascade-signature neutrino events, the analysis code has been updated to make use of the first-order term in the Kent distribution [98]. This distribution is analogous to a Gaussian distribution, but its domain is a sphere rather than an infinite plane. Substituting $\kappa=1 / \sigma_{\text {direction }}^{2}$, the signal space PDF can be expressed as

$$
\begin{equation*}
S_{\text {direction }}=\frac{\kappa}{4 \pi \sin \kappa} \exp [\kappa \cos (\Delta \Psi(\text { event }, \mathrm{GRB}))] \tag{6.1}
\end{equation*}
$$

Fermi-GBM burst localization errors are best described by combining per-burst statistical errors in quadrature with a systematic error that was studied using bursts that were better localized by other satellites such as Swift. The systematic error can be modeled as a weighted sum of Gaussian errors: $2.6^{\circ}$ with $72 \%$ weight and $10.4^{\circ}$ with $28 \%$ weight. For GRBs only localized by Fermi-GBM, our analysis code accounts for this relatively large systematic error by propagating it into the
direction PDF:

$$
\begin{gather*}
\kappa_{2.6}=\frac{1}{\sigma_{\nu}^{2}+\sigma_{\mathrm{GBM}, \text { stat }}^{2}+\left(2.6^{\circ}\right)^{2}} \text { and } \kappa_{10.4}=\frac{1}{\sigma_{\nu}^{2}+\sigma_{\mathrm{GBM}, \text { stat }}^{2}+\left(10.4^{\circ}\right)^{2}} ;  \tag{6.2}\\
S_{\text {direction }}=0.72 \times S_{\text {direction }}^{\kappa_{2.6}}+0.28 \times S_{\text {direction }}^{\kappa_{10.4}} . \tag{6.3}
\end{gather*}
$$

The rate of background events varies with declination due primarily to three effects:

1. The detector geometry prefers horizontal events which tend to pass nearby more strings.
2. Atmospheric neutrino absorption is more likely with increased path length through the Earth.
3. Coincident and corner-clipping cosmic ray muon backgrounds are more readily rejected when reconstructed as more upgoing, and less readily rejected when reconstructed as more horizontal.

All three of these effects lead to a higher background rate near the horizon than near the North Pole. The hexagonal grid geometry of the detector also leads to an azimuthal asymmetry in the background rate, but since it varies by $\lesssim 20 \%$, it is negligible for this analysis. Therefore, the background direction PDF is a spline fit to the normalized histogram of event declination values, as shown in Figure 6.2.

### 6.1.3 Energy PDFs

Popular GRB models imply a prompt neutrino spectrum that is harder (less steeply falling with energy) than the atmospheric neutrino spectrum. Therefore, reconstructed event energy is a powerful third quantity with which to distinguish between atmospheric backgrounds and a possible signal. The use of energy


Figure 6.2: Background direction PDF. The normalized histogram of reconstructed zenith for off-time data events is shown as black dots; a spline fit, shown as a blue curve, is used to evaluate the function for a given reconstructed zenith. In detector coordinates, the North Pole is at zenith $=180^{\circ}$. Since IceCube is positioned so close to the geographic South Pole, declination corresponds closely to zenith: declination $=180^{\circ}-$ zenith.

PDFs simultaneously allows better sensitivity to a high energy signal and better resilience against atmospheric background events than a simple counting experiment could provide.

The energy PDFs are functions of the MuE reconstructed energy. This analysis is optimized for a signal hypothesis of an $E^{-2}$ spectrum. This is a conservative choice, as present models (see Chapter 2) give even harder spectra. The signal energy PDF is the normalized histogram of reconstructed energies of neutrino simulation weighted to an $E^{-2}$ spectrum.

The background energy PDF requires a more complex treatment. In most aspects of this experiment, the background is characterized exclusively using offtime data. However, to allow for high weighting of a possible ultra-high energy signal, the background energy PDF must be extended to higher energies than the
statistics in the off-time data sample allow. This requires the use of background simulation. In this analysis, atmospheric neutrinos are the dominant background, so atmospheric neutrino simulation is used to extend the background energy PDF to very high energies. This approach is only justified by close data/MC agreement near the transition between datasets. To obtain a continuous and smooth background PDF, a small correction factor is applied to the high energy tail to align it with the rest of the distribution.

Numerically, the energy PDF ratio is treated as a single function: a spline fit to the ratio of the normalized MuE distributions for signal and background, as shown in Figure 6.3


Figure 6.3: Signal-to-background energy PDF ratio as a function of reconstructed muon energy. The black dots show the ratio of separately-normalized MuE histograms in simulated signal and in backgrounds. Backgrounds are measured in off-time data below $\sim 10^{5} \mathrm{GeV}$ and in atmospheric neutrino simulation at higher energies. The transition is indicated by the dashed black line. A spline fit to the ratio of histograms, shown as a blue curve, is used to evaluate the PDF ratio for a given value of MuE .

### 6.2 Test Statistic

The test statistic is the quantity used to compare hypothetical or actually observed experimental outcomes with each other. In a counting experiment, the test statistic is the number of events observed. In an unbinned analysis, the test statistic is derived from a likelihood ratio that is used to find the best fit signal rate for a given set of observed events.

Let $N$ represent the number of events observed and $n_{s}+n_{b}$ represent the expected total rate of signal plus background events. The probability of observing $N$ events is given by the Poisson distribution:

$$
\begin{equation*}
P_{\text {Poisson }}\left(N ; n_{s}+n_{b}\right)=\frac{\left(n_{s}+n_{b}\right)^{N}}{N!} \cdot \exp \left(n_{s}+n_{b}\right) \tag{6.4}
\end{equation*}
$$

Now let $x_{i}$ represent the properties of observed event $i, P\left(x_{i}\right)$ represent the probability density of observing an event with properties $x_{i}$, and $\left\{x_{i}\right\}$ represent the set of events. The likelihood of seeing the set of events $\left\{x_{i}\right\}$ given an expected rate $n_{s}+n_{b}$ is the product of $P_{\text {Poisson }}$ and the per-event probability densities:

$$
\begin{equation*}
\mathcal{L}\left(N,\left\{x_{i}\right\} ; n_{s}+n_{b}\right)=\frac{\left(n_{s}+n_{b}\right)^{N}}{N!} \cdot \exp \left(n_{s}+n_{b}\right) \cdot \prod_{i=1}^{N} P\left(x_{i}\right) \tag{6.5}
\end{equation*}
$$

Taking the natural logarithm, this can be expressed as

$$
\begin{equation*}
\ln \mathcal{L}\left(\left\{x_{i}\right\} ; n_{s}+n_{b}\right)=-n_{s}-n_{b}-\ln N!+\sum_{i=1}^{N} \ln \left[\left(n_{s}+n_{b}\right) P\left(x_{i}\right)\right] \tag{6.6}
\end{equation*}
$$

Note that the probability of measuring a signal event is $n_{s} /\left(n_{s}+n_{b}\right)$, and likewise the probability of measuring a background event is $n_{b} /\left(n_{s}+n_{b}\right)$. Let $S\left(x_{i}\right)$ be the probability density for event $i$ with properties $x_{i}$ to be a signal event; likewise, let $B\left(x_{i}\right)$ be the probability density for event $i$ to be a background event. Then the
normalized probability density $P\left(x_{i}\right)$ of observing event $i$ can be written as

$$
\begin{equation*}
P\left(x_{i}\right)=\frac{n_{s} S\left(x_{i}\right)+n_{b} B\left(x_{i}\right)}{n_{s}+n_{b}} \tag{6.7}
\end{equation*}
$$

Substituting this into (6.6), we obtain

$$
\begin{equation*}
\ln \mathcal{L}\left(\left\{x_{i}\right\} ; n_{s}+n_{b}\right)=-n_{s}-n_{b}-\ln N!+\sum_{i=1}^{N} \ln \left[n_{s} S\left(x_{i}\right)+n_{b} B\left(x_{i}\right)\right] \tag{6.8}
\end{equation*}
$$

In this analysis, we measure the background expectation $\left\langle n_{b}\right\rangle$ using off-time data, so we can remove $n_{b}$ from the argument to the likelihood function:

$$
\begin{equation*}
\ln \mathcal{L}\left(\left\{x_{i}\right\} ; n_{s}\right)=-n_{s}-\left\langle n_{b}\right\rangle-\ln N!+\sum_{i=1}^{N} \ln \left[n_{s} S\left(x_{i}\right)+\left\langle n_{b}\right\rangle B\left(x_{i}\right)\right] \tag{6.9}
\end{equation*}
$$

The background-only likelihood is obtained by setting $n_{s}=0$ :

$$
\begin{equation*}
\ln \mathcal{L}_{0}\left(\left\{x_{i}\right\}\right)=-\left\langle n_{b}\right\rangle-\ln N!+\sum_{i=1}^{N} \ln \left[\left\langle n_{b}\right\rangle B\left(x_{i}\right)\right] \tag{6.10}
\end{equation*}
$$

The best-fit $n_{s}$ for an observed ensemble of events is found by finding the value $\hat{n}_{s}$ which maximizes $\mathcal{L}$. Since $\mathcal{L}_{0}$ is independent of $n_{s}$ and the logarithm is a monotonic function, the best-fit $\hat{n}_{s}$ is also the value which maximizes $\ln \left(\mathcal{L} / \mathcal{L}_{0}\right)$. This $\log$ likelihood ratio is our test statistic $T$ :

$$
\begin{equation*}
T:=\ln \left[\frac{\mathcal{L}\left(\left\{x_{i}\right\} ; \hat{n}_{s}\right)}{\mathcal{L}_{0}\left(\left\{x_{i}\right\}\right)}\right]=-\hat{n}_{s}+\sum_{i=1}^{N} \ln \left[\frac{\hat{n}_{s} S\left(x_{i}\right)}{\left\langle n_{b}\right\rangle B\left(x_{i}\right)}+1\right] . \tag{6.11}
\end{equation*}
$$

$T$ is well-suited for comparing different possible or observed experimental outcomes because it includes information about both the number of signal events and the extent to which they are more likely to be signal than background.

In this analysis, $S\left(x_{i}\right)$ and $B\left(x_{i}\right)$ are composed of the PDFs detailed in

Section 6.1. Specifically,

$$
\begin{align*}
& S\left(x_{i}\right)=S_{\text {time }}\left(t_{i}\right) \cdot S_{\text {direction }}\left(\vec{x}_{i}\right) \cdot S_{\text {energy }}\left(E_{i}\right)  \tag{6.12}\\
& B\left(x_{i}\right)=B_{\text {time }}\left(t_{i}\right) \cdot B_{\text {direction }}\left(\vec{x}_{i}\right) \cdot B_{\text {energy }}\left(E_{i}\right) . \tag{6.13}
\end{align*}
$$

The use of the likelihood ratio in deriving (6.11) avoids any ambiguity due to the choice of units and scale (i.e. linear vs logarithmic) in the PDFs.

Note that (6.11) makes clear why it is appropriate to truncate the time PDFs somewhat arbitrarily at $\pm 4 \sigma_{T}$. Far from any burst time window, $S_{\text {time }} \approx 0$. Thus the truncation only changes the normalization of $B_{\text {time }}$; a different choice of cutoff would be balanced by a commensurate change in $\left\langle n_{b}\right\rangle$, leaving the overall likelihood function unchanged.

### 6.3 Frequentist Method

We use frequentist statistics to characterize the performance of the analysis and to calculate fluence constraints and statistical significances from actual observations. In this approach, the significance of an observed test statistic $T_{\text {obs }}$ is the probability of obtaining an equal or larger value based on a distribution calculated by MC generation of background-like pseudo-experiments. The response of the analysis to a possible signal is studied using MC generation of pseudoexperiments containing both typical ensembles of background events and simulated neutrino signal events. Below we discuss the MC injection of events into pseudo-experiments and the application of this method to analysis optimization and the calculation of neutrino fluence constraints.


Figure 6.4: Seasonal variation of the background rate in IC79. In previous work $[99,100]$ the overall average rate was used in the unbinned likelihood method, and the rate variation was treated as a systematic error. Here, we avoid this problem by directly accounting for the small variation of the rate.

### 6.3.1 Randomized Background Injection

Pseudo-experiments are constructed by injecting events and calculating the resulting $T$. While the true signal strength is not known and may be zero, this experiment is guaranteed to be subject to background. Therefore, all pseudoexperiments require the injection of background-like events. The properties of the background-like events are measured using off-time data events.

The expected rate is determined by counting the number of events in each detector run. In order to account for the small seasonal variation in the background, the rate is fit with a spline as a function of time. An example fit for the IC79 season is shown in Figure 6.4. The resulting function is used to calculate $\left\langle n_{b}\right\rangle_{m}$ for each burst $m$. The total background rate is

$$
\begin{equation*}
\left\langle n_{b}\right\rangle=\sum_{m=1}^{N_{\text {burst }}}\left\langle n_{b}\right\rangle_{m} . \tag{6.14}
\end{equation*}
$$

For each pseudo-experiment, the number of background events is determined
by randomly sampling the Poisson distribution for each burst's expected background rate:

$$
\begin{equation*}
P_{\text {Poisson }}\left(N_{m} ;\left\langle n_{b}\right\rangle_{m}\right)=\frac{\left\langle n_{b}\right\rangle_{m}^{N_{m}}}{N_{m}!} \cdot \exp \left(\left\langle n_{b}\right\rangle_{m}\right) . \tag{6.15}
\end{equation*}
$$

Then the properties of each pseudo-event are constructed by randomly sampling distributions measured in the data. First a MuE energy value is chosen by randomly sampling the off-time data MuE distribution. Off-time data events are divided according to their MuE values into 10 bins with equal statistics in each bin. A zenith value is chosen by randomly sampling the zenith distribution for the energy bin corresponding to the chosen MuE . An azimuth value is assigned by selecting a random value between 0 and $2 \pi$. The events in each energy bin are further divided into 10 bins according to zenith, again ensuring equal statistics in each bin. The angular error estimate is chosen by sampling the Cramer-Rao distribution for the energy and zenith bin corresponding to the chosen MuE and zenith values. The energy and zenith distribution and the bins used for random sampling are shown in Figure 6.5. Finally, the time offset of the event within $T_{\text {search }}$ is randomly chosen. Once the pseudo-events are constructed, their PDF values are calculated.

### 6.3.2 Randomized Signal Injection

In order to generate pseudo-experiments containing signal-like events, simulated neutrino events are used. General-purpose datasets contain events distributed evenly throughout the sky. To represent GRBs, which are point-like, simulated events within $11^{\circ}$ of each burst location are selected ( $1 \%$ of the sky) as described in Section 4.3.1.

Event weights from neutrino-generator are constructed such that the sum of


Figure 6.5: Energy and zenith distributions with bins used for generating pseudoevents.
the weights of simulated events gives the rate of such events. The weight $w_{i}$ of an individual event, which is calculated using (4.17), can be treated as the Poisson rate for the occurence of that event. The rates are very small, so the probabilities of the event occuring exactly zero or one time dominate. Therefore the probability of a signal event being injected is given by

$$
\begin{equation*}
p_{i}=\frac{w_{i}^{1}}{1!} \cdot e^{w_{i}} \approx w_{i} . \tag{6.16}
\end{equation*}
$$

In each pseudo-experiment, a random number between 0 and 1 is chosen for each event; if it is less than $w_{i}$, the event is injected.

### 6.3.3 Significance

The test statistic is used to determine the significance of an observed ensemble of events. The significance is defined as the probability of obtaining an equal or greater test statistic value from background events if the true signal strength is zero. Typically, the significance is expressed as a number of sigmas, which relates it to the Gaussian distribution. Specifically, the number of sigmas $n_{\sigma}$ is given by the inverse survival function of the Gaussian distribution, evaluated at the probability $p$.

The background-only $T$ distribution is obtained by performing $10^{9}$ pseudoexperiments with no signal injection. The distribution is shown in Figure 6.6. In particle physics, the threshold for a discovery claim is set conventionally, if somewhat arbitrarily, at $5 \sigma$. In order to determine the $5 \sigma$ threshold with good statistical precision, $10^{9}$ background-only pseudo-experiments are performed.


Figure 6.6: Background-only test statistic distribution.

### 6.3.4 Discovery Potential

The discovery potential is a measure that quantifies the signal strength needed to obtain a significant result given the simulated signal acceptance and measured backgrounds. It is defined as the signal normalization which yields a $5 \sigma$ result with respect to the background expectation in $50 \%$ of signal-injected pseudo-experiments. This quantity is found using a minimization routine which performs $\mathcal{O}\left(10^{4}\right)$ pseudo-experiments for each signal normalization tested until the $5 \sigma$ threshold is exceeded by $50 \%$ of trials. The resulting signal normalization is determined within a tolerance of $0.01 \%$, provided that the number of trials is sufficient to avoid fluctuations that disturb the minimization algorithm.

A related quantity is the least detectable signal (LDS): the signal normalization which yields a $5 \sigma$ result in $90 \%$ of trials. The discovery potential and LDS are useful for optimizing an analysis. The analysis is performed with the hope of observing a significant result, and the discovery potential and LDS quantify the signal strength required to do so. Therefore, these are the quantities that are used to determine whether a modification, e.g. changing the reconstructions that are used, improves or degrades the analysis. In particular, they are useful for determining the optimal final classifier score cut. The optimization curves for IC79 and IC86-1 are shown in Figure 6.7. The final neutrino level cut is the loosest one which optimizes the discovery potential and LDS.

### 6.3.5 Upper limits

Upper limits are calculated in a similar manner as the discovery potential and LDS. The exclusion confidence level (CL) for a given signal normalization is the fraction of trials which yield $T>T_{\text {obs }}$. For optimization purposes, the sensitivity is defined as the average 90\% CL upper limit, weighted using the backgroundonly $T$ distribution as in Figure 6.6. This is a very low background experiment,
with almost $90 \%$ of background-only pseudo-experiments yielding $T=0$. Therefore, the sensitivity is approximately equal to the best possible upper limit: the limit obtained supposing that $T_{\text {obs }}=0$. It is possible to optimize an analysis for sensitivity rather than for discovery potential. The best possible limit as a function of BDT score cut is shown for each detector configuration in Figure 6.8.

### 6.3.6 Final Optimized Cuts

For both detector configurations, the discovery potential and sensitivity optima are well-correlated. Based on Figures 6.7 and 6.8, the final neutrino level cuts were placed at scores of 0.20 and 0.15 for IC79 and IC86-1, respectively. These are the loosest cuts that still approximately optimize for both discovery and sensitivity. We prefer this over the central value or an even tighter cut because, while a discovery would be excellent news, the complete absence of a signal in all past searches means that we would prefer a priori to let borderline events participate in the likelihood analysis rather than be cut outright.


Figure 6.7: Optimizing the IC79 (top) and IC86-1 (bottom) final neutrino level cuts for discovery. Generally the statistical power - $50 \%$ for discovery potential and $90 \%$ for the LDS - alters the normalization of the curves but not their shapes. Both are plotted for IC79; only the LDS is plotted for IC86-1. The vertical axis for IC79 is the total fluence, while for IC86-1 it is scaled as a quasi-diffuse flux based on an assumed 667 bursts throughout the sky in any given year. The optima are very broad; this is encouraging prior to unblinding of the on-time dataset because it means that the results should not change dramatically if we second-guess the final cut value later. For IC79, we require scores greater than 0.20 ; for IC86-1, the threshold is 0.15 .


Figure 6.8: Optimizing the IC79 (top) and IC86-1 (bottom) final neutrino level cuts for sensitivity. As was the case when optimizing for discovery (Figure 6.7), the optima are very broad.

## Chapter 7: IC40 through IC86 Year 1 Constraints

In four years of data, a single low-significance muon track event was associated with a northern hemisphere GRB. In this chapter, we begin by extending the unbinned likelihood method introduced in the previous chapter so that it can be used for the multi-year combined analysis. We briefly present the significance of the result, which is consistent with the expectation from background. Then we present methods for estimating the systematic errors introduced by the use of signal simulation to calculate fluence constraints. Finally, we present the most stringent limits to date on the model scenarios discussed in Chapter 2.

### 7.1 Multi-year Unbinned Likelihood Analysis

In the IC40 and IC59 datasets, no events were observed in connection with any GRBs $[6,7]$. For this reason, it was straightforward to interpret the data using a Poisson statistics approximation [100]. With the introduction of a GRBcorrelated event, results should be obtained using a multi-year unbinned likelihood analysis.

### 7.1.1 Method

Following the discussion in section 6.2, it is statistically valid to fit the total number of signal events $n_{s}$ given the total measured background rate $\left\langle n_{b}\right\rangle$, provided that the PDFs $S\left(x_{i}\right)$ and $B\left(x_{i}\right)$ are derived from the year corresponding to each event. However, this simple treatment has two undesirable characteristics. First, because stacking additional years does not change the per-event PDF values but does increase $\left\langle n_{b}\right\rangle$, a $T>0$ result for a single year can become exactly $T=0$ when stacked with additional years. Second, a correlated event should be weighted more strongly if it occurs during a low background year, but the simple approach
compares every event to the total stacked background.
Therefore, we instead apply (6.11) to each detector configuration individually, obtaining separate $T_{c}$ for each configuration $c$. The multi-year test statistic is:

$$
\begin{equation*}
T=\sum_{c} T_{c}=\sum_{c}\left\{-\left(\hat{n}_{s}\right)_{c}+\sum_{i=1}^{N_{c}} \ln \left[\frac{\left(\hat{n}_{s}\right)_{c} S_{i}}{\left\langle n_{b}\right\rangle_{c} B_{i}}+1\right]\right\} . \tag{7.1}
\end{equation*}
$$

This addresses both concerns above; a non-null result for one season remains non-null regardless of subsequent stacking with later seasons, and each event is evaluated in the context of the background for the detector configuration which observed the event. The latter point is not as important for a track-only search, but in future combined track-cascade results, it will be needed in order for cascades to contribute.

The method described here and in Chapter 6 was implemented in an original software package called grbllh for the purposes of this work. An appropriately general interface was designed by a small group and implemented by me to meet not only the immediate needs of the present search but also those of other analyses that are currently being developed. As with pybdt, the user interface is written entirely in Python, but it employs a fast backend written in $\mathrm{C}++$ for efficient Monte Carlo calculation of significances, discovery potentials, sensitivities, and model constraints.

### 7.1.2 Result

The final test statistic is equal to that found for IC79: $T=0.1330$. Following the approach described in Section 6.3.3, we obtain the significance $p=0.33$ $(0.44 \sigma)$. The background-only test statistic distribution and the final result are shown in Figure 7.1.

IC40 thru IC86-1 result


Figure 7.1: Background-only test statistic distribution for IC40 thru IC86-1 with the observed test statistic shown in red.

### 7.2 Systematic Errors

Since this analysis detects no excess of neutrinos correlated with GRBs, the final result is a Feldman-Cousins upper limit on the neutrino fluence. In general, the result is subject to systematic errors in the measured background and the simulated signal. However, since the off-time data used to characterize the background represents a much larger detector livetime than the on-time search window, errors due to background fluctuation are negligible. Signal simulation is subject to systematic errors due to uncertainties in the properties of the detector, its geological environment, and the standard model. These uncertainties propagate into the calculated limits by modulating the neutrino flux arriving at the detector as well as the amount of charge recorded by the DOMs.

In the following sections, specific sources of systematic error are discussed. Some error sources are studied using special simulation datasets with modified
settings. At the time of this writing, the most mature such datasets were produced for the IC79 detector configuration. Therefore, these errors are calculated by comparing the IC79-only limits that can be derived using the special datasets to the limit derived using the baseline dataset. In general, the error in the limit is dominated by effects on lower energy events which may be cut under less optimistic simulation settings. Thus the magnitude of each effect is spectrum dependent: softer spectra are subject to larger systematic errors. Where errors are calculated using special simulation, fireball model scenarios are treated separately and a benchmark bulk Lorentz factor $\Gamma=300$ is used. To estimate the error in the generic broken power law model, we calculate the error for an $E^{-2}$ spectrum and conservatively apply the resulting value to the entire range of $E^{-1} / E^{-2}$ break energies.

### 7.2.1 Optical Module Efficiency

The quantum efficiency of the DOMs scales the charge recorded for a given amount of light incident on the PMTs. Reducing the DOM efficiency can degrade the direction and energy reconstruction of events by decreasing the amount of charge observed and the number of DOMs participating in the reconstructions. These effects in turn reduce the number of events passing the final cut and reduce the power of the remaining events in the likelihood analysis.

The uncertainty of the DOM efficiency relative to the baseline simulation is conservatively estimated to be $\pm 10 \%$. To determine the effect of this uncertainty on the limit, separate signal simulation is generated with higher and lower DOM efficiency settings. The results are summarized in Table 7.1

|  |  | Effect relative to baseline (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset | Description | ICMART | Standard | Photospheric | $E^{-2}$ |
| 9195 | DOM efficiency $-10 \%$ | +2.1 | +1.4 | +1.8 | +4.0 |
| 9168 | DOM efficiency $+10 \%$ | -1.5 | -2.5 | -2.6 | -4.3 |

Table 7.1: DOM efficiency systematic error summary for fireball model scenarios and for an $E^{-2}$ spectrum.

|  |  | Effect relative to baseline (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset | Description | ICMART | Standard | Photospheric | $E^{-2}$ |
| 9179 | Abs. \& Scatt. $+10 \%$ | +1.7 | +1.2 | +2.1 | +1.7 |
| 9180 | Abs. \& Scatt. $-10 \%$ | -3.5 | -5.3 | -5.0 | -5.0 |

Table 7.2: Ice model systematic error summary for fireball model scenarios and for an $E^{-2}$ spectrum.

### 7.2.2 Photon Propagation in Ice

The South Pole ice modulates the amount of light arriving at the DOMs through absorption and the quality of light arrival time information through scattering. The absorption and scattering profiles are measured as a function of depth using the flashers deployed on the DOMs. The errors on these fits are estimated to be $\pm 10 \%$. Special simulation datasets were produced with these quantities varied together by $\pm 10 \%$. The results are summarized in Table 7.2

### 7.2.3 Other Errors

In addition to errors that affect the charge measured for a given light deposition, neutrino simulation is subject to several errors earlier in the simulation chain. The interaction cross section for IceCube's energy range of interest can only be inferred indirectly, as these energies have not been reached in laboratory measurements. Cross section uncertainties yield competing effects, with a higher cross section causing increased absorption in the Earth but a higher probability of interaction for events which successfully traverse the Earth. Uncertainties in

|  | Effect relative to baseline (\%) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Description | ICMART | Standard | Photospheric | $E^{-2}$ |
| DOM efficiency $-10 \%$ | +2.1 | +1.4 | +1.8 | +4.0 |
| Absorption \& Scattering $+10 \%$ | +1.7 | +1.2 | +2.1 | +1.7 |
| Other errors | +8 | +8 | +8 | +8 |
| Total | +8.5 | +8.2 | +8.50 | +9.1 |

Table 7.3: Total systematic errors for fireball model scenarios and for an $E^{-2}$ spectrum.
muon energy losses during propagation through the ice scale the amount of light deposited near the detector. Finally, uncertainties in the rock density near the detector scale the probability of a neutrino successfully passing through to produce a muon in the ice. For vertically up-going events and an $E^{-2}$, these effects contribute a maximum $\sim 8 \%$ uncertainty in the neutrino rate [101]. Vertically up-going events are the most affected by these sources of error. At the time of this writing, detailed simulation of these effects for the full Northern sky has not been produced. Therefore, we accept a minor loss of sensitivity by applying this value to all events and all model spectra.

### 7.2.4 Total Systematic Error

We are interested in upper limits on the neutrino fluence. For the purposes of this result, we are therefore only interested in effects which degrade the limit. The total systematic error is obtained by adding the DOM efficiency, ice model errors, and all other errors in quadrature. The results are shown in Table 7.3. Systematic errors are included in all results presented in the following section.

### 7.3 Model Constraints

First we consider the top-down models parameterized in (2.5). There we have a total flux normalization $\Phi_{0}$ in units $\mathrm{GeV}^{-1} \mathrm{~cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$. To evaluate
constraints using the prescription in Section 6.3.5, we need a per-burst fluence normalization $F_{0}$ in units $\mathrm{GeV}^{-1} \mathrm{~cm}^{-2}$. We assume that the 506 bursts analyzed in the combined search are representative of $n_{\text {GRB }}$ bursts per year that are potentially observable by existing satellites. Potentially observable bursts can go unseen because they are hidden by the sun or moon; they occur outside the field of view of any satellite or during satellite downtime; or in this analysis, because they are in the southern sky. While the observable burst rate has an uncertainty up to a factor of $\sim 2$, here we assume $n_{\mathrm{GRB}}=667$ as has been done in previous IceCube publications [7,102]. Then each burst yields a spectrum with break energies $\varepsilon_{b}$ and $10 \varepsilon_{b}$ as in (2.5), and the per-burst normalization used to weight the simulation is

$$
\begin{equation*}
F_{0}=\frac{4 \pi \cdot 365.25 \cdot 86400 \mathrm{~s}}{n_{\mathrm{GRB}}} \Phi_{0} . \tag{7.2}
\end{equation*}
$$

We then evaluate exclusion CL contours in the $\varepsilon_{b}-\varepsilon_{b}^{2} \Phi_{0}$ plane by applying the method described in Section 6.3.5 to a grid of choices for these parameters. The results are shown along with model predictions in Figure 7.2. We take the systematic uncertainty for an $E^{-2}$ as an approximate estimate of the uncertainty for these models. The error is incorporated into Figure 7.2 as a shift in the vertical axis.

Next we consider bottom-up models with example spectra shown in Figures 2.4 through 2.6. Baerwald et al. [55] construct fully self-consistent models of the UHECR-gamma-ray-neutrino connection, finding that while neutron escape is strongly excluded by existing limits, some parameter spaces remain which could allow GRBs to be dominant UHECR sources. For the standard case as well as for the photospheric and ICMART neutrino flux models, we consider baryonic loading of $1<f_{p}<200$. For the standard and photospheric cases, we test $100<\Gamma<950$, while for ICMART we test $50<\Gamma<400$. In general, our constraints are weaker


Figure 7.2: Exclusion contours showing constraints on top-down models that predict a doubly-broken power law spectrum. Neutron escape [58] is strongly excluded by our current limits; more optimistic models allowing proton escape [56] are in tension with our observations but not yet strongly excluded.
for larger $\Gamma$; since ICMART predicts a reduced neutrino flux, we do not extend the scan to higher $\Gamma$ where IceCube cannot place meaningful limits. The exclusion contours for these scans are shown in Figures 7.3 through 7.5. Since the baryonic loading scales the neutrino fluence linearly, systematic errors are incorporated into the results by scaling the vertical axis of these plots.

### 7.4 GRBs and Observed Astrophysical Neutrinos

IceCube has recently observed $[103,104]$ the existence of an astrophysical neutrino flux whose sources, like those of the UHECRs, are not yet known. This flux is established by neutrino events above expected backgrounds in the 10 TeV to few PeV range. The observed signal is consistent with an isotropic flux and can be


Figure 7.3: Exclusion contours for the standard fireball model.
parameterized as $\Phi_{\nu}(E)=\Phi_{0}\left(E / E_{0}\right)^{-\gamma}$. If $E_{0}$ is taken to be 100 TeV , then the best fit gives a per-flavor $\nu+\bar{\nu}$ normalization $E_{0}^{2} \Phi_{0}=2.06_{0.3}^{0.4} \times 10^{-8} \mathrm{GeV} \mathrm{cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$ and spectral index $\gamma=2.46 \pm 0.12$ [104]. To constrain the contribution to this flux from GRBs, we follow the prescription applied above to the top-down models, except this time the simulation is weighted to unbroken spectra with $2<\gamma<2.6$. Only simulated events above 10 TeV are considered; at very high energies, where the flux is already much smaller, no explicit cutoff is made. The exclusion contours are shown in Figure 7.6. It turns out that for a pivot energy $E_{0}=100 \mathrm{TeV}$, the constraint varies only slowly with $\gamma$. Regardless of the spectral index, potentially observable GRBs contribute no more than $\sim 1 \%$ of the observed astrophysical flux, at $90 \%$ CL.


Figure 7.4: Exclusion contours for the photospheric fireball model. Because the photospheric model spectra vary more slowly with $\Gamma$, more of the parameter space is excluded than for the standard fireball model.


Figure 7.5: Exclusion contours for the ICMART fireball model. Because the ICMART model spectra are generally dimmer and more rapidly decreasing with $\Gamma$, less of the parameter space is excluded than for the standard fireball model.


Figure 7.6: Exclusion contours showing constraints on an unbroken power law flux with a 10 TeV threshold in the context of the observed astrophysical neutrino flux. (a) is taken from [104]; (b) and (c) are from [103].

## Chapter 8: Conclusion and Outlook

The fundamental result of this experiment is that in four years of IceCube data, there is no sign of neutrino emission correlated with GRBs above the expected atmospheric backgrounds. This implies that we can set the most stringent constraints to date on neutrino production by GRBs. The interpretation of the null result is necessarily model dependent, so we have attempted to present the results in various theoretical contexts which are discussed in turn below.

For top-down models which neglect per-burst variation, we consider doublybroken power law spectra with break energies throughout the sensitive range of IceCube. This is similar to the approach taken in previously published work [7] which neglected the higher-energy spectral break. Here, we tighten those constraints by approximately the factor by which we increase the number of bursts observed. It is clear from Figure 7.2 that we strongly exclude models that produce the entire UHECR flux using neutrons that freely escape the GRB fireball. If protons escape the fireball somehow - and for these models, the escape mechanism has not been specified precisely - our results are still in tension with GRBdominated UHECR production, but the exclusion is not as strong. Because of the low background in this search and the generality of the models, our constraints will become more stringent almost linearly with time in the absence of a clear emerging signal.

Our constraints for bottom-up models in Figures 7.3 through 7.5 are not as straightforward to interpret. Recent work [55] suggests that we have tested the baryonic loading and bulk Lorentz factor parameter space which is relevant to GRB-dominated UHECR production in the standard fireball scenario. Some of the parameter space is strongly excluded. The allowed parameter space varies strongly moving from the neutrino-bright photospheric model to the neutrino-dim

ICMART model. These alternative cases have not yet been studied in the context of unified gamma-UHECR-neutrino analyses, so the implication of those results is not clear. Furthermore, we have not considered the impact of burst-to-burst variation of these parameters, i.e. if they are distributed somehow rather than constant across bursts. An additional complication is that the cited work used toy models of the GRB population to determine the relevant parameter space; so far, no study has used actually observed GRBs for this type of multi-messenger fit. For these reasons, the study of detailed models has the potential to be improved in several aspects, especially if follow-up work includes direct collaboration with theorists studying self-consistent multi-messenger models. Such work would lead to the most conclusive statements possible regarding UHECR production by GRBs.

Finally, in Figure 7.6, we show that GRBs are strongly disfavored as dominant sources of the diffuse astrophysical flux recently established $[103,104]$ by IceCube. This result is robust in spite the uncertainty in the spectrum. Note that a naive way to obtain a constraint would be to look for a correlation between GRBs and the specific events that confirm the astrophysical flux in an (as of yet unpublished) search for muon tracks from a diffuse astrophysical muon neutrino flux. The result here is even more sensitive to a GRB contribution because, while diffuse searches must use very tight cuts to eliminate all misreconstructed events, a GRB-specific search can take advantage of the small space-time signal window to tolerate some misreconstructed events in exchange for higher signal efficiency.

All results shown in this thesis are based on muon neutrinos interacting through the charged-current. However, regardless of the precise flavor distribution at the source, intergalactic propagation provides sufficiently long baselines to scramble the observed flavor ratio to approximately $(e: \mu: \tau)=(1: 1: 1)$. A search for cascade-topology events, which are observed for $e$ and $\tau$ charged-current
interactions and all neutral-current interactions, is underway. Furthermore, the latest southern sky muon neutrino search used the 59-string detector [7]; at the time of this writing a search sensitive to high energy ( $\gtrsim 100 \mathrm{TeV}$ ) downgoing tracks in the completed detector is in the optimization phase. These additional detection channels are not as sensitive as the traditional northern hemisphere track search presented here, but they each provide a non-negligible improvement in sensitivity.

The GRB search has achieved unprecedented stability in several regards: the physical detector is complete; changes in data mass-processing have slowed significantly; decision tree forests have become standard tools for neutrino selection; and in recent years the unbinned likelihood method has only changed in minor ways such as the decoupling of different detector configurations and detection channels provided by (7.1) (as opposed to (6.11)). The analysis is sufficiently mature that steps are now being taken to search for neutrinos correlated with GRBs with a latency as low as days or even minutes. In the event of a very significant neutrino, this could allow IceCube to notify the community that a particular burst deserves thorough broadband follow-up. For correlations with poorly-localized bursts such as the one observed during the 79-string configuration, the GRB localization could be refined dramatically, conclusively confirming or excluding the GRB-neutrino correlation.

IceCube already provides world-leading constraints on GRBs as high energy neutrino, and hence UHECR, accelerators. With extensions of the search to the southern sky and other neutrino interaction channels, the analysis is becoming even more sensitive. Follow-up programs are being developed to obtain as much information as possible in the event that a significant GRB-neutrino correlation is observed. In the absence of a signal, it will become increasingly implausible that GRBs are important accelerators of the highest energy cosmic rays.

## Appendix A: GRB Catalogs

The prompt neutrino flux from GRBs is constrained by four years of data from IceCube. Of those, the IC79 and IC86-1 GRB catalogs are searched for the first time, while the IC40 [99] and IC59 [100] catalogs are detailed in previous dissertations. In this appendix, we provide per-GRB information taken from GRB-web [45] for use in this analysis. IC79 and IC86-1 GRBs are listed in Tables A. 1 and A.2, respectively.

Each burst is named according to the date on which it occurred (formatted as YYMMDD) plus a letter indicating the order in which bursts on the same day were reported ( $\mathrm{A}, \mathrm{B}$, etc.). Burst timing is expressed as a trigger time $T_{0}$ in UT along with start and stop times $T_{1}$ and $T_{2}$ in seconds relative to $T_{0}$. The start and stop times are the most inclusive times of gamma-ray observation above background by any satellite.

The GRB position is given in equatorial coordinates: $\alpha$ is the right ascension, $\delta$ is the declination, and $\sigma$ is the angular error. All angles are expressed in degrees. Errors marked by * indicate bursts localized by Fermi-GBM; here, statistical errors are shown and additional systematic errors discussed in Section 2.2.1 apply. The redshift is given by $z$.

The remaining columns give fluence information. $f_{\gamma}$ is the normalization of the fluence in $\mathrm{erg} \mathrm{cm}^{-2}$. $\epsilon_{\gamma}$ is the peak energy in keV . The spectral indices are given by $\alpha_{\gamma}$ and $\beta_{\gamma}$. Where $z, \epsilon_{\gamma}, \alpha_{\gamma}$ or $\beta_{\gamma}$ are unmeasured, average values are used as has been done in earlier IceCube work $[6,7,51$ ] except for GRBs only reported by Fermi-GBM, in which case average values are taken from their first two-year spectral catalog [46]. These values are indicated by $\dagger$.

Finally, known northern GRBs that were excluded from the IC79 and IC86-1 canalogs are summarized in Figure A.3.
Table A.1: IC79 GRB Catalog

| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 100608A | 09:10:07 | -7.68 | 22.53 | 30.54 | 20.45 | $5.7 *$ | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100609A | 18:48:12 | -2.98 | 91.77 | 90.48 | 42.78 | 3.2 * | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100612A | 13:04:22 | 0 | 0.58 | 63.53 | 13.74 | $3.4 *$ | $0.5{ }^{\dagger}$ | $3.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100612B | 17:26:06 | 0.7 | 9.28 | 352 | -1.83 | $2.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $8.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100614 A | 21:38:26 | -9 | 282 | 263.499 | 49.234 | 0.0005 | $2.15{ }^{\dagger}$ | $2.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.88 | 2.88 |
| 100614B | 11:57:24 | -149.76 | 22.53 | 224.76 | 40.87 | $3.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100616A | 18:32:32 | -0.19 | 10 | 342.91 | 3.09 | 45.8* | $0.5{ }^{\dagger}$ | $4.3 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100621B | 10:51:19 | -6.66 | 117.25 | 103.83 | 37.35 | $3.5 *$ | $2.15{ }^{\dagger}$ | $4.8 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100621C | 12:42:16 | -0.45 | 0.58 | 160.86 | 14.72 | 11.6* | $0.5{ }^{\dagger}$ | $2.1 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100625B | 21:22:45 | -7.42 | 21.76 | 338.26 | 20.29 | 4.9* | $2.15{ }^{\dagger}$ | $8.8 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100629A | 19:14:04 | -0.13 | 0.7 | 231.21 | 27.81 | 3.9* | $0.5{ }^{\dagger}$ | $1.8 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100701B | 11:45:19 | 0 | 26.11 | 43.109 | -2.224 | 0.277 | $2.15{ }^{\dagger}$ | $3.0 \times 10^{-13}$ | 1480.0 | 0.95 | 2.47 |
| 100706A | 16:38:19 | -0.13 | 10 | 255.16 | 46.89 | 12.4* | $0.5{ }^{\dagger}$ | $2.0 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100709A | 14:27:33 | -2.56 | 97.54 | 142.53 | 17.38 | 4.9* | $2.15{ }^{\dagger}$ | $5.1 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100713A | 14:36:06 | 0 | 20 | 255.209 | 28.39 | 0.0417 | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 100713B | 23:31:34 | -0.38 | 7.23 | 82.06 | 13 | 4.3* | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100714 A | 16:07:24 | -0.51 | 35.07 | 106.37 | 51.14 | 4.2* | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100714B | 16:27:20 | -2.88 | 5.56 | 307.94 | 61.3 | 9.9* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100717A | 08:55:06 | -0.58 | 5.38 | 287.06 | -0.66 | 9.1* | $2.15{ }^{\dagger}$ | $2.7 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100717B | 10:41:47 | -0.13 | 2.3 | 304.31 | 19.53 | 9.4* | $2.15{ }^{\dagger}$ | $2.1 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100718B | 03:50:10 | -21.62 | 11.02 | 121.83 | -46.18 | $6.3^{*}$ | $2.15{ }^{\dagger}$ | $1.7 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100719C | 19:48:09 | -2.3 | 0.77 | 231.41 | 18.56 | 10.5* | $2.15{ }^{\dagger}$ | $1.7 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 100719D | 23:44:04 | 1.54 | 23.36 | 113.3 | 5.4 | 2.3* | $2.15{ }^{\dagger}$ | $3.2 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100722B | 06:58:25 | -1.22 | 0.06 | 31.81 | 56.23 | 8.3* | $0.5{ }^{\dagger}$ | $1.6 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100724B | 00:42:04 | -4.1 | 230.608 | 120.04 | 76.74 | 1.1 | $2.15{ }^{\dagger}$ | $2.4 \times 10^{-12}$ | 467.8 | 0.84 | 1.84 |
| 100725B | 11:24:34 | -4.8 | 226.1 | 290.033 | 76.956 | 0.0005 | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.89 | 2.89 |
| 100728B | 10:31:55 | -2.05 | 13.2 | 163.488 | -45.473 | 0.0001 | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-16}$ | 104.0 | 0.8 | 2.2 |
| 100802A | 05:45:36 | -3.3 | 531.7 | 2.468 | 47.755 | 0.0006 | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-15}$ | 149.0 | 1.17 | 3.17 |
| 100804A | 02:29:26 | 0.13 | 6.72 | 248.97 | 27.45 | 2.3* | $2.15{ }^{\dagger}$ | $6.7 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100805A | 04:12:42 | -1.4 | 17.1 | 299.877 | 52.628 | 0.0001 | $2.15{ }^{\dagger}$ | $5.3 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 1.76 | 2.76 |
| 100805B | 07:12:12 | -0.1 | -0.03 | 22.8 | 34.19 | 7.9* | $0.5{ }^{\dagger}$ | $3.1 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100807A | 09:13:13 | -6.1 | 3.1 | 55.3 | 67.672 | 0.0005 | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 2.32 | 3.32 |
| 100810A | 01:10:34 | -1.86 | 0.7 | 124.77 | -1.61 | 6.0* | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100811A | 02:35:49 | -0.06 | 0.32 | 345.87 | 15.86 | $6.4 *$ | $0.5{ }^{\dagger}$ | $4.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100811B | 18:44:10 | -52.99 | 25.09 | 108.14 | 62.19 | 4.1* | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100814B | 08:25:26 | -0.77 | 6.66 | 122.82 | 18.49 | 3.3 * | $2.15{ }^{\dagger}$ | $9.1 \times 10^{-16}$ | 81.0 | 0.62 | 2.49 |
| 100816A | 00:37:51 | -0.7 | 10.448 | 351.74 | 26.579 | 0.0004 | 0.8049 | $2.8 \times 10^{-16}$ | 136.7 | 0.31 | 2.77 |
| 100823A | 17:25:33 | 0 | 25 | 20.704 | 5.835 | 0.0006 | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 2.19 | 3.19 |
| 100827A | 10:55:49 | -0.13 | 0.45 | 193.9 | 71.89 | 6.0* | $0.5{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100829A | 21:02:07 | 0 | 10.8 | 90.409 | 30.314 | 0.808 | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-14}$ | 278.0 | 1.44 | 9.4 |
| 100829B | 08:59:07 | 0.26 | 95.23 | 115.45 | -3.99 | 5.1* | $2.15{ }^{\dagger}$ | $4.6 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100831A | 15:37:26 | -23.3 | 16.9 | 161.26 | 33.65 | 10.4* | $2.15{ }^{\dagger}$ | $1.8 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100901A | 13:34:10 | -2.4 | 471.8 | 27.265 | 22.759 | 0.0006 | 1.408 | $1.5 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.52 | 2.52 |
| 100902A | 19:31:54 | -49.5 | 409.6 | 48.629 | 30.979 | 0.0004 | $2.15{ }^{\dagger}$ | $2.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.98 | 2.98 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 100902B | 23:45:20 | -4.1 | 18.18 | 306.04 | 42.31 | 7.5* | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100905A | 15:08:14 | -1.6 | 2.1 | 31.55 | 14.929 | 0.0004 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.09 | 2.09 |
| 100905B | 21:46:23 | -4.61 | 6.91 | 262.65 | 13.08 | 4.5* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100906A | 13:49:27 | -0.2 | 142.264 | 28.684 | 55.631 | 0.0004 | 1.727 | $2.7 \times 10^{-15}$ | 106.0 | 1.34 | 1.98 |
| 100909A | 09:04:00 | 0 | 60 | 73.951 | 54.654 | 0.0333 | $2.15{ }^{\dagger}$ | $6.2 \times 10^{-14}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 100911A | 19:35:40 | -0.77 | 4.86 | 151.32 | 58.99 | 11.9* | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100915A | 01:31:05 | -36.3 | 72.2 | 315.694 | 65.673 | 0.0004 | $2.15{ }^{\dagger}$ | $3.1 \times 10^{-15}$ | 265.2 | 1.5 | 3.5 |
| 100915B | 05:49:40 | -7.42 | 3 | 85.394 | 25.095 | 2.0* | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-16}$ | 83.49 | 1.35 | 3.35 |
| 100919A | 21:12:17 | -38.4 | 11.2 | 163.24 | 6.02 | $2.7^{*}$ | $2.15{ }^{\dagger}$ | $3.6 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100923A | 20:15:10 | -0.77 | 50.94 | 106.12 | 39.6 | $5.7 *$ | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100924A | 03:58:08 | -15.1 | 128.9 | 0.672 | 7.004 | 0.0167 | $2.15{ }^{\dagger}$ | $2.4 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.59 | 2.59 |
| 100929A | 05:38:53 | -2.3 | 5.89 | 166.33 | 62.29 | 13.5* | $2.15{ }^{\dagger}$ | $3.1 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100929B | 07:33:04 | -0.51 | 4.1 | 243.62 | 33.33 | 23.9* | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101003A | 05:51:08 | -1.79 | 8.19 | 175.85 | 2.49 | 7.7* | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101008A | 16:43:15 | -4 | 106.6 | 328.875 | 37.067 | 0.0006 | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.42 | 2.42 |
| 101010A | 04:33:47 | -11.01 | 54.02 | 47.19 | 43.56 | 18.7* | $2.15{ }^{\dagger}$ | $9.7 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101015A | 13:24:03 | -2.05 | 498.5 | 73.16 | 15.46 | 6.3 * | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101016A | 05:50:16 | -1.54 | 2.3 | 133.04 | -4.62 | 3.5* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101020A | 23:40:41 | -50 | 159 | 189.607 | 23.129 | 0.0567 | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 2.04 | 3.04 |
| 101021B | 01:30:32 | -0.51 | 1.02 | 0.46 | 47.34 | 13.0* | $0.5{ }^{\dagger}$ | $4.5 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101026A | 00:49:16 | -0.13 | 0.13 | 263.7 | -0.37 | 7.8* | $0.5{ }^{\dagger}$ | $1.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101027A | 05:30:30 | -1.28 | 0.06 | 79.02 | 43.97 | 11.6* | $0.5{ }^{\dagger}$ | $2.2 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 101101A | 17:51:34 | -2.3 | 1.02 | 13.55 | 45.75 | $3.7^{*}$ | $2.15{ }^{\dagger}$ | $4.1 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101107A | 00:16:26 | 2.3 | 378.12 | 168.33 | 22.43 | $4.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $4.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101112A | 22:10:24 | 0 | 15.448 | 292.218 | 39.359 | 2.0* | $2.15{ }^{\dagger}$ | $5.9 \times 10^{-16}$ | 105.8 | 0.79 | 2.02 |
| 101112B | 23:36:56 | -9.47 | 73.47 | 100.1 | 9.62 | 5.5* | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101113A | 11:35:36 | -0.26 | 12.03 | 29.08 | 0.21 | $3.4 *$ | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101114A | 00:32:50 | -2.2 | 6.6 | 303.193 | 14.029 | 0.03 | $2.15{ }^{\dagger}$ | $8.0 \times 10^{-15}$ | 296.0 | 1.15 | 3.15 |
| 101119A | 16:27:03 | -0.32 | 0.32 | 226.49 | 59.61 | 16.3 * | $0.5{ }^{\dagger}$ | $2.6 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101123A | 22:51:35 | 41.47 | 161.272 | 131.381 | 5.563 | 1.022 | $2.15{ }^{\dagger}$ | $3.2 \times 10^{-13}$ | 476.0 | 0.75 | 2.14 |
| 101127A | 02:13:59 | -3.33 | 26.11 | 290.31 | 7.89 | 23.3 * | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101129B | 17:25:25 | -0.06 | 0.51 | 271.54 | 1.01 | 8.5* | $0.5{ }^{\dagger}$ | $1.2 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101130B | 01:45:55 | -2.3 | 2.56 | 274.61 | 26.62 | $23.7{ }^{*}$ | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101202A | 03:41:54 | 0 | 18.43 | 254.02 | 58.48 | $6.5^{*}$ | $2.15{ }^{\dagger}$ | $8.8 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101204B | 08:14:19 | -0.06 | 0.06 | 191.91 | 55.67 | 10.6* | $0.5{ }^{\dagger}$ | $4.3 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101207A | 12:51:42 | 5.63 | 67.07 | 175.75 | 8.72 | 4.3* | $2.15{ }^{\dagger}$ | $4.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101208A | 04:52:57 | -0.19 | 10 | 212.4 | 4.04 | 11.9* | $0.5{ }^{\dagger}$ | $4.8 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101211A | 11:37:55 | -2.82 | 10.75 | 31.84 | 10.06 | 11.4* | $2.15{ }^{\dagger}$ | $1.0 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101213A | 10:49:19 | -1 | 201.1 | 241.314 | 21.897 | 0.0005 | 0.414 | $9.1 \times 10^{-16}$ | 309.7 | 1.1 | 2.35 |
| 101219A | 02:31:29 | 0 | 5.6 | 74.586 | -2.527 | 0.0167 | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-14}$ | 490.0 | 0.22 | 2.22 |
| 101220A | 13:49:59 | 2.3 | 74.75 | 241.57 | 46.14 | 2.4* | $2.15{ }^{\dagger}$ | $6.0 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101220B | 20:43:54 | -1.02 | 30.72 | 2.7 | 27.2 | 2.5* | $2.15{ }^{\dagger}$ | $3.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101223A | 20:00:19 | -41.22 | 14.85 | 250.55 | 48.22 | 4.8* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101224 A | 05:27:13 | 0 | 2.66 | 285.939 | 45.706 | 0.035 | $2.15{ }^{\dagger}$ | $8.6 \times 10^{-16}$ | 330.0 | 0.83 | 2.83 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 101224C | 14:43:33 | -2.56 | 23.04 | 290.16 | 34.46 | 9.1* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101225A | 18:37:45 | 0 | 963 | 0.198 | 44.6 | 0.0004 | $2.15{ }^{\dagger}$ | $2.8 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.82 | 2.82 |
| 101225B | 09:02:54 | 20.54 | 101.76 | 60.68 | 32.77 | $2.7{ }^{*}$ | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101231A | 01:36:51 | 0 | 23.62 | 191.71 | 17.64 | 2.5* | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-14}$ | $205.0^{\dagger}$ | $1.05^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110101A | 04:50:20 | -2.3 | 1.28 | 264.26 | 36.54 | 11.4* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0^{\dagger}$ | $1.05^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110101B | 12:08:22 | -103.43 | 132.1 | 105.5 | 34.58 | 16.6* | $2.15{ }^{\dagger}$ | $4.1 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110102A | 18:52:25 | -49.2 | 294.9 | 245.881 | 7.614 | 0.0001 | $2.15{ }^{\dagger}$ | $3.8 \times 10^{-14}$ | 267.0 | 1.22 | 2.3 |
| 110106A | 15:25:16 | -1 | 3.9 | 79.306 | 64.173 | 0.0005 | $2.15{ }^{\dagger}$ | $3.5 \times 10^{-16}$ | $200.0^{\dagger}$ | 1.71 | 2.71 |
| 110106B | 21:26:16 | -16.9 | 24.5 | 134.154 | 47.003 | 0.0005 | 0.618 | $4.7 \times 10^{-16}$ | $200.0^{\dagger}$ | 1.61 | 2.61 |
| 110107A | 21:15:51 | -70 | 122.37 | 299.89 | 41.889 | 0.05 | $2.15{ }^{\dagger}$ | $9.1 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.58 | 2.58 |
| 110112A | 04:12:18 | -0.1 | 0.5 | 329.932 | 26.456 | 0.0009 | $0.5{ }^{\dagger}$ | $9.6 \times 10^{-18}$ | $1000.0^{\dagger}$ | 2.14 | 3.14 |
| 110112B | 22:24:54 | 0 | 2.34 | 10.6 | 64.41 | 2.0* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | 495.0 | 0.72 | 2.72 |
| 110117A | 08:44:51 | -1.79 | 70.66 | 130.87 | 47.59 | 9.8* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110119A | 22:20:58 | -86.4 | 217.5 | 348.586 | 5.986 | 0.0005 | $2.15{ }^{\dagger}$ | $3.7 \times 10^{-15}$ | 126.3 | 0.6 | 1.95 |
| 110123A | 19:17:45 | 0.7 | 18.56 | 246.97 | 28.03 | 2.3* | $2.15{ }^{\dagger}$ | $2.8 \times 10^{-14}$ | 280.0 | 0.64 | 1.96 |
| 110124A | 18:49:09 | -3.33 | 2.05 | 53.83 | 36.35 | 9.4* | $2.15{ }^{\dagger}$ | $9.9 \times 10^{-17}$ | $205.0^{\dagger}$ | $1.05^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110130A | 05:31:53 | -0.26 | 47.1 | 111.51 | 38.25 | 7.1* | $2.15{ }^{\dagger}$ | $1.8 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110201A | 09:35:08 | -2.8 | 13.3 | 137.489 | 88.61 | 0.0217 | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.09 | 2.09 |
| 110205A | 02:02:41 | 0 | 330 | 164.63 | 67.525 | 0.0004 | 2.22 | $3.5 \times 10^{-14}$ | 222.0 | 1.52 | 3.52 |
| 110206B | 04:50:36 | -6.4 | 5.89 | 333.7 | 1.61 | 15.6* | $2.15{ }^{\dagger}$ | $4.9 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110210A | 09:52:41 | -102.9 | 153.6 | 13.057 | 7.78 | 0.0005 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.73 | 2.73 |
| 110212A | 01:09:08 | -1.8 | 2.6 | 69.025 | 43.716 | 0.0233 | $2.15{ }^{\dagger}$ | $7.0 \times 10^{-17}$ | 44.6 | 0.78 | 2.78 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 110213A | 05:17:29 | -31.2 | 32.8 | 42.964 | 49.273 | 0.0004 | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-15}$ | 89.0 | 1.28 | 2.4 |
| 110213B | 14:31:33 | 0 | 50 | 41.768 | 0.952 | 0.0087 | 1.083 | $2.6 \times 10^{-15}$ | 123.0 | 1.52 | 3.52 |
| 110213C | 21:00:52 | -0.13 | 0.19 | 6.28 | 27.54 | 11.0* | $0.5{ }^{\dagger}$ | $5.0 \times 10^{-18}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110220A | 18:16:22 | -1.79 | 31.23 | 185.49 | 16.58 | $6.4 *$ | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110221A | 05:51:20 | -1.54 | 11.52 | 15.18 | 66.05 | 2.4* | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110223A | 20:56:59 | 0.1 | 8.1 | 345.854 | 87.558 | 0.0006 | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 110226A | 23:44:31 | -2.3 | 11.78 | 199.29 | 35.77 | 7.4* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110227B | 05:30:11 | -1.02 | 17.41 | 25.24 | 15.89 | 7.7* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110228B | 18:59:51 | -3.84 | 13.31 | 245.09 | 16.41 | $5.2 *$ | $2.15{ }^{\dagger}$ | $6.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110301A | 05:08:43 | 0 | 5.7 | 229.35 | 29.4 | 2.3 * | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-14}$ | 106.8 | 0.81 | 2.7 |
| 110302A | 01:01:52 | -11.2 | 27.14 | 122.35 | 2.91 | 7.1* | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110304A | 01:42:34 | -0.26 | 19.26 | 322.93 | 33.27 | 4.7* | $2.15{ }^{\dagger}$ | $2.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110307A | 23:19:08 | -1.79 | 0.51 | 193.12 | 15.64 | $7.8{ }^{*}$ | $2.15{ }^{\dagger}$ | $3.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110311A | 19:29:22 | -1.79 | 4.61 | 117.59 | 34.29 | 9.9* | $2.15{ }^{\dagger}$ | $7.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110315A | 23:57:04 | -66.8 | 38.8 | 279.195 | 17.539 | 0.0004 | $2.15{ }^{\dagger}$ | $4.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.77 | 2.77 |
| 110328A | 12:57:45 | 0 | 10 | 251.208 | 57.583 | 0.0005 | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-14}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 110328B | 12:29:20 | 1.02 | 142.34 | 117.65 | 43.1 | 2.7* | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-14}$ | 369.0 | 1.11 | 1.94 |
| 110331A | 14:29:07 | -0.06 | 3.14 | 6.66 | 25.99 | 5.1* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110401A | 22:04:20 | -0.64 | 1.73 | 268.56 | 26.87 | 4.3* | $2.15{ }^{\dagger}$ | $1.7 \times 10^{-14}$ | 1194.0 | 0.66 | 2.36 |
| 110402A | 00:12:58 | -1.5 | 83.5 | 197.402 | 61.253 | 0.0006 | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-13}$ | 1395.0 | 1.03 | 3.03 |
| 110406A | 03:44:06 | 0 | 9.216 | 17.34 | 35.809 | 0.0089 | $2.15{ }^{\dagger}$ | $3.9 \times 10^{-14}$ | 326.0 | 1.24 | 2.3 |
| 110407A | 14:06:41 | -2.9 | 158.8 | 186.031 | 15.712 | 0.0006 | $2.15{ }^{\dagger}$ | $7.9 \times 10^{-16}$ | 57.9 | 0.73 | 2.73 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 110411A | 19:34:11 | -11.9 | 86.3 | 291.442 | 67.712 | 0.0005 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | 41.0 | 1.51 | 3.51 |
| 110412A | 07:33:21 | 13.7 | 40.4 | 133.491 | 13.488 | 0.0317 | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | 87.0 | 0.7 | 2.7 |
| 110414A | 07:42:14 | -38.4 | 135.6 | 97.873 | 24.362 | 0.0004 | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-14}$ | $200.0^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 110421A | 18:10:40 | -2.56 | 37.89 | 277.23 | 50.8 | $2.7{ }^{*}$ | $2.15{ }^{\dagger}$ | $6.6 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110422B | 00:41:49 | -0.13 | 0.19 | 226.69 | 43.02 | 21.6* | $0.5{ }^{\dagger}$ | $1.2 \times 10^{-17}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110428B | 08:07:05 | -53.76 | 47.87 | 128.44 | 19.94 | $3.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $9.9 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110430A | 09:00:14 | 1.02 | 33.54 | 147.06 | 67.95 | $3.2{ }^{*}$ | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110503A | 17:35:45 | -6.6 | 16.3 | 132.776 | 52.208 | 0.0001 | 1.61 | $1.2 \times 10^{-14}$ | 219.0 | 0.98 | 2.7 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 100719D | 23:44:04 | 1.54 | 23.36 | 113.3 | 5.4 | 2.3* | $2.15{ }^{\dagger}$ | $3.2 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100722B | 06:58:25 | -1.22 | 0.06 | 31.81 | 56.23 | 8.3* | $0.5{ }^{\dagger}$ | $1.6 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100724B | 00:42:04 | -4.1 | 230.608 | 120.04 | 76.74 | 1.1 | $2.15{ }^{\dagger}$ | $2.4 \times 10^{-12}$ | 467.8 | 0.84 | 1.84 |
| 100725B | 11:24:34 | -4.8 | 226.1 | 290.033 | 76.956 | 0.0005 | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.89 | 2.89 |
| 100728B | 10:31:55 | -2.05 | 13.2 | 163.488 | -45.473 | 0.0001 | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-16}$ | 104.0 | 0.8 | 2.2 |
| 100802A | 05:45:36 | -3.3 | 531.7 | 2.468 | 47.755 | 0.0006 | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-15}$ | 149.0 | 1.17 | 3.17 |
| 100804A | 02:29:26 | 0.13 | 6.72 | 248.97 | 27.45 | 2.3* | $2.15{ }^{\dagger}$ | $6.7 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100805A | 04:12:42 | -1.4 | 17.1 | 299.877 | 52.628 | 0.0001 | $2.15{ }^{\dagger}$ | $5.3 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 1.76 | 2.76 |
| 100805B | 07:12:12 | -0.1 | -0.03 | 22.8 | 34.19 | 7.9* | $0.5{ }^{\dagger}$ | $3.1 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100807A | 09:13:13 | -6.1 | 3.1 | 55.3 | 67.672 | 0.0005 | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 2.32 | 3.32 |
| 100810A | 01:10:34 | -1.86 | 0.7 | 124.77 | -1.61 | 6.0* | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100811A | 02:35:49 | -0.06 | 0.32 | 345.87 | 15.86 | $6.4 *$ | $0.5{ }^{\dagger}$ | $4.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100811B | 18:44:10 | -52.99 | 25.09 | 108.14 | 62.19 | 4.1* | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100814B | 08:25:26 | -0.77 | 6.66 | 122.82 | 18.49 | 3.3 * | $2.15{ }^{\dagger}$ | $9.1 \times 10^{-16}$ | 81.0 | 0.62 | 2.49 |
| 100816A | 00:37:51 | -0.7 | 10.448 | 351.74 | 26.579 | 0.0004 | 0.8049 | $2.8 \times 10^{-16}$ | 136.7 | 0.31 | 2.77 |
| 100823A | 17:25:33 | 0 | 25 | 20.704 | 5.835 | 0.0006 | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-16}$ | $200.0{ }^{\dagger}$ | 2.19 | 3.19 |
| 100827A | 10:55:49 | -0.13 | 0.45 | 193.9 | 71.89 | 6.0* | $0.5{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100829A | 21:02:07 | 0 | 10.8 | 90.409 | 30.314 | 0.808 | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-14}$ | 278.0 | 1.44 | 9.4 |
| 100829B | 08:59:07 | 0.26 | 95.23 | 115.45 | -3.99 | 5.1* | $2.15{ }^{\dagger}$ | $4.6 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100831A | 15:37:26 | -23.3 | 16.9 | 161.26 | 33.65 | 10.4* | $2.15{ }^{\dagger}$ | $1.8 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100901A | 13:34:10 | -2.4 | 471.8 | 27.265 | 22.759 | 0.0006 | 1.408 | $1.5 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.52 | 2.52 |
| 100902A | 19:31:54 | -49.5 | 409.6 | 48.629 | 30.979 | 0.0004 | $2.15{ }^{\dagger}$ | $2.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.98 | 2.98 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 100902B | 23:45:20 | -4.1 | 18.18 | 306.04 | 42.31 | 7.5* | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100905A | 15:08:14 | -1.6 | 2.1 | 31.55 | 14.929 | 0.0004 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.09 | 2.09 |
| 100905B | 21:46:23 | -4.61 | 6.91 | 262.65 | 13.08 | 4.5* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100906A | 13:49:27 | -0.2 | 142.264 | 28.684 | 55.631 | 0.0004 | 1.727 | $2.7 \times 10^{-15}$ | 106.0 | 1.34 | 1.98 |
| 100909A | 09:04:00 | 0 | 60 | 73.951 | 54.654 | 0.0333 | $2.15{ }^{\dagger}$ | $6.2 \times 10^{-14}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 100911A | 19:35:40 | -0.77 | 4.86 | 151.32 | 58.99 | 11.9* | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100915A | 01:31:05 | -36.3 | 72.2 | 315.694 | 65.673 | 0.0004 | $2.15{ }^{\dagger}$ | $3.1 \times 10^{-15}$ | 265.2 | 1.5 | 3.5 |
| 100915B | 05:49:40 | -7.42 | 3 | 85.394 | 25.095 | 2.0* | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-16}$ | 83.49 | 1.35 | 3.35 |
| 100919A | 21:12:17 | -38.4 | 11.2 | 163.24 | 6.02 | $2.7^{*}$ | $2.15{ }^{\dagger}$ | $3.6 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100923A | 20:15:10 | -0.77 | 50.94 | 106.12 | 39.6 | $5.7 *$ | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100924A | 03:58:08 | -15.1 | 128.9 | 0.672 | 7.004 | 0.0167 | $2.15{ }^{\dagger}$ | $2.4 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.59 | 2.59 |
| 100929A | 05:38:53 | -2.3 | 5.89 | 166.33 | 62.29 | 13.5* | $2.15{ }^{\dagger}$ | $3.1 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 100929B | 07:33:04 | -0.51 | 4.1 | 243.62 | 33.33 | 23.9* | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101003A | 05:51:08 | -1.79 | 8.19 | 175.85 | 2.49 | 7.7* | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101008A | 16:43:15 | -4 | 106.6 | 328.875 | 37.067 | 0.0006 | $2.15{ }^{\dagger}$ | $2.0 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.42 | 2.42 |
| 101010A | 04:33:47 | -11.01 | 54.02 | 47.19 | 43.56 | 18.7* | $2.15{ }^{\dagger}$ | $9.7 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101015A | 13:24:03 | -2.05 | 498.5 | 73.16 | 15.46 | 6.3 * | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-14}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101016A | 05:50:16 | -1.54 | 2.3 | 133.04 | -4.62 | 3.5* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101020A | 23:40:41 | -50 | 159 | 189.607 | 23.129 | 0.0567 | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 2.04 | 3.04 |
| 101021B | 01:30:32 | -0.51 | 1.02 | 0.46 | 47.34 | 13.0* | $0.5{ }^{\dagger}$ | $4.5 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101026A | 00:49:16 | -0.13 | 0.13 | 263.7 | -0.37 | 7.8* | $0.5{ }^{\dagger}$ | $1.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101027A | 05:30:30 | -1.28 | 0.06 | 79.02 | 43.97 | 11.6* | $0.5{ }^{\dagger}$ | $2.2 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 101101A | 17:51:34 | -2.3 | 1.02 | 13.55 | 45.75 | $3.7^{*}$ | $2.15{ }^{\dagger}$ | $4.1 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101107A | 00:16:26 | 2.3 | 378.12 | 168.33 | 22.43 | $4.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $4.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101112A | 22:10:24 | 0 | 15.448 | 292.218 | 39.359 | 2.0* | $2.15{ }^{\dagger}$ | $5.9 \times 10^{-16}$ | 105.8 | 0.79 | 2.02 |
| 101112B | 23:36:56 | -9.47 | 73.47 | 100.1 | 9.62 | 5.5* | $2.15{ }^{\dagger}$ | $5.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101113A | 11:35:36 | -0.26 | 12.03 | 29.08 | 0.21 | $3.4 *$ | $2.15{ }^{\dagger}$ | $1.9 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101114A | 00:32:50 | -2.2 | 6.6 | 303.193 | 14.029 | 0.03 | $2.15{ }^{\dagger}$ | $8.0 \times 10^{-15}$ | 296.0 | 1.15 | 3.15 |
| 101119A | 16:27:03 | -0.32 | 0.32 | 226.49 | 59.61 | 16.3 * | $0.5{ }^{\dagger}$ | $2.6 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101123A | 22:51:35 | 41.47 | 161.272 | 131.381 | 5.563 | 1.022 | $2.15{ }^{\dagger}$ | $3.2 \times 10^{-13}$ | 476.0 | 0.75 | 2.14 |
| 101127A | 02:13:59 | -3.33 | 26.11 | 290.31 | 7.89 | 23.3 * | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101129B | 17:25:25 | -0.06 | 0.51 | 271.54 | 1.01 | 8.5* | $0.5{ }^{\dagger}$ | $1.2 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101130B | 01:45:55 | -2.3 | 2.56 | 274.61 | 26.62 | $23.7{ }^{*}$ | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101202A | 03:41:54 | 0 | 18.43 | 254.02 | 58.48 | $6.5^{*}$ | $2.15{ }^{\dagger}$ | $8.8 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101204B | 08:14:19 | -0.06 | 0.06 | 191.91 | 55.67 | 10.6* | $0.5{ }^{\dagger}$ | $4.3 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101207A | 12:51:42 | 5.63 | 67.07 | 175.75 | 8.72 | 4.3* | $2.15{ }^{\dagger}$ | $4.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101208A | 04:52:57 | -0.19 | 10 | 212.4 | 4.04 | 11.9* | $0.5{ }^{\dagger}$ | $4.8 \times 10^{-17}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101211A | 11:37:55 | -2.82 | 10.75 | 31.84 | 10.06 | 11.4* | $2.15{ }^{\dagger}$ | $1.0 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101213A | 10:49:19 | -1 | 201.1 | 241.314 | 21.897 | 0.0005 | 0.414 | $9.1 \times 10^{-16}$ | 309.7 | 1.1 | 2.35 |
| 101219A | 02:31:29 | 0 | 5.6 | 74.586 | -2.527 | 0.0167 | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-14}$ | 490.0 | 0.22 | 2.22 |
| 101220A | 13:49:59 | 2.3 | 74.75 | 241.57 | 46.14 | 2.4* | $2.15{ }^{\dagger}$ | $6.0 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101220B | 20:43:54 | -1.02 | 30.72 | 2.7 | 27.2 | 2.5* | $2.15{ }^{\dagger}$ | $3.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101223A | 20:00:19 | -41.22 | 14.85 | 250.55 | 48.22 | 4.8* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101224 A | 05:27:13 | 0 | 2.66 | 285.939 | 45.706 | 0.035 | $2.15{ }^{\dagger}$ | $8.6 \times 10^{-16}$ | 330.0 | 0.83 | 2.83 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 101224C | 14:43:33 | -2.56 | 23.04 | 290.16 | 34.46 | 9.1* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101225A | 18:37:45 | 0 | 963 | 0.198 | 44.6 | 0.0004 | $2.15{ }^{\dagger}$ | $2.8 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.82 | 2.82 |
| 101225B | 09:02:54 | 20.54 | 101.76 | 60.68 | 32.77 | $2.7{ }^{*}$ | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-14}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 101231A | 01:36:51 | 0 | 23.62 | 191.71 | 17.64 | $2.5 *$ | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-14}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110101A | 04:50:20 | -2.3 | 1.28 | 264.26 | 36.54 | 11.4* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110101B | 12:08:22 | -103.43 | 132.1 | 105.5 | 34.58 | 16.6* | $2.15{ }^{\dagger}$ | $4.1 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110102A | 18:52:25 | -49.2 | 294.9 | 245.881 | 7.614 | 0.0001 | $2.15{ }^{\dagger}$ | $3.8 \times 10^{-14}$ | 267.0 | 1.22 | 2.3 |
| 110106A | 15:25:16 | -1 | 3.9 | 79.306 | 64.173 | 0.0005 | $2.15{ }^{\dagger}$ | $3.5 \times 10^{-16}$ | $200.0^{\dagger}$ | 1.71 | 2.71 |
| 110106B | 21:26:16 | -16.9 | 24.5 | 134.154 | 47.003 | 0.0005 | 0.618 | $4.7 \times 10^{-16}$ | $200.0^{\dagger}$ | 1.61 | 2.61 |
| 110107A | 21:15:51 | -70 | 122.37 | 299.89 | 41.889 | 0.05 | $2.15{ }^{\dagger}$ | $9.1 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.58 | 2.58 |
| 110112A | 04:12:18 | -0.1 | 0.5 | 329.932 | 26.456 | 0.0009 | $0.5{ }^{\dagger}$ | $9.6 \times 10^{-18}$ | $1000.0{ }^{\dagger}$ | 2.14 | 3.14 |
| 110112B | 22:24:54 | 0 | 2.34 | 10.6 | 64.41 | 2.0* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | 495.0 | 0.72 | 2.72 |
| 110117A | 08:44:51 | -1.79 | 70.66 | 130.87 | 47.59 | 9.8* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110119A | 22:20:58 | -86.4 | 217.5 | 348.586 | 5.986 | 0.0005 | $2.15{ }^{\dagger}$ | $3.7 \times 10^{-15}$ | 126.3 | 0.6 | 1.95 |
| 110123A | 19:17:45 | 0.7 | 18.56 | 246.97 | 28.03 | $2.3 *$ | $2.15{ }^{\dagger}$ | $2.8 \times 10^{-14}$ | 280.0 | 0.64 | 1.96 |
| 110124A | 18:49:09 | -3.33 | 2.05 | 53.83 | 36.35 | 9.4* | $2.15{ }^{\dagger}$ | $9.9 \times 10^{-17}$ | $205.0^{\dagger}$ | $1.05^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110130A | 05:31:53 | -0.26 | 47.1 | 111.51 | 38.25 | 7.1* | $2.15{ }^{\dagger}$ | $1.8 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110201A | 09:35:08 | -2.8 | 13.3 | 137.489 | 88.61 | 0.0217 | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.09 | 2.09 |
| 110205A | 02:02:41 | 0 | 330 | 164.63 | 67.525 | 0.0004 | 2.22 | $3.5 \times 10^{-14}$ | 222.0 | 1.52 | 3.52 |
| 110206B | 04:50:36 | -6.4 | 5.89 | 333.7 | 1.61 | 15.6* | $2.15{ }^{\dagger}$ | $4.9 \times 10^{-16}$ | $205.0^{\dagger}$ | $1.05^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110210A | 09:52:41 | -102.9 | 153.6 | 13.057 | 7.78 | 0.0005 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | $200.0^{\dagger}$ | 1.73 | 2.73 |
| 110212A | 01:09:08 | -1.8 | 2.6 | 69.025 | 43.716 | 0.0233 | $2.15{ }^{\dagger}$ | $7.0 \times 10^{-17}$ | 44.6 | 0.78 | 2.78 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 110213A | 05:17:29 | -31.2 | 32.8 | 42.964 | 49.273 | 0.0004 | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-15}$ | 89.0 | 1.28 | 2.4 |
| 110213B | 14:31:33 | 0 | 50 | 41.768 | 0.952 | 0.0087 | 1.083 | $2.6 \times 10^{-15}$ | 123.0 | 1.52 | 3.52 |
| 110213C | 21:00:52 | -0.13 | 0.19 | 6.28 | 27.54 | 11.0* | $0.5{ }^{\dagger}$ | $5.0 \times 10^{-18}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110220A | 18:16:22 | -1.79 | 31.23 | 185.49 | 16.58 | $6.4 *$ | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110221A | 05:51:20 | -1.54 | 11.52 | 15.18 | 66.05 | 2.4* | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110223A | 20:56:59 | 0.1 | 8.1 | 345.854 | 87.558 | 0.0006 | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 110226A | 23:44:31 | -2.3 | 11.78 | 199.29 | 35.77 | 7.4* | $2.15{ }^{\dagger}$ | $1.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110227B | 05:30:11 | -1.02 | 17.41 | 25.24 | 15.89 | 7.7* | $2.15{ }^{\dagger}$ | $1.5 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110228B | 18:59:51 | -3.84 | 13.31 | 245.09 | 16.41 | $5.2 *$ | $2.15{ }^{\dagger}$ | $6.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110301A | 05:08:43 | 0 | 5.7 | 229.35 | 29.4 | 2.3 * | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-14}$ | 106.8 | 0.81 | 2.7 |
| 110302A | 01:01:52 | -11.2 | 27.14 | 122.35 | 2.91 | 7.1* | $2.15{ }^{\dagger}$ | $2.3 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110304A | 01:42:34 | -0.26 | 19.26 | 322.93 | 33.27 | 4.7* | $2.15{ }^{\dagger}$ | $2.2 \times 10^{-15}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110307A | 23:19:08 | -1.79 | 0.51 | 193.12 | 15.64 | $7.8{ }^{*}$ | $2.15{ }^{\dagger}$ | $3.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110311A | 19:29:22 | -1.79 | 4.61 | 117.59 | 34.29 | 9.9* | $2.15{ }^{\dagger}$ | $7.0 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110315A | 23:57:04 | -66.8 | 38.8 | 279.195 | 17.539 | 0.0004 | $2.15{ }^{\dagger}$ | $4.2 \times 10^{-15}$ | $200.0{ }^{\dagger}$ | 1.77 | 2.77 |
| 110328A | 12:57:45 | 0 | 10 | 251.208 | 57.583 | 0.0005 | $2.15{ }^{\dagger}$ | $2.5 \times 10^{-14}$ | $200.0{ }^{\dagger}$ | $1.0^{\dagger}$ | $2.0{ }^{\dagger}$ |
| 110328B | 12:29:20 | 1.02 | 142.34 | 117.65 | 43.1 | 2.7* | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-14}$ | 369.0 | 1.11 | 1.94 |
| 110331A | 14:29:07 | -0.06 | 3.14 | 6.66 | 25.99 | 5.1* | $2.15{ }^{\dagger}$ | $1.6 \times 10^{-16}$ | $205.0{ }^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110401A | 22:04:20 | -0.64 | 1.73 | 268.56 | 26.87 | 4.3* | $2.15{ }^{\dagger}$ | $1.7 \times 10^{-14}$ | 1194.0 | 0.66 | 2.36 |
| 110402A | 00:12:58 | -1.5 | 83.5 | 197.402 | 61.253 | 0.0006 | $2.15{ }^{\dagger}$ | $1.3 \times 10^{-13}$ | 1395.0 | 1.03 | 3.03 |
| 110406A | 03:44:06 | 0 | 9.216 | 17.34 | 35.809 | 0.0089 | $2.15{ }^{\dagger}$ | $3.9 \times 10^{-14}$ | 326.0 | 1.24 | 2.3 |
| 110407A | 14:06:41 | -2.9 | 158.8 | 186.031 | 15.712 | 0.0006 | $2.15{ }^{\dagger}$ | $7.9 \times 10^{-16}$ | 57.9 | 0.73 | 2.73 |



| Name | Time |  |  | Position |  |  |  | Fluence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{0}$ | $T_{1}$ | $T_{2}$ | $\alpha$ | $\delta$ | $\sigma$ | $z$ | $f_{\gamma}$ | $\epsilon_{\gamma}$ | $\alpha_{\gamma}$ | $\beta_{\gamma}$ |
| 110411A | 19:34:11 | -11.9 | 86.3 | 291.442 | 67.712 | 0.0005 | $2.15{ }^{\dagger}$ | $1.1 \times 10^{-15}$ | 41.0 | 1.51 | 3.51 |
| 110412A | 07:33:21 | 13.7 | 40.4 | 133.491 | 13.488 | 0.0317 | $2.15{ }^{\dagger}$ | $1.4 \times 10^{-15}$ | 87.0 | 0.7 | 2.7 |
| 110414A | 07:42:14 | -38.4 | 135.6 | 97.873 | 24.362 | 0.0004 | $2.15{ }^{\dagger}$ | $2.9 \times 10^{-14}$ | $200.0^{\dagger}$ | $1.0^{\dagger}$ | $2.0^{\dagger}$ |
| 110421A | 18:10:40 | -2.56 | 37.89 | 277.23 | 50.8 | $2.7^{*}$ | $2.15{ }^{\dagger}$ | $6.6 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110422B | 00:41:49 | -0.13 | 0.19 | 226.69 | 43.02 | 21.6* | $0.5{ }^{\dagger}$ | $1.2 \times 10^{-17}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110428B | 08:07:05 | -53.76 | 47.87 | 128.44 | 19.94 | $3.6{ }^{*}$ | $2.15{ }^{\dagger}$ | $9.9 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110430A | 09:00:14 | 1.02 | 33.54 | 147.06 | 67.95 | $3.2{ }^{*}$ | $2.15{ }^{\dagger}$ | $4.4 \times 10^{-15}$ | $205.0^{\dagger}$ | $1.05{ }^{\dagger}$ | $2.25{ }^{\dagger}$ |
| 110503A | 17:35:45 | -6.6 | 16.3 | 132.776 | 52.208 | 0.0001 | 1.61 | $1.2 \times 10^{-14}$ | 219.0 | 0.98 | 2.7 |


| Reason for omission | IC79 bursts | IC86-1 bursts |
| :--- | :--- | :--- |
| no run | $110128 \mathrm{~A}, 110131 \mathrm{~A}$, | $110529 \mathrm{~A}, 110705 \mathrm{~A}$, |
|  | 110217 A | $120102 \mathrm{~A}, 120204 \mathrm{~A}$, |
|  |  | 120403 A |
| test run | $110413 \mathrm{~A}, 110415 \mathrm{~A}$, | 120116 A |
|  | 110422 A |  |
| calibration run |  | $110728 \mathrm{~A}, 120218 \mathrm{~B}$ |
| unstable run |  | $110609 \mathrm{~A}, 120513 \mathrm{~A}$ |

Table A.3: Summary of northern bursts omitted from the IC79 and IC86-1 catalogs for this experiment.
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[^0]:    ${ }^{1}$ More recently, a data compression scheme was introduced. Each waveform is fit as a sum of pulse templates; if the fit is good, then only the pulse time and amplitude parameters are transmitted.

[^1]:    ${ }^{1}$ Boosted decision tree forests are sometimes referred to as Boosted Decision Trees or BDTs, but here we use the term "forest" explicitly to emphasize that boosting affects the forest, not the operation of individual decision trees.

[^2]:    ${ }^{1}$ The choice of cutoff here is arbitrary; in Section 6.2 we will see why this choice has a negligible effect on the analysis.

