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Superconducting �lms are inherently limited by losses due to two-level sys-

tem (TLS) defects within the amorphous oxide layers surrounding them and

from quasiparticles in the �lm. In this thesis I will discuss novel theoretical

and experimental methods toward understanding superconducting resonator

loss from deleterious surface TLS defects as well as a loss transition from non-

equilibrium quasiparticles in granular TiN. I will show using �nite element

solver software that a resonator with submicron linewidth and linespacing can

be used to better characterize and simulate surface TLS as part of a circuit

QED system. I have observed individual surface TLS and found coupling val-

ues in the range of g/2π =50 kHz -280 kHz with a maximum dipole moment



pz,max = 4.5 Debye (.93 eÅ). I have found in in simulation of experiment

that over 80% of the strongly coupled TLS reside within 50 nm of the corner

between the Metal-Substrate (MS) and Substrate-Air (SA) interface. Addi-

tionally I have studied a loss transition from non-equilibrium quasiparticles

in TiN �lms. These �lms exhibit an anomalous loss dependence on substrate

treatment and �lm thickness. The �lms of interest are ones grown thin on

oxidized substrates, which exhibit an order of magnitude decrease in internal

quality factor (Qi) relative to either thicker �lms or �lms grown without the

oxidized substrate. These �lms additionally exhibit a grain size on average

of 7.5 nm, a higher inhomogeneous gap, a transition to lower stress and a

preference for the [111] crystal growth. The temperature dependence of the

conductivity is �t and a factor of two di�erence in quasiparticle lifetime is

found between the two �lms where the thinner �lm has a shorter lifetime.

A two gap quasiparticle trapping model is �t to the temperature dependent

loss data. The data is consistent with a model where non-equilibrium quasi-

particles are trapped in low gapped grains on the inside of the �lms. From

these works and others presented in my thesis the understanding of TLSs on

surfaces and non-equilibrium quasiparticles in TiN has improved. This will

help illuminate some of the most important absorption mechanisms plaguing

superconducting qubits and resonators.
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1 Introduction

Feynman once said, �Nature uses only the longest threads to weave her pat-

terns, so each small piece of her fabric reveals the organization of the entire

tapestry.� Feynman was describing how all of nature is intertwined. By under-

standing �small pieces� or problems one can illuminate the whole idea. As a

graduate student in the �eld of superconducting quantum computing, one can

attempt to bring new ideas to light and to understand the smallest pieces of

the quantum fabric. Quantum computing has become one of the most popular

researched areas. With the ability to harness quantum information comes the

ability to perform computations not possible with current classical comput-

ers. Shor's algorithm [1] has shown that a quantum computer can be used

to factor numbers exponentially faster than classical algorithms, allowing one

to break standard encryption. Grover's algorithm provides a quadratic speed

up in searching for information. But these algorithms are only the beginning.

In addition, complex optimization problems may be solved in the short term

which is of interest for quantum chemistry and pharmaceuticals. Realizing

this potential starts by understanding and manipulating small sets of super-

conducting qubits and resonators, where the latter are used to interface and

readout the former, and where a qubit is an abbreviation for quantum bit.

Ideally, it is a quantum two level system as shown in Figure 1, which has the

ability to be in any superposition of its ground and excited states.

While there are multiple ways to construct a qubit, including trapped ion

qubits, spin qubits and semiconductor qubits, superconducting qubits provide
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Figure 1: The block sphere represents the state space of the two level qubit. 
It shows how it can be in the |0〉 state, represented as the most-positive z 
state, the |1〉 state which is the most-negative, or any superposition of the two 
states.  φ represents  the phase  di�erence between  these  two  states .

a very promising path forward. Superconducting qubits have many advan-

tages. These qubits are made up of ordinary circuit elements such as capacitors 

and inductors. These devices can be fabricated using standard photo lithog-

raphy and e-beam lithography. Because they are simple circuits they can be 

controlled using basic RF and DC lines. At this temperature the electrons form 

Cooper pairs and group into a single quantum wave function allowing for quan-

tum phenomena to be seen macroscopically. The low temperatures are made 

possible using a dilution refrigerator where the process of moving Helium-3 

through the phase boundary of a Helium-3 and Helium-4 isotope mixture is 

endothermic and absorbs heat. Right at that boundary between Helium-3 and 

Helium-4 the lowest temperature stage in a dilution refrigerator exists. This

cooling power is needed to obtain a base temperature of ~10 mK. This low 

temperature is important to stay in the quantum regime with thermal energy

much less than the qubit transition frequency, kb T�~w. Superconducting 

qubits are formed with Josephson tunnel junctions, which are made from two
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layers of superconducting �lm with a tunneling barrier in between. This junc-

tion provides a low loss, non-linear circuit element. While other qubits make

use of microscopic quantum phenomena such as spins or atoms which have

trouble coupling to each other, superconducting qubits can have high coupling

rates. High coupling means it will be easier to couple multiple qubits. The

downside is that each qubit also couples highly to the environment which can

cause loss or a decrease in coherence time. When the qubit decays from ex-

cited state to ground state, this process is associated with the T1 coherence

time or relaxation time (θ in Figure 1). On the other hand, �uctuations in

qubit frequency (and φ in Figure 1) only a�ect the phase coherence time Tφ.

The total coherence is T2 = (2T−1
1 + T−1

φ )−1. The need for a higher coherence

time and a better understanding of coherence motivates a substantial amount

of modern research in superconducting quantum computing. Understanding

the causes of decoherence such as two level system defects, vortices, radiation,

thermal noise, and quasiparticles are very important.

The coherence of superconducting qubits has grown over �ve orders of

magnitude over the last two decades [2], but the size of the current high-

performance qubits are on the order of 1 millimeter, which poses challenges

for qubit-qubit isolation. When made more compact, qubits generally couple

more strongly to two-level system (TLS) defects, causing added decoherence.

However, a microscopic (or small) volume of the electrical mode will also allow

discreteness to be observed in the TLS spectrum, due to sampling of their

sparse random energies. I am studying a resonator design with surface TLSs

3



near the edges of the resonator, in regions with high participation energy ratios.

Understanding the loss in superconducting resonators, which have noise from

TLS as do qubits, is crucial for improving coherence times and the maturation

of superconducting qubits in general.

Another way to advance superconducting qubits is to explore di�erent su-

perconductors. High-quality superconducting �lms of TiN and related NbTiN

are of recent interest in the �eld of quantum information science and astro-

nomical detection. Titanium nitride (TiN) has a higher critical temperature

than aluminum, lower loss on the silicon surface than many other supercon-

ductors, and an ability for high kinetic inductance. While aluminum oxide is

known to contain a large density of TLS defects certain growth directions of

TiN have been found to be less lossy when exposed to oxygen [7][3]. TiN has a

very low carrier concentration which leads to a high kinetic inductance. Large

inductances leads to large impedances which are useful in resonators. High

inductance gives better sensitivity to high-frequency photons in microwave

kinetic inductance detectors (MKIDs). Microwave kinetic inductance detec-

tors are used for detecting photon energies above a speci�c superconducting

gap[51]. The sensitivity and accuracy of this detection is dependent upon the

materials used. In qubits TiN allows for tunable coupling due to its fast fre-

quency tunability[4]. Additionally it has shown to yield high quality factor

resonators[3]. I will discuss a loss transition in TiN resonators and then cover

the design, fabrication and results of a tuned surface TLS study. The following

section introduces superconducting qubits and the di�erent loss mechanisms
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present. I then describe the important theory behind two level system defects

and quasiparticles.

1.1 Quantum Computing Background

Feynman was one of the �rst to propose that quantum mechanics could be

used to create a new form of computing. He said, �if you want to make a

simulation of nature, you'd better make it a quantum mechanical.� During

the rise of quantum information he has inspired the �elds of superconducting

qubits where tremendous progress has been made. Some of the �rst theo-

retical proofs showing the power of quantum computing came from David

Deutsch and Richard Jozsa. They showed that a quantum algorithm could

out-perform its classical counterpart. Further quantum algorithms emerged

from Peter Shor[1]and Grover that a quantum computer could factor number

exponentially faster and could give a
√
N improvement in the time needed to

search a database respectively. Modern classical computers rely on classical

binary logic where information is stored in an o� state (0) or on state (1).

These 2 states are the only possible states that exist classically. Physically

these states manifest themselves as a high (1) and low potential (0), as in the

transistors in your phone and computer, or as classical up (1) or down (0)

magnetic moments on a hard drive. Quantum mechanics gives the possibility

to be in a superposition of states. Thus a qubit or quantum bit can be in

the 1 and 0 state at the same time. So for example, in an n qubit register

placed in superposition or can store all the numbers between 0 and 2n−1 at the
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same time. If an operation is performed on this system then it acts on all the

numbers stored by the qubits in one operation. This parallelism is a concept

that enables e�cient quantum computing.

1.2 Introduction to Superconductivity

Heike Kamerlingh Onnes was a dutch physicist, and the �rst to liquify helium

and discovered key properties of superconductivity . It was unclear at the

time in the 1900s if the conductivity or the movement of electrons would be

completely stopped at low enough temperatures. In 1911 Onnes discovered

something very puzzling[89]. After bringing the refrigerant liquid helium to

4.19K, Kamerlingh tested the conductivity of mercury and reported a disap-

pearance of resistance as the temperature was lowered. Onnes had discovered

the world's �rst superconductor. Decades later more characteristics about

superconductors were revealed. In 1933 Meissner discovered that supercon-

ductors can act as diamagnetic substances and expelled magnetic �elds. Su-

perconductivity wasn't microscopically described until later in the 1950s by a

theory proposed by Bardeen, Cooper, and Schrie�er (BCS). They discovered

that a weak attractive interaction between electrons mediated by phonons

can cause the formation of bound pairs of electrons with equal and opposite

momentum and spin. These paired electrons are called Cooper pairs. They

predicted that the minimum energy to break this pair is Eg=2D=3.528 kBTC .

The breaking of Cooper pairs will create quasiparticles. The length scale of the

Cooper pair in the superconductor is named the superconducting coherence
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length, ξ0. This length can be as large as 1µm in high quality crystals. Due

to scattering at defects or grain boundaries, the coherence length is reduced

to the e�ective coherence length is ξeff = ( 1
ξ0

+ 1
l
)−1where l is the mean free

path.

Additionally superconductors are either of type I or type II, depending on

the relation between their London penetration depth, λL, and the coherence

length. Aluminum is a type I superconductor where the bulk material cannot

be penetrated by magnetic �elds. This phenomena is called the Meissner

e�ect. In type II superconductors such as TiN, and �lms of most materials

including aluminum, the coherence length is less than the penetration depth,

which allows magnetic �elds to penetrate the material in quantized bundles

named vortices. In TiN, the typical coherence lengths are close to 20 nm

but penetration depths can be much larger. λL =
√

m
µ0nq2where m is the

charge carrier mass, n is the number density and q is the elementary charge

[88]. A superconductor often acts as an inductance, where a large penetration

depth leads to increased inductance. This inductance type is called kinetic

inductance and will be discussed in later sections.

1.3 Quasi-classical electron transport

In 1900 Paul Drude proposed a model to describe the conduction of electrons

in materials. He assumed that a sea of electrons with a number density, n,

continuously collided at positive scattering centers thus keeping the overall

charge of the solid neutral. The number density of this sea of electrons is
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equal to

n = NAZρm/A (1.1)

where NA is Avogadro's number, Z is the atomic mass number and ρm is the

concentration of the ions. Mathematically we can �nd the equations of motion

for an electron over time

d

dt
〈p(t)〉 = qE − 〈p(t)〉

τ
(1.2)

where p is the momentum, q is the elementary charge, and E is the electric

�eld which is assumed to be homogeneous and uniform. τ is the time between

collisions or the inverse of the scattering rate. The solution for this di�erential

equation is

〈p(t)〉 = qτE(1− et/τ ) + p(0)et/τ (1.3)

If you look at the steady state solution dp/dt = 0 then the equation sim-

pli�es to

〈p〉 = qτE (1.4)

We can then relate momentum to the current density, J using

〈p〉 = m〈v〉 (1.5)
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and

J = nq〈v〉 (1.6)

From Ohm's law, J = σ0E and thus the DC conductivity from the Drude

model is

σ0 =
nq2τ

m
(1.7)

For AC �elds, the general formula is

σ(ω) =
σ0

1− iωT
(1.8)

Landau then demonstrated that despite the Coulomb interaction between

individual free electrons, electrons in general acts as groups or a cloud that

screens the Coulomb interaction. Landau referred to this system as a Landau-

Fermi-liquid where the moving cloud can be thought of as a quasiparticle with

an e�ective mass[35]. These quasiparticles can scatter whether due to impuri-

ties or thermally through phonons. The scattering rate is thus τ−1 = τ−1
th +τ−1

im

. Furthermore while the phonon scattering rate increases with temperature the

impurity scattering rate due to disorder is temperature independent.

Quantum mechanically, electrons behaves like waves with a wavelength

λ = 2π/k, where k is the wave vector. By solving the Schrodinger equation for

a free electron in a cube the accessible energy levels are given by E = ~2k2/2m

where m is the mass. Because the Pauli exclusion principle, they cannot occupy
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the same state and will �ll up all available energy states up to the Fermi Energy,

EF . Only electrons near the Fermi energy will be a part of the current with

a Fermi velocity, vF = ~kF/m. Additionally, a mean free path can then be

de�ned as l = vF τ which is the average distance between scattering events.

For a 3 dimensional system we can also relate the carrier density to the Fermi

wave vector, n = k3
F/(3π

2) and then equation 1.7 can be rewritten as

σ3D =
e2

3π2~
k2
F l (1.9)

When a crystal is very disordered the atomic distance of the lattice is on the

order of the mean free path and there will be a large increase in the scattering

rate. This will not allow it to travel a full wavelength and thus sets a disorder

limit known as the Io�e-Regel criterion,

kF l >> 1 (1.10)

In my TiN experiments I get close to this criteria and due to the high resis-

tivity, grain size and quasiparticle scattering in the �lm I see a very interesting

consequence in the loss of my resonators.

Two Fluid Model

Many properties of superconductors can be described in terms of a two-�uid

model that consists a normal electrons or quasiparticles combined with su-

perconducting cooper pairs. The two �uids coexist in the superconductor[88].
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Figure 2: Superconducting charge carriers, ns versus temperature. With nor-
mal electron carriers, nn they sum to a total carrier concentration n as a
function of normalized temperature. Ideally all charge carriers are supercon-
ducting at zero temperature.

When a superconductor is cooled below Tc, normal electrons begin to trans-

form to the super electron state. The densities of the normal and the super

electrons, nn and ns, respectively, are temperature dependent, and sum to the

total density n of the conduction electrons,

n = ns(T ) + nn(T ) (1.11)

We can then de�ne a temperature dependent penetration depth

λ(T ) =

√
m

µ0ns(T )q2
(1.12)

Temperature dependence of the density of superconducting electrons is
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ns
n

=
λ(0)2

λ(T )2
(1.13)

which becomes

ns = n(1− (T/TC)4) (1.14)

Mattis Bardeen Theory

The conductivity of a superconductor can be thought as being complex where

σ = σ1 + iσ2where σ1 describes the normal (quasiparticle) conductivity and σ2

describes the equation for superconducting condensate conductivity. Mattis

Bardeen Theory describes the response of the superconducting cooper pairs

and normal metal electrons to non-local electromagnetic waves. In normal

metals, a local relationship can be established between the current and electric

�eld where

−→
J n =

σ0

1− iωT
−→
E (−→r ) (1.15)

In superconductors where the mean free path can be high at low temper-

atures a non local relationship is needed. Thus in 1958 Mattis and Bardeen

developed a non local relation between the current density and vector poten-

tial,
−→
A.

−→
J (−→r ) =

3∆0

4πξ0λ2
L

�
V

d−→r ′
−→
R
−→
R ·
−→
A (−→r )I(ω,R, T )e−R/l

R4
(1.16)
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where the kernel I(ω,R, T )

I(ω,R, T ) = iπ
� ∆

∆−~ω dE(1− 2f(E+ ~ω))(g(E) cosα∆2− i sinα∆2)e−iα∆1

−iπ
�∞

∆
dE(1− 2f(E + ~ω))(g(E) cosα∆2 − i sinα∆2)e−iα∆1

+iπ
�∞

∆
dE(1− 2f(E + ~ω))(g(E) cosα∆1 − i sinα∆1)e−iα∆2

where

∆1 =


√
E2 −∆2, |E| > ∆

J
√

∆2 − E2 , |E| < ∆

, ∆2 =
√

(E + ~ω)2 −∆2,g(E) = E2+∆2+~ωE
∆1∆2

, α =

R/~v0

and where ∆ is the gap parameter and f(E) is the Fermi distribution func-

tion,

f(E) =
1

1 + eE/kT
(1.17)

Furthermore, the conductivities are

σ1/σn =
2

~ω

� ∞
D

(E(E + ~ω) + D2(f(E)− f(E + ~ω)))

((E2 −D2)(1/2)((E + ~ω)2 −D2)(1/2))
dE+

1

~ω

� −∆

∆−~ω

(E(E + ~ω) + D2(1− 2f(E + ~ω)))

((E2 −D2)(1/2)((E + ~ω)2 −D2)(1/2))
dE (1.18)

σ2/σn =
1

~ω

� ∆

D-~ω

(E(E + ~ω) + D2(f(E)− f(E + ~ω)))

((E2 −D2)(1/2)((E + ~ω)2 −D2)(1/2))
dE (1.19)

While Mattis Bardeen theory can be used to predict the loss from thermal

quasiparticles, it is often the case that excess or non-equilibrium quasiparticles
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can plague a resonator as well. To incorporate non equilibrium excess quasi-

particles it is convention to use an e�ective potential in the Fermi energy[65].

This changes the quasiparticle concentration to

nqp = 4N0

� ∞
0

1

1 + e
E−u
kT

dε (1.20)

where , ε =
√
E2 −∆2 , N0 is the single spin density of states, and u is the

chemical potential.

In this section I have described quasi-classical electron transport, from the

Drude model, two-�uid model and Mattis Bardeen theory. I will use the two-

�uid model to analyze the quasiparticle lifetimes in my TiN loss results and

frequency shifts. Additionally I will also use a modi�ed version of the Mattis

Bardeen formula to account for non-equilibrium quasiparticles[16]. So far I

have discussed the theory behind conduction in superconductors. Next I will

discuss the actual quantum hardware or circuit that dictates the conduction

of superconducting and normal charge carriers.

1.4 Superconducting Quantum Devices

Superconducting devices are becoming widespread with applications for low

power digital systems[103, 104], in space, and for superconducting quantum

information. Because they are superconducting they can achieve very high

Q factors and do not have to su�er from the skin e�ect and AC crowding

as normal conducting resonators do. High quality factors in resonators allow
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for the study of smaller e�ects in the E&M response and the study of the

underlying physics. Speci�cally superconducting resonators are used to read

out qubits [24]and as Microwave Kinetic Inductance Detectors[51] for incoming

photons from space. Recently resonators have been modi�ed to make traveling

wave ampli�ers [114].

The total quality factor of a resonator Q is equal to

Q = ωr
Es
Pl

(1.21)

where Es is the energy stored, Pl is the power lost, and ωr is the resonant

frequency. Thus the quality factor is a measure of how well the resonator re-

tains the energy stored. A resonator can lose energy in two general ways due

to internal losses or external losses. Internal quality factor can be a represen-

tation of the internal loss mechanisms that the resonator su�ers from such as

dielectric loss, quasiparticle loss, radiation loss, vortices and magnetic �elds.

External quality factor mainly measures a resonator's ability to couple to ex-

ternal structures such as transmission lines, other resonators, or qubits. The

total loss is

Q−1 =
∑
n

Q−1
i,n +Q−1

e (1.22)

Quality factors as high as 106−107have been achieved on thin �lm resonators[54]

[44]. These high quality factors typically occur on high resistivity low-loss

substrates with careful fabrication and at high power where dielectric loss is
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saturated. Losses due to quasiparticles and dielectric loss will be described in

greater detail in later chapters. Next, I will discuss the co-planar waveguide

resonator and lumped element resonators.

1.4.1 Coplanar Waveguides Resonators

There are a number of superconducting devices that will be used in a su-

perconducting quantum computer. The main components will be resonators

and qubits. The types of resonators available are 3D cavity resonators, 2D

co-planar waveguide resonators, and lumped element resonators. Each type

provides particular advantages over the other.

A general transmission line equation can be used to describe the impedance

from small sections [20]

Z0 =

√
Rl + iωLl√
Gl + iωCl

(1.23)

where Rlis the per length resistance, Ll the per length inductance, Gl the per

length conductance, and Cl the per length capacitance. A signal propagates

down the line with a complex propagation coe�cient γ =
√

(Rl + iωLl)(Gl + iωCl)

and this implies a phase velocity, v = ω/β , where the wavenumber β = 2π
λ
.

If the loss is low the impedance and phase velocity reduce to Z0 =
√

Ll
Cl

and

v = 1√
LlCl

.

Furthermore, the input impedance seen from an unknown load at a distance

l in the transmission line can be viewed as
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Zin = Z0

(
ZL + i tanh(γl)

1 + iZL tanh(γl)

)
(1.24)

For my designs in this thesis I have used co-planar waveguides where the

length is either l = λ/2 or l = λ/4 which resonates at fr as determined by the

equation

vp =
c

√
εeff

= frλ (1.25)

The capacitance and inductance per length, Cl, Ll gives the resonant fre-

quency ωr = 1√
ClLl

. c is the speed of light and is equal to 2.99792 × 108m/s.

The e�ective permittivity is equal to εeff =
∑

n εr,n
1
n
. f is the resonator fre-

quency, vpis the phase velocity, and λ is the wavelength. These resonators

are considered to be distributed meaning that we can model them with an

in�nitesimal capacitance and inductance in series per unit length l. How the

resonator is terminated at each end creates a particular standing wave. For

example in Figure 3 the resonator is open at the bottom and grounded at the

top. These boundary conditions create a standing wave with a wavelength

λ/4 = l and fundamental frequency fr = vp4l. The open end is capacitively

coupled to a feedline and is a voltage anti-node while the grounded end is a

voltage node. Additionally one can have a resonator that is open at both ends

creating a λ/2 = l resonance.

CPW resonators have the bene�t of being able to be fabricated in a single

layer or 1 step. This allows for quick and for reproducible resonators. Ad-
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a) b)

Figure 3: a) Quarter wave co-planar waveguide (CPW) resonator in Microwave
O�ce. The open end of the resonator is a voltage anti-node while the grounded
end is a voltage node. The resonant frequency is determined by the length and
permittivity of the substrate. 3b shows a cross-section of a CPW with a silicon
substrate. The CPW has a center conductor width w and a distance to ground
of s.

ditionally multiple λ/4 resonators can measured at the same time in a single

feedline. The disadvantage is that each resonator has a higher order mode and

typically qubits are sensitive enough to these higher frequency modes and can

lose energy to these modes called the Purcell e�ect [12].

The resonator is capacitively coupled to the transmission line. Figure 3

shows an example of the the quarterwave co-planar waveguide that is mea-

sured. At the top end of the Figure are the two ports, 1 and 2.

Additionally the feed line used to measure the resonators is also a CPW.

It is important for the feed through line to be at the right geometry to get
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an impedance close to 50 ohms. Often there is kinetic inductance that also

needs to be taken into account as well. The impedance can be solved for

analytically,[66] following for a semi-in�nite dielectric [9]

Z0 =
30π√

(1 + ε)/2

K(k
′
0)

K(k0)
(1.26)

where

k0 = w/2(s+ w/2) (1.27)

k
′

0 =
√

1− k2
0 (1.28)

where s is the width of the center strip, w is the width of the slots in the

ground plane, and K(k0) is the elliptic integral with geometric factor k0. In

the next section I will discuss lumped element resonators.

1.4.2 Lumped element Resonators

Lumped element (LE) resonators will resonate only at a single frequency where

the electric and magnetic energy are captured or lumped in a certain area

whether in the capacitor or inductor. Additionally the LE is di�erent than the

CPW resonator in that the size of the capacitor and inductance components

is much smaller than the wavelength. Lumped element resonators like CPWs

use thin �lm technology with the standard photolithography process, however,

they typically involve multiple layers. They can be comprised of interdigitated

or parallel plate capacitors with a meandering or spiral inductor, where the
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a)

b) c)

Figure 4: Examples of lumped element resonators that have previously been
designed in the Osborn group. a) A lumped element resonator with large
spiral inductor and small parallel plate capacitor b) is a smaller meander in-
ductor with larger parallel plate capacitors c) A meander inductor with an
interdigitated capacitor (IDC).

latter require multiple layers. The quality factor for an LCR resonator is Q =

ωRC. The resistance R take the form of the many di�erent loss mechanisms a

superconducting resonator is exposed to. As the name implies, one advantage

of LE resonators is that the energy is from relatively small sized components.

This ability to make compact designs can allow one to focus on the study of

speci�c losses in a particular volume. In other words For example, a resonator

designed with a parallel plate capacitor has the advantage of being compact

and the advantage of testing a single dielectric but the disadvantage of having

a high dielectric loss. However this concentration of loss to one area makes

studying dielectric loss a useful tool in research.

We have examined the quasi-classical transport and the quantum hardware

that is typical for superconducting quantum computing. Now I will treat the
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�elds in a fully quantum mechanical way starting with an LC resonator which

is an important concept for superconducting qubit technology.

1.5 Quantization of LC Circuit

In order to better understand how to treat the electromagnetic �eld as a quan-

tum system let's start with quantization of the LC circuit. In my thesis I will

discuss the characteristics of resonators and qubits which act as harmonic os-

cillators in the case of resonators and anharmonic oscillators in the case of

many qubits. Since a resonator and qubit system have a coupling related

to LC circuits, one can understand them by �rst examining the equations of

motion for one simple LC circuit [17]. Looking at the Lagrangian for a LC

circuit

L = T − U (1.29)

Where T and U are the kinetic energy and potential energy of the system.

L = CΦ̇2/2− Φ2/2L (1.30)

The equation of motion is then

d

dt

∂L
∂q̇
− ∂L
∂q

= 0 (1.31)
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Substituting equation 30 into equation 31 reveals the familiar harmonic oscil-

lator:

Lq̈ + q/C = 0 (1.32)

or

q̈ + ω2q = 0 (1.33)

Where ω2 = 1/LC and the solution of that di�erential equation is q(t) =

q0cos(ωt). Recalling that the charge and �ux operators do not commute

[φ̂, q̂] = i~ one will identify φ as the canonical momentum where one will

de�ne the Hamiltonian

H = ∂L/(∂q̇) = Lq̇H = q∂L/(∂q̇)− L (1.34)

And �nally substituting the expression for L

H = Φ2/2L+ (Lω2q2)/2 (1.35)

One can notice this is similar to the classical mechanical spring-mass system

where one could substitute p�Q,x�φ,m�C,mω2�1/L to regain

H = p2/2m+mω2x2/2 (1.36)

To quantize this system one can again recall the non-commuting operators:
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[φ̂, q] = i~ or their classical mechanical equivalent [x̂, p̂] = i~ If one de�nes the

operator X̂ =
√
mωx and P̂ = p̂/

√
mω then:

H = (P 2/2 +X2/2)ω (1.37)

Then one can de�ne the annihilation and creation operators,

â =
√

1/(2~Zr)(F̂ + iZrQ̂) (1.38)

â† =
√

1/(2~Zr)(Φ̂− iZrQ̂) (1.39)

where, Zr =
√

(L/C) is the characteristic impedance of the resonator. The

Hamiltonian becomes:

H = ~ω(a†a+ 1/2) (1.40)

The Hamiltonian of the system is now the familiar harmonic oscillator:

H|ψn >= ~ω(N̂ + 1/2)|ψn >= ~ω(n+ 1/2)|ψn > (1.41)

where

En = (n+ 1/2)~ω (1.42)

and where operator N tells the number of photons and |n〉is the photon number

state

N̂ = a†a (1.43)
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The operators â and â†result in the emission or absorption of a photon to

the �eld mode such that

â|n〉 =
√
n|n− 1〉 (1.44)

and

â†|n〉 =
√
n+ 1|n+ 1〉 (1.45)

1.6 Cavity Quantum Electrodynamics

Cavity Quantum Electrodynamics or CQED examines atom or two-level sys-

tem coupled to a cavity. For this, I will show derivations that culminate in

the Jaynes-Cummings model, which will be used in subsequent sections. As

stated, CQED deals with matter interacting with light generally, and looking

at the Hamiltonians of each,

H = Hatom +Hvac +Hint (1.46)

In the previous section, I showed how a LC resonator is equivalent to

a harmonic oscillator. I will next show how we ultimately �nd the other

Hamiltonians which govern most of the interactions seen from my devices in

this thesis

H =
1

2
~ω0σz +

∑
k

~ωa+
k ak + ~

∑
k

(gkσ
+ak + h.c.) (1.47)
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Figure 5: Double well potential is an example of a two level system where
the particle can tunnel between the lowest energy levels in each well. A two
level system defect is in a similar double well potential with asymmetric lowest
energy levels.

Let's examine in general how a two level system couples to another en-

vironment to �nd the Rabi model. Two level systems can generally be spin

1/2 particles, such as a two level atom perhaps being probed by a laser at

one of the atomic transition frequency. The most relevant case for us in this

thesis however is the case of a particle in a double well potential. Consider

something simple like below where the particle can only tunnel at some rate,

∆0/~ between the lowest energy levels of two potential wells.

Now if we look at a system with two quantum energy levels and a Hamil-

tonian H0. The eigenstate show

H0|1〉 = ~ω1|1〉 (1.48)

H0|2〉 = ~ω2|2〉 (1.49)
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and thus

H0 = ~ω1|1〉〈1|+ ~ω2|2〉〈2| (1.50)

and in matrix form

H0 =

 ~ω1 0

0 ~ω2

 (1.51)

H0 =
~
2

 ω2 + ω1 0

0 ω2 + ω1

+
~
2

 ω2 − ω1 0

0 −(ω2 − ω1)

 (1.52)

=
1

2
~(ω1 + ω2)Î +

1

2
~(ω2 − ω1)σz

where σzis the Pauli operator

σz =

 1 0

0 −1

 (1.53)

We can then create an atomic like Hamiltonian by de�ning ~ω0 = ~ω2−~ω1and

setting 1
2
~(ω1 + ω2) = 0 we get that an atomic two level system Hamiltonian

of

Ha =
1

2
~ω0σz (1.54)

The time evolution of the system is then
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|ψ(t)〉 = |1〉e−iω1t〈1|ψ(0)〉+ |2〉e−iω2t〈2|ψ(0)〉 (1.55)

One can add a perturbation such as an external �eld so that H = H0 +W

H =

 ~ω1 +W11 W12

W ∗
12 ~ω2 +W22

 (1.56)

If we choose a zero energy

E0 = −1

2
(~ω1 +W11 + ~ω2 +W22) (1.57)

H =

 1
2
(~ω1 +W11 − ~ω2 −W22) W12

W ∗
12 −1

2
(~ω1 +W11 − ~ω2 −W22)

 (1.58)

we can then de�ne the detuning and Rabi frequency

∆ = ω2 +W22/~− ω1 −W11/~ (1.59)

Ω = 2W21/~ (1.60)

The detuning is the energy separation between the two energy levels and Ω

represents the vacuum Rabi splitting or coupling between them. Below is called

the two level Rabi model and we will use this in later sections to describe the
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nanoscale TLS defect Hamiltonian.

H0 =
~
2

 −∆ Ω∗

Ω ∆

 (1.61)

In a double well potential ∆ = (EL − ER)/~ where ELand ERare the energy

of the left and right wells.The eigenvalues are then

ω± = ± 1

2~
√

∆2 + Ω2 (1.62)

If there is coupling the degeneracy is lifted between the two eigenmodes and

at ∆ = 0 the Egap = ~Ω

1.6.1 Interaction Hamiltonian

For this thesis the coupling of the qubit-resonator or TLS-resonator system

is considered dipole coupling to an electric �eld. One can assume that the

electric �eld is uniform across the TLS or qubit since the wavelength is much

larger than the dipole length. Thus one can write the interaction of coupling

Hamiltonian as

Ĥint = −p̂ · Ê (1.63)

where p̂ is the electric dipole operator. The interactions works on the o�

diagonal terms and thus the diagonal dipole matrix elements vanish as a result

of parity,
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〈e|p̂|e〉 = 〈g|p̂|g〉 = 0 (1.64)

p̂ can be composed as

p̂ = p̂σ̂+ + p̂σ̂− = p̂(σ̂+ + σ̂−) (1.65)

where σ̂+and σ̂−are the raising and lowering operators

σ̂+ =

 0 1

0 0

 = |e〉〈g|, σ̂+|g〉 = |e〉, σ̂+|e〉 = 0 (1.66)

σ̂− =

 0 0

1 0

 = |g〉〈e|, σ̂−|e〉 = |g〉, σ̂−|g〉 = 0 (1.67)

The quantized electric �eld Ê can be written as

Ê = iu(r)

√
2π~ω
V

(â− â†) (1.68)

Combining the above equations gives

Ĥint = i~p · u(r)

√
2π~ω
V

(σ̂+ + σ̂−)(â− â†) (1.69)

Then one can de�ne a coupling term

g = p · u(r)

√
2π~ω
V

(1.70)
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where g demonstrates the atom-�eld coupling strength and the Hamiltonian

becomes

Ĥint = −i~g(σ̂+ + σ̂−)(â− â†) (1.71)

These operators will have a time dependence

â†(t) = â†eiωt ,â(t) = âeiωt, σ̂−(t) = σ̂−e
−iω0t, σ̂+(t) = σ̂+e

iω0t

and thus

Ĥint = −i~g(σ̂+âe
−i(ω−ω0)t + σ̂−âe

−i(ω+ω0)t + σ̂+â
†ei(ω+ω0)t + σ̂−â

†ei(ω−ω0)t

(1.72)

Near resonance (ω ' ω0), the e±i(ω−ω0)t terms vary slowly and allows those

terms to accumulate e�ects from the atom-cavity interaction. The rapidly

varying terms e±i(ω+ω0)t will vanish since they are far from resonance. By

using this rotating wave approximation (RWA), the interactions Hamiltonian

reduces to

Ĥint = −i~g(σ̂+â+ σ̂−â
†) (1.73)

Thus we see an intuitive picture which describes the conversion of atomic-

like excitations to photonic excitations and vice versa. This is the fully derived

Jaynes-Cummings Hamiltonian [46] when you add the atom-like term and the

cavity term to the interaction terms
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HJC = ~ωr(a†a+ 1/2) +
1

2
~ωaσz + ~g(a†σ− + aσ+) (1.74)

1.6.2 Jaynes-Cumming Model

In early atomic physics experiments were performed on a system with several

identical atom-like systems coupled to a high-Q cavity in vacuum. The behav-

ior of this coupled system is described by the Jaynes-Cummings Hamiltonian

as derived in the previous section,

HJC = ~ωr(a†a+ 1/2) +
1

2
~ωaσz + ~g(a†σ− + aσ+)

where ωr is the frequency and the �rst term represents the energy of the

resonator or electromagnetic �eld . The second term represents the two level

system such as a qubit. As described in the previous section, the last term

represents the interaction of the coupled system where the qubit can either

emit a†σ−or absorb aσ+ a photon from the �eld.

One can �nd the eigenstates for the Hamiltonian. It is important to intro-

duce the combined occupation number

n̂com = n̂+ n̂atom = â†â+ σ̂+σ̂− (1.75)

Obviously the occupation number commutes with â†â and σ̂+σ̂− , such that

[n̂com, σ̂+σ̂−] = [n̂com, â
†â] = 0 and then
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Figure 6: Diagram showing the di�erent channel through which matter and
light can interact. The atom-like two level system can lose a photon to the
cavity at rate γeor decay with relaxation time T1. The two level system can
couple to the cavity at rate g/2π. The cavity can lose a photon externally at
rate κ or emit a photon to the two level system.

[n̂com, ĤJC ] = −i~g([n̂com, âσ̂+] + [n̂com, â
†σ̂−] (1.76)

Through simple algebra can then show that

[n̂com, ĤJC ] = 0 (1.77)

This means they share the same set of eigenstates. Furthermore [n̂, n̂atom] =

0 since they operate on di�erent subspaces and thus share a common set of

eigenstates but have di�erent eigenvalues. Then we can look at a set of basis

states for the total Hamiltonian as

|n, s〉 = |n〉 ⊗ |s〉 = {|n, g〉, |n, e〉, n = 0, 1, 2, ...} (1.78)
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These are called bare states where the eigenvalue equation holds

n̂com|n, s〉 = (n+ natom)|n, s〉 (1.79)

The atom has only two states that contribute to the Hamiltonian. In the

bare-state basis this is

ĤJC =
∞∑

n,n′=0

∑
s,s′=e,g

|n, s〉〈n, s|ĤJC |n
′
, s
′〉〈n′ , s′ | (1.80)

using simple algebra with the annihilation operators and raising and low-

ering operators,

â†σ̂−|n, e〉 =
√
n+ 1|n+ 1, g〉 (1.81)

âσ̂+|n+ 1, e〉 =
√
n+ 1|n, e〉 (1.82)

one �nds that since the interaction Hamiltonian only couples pairs of bare

states, for n > 0 the Hamiltonian decouples into an in�nite direct product of

2x2 matrix Hamiltonians with elements

Ĥn =

 ~ωn+ 1
2
~ω0 ~g

√
n+ 1

~g
√
n+ 1 ~ω(n+ 1)− 1

2
~ω0

 (1.83)

Diagonalizing the matrix the eigenenergies are
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E± = ~ω(n+ 1/2)± 1

2
~ωR,n (1.84)

where the eigenfrequencies ω± = E±/~ where

ωR,n =
√

∆2
ω + 4g2(n+ 1) (1.85)

This is known as the Rabi frequency as we saw earlier in the simpli�ed equation

1.22 and the detuning ∆ω = ω − ω0. The eigenstates are

|n+ 1,+〉 =

√
ωR,n + ∆ω

2ωR,n
|n+ 1, e〉+

√
ωR,n −∆ω

2ωR,n
|n+ 2, g〉 (1.86)

|n+ 1,−〉 = −

√
ωR,n −∆ω

2ωR,n
|n+ 1, e〉+

√
ωR,n + ∆ω

2ωR,n
|n+ 2, g〉 (1.87)

As we saw earlier there is a degeneracy in the states |n+ 1, g〉and |n, e〉 in

the case of zero detuning. In the coupled system as shown in the ladder states

the uncoupled |0, e〉and |1, g〉 are split by the vacuum Rabi frequency ωR,0and

the degeneracy is lifted. Additionally the splitting is dependent on the number

of photons as you can see in the ladder states in Figure 7.

This is a quantum-mechanical phenomenon this is not expected or can be

seen from classical physics.

It is useful to look at the time evolution of the dressed states. If an atom-
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Figure 7: The ladder show the energy levels of the Jaynes-Cummings Hamilto-
nian at di�erent photon numbers that are available when there is no coupling,
g=0 and when there is coupling. It is clear that the coupling breaks the de-
generacy of the ground and excited states. Interestingly the gap between the
two states now has a dependence on the photon number

√
n

like TLS in the excited state interacts with a single-mode �eld the system can

written as [47]

|ψ(t)〉 =
∞∑
n=0

Ce(t)
e−|a|

2/2αn√
n!

|n, e〉+ Cg(t)
e−|a|

2/2αn√
n!

|n+ 1, g〉 (1.88)

where α is the coherent state amplitude and the factor of e−|a|
2/2αn/

√
n!

comes from the Poisson distribution of photon numbers. |α|2 = n̄ where n̄ is

the average number of photons in the cavity. From the Schrodinger's equation

and using Ce(0) = 1 and Cg(0) = 0 at resonance

Ce(t) = cos(g
√
n+ 1t) (1.89)
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Cg(t) = i sin(g
√
n+ 1t) (1.90)

Then the probability of �nding the atom in the excited state is

Pe(t) =
∞∑
m=0

|〈m, e|ψ(t)〉|2 = e−|a|
2
∞∑
n=0

αn√
n!

cos2(g
√
n+ 1t) (1.91)

Figure 8 shows Pe(t) as a function of the scaled gt for an average photon

number of 10. This is the fully quantum mechanical approach which has

oscillations that undergo a number of collapses and revivals [55], where the

semi-classical model has Rabi oscillations that have a constant amplitude.

1.7 Overview of Thesis

So far I have reviewed some of the underlying theory for my research. I have

analyzed conduction in superconductors. I have quantized the atom-like two

level system which will represent a qubit or TLS defect. And then I quan-

tized the interaction between the two and completed the derivation for the

Jaynes-Cummings Hamiltonian. I discussed the di�erent types of resonators

that will appear in this thesis and motivated the importance of understanding

the energy loss and conductivity in superconductors. Next I will review the

theory of the standard tunneling model which describes the two level system

defects. These defects plague superconducting qubits and are a major limiter

to coherence in qubits. I will discuss the eigenmodes and the energies involved
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Figure 8: The probability of being in the excited state with |α|2 = ñ = 10.
Pe(0) = 1.The graph shows how the oscillations disappear or �collapse� and
after a few Rabi cycles one can see them return in so called �revivals�.
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in the TLS system and how one can tune their energies to learn about their

characteristics. Then I will talk about the circuit theory behind measuring a

resonator coupled to a transmission line and speci�cally how to extract the

quality factor from the transmission S21. I will then go into detail about the

resonators and qubit designs and experimental results. I will discuss one of

the �rst observations of individual surface TLS in a resonator using an on chip

voltage bias. Then I will discuss an unexpected loss transition in thin TiN that

is observed with a small change in �lm thickness. I will talk about the signi�-

cance of each observation and how these results help the overall understanding

of the underlying loss mechanisms.
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2 Nanoscale Two Level System Defects

In 1970s Zeller and Pohl showed that indeed the thermal properties of amor-

phous and crystalline materials below 1K act remarkably di�erent[38]. Crys-

talline insulating materials at the time were easily described by the Debye

theory which treated the atomic vibrations as phonons con�ned in the solid.

It predicted a T 3 temperature dependence of the heat capacity,C. Not only did

it debunk that crystals and amorphous solids are di�erent at low temperature

but it showed a universality among amorphous materials. They showed that

whether the material be an oxide glass, or inorganic or organic polymer, the

speci�c heat varied linearly at low temperatures as the thermal conductivity

varied as T 2. The speci�c heat capacity is cp = C
M

where C is the heat capacity

in units of Joules/K and M is the mass. This led to signi�cant interest in the

conductivity at low temperature of amorphous materials.

Within years several theories had emerged attempting to understand the

thermal conductivity and speci�c heat such as dispersive or damped phonons[39]

, or scattering from structural inhomogeneity [40]. Eventually, it was resolved

that TLSs can explain the phenomena properly, as described in separate the-

ories by Phillips, and Anderson, Halperin, and Varma [41],[42]. The theory

was later accepted and became known as the Standard Tunneling Model. Rel-

evant to the density of these TLSs, the absolute value of thermal conductivity

and internal friction was found within an order of magnitude of each other

[38]. This became important later in quantum computing when people tried

to study TLS as defects in the dielectrics, and change the material type. I
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will discuss the results of Dr. Bahman Sarabi who would show cavity QED

analyzing TLSs in a Si3N4 tri-layer capacitor[32].

2.1 Standard Tunneling Model

The dielectric (or electric-�eld) loss is the predominant loss mechanism and

decoherence source for many superconducting qubits. In contrast, there is of-

ten very little loss observed in the inductor (corresponding to a nearly zero

resistance in series) far below the critical temperature Tc in conventional su-

perconductors, such as Aluminum. Dielectric loss arises in TLSs, presumed

to be atoms or a group of atoms, that reside in amorphous dielectrics. As

mentioned earlier, the theory is called the STM. The STM assumes that in

disordered solids, certain TLSs have two accessible potential minima. The

standard model for the TLS uses a double-well potential, as shown in Figure

9. At millikelvin temperatures, we assume that the relevant TLS coordinate

(angle or position)is restricted to the ground states of the two wells (L and

R, for left well and right well), and that only the two lowest energy levels are

important. The TLSs have a uniform spatial distribution in the bulk of an

amorphous dielectric. Also, in the STM, the barrier heights between the wells

is assumed to be uniform, and this gives rise to a logarithmic distribution in

the tunneling energy, ∆0

d2n = P0d∆
d∆0

∆0

(2.1)
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a) b)

Figure 9: a) Diagram showing a parallel plate capacitor and a defect TLS
with dipole moment p with an angle θ between the dipole moment and the
electric �eld ~Eacb) is an energy diagram showing the double well potential
which describes the ground state of the two wells, left |L〉 and right |R〉, that
the defect can reside in. The defect TLS has a tunneling energy ∆0and an
asymmetry energy ∆.

Throughout the rest of the thesis I may refer to these nanoscale two level

system defects as simply TLSs.

One can write the Hamiltonian of the two level system from the STM as

Ĥ = ĤL + ĤR + qV (2.2)

where we then had de�ned ∆ = (EL −ER)/~ where ELand ERare the energy

of the left and right wells. The tunneling matrix element is de�ned as ∆0 =

1
~〈ψL|T |ψR〉. This de�nes the Hamiltonian as

Ĥ =
~
2

 −∆ ∆∗0

∆0 ∆

 , (2.3)

41



with eigenvalues

ω± = ± 1

2~

√
∆2 + ∆2

0. (2.4)

Due to the coupling (tunneling) between the wells the degeneracy is lifted, and

at ∆ = 0, the energy di�erenceEgap = ~∆0.

Below we consider how adding a drive e�ects the Hamiltonian.

2.1.1 TLS with interacting �eld

When we add a perturbation or external �eld, E for a charged TLS with electric

dipole p = qd/2 where d is the separation distance between the wells.

Ĥ =

 ~ω1 +W11 W12

W ∗
12 ~ω2 +W22

 (2.5)

Using W = 2p · E and choosing a new ground state energy

E0 = −1

2
(~ω1 +W11 + ~ω2 +W22) (2.6)

and then introducing a detuning, ∆,which is the energy di�erence between

the perturbed states and Rabi Frequency, Ω,which is the strength of the cou-

pling. We have

∆ = ω2 +W22/~− ω1 −W11~ (2.7)
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Ω = 2W21/~

The Hamiltonian can then be rewritten

H
′
=

~
2

 −∆ Ω∗

Ω ∆

 (2.8)

or

H
′
=
e

2

 D 2M

2M −D

 (2.9)

where D represents the energy shift of the relaxing states in the �eld and the

elements 2M describe the TLS coupling strength for the resonant interactions.

This is equivalent to the spin 1/2 particle in a magnetic �eld B with a

perturbing �eld B0, B
′
= B+B0 where ∆is the Zeeman splitting and Ω is the

applied magnetic �eld along the o� axis. We can then continue in this basis

where the corresponding Hamiltonian is

H = −~γ(BS) = ~γ(B0S)− ~γ(B
′
S) = H0 +H (2.10)

where γ is the gyromagnetic ratio and S is the spin. Using the Pauli

matrices

σx =

 0 1

1 0

 (2.11)
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,

σy =

 0 −i

i 0

 (2.12)

,

σz =

 1 0

0 −1

 (2.13)

one can write the e�ective �elds as

S = 1
2
σ,−~γB0 = (0, 0, Et), −~γB

′
= (2∆0

ε
p · E, 0, 2∆

ε
p · E)

If we assume zero loss and in�nite TLS (spin) lifetime the motion can be

described by

d

dt
S(t) = γS ×B (2.14)

For a �nite lifetime the situation we can think use the Bloch equations

developed for nuclear magnetic resonance experiments (NMR)[115]. These

di�erential equations describe the relaxation of a TLS ensemble.

d

dt
〈Sx(t)〉 = γ(〈Sy〉Bz − 〈Sz〉By − T−1

2 〈Sx〉 (2.15)

d

dt
〈Sy(t)〉 = γ(〈Sz〉Bz − 〈Sx〉By − T−1

2 〈Sy〉 (2.16)

d

dt
〈Sz(t)〉 = γ(〈Sx〉Bz − 〈Sy〉By − T−1

1 〈Sx〉+ T−1
1 Slz|Bz(t)| (2.17)
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where T1and T2 are the longitudinal and transverse relaxation times. The

di�erence in the population of the two levels due to thermal excitations is

Slz|Bz(t) =
1

2
tanh(~γBz(t)/2kBT ) (2.18)

T−1
1 is the rate at which a non-equilibrium population relaxes into equilib-

rium through absorption or emission of phonons or photons. Whether absorp-

tion or emission the rate will always pull the system back into equilibrium.

For a tunneling TLS it is known [48, 4]that the phonon emission is

T−1
1 = (

∆0

ε
)2T−1

1,min (2.19)

where

T−1
1,min =

[
M2

L

v5
L

+
2M2

T

v5
T

]
ε3

2πρ~4
coth(ε/2kBT ) (2.20)

T1,minis the minimum T1 time for a TLS with energy ε. ML and MT are

the longitudinal and transverse phonon deformation potentials. vLand vT are

the longitudinal and transverse velocities, and ρ is the mass density of the

material.

T2 is the coherence time and the quantity 2T−1
2 in the Bloch equation is

the spectral linewidth of an ensemble of TLS that take part in the resonant

absorption at a given frequency. Several mechanisms can cause limitations in

the coherence time. The most signi�cant are the relaxations of the TLS and

any interaction between the TLS which can broaden the spectral linewidth.
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Essentially one can categorize the broadening into relaxation processes set by

T1 and phenomena that a�ect the phase of the precessing TLSs, set by the

dephasing time Tφ. These are related to T2 by[41],

T−1
2 =

1

2
T−1

1 + T−1
φ (2.21)

Using the Bloch equations the attenuation length lresis an amorphous solid at

acoustic intensity J is

l−1
res = l−1

0

tanh(~ω/2kBT )√
1 + J/JC

(2.22)

where

l−1
0 = πn0M

2ω/ρv3 (2.23)

is the low intensity limit of the attenuation length at zero temperature in

terms of the density of states, n0 of TLS energy splitting where the critical

intensity is

JC = ~2ρv3/2M2T1T2 (2.24)

Similar to acoustic attenuation, the loss tangent of an amorphous dielectric

caused by the distribution of randomly oriented TLS dipole coupled to an AC

electric �eld is found to be
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tan δ = tan δ0
tanh(~ω/2kBT )√

1 + ω2
RT1,minT2

(2.25)

where the low power limit of the loss tangent is

tan δ0 =
πP0p

2

3ε
(2.26)

and the characteristic Rabi frequency of the ensemble is

ωR =
2pE√

3~
(2.27)

but for an individual TLS it is

ωR =
∆0

ε

2p ·E
~

(2.28)

There is additionally a critical electric �eld amplitude EC

EC =

√
3~

2p
√
T1,minT2

(2.29)

We can then combine equations and the loss tangent can be written in

terms of the electric �eld amplitudes as

tan δ = tan δ0
tanh(~ω/2kBT )√

1 + (E/EC)2
(2.30)

At low temperatures and low power the TLSs are generally in the ground

state and actively participate in photon absorption and emission processes,
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hence causing maximum dielectric loss (tan = tan δ0). For increasing drive

power, the TLSs with E ' ~ω interact most strongly with the �eld. When

the power or �eld reaches a certain critical threshold (EC) TLS are excited

at the Rabi-frequency that exceeds their loss rate, ΩR >> 1/
√
T1T2. This will

saturate the TLS, bringing their probability of being excited to 1/2 (equally

likely to absorb or emit a photon). This reduces the number of TLSs in the

ground state available for additional photon absorption, and the loss tangent

decreases. In this high-power limit, E >> EC , loss tangent decreases as E−1 .

I will often refer to the equation above when I talk about the power dependence

of the loss or the internal quality factor Qi where for full participation tan δ =

Q−1
i .

2.2 Surface Loss Theory

Understanding surface TLS is paramount to improving the coherence in su-

perconducting qubits. It is known that surface TLS signi�cantly hinder the

Qi in resonators and qubits[43, 44, 45]. Most attempts to mitigate loss from

TLS through very clean fabrication [54]or making structures larger to reduce

the participation ratio.

For an LC resonator on resonance the magnetic energy WM stored is equal

to the electric energy WE and thus the total energy

WT = 2WE (2.31)
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The power loss per unit volume is σE2,where the conductivity σ = ωε tan δ0

for a dielectric volume with permitivity ε and quantum-regime loss tangent

tan δ0 and frequency ω, and E is the electric �eld magnitude. The power loss

in the volume is

PL =

�
d3rωε (r) tan δ0 (r) |E2(r)| (2.32)

The quality factor for a co-planar �lm is

Q =
ωWE

PL
(2.33)

The maximum electric energy stored is

WE =

�
d3r|(E (r)2 |ε (r) (2.34)

therefore the quality factor is

Q =

�
d3r|(E2(r)|ε (r)�

d3rtanδ0 (r) |E2(r)|ε (r)
(2.35)

The volume integrals can be turned into summations to account for dif-

ferent TLS hosts. We can simulate the electrostatic �eld distribution |E(r)|

at di�erent interfaces using the �nite element solver COMSOL. We properly

model microwave �elds electrostatically because we generally look at local

�elds, which are much smaller than the wavelength. Also, the penetration

depth in the superconductor is small relative to the electrode thickness for
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Aluminum. The summation can be reduced to 2 dimensions. Assuming the

zth dimension is uniform, it can be canceled out of the formula and the quality

factor would then become

Q =

∑
i ∆A|Ei|2εi∑

i ∆A|Ei|2 tan δiεi
(2.36)

where i represents the di�erent interfaces where the TLS defects reside

and where ∆A = ∆x∆y where ∆x and ∆y are the step size. One can then

introduce a participation ratio as

pi =

∑
i ∆A|Ei|2εi∑
tot ∆A|Ei|2εi

(2.37)

where
∑

tot ∆A|Ei|2εi =
∑

MS ∆A|EMS|2εMS+
∑

SA ∆A|ESA|2εSA+
∑

MA ∆A|EMA|2εMA

which allows for equation to be rewritten as

Q =
∑
i

pi tan δi (2.38)

The lossy surfaces that host TLSs are at the Substrate-Air (SA), Metal-

Substrate (MS), and Metal-Air (MA) interfaces. I will discuss these interfaces

in following sections and focus on the experiments on loss in chapter 5.

Loss is proportional to |E|2and we can integrate |E|2with respect with

distance from the corner to account for surface loss in a representative cross

section. We can �t the curve from Figure 10 to obtain an equation of the

electric �eld as a function of distance. From the �t for relevant medium,

lengths, we �nd the power law
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Figure 10: Electric �eld distribution of the Substrate-Air (SA) interface in
a �lm with LW=LS=1µm. In this work a 3 nm thick dielectric layer at the
MS,SA, and MA interface is assumed. The participation ratio for the SA
volume is .0074. The complete model will discussed for this in chapter 5.
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|E|2 = As−1. (2.39)

Within one structure we have a power loss that is approximately

Pl,i = ltωε tan δ0,i

�
|E(s)|2ds, (2.40)

for lossy thickness t and �nger length l. It is interesting to numerically in-

tegrate in 1D for an estimate of the loss near corners. Here we choose 1nm

as a su�ciently small grid, because discrete TLS e�ects at shorter distances

will not model true experimental loss. However, we also integrate in 2D in

COMSOL to precisely calculate dielectric variations within a host thickness

layer. In order to calculate the loss, the integrals are changed to summations

Pl/l = ωε tan δ0

∑
i

|Ei|2∆A, (2.41)

where ∆A = ∆x∆y where ∆x and ∆y are the step size in the x and y direction

in the COMSOL simulation.

Using this method we can then look at all the di�erent TLS interfaces.

Additionally we can plot the ratio of the loss as a function of distance from

the corner at each interface

Strong coupling will be addressed below. The accumulated loss approach-

ing a corner in at a particular interface i can be written as:

tan δ0,i(s) = tan δ0,ipi, (2.42)
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where

pi =

�
tls
ε(s)E2

i (s)ds�
tot
ε(s)E2

tot(s)ds
(2.43)

where the denominator is the total energy in the unit cell.

2.2.1 Standard material of TLS density distribution

In this section I will discuss the TLS density distribution and how we can

solve for �nding the total number of TLSs in bandwidth of a resonator per

bias voltage. This will allow us later to determine the number of strongly

coupled TLSs one can expect to �nd in a particular bias range.

A standard material can have the following TLS density distribution. We

can consider it parallel to the �eld (z).

d2n = P
(
p‖
)
d∆

d∆0

∆0

, (2.44)

We can simplify if we are only interested in the measurement of degenerate

wells (hyperbola) picked out a range of delta near ~ωr. More over if the total

energy of the TLS ε =
√

∆2 + ∆2
0 and if we are only interested in TLS at

minimum energy where the asymmetry energy ∆ is close to 0 then we can say

that ε = ∆0and

d∆0

∆0

=
d~ωr
~ωr

=
dωr
ωr

=
κ

ωr

The measurement focuses on a fractional bandwidth dω = κ and where
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1/Qe = κ/ωr = B/fr about the resonance frequency ωr. This simpli�es the

equation to

dn = P (pz) d∆
B

fr
, (2.45)

The TLS are biased by one �eld which makes a given TLS shift in asym-

metry energy by

∆′ = ∆ + 2pzEbias, (2.46)

where z is a �xed direction due to a �xed �eld Ebias = Ebiasẑ.This gives

dn = P (pz) d (∆ + 2pzEbias)
B
fr
. The measurement observed the number of

TLS per change in Ebias for ∆′ = 0, which gives

dn/dEbias =
2B

fr
pzP (pz) . (2.47)

The measured density of TLSs is ∝ pzP (pz), however a simple division by

pz allows one to get the material distribution from the measured distribution.

This derivation will be modi�ed later in chapter 5 to calculate the number of

TLS expected from TLS at the di�erent interfaces.

2.3 Background & Previous Studies of Measuring TLS

Two Level System defects are a ubiquitous loss mechanism in superconducting

resonators and resonators as well as a source of noise in MKIDs [51]. The
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microscopic physical origin of TLS is largely unknown and is thought to be

tunneling atoms or a system of atoms that reside and can tunnel in dielectrics

[10]. Some have shown that the loss is correlated with the density of OH−ions

[62].These defects can be seen as charged particles with dipoles interacting with

an external �eld. Furthermore these TLS can be pictured to reside in dielectric

in a parallel plate manner or in any oxide or nitride region surrounding a metal.

These defects can then couple to the system through their dipole moment.

Martinis proved that higher quality dielectrics can lead to improved coherence

times in phase qubits leading to research in �nding lower loss dielectrics[67].

It was Paik and Osborn showed that the loss tangent of SiNxdepended on the

�ow rate of the nitrogen during the �lm deposition[64]. While weakly coupled

TLS generally act in an ensemble it is possible to observe individual TLS in

the strong coupling regime. Recently, there have been techniques using dc-

electric �eld [32, 33] or strain to modulate TLSs energies in silicon nitride or

in alumina respectively.

Dr. Sarabi observed individual TLS in low volume, SiNx tri-layer capaci-

tors as shown in Figure 12[59] [11]. To see TLS a strong coupling between the

TLS and resonator is needed as well as a high zero-point �uctuation voltage.

The equation for strong coupling in a tri-layer capacitor is

g =
∆0

ε
p cos θ

√
ω0

2εrε0~V ol
(2.48)

where Vol is the volume of the capacitor. Thus it can be seen that hav-

ing a small volume capacitor allows for high couplings in tri-layer capacitors.
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Figure 11: Evidence of defects from splittings, [68]. In later works these were
identi�ed as TLS tuned in frequency of the qubit mode from a phase qubit
measurement[116]

Additionally the zero point �uctuation voltage is

1

2
~ω0 = CV 2

zpf (2.49)

and thus to get a low zero-point �uctuation voltage a low capacitance value

is necessary.

I have established the background for measuring TLS in qubits and res-

onators and described new theory for studying surface TLSs. Next I will

discuss the theory behind actually measuring a resonator coupled to a feed-

line.
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Figure 12: The transmission as a function of frequency and the bias voltage
for a biased tri-layer LC resonator[32]. One can see several hyperbola which
show how the TLS defects move in energy with bias.
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3 Resonance Lineshape & Measurement Theory

As discussed I have designed CPW as well as lumped element resonators to

measure the di�erent loss mechanisms that a�ect the resonators lineshape.

The full width half max (FWHM) is often used to determine the internal or

external loss of a resonator. This FWHM is a measure of the decay in the

resonator. More accurate analysis involves analyzing the transmission, |S21|

of a resonator coupled to a transmission line. A circuit model can be used to

capture the di�erent impedances, mismatches and couplings involved. I will go

through steps using KVL to determine the transmission through a particular

circuit. This method will reduce down to equations that are similar to what

has been done previously [59].

3.1 Circuit Analysis

For typical resonator measurement a signal is sent through wire bonds onto a

transmission line onto the chip and o� through wire bonds. A single resonator

coupled to this transmission line could be modeled as an impedance from the

input side, output side and resonator as shown in Figure 13.

so we can break down this circuit into 2 loops

2Vin = I1Z1 + I1ZR − I2ZR (3.1)

−Vout = I2ZR + I2Z2 − I1ZR (3.2)
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Figure 13: 3 impedance network can be used to represent the circuit of a
resonator coupled to a transmission line with an input and output impedance,
Z1, Z2 and a resonator impedance, ZR.

We can then put this into the matrix form

[V ] = [I][R] or [R][I] = [V ]

thus

 Z1 + ZR −ZR

−ZR Z2 + ZR


 I1

I2

 =

 Vin

−Vout

 (3.3)

The current is the equal to

[I] = [R
−1

][V ] (3.4)

where

[R−1] = |R|−1

 Z2 + ZR ZR

ZR Z1 + ZR

 (3.5)

|R| = (Z2 + ZR)(Z1 + ZR)− Z2
R = Z1Z2 + ZR(Z1 + Z2) (3.6)
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Figure 14: Shows a circuit diagram of a complete circuit showing the wire
bonds at the input and output of a resonator coupled to a transmission line.

I1

I2

= (Z1Z2 + ZR(Z1 + Z2))−1

 Z2 + ZR ZR

ZR Z1 + ZR


 Vin

−Vout

 (3.7)

I1 =
Vin(Z2 + ZR)− VoutZR
Z1Z2 + ZR(Z1 + Z2)

(3.8)

I2 =
−Vout(Z1 + ZR) + VinZR
Z1Z2 + ZR(Z1 + Z2)

(3.9)

If we look at a more general circuit model including wire bonds we will

need 3 loops to solve. We have to reduce the parallel impedance from the wire

bond into Z1 and Z2.

Loop 1 goes through the input Vinthe characteristic impedance the wire

bond, L1, the output wire bond and the output voltage and again Z0. For

simplicity we will say the wire bond impedance at the input side is Z1 =
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iωCl + (iωLw)−1 and the output is Z2.

Loop 1 (input and output)

2Vin + I1(Z0 + 2iωLl + iωL1 − iωM) + I2iωL1 + Vout = 0 (3.10)

Loop 2 (input wire bond through resonator)

I2(Z1 + iωL1 + 1/iωCc + iωLR − iωM) + I1iωL1 − I3/iωCc = 0 (3.11)

Loop 3 (output side wire bond through resonator)

I3(Z2 + 1/iωCR + 1/iωCc)− I2/iωCc (3.12)

Combining loop 2 and 3 equations by �rst solving for I3in terms of I2from

loop 3 equation and then solving for the transmission can be reduced to

S21 = 1+I1(
(iωL1)2

(Z1 + iωL1 + 1/iωCc + iωLR − iωM − [(iωCc)2(1/(Z2 + (iωCc)−1 + (iωĈR)−1)]−1)
(3.13)

−(Z0 + iωLT )

where LT = 2L1 + LR +M

This equation however does not establish a link between the the quality

factors and circuit elements. A Norton equivalent circuit which can be made
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Figure 15: Norton equivalent model helps to simplify the total circuit to ele-
ments in parallel with the voltage across the resonator capacitor

Figure 16: Norton equivalent that includes the loss of the TLS defects in the
capacitor of the resonator

from Vcand reduces to Figure 14 as discussed in references [59][106]

From the Norton equivalent

IN = VCGN (3.14)

where IN is equal to I1above and ZW = (Z−1
0 /2 + Z−1

1 /2)−1assuming that

Z1 = Z2. The complex capacitance ĈR can be replaced by an ideal capacitance

and a part that is resistive to account for the dielectric loss such that C =

Re(Ĉ) and R = 1/ωIm(Ĉ) additionally ZĈ = 1/iωCR +Rtls .

62



We then have

YN0 = 1/Zth =
iωCC

1 + iωZwCC
(3.15)

where if you let iωCc << 1 then

iωCC
1 + iωZwCC

= iωCC + ω2C2
CZw/2 (3.16)

�nally

GN = 1iωL+ iωC +GT (3.17)

where

GT = Z−1
T =

iωCC
iωCCZW + 1

+
1

2ZW
(
M

L
+

iωCCZW
iωCCZW + 1

) (3.18)

Similarly to the complex capacitance we can split the e�ective admittance

GT into

RT = Re(ĜT ) (3.19)

CT = 1/ωIm(Ĉ) (3.20)

R−1
eff = R−1

T +R−1 (3.21)

The total quality factor for the parallel LC circuit is then
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Q = ωReff (C + CT ) (3.22)

and

ω0 =
1√

L(C + CT )
(3.23)

Additionally further algebra

R−1
T =

1

2ZW

[
(
M

L
)2 + ω2C2

CZ
2
W

]
(3.24)

Near resonance ω ' ω0 we can then rewrite the transmission equation as

S21 =
VIN
Vo

= 1− Reff/RT

1 + 2iQ(ω − ω0)/ω0

(3.25)

It can rewritten in another way as [69]

S21 = 1− Q|Q̂−1
e |eiφ

1 + 2iQ(ω − ω0)/ω0

(3.26)

Therefore

Qe = ω0RT (C + CT ) (3.27)

Qi = Rω0C (3.28)
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Figure 17: Dual Cavity Model with a low Q cavity d coupled to a high Q
cavity c. Typically cavity c is our resonator we are trying to measure.

3.2 Dual Cavity Model

assuming a low-Q mode in cavity d that is coupled to the transmission line

halves through 1 and 2. Cavities c and d are coupled to each other with rate .

Ignoring 1, 2, and c, the Hamiltonian for this system is

Hsys = ~ωCcc† + ~ωddd† + ~Ω(cd† + dc†) (3.29)

where c and d are the photon annihilation operators of the corresponding

cavities. Similar to Eq. 1.29,

[d, d†] = [c, c†] = 1 (3.30)

[c, d†d] = [d, c†c] = 0 (3.31)
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[c, d] = [c, d†] = [d, c†] = 0 (3.32)

The Heisenberg equations give the solution for lossless coupled light modes

as [70]

d

dt
c = −iωc = − i

~
[c,Hsys] (3.33)

d

dt
d = −iωd = − i

~
[d,Hsys] (3.34)

One can �nd the quantum Langevin equations [71] for the one-sided one-

mode cavity c as

d

dt
c = −iωc = − i

~
[c,Hsys]−

γC
2

+
√
γccin (3.35)

and the output

d

dt
c = −iωc = − i

~
[c,Hsys]−

γC
2

+
√
γccout (3.36)

where γc,cinand cout are the decay rate, the input �eld and output �eld

c.γcappears due to a quantum �uctuation dissipation theorem [22]. Cavity d

can be thought of in the same way.

The boundary conditions which relate the input and output �elds to the

annihilation in each cavity is
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cin + cout =
√
γcc (3.37)

d1,in + d1,out =
√
γ1d (3.38)

and

d2,in + d2,out =
√
γ2d (3.39)

We assume only one input �eld d1,in and set d2,in = cin = 0 and we get

c =
−2iΩd

γc − 2i(ω − ωc)
(3.40)

d =
2
√
γ1d1,in − 2iΩc

γ1 + γ2 − 2i(ω − ωd)
(3.41)

and then

d =
2
√
γ1d− 2

√
γ1d1,in + 2

√
γ2d2,out + 2iΩc

γ1 + γ2 + 2i(ω − ωd)
(3.42)

Solving for d2,outone will get

d2,out =

√
γ1γ2d1,in(γc − 2i(ω − ωc))

γc − 2i(ω − ωc)(γ1 + γ2 − 2i(ω − ωd)
(3.43)

The transmission is the ratio of the output �eld to the input �eld
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S21 =
〈d2,out〉
〈d1,in〉

(3.44)

S21 =

√
γ1γ2

γ1+γ2

2
+ i(ω − ωd) + Ω2

γc/2+i(ω−ωc)

(3.45)

Note that the sign of ω can be determined for convention used. There is

now an easy way to map the �t parameters between equation (3.30 and 3.45)

where you can solve for the quality factors. The low Q cavity Qd = ωd/γd is

required to be much smaller than Qc = ωc/γc.

Using reference,[73] there are further correlations and help me �nd the �t

parameters, Qi, Qe,and ω0. Namely,

Qi = Qc = ωc/γc (3.46)

Qe =
γ1 + γ2

4Ω2
ωc =

γdωc
4Ω2

(3.47)

These equations help to characterize the response of a resonator that is

coupled to an ensemble of TLS. The following section discusses the �tting

technique and shows grows of how the �tting parameters are found using the

Monte Carlo method.
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Quantum-Mechanical TLS-Cavity Model

In the previous section (Chapter 2.1) I had shown how to �nd the transmission

of a cavity coupled to a low Q feedline. Here I will show a model for several

strongly coupled TLS coupled to a resonator. I will use the spin operator Ŝi

to denote the TLS since a TLS is analogous to a spin 1
2
particle. A coherent

state approximation is used for photon in the cavity, c, coupled to input �elds

â1,and output ,â2. The equation of motion is

d

dt
ĉ = − i

~
[ĉ, Ĥsys]−

1

2
(γ1 + γ2)ĉ+

√
γ1â1 +

√
γ2â2 (3.48)

where Ĥsysis the system Hamiltonian, γ1 and γ2 are the cavity mode decay

rates in the input and output channels.

Ĥsys = ~ωcĉ†ĉ− i~
N∑
i=1

gi(Ŝ
−
i ĉ
† + Ŝ+

i ĉ) +
N∑
i=1

εiŜ
z
i (3.49)

similar to the Jaynes-Cummings model except that there are N TLSs rather

than one. Ŝ+
i and Ŝ

−
i are the TLS raising and lowering operators. εi is the TLS

energy for the ith TLS with resonator coupling gi. The cavity c ground state

energy is

Cv2
rms =

1

2
~ω2

c (3.50)

where vrms is the rms voltage across the capacitor C. If the input �eld is

present in just channel 1 with frequency ω then one can characterize the time
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Figure 18: Dual Cavity diagram showing the di�erent decay rates in the cav-
ities and shows how multiple TLS can couple to high Q cavity c.
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evolution equation for the cavity operator c as

iωĉ = −iωĉ− γc
2
ĉ+

N∑
i=1

giŜ
−
i +
√
γ1â1 (3.51)

where γc = γ1 + γ2 and similar for the time evolution of the TLS operator

Ŝ−i

iωŜ−i = −iωŜ−i −
γTLS

2
Ŝ−i − giŜzi ĉ (3.52)

One can then solve for the TLS operator

Ŝ−i =
igic

i(ωtls,i − ω) + γtls,i/2
(3.53)

In the high temperature limit (kbT ∼ ~ω) one can use the mean �eld

technique replacing the operator with its thermodynamical average value,

〈Sz〉 = −1

2
tanh(

~ω
2kBT

) = −s (3.54)

This technique is consistent with the previous discussion of acoustic ab-

sorption by TLSs[74]. I can now substitute for S−i to obtain a solution for the

cavity c,

c =

√
γ1a1

i(ωc − ω) + γc/2 + 2s
∑N

i=1
g2
i

i(ωtls,i−ω)+
γtls

2

(3.55)

One can then apply the boundary conditions to �nd the transmission
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a1(+∞) = a1(−∞)−√γ1c (3.56)

a2(+∞) = a2(−∞)−√γ2c (3.57)

Using a single-photon scattering function and the Moller operator to the

�nd the transmission [?]

S21 =

√
γ1γ2

i(ωc − ω) +
γ1+γ2

2
+ 2s

∑N
i=1

g2
i

i(ωtls,i−ω)+
γtls

2

(3.58)

For a more complete model we can introduce the low Q cavity d, and

assuming only one input �eld a1 and using the mean �eld technique for Sz

operators one �nds

S21 =

√
γ1γ2

i(ωd − ω) + γd
2

+ Ω2

i(ωc−ω)+ γc
2

+2s
∑N
i=1

g2
i

i(ωtls,i−ω)+
γtls

2

(3.59)

One can simplify the above equation by considering a single strongly cou-

pled TLS coupled to the cavity c. The equation then becomes

S21 =

√
γ1γ2

i(ωd − ω) + γ1+γ2

2
+ Ω2

i(ωc−ω)+ γc
2

+
2g2 tanh(~ω/2kBT )

i(ωtls−ω)+
γtls

2

(3.60)

The average weakly coupled TLS response
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γc,weak = 〈
∑
i

g2
i

i(ωtls,i − ω) +
γtls,i

2

〉 = ωcπP0p
2/3ε (3.61)

where

tanδ = 1/Qc = γc/ωc (3.62)

Qc is the internal quality factor for cavity c

I have derived the dual cavity model which is used to do the transmission

�ts from the experiment to extract the quality factors of the resonators. To

do the �ts I use the Monte Carlo �tting algorithm which I will discuss in the

next section.

3.2.1 Monte Carlo Fitting Method

The Monte Carlo method is a stochastic model that can help obtain deter-

ministic solutions. I have modi�ed a script written by Dr. Sarabi that I use

for most of my resonator �ts and it proves very e�cient. The idea is after a

certain number of iterations using randomly adjusted �tting parameters I will

reduce the error every iteration and �nd the best solution. Every loop I either

keep or discard the �tting parameter based on if the error calculated during

that loop decreased or increased. The error thus gets lower and lower every

turn.

More speci�cally I begin the �t by making an initial guess of the parameters

using the bandwidth of the resonator Q = ωr
B
. This quick �t allows one to
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generate the initial �tting parameters, Qi, γc,Ω, and ω0 . Then I perform

the Monte Carlo process. Each parameter x, is allowed to change x = x0e
ζξ

each loop. x0 is the previous value of the parameter, ζ determines the sign,

either 1 or -1. ξ determines the range of the parameter. Using these varied

parameters we �t equation x over a range of several orders of magnitude in

power or average photon number, n̄. Then we use the least square method to

�nd the error. Where the error is

errori = yi − f(xi) (3.63)

The error is then summed and minimized by keeping the parameter if the

new error is less than the previous error or �nding a new parameters if the error

is greater. Additionally we are most interested in �tting the resonance or dip

of the |S21|. Generally this value is very small and thus one often �t the inverse

of |S21|. By inverting one is now weighing the error from the resonance more

than the error of the background. Below is an example of a �t to resonator.

In some cases I do multiple Monte Carlos if the data ranges over several

orders of magnitude to get the best �t. Also in some cases there is a resonance

in a box mode which has a distinct slope. I found that subtracting out the

slope from the background greatly improved the �tting. This can be an issue

especially if the resonator is under coupled.
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Figure 19: Shows �ts to data using the dual cavity model. Plotted in the
graphs are the magnitude of the transmission, |S21|(top left), real part (bot-
tom left), and imaginary part (top right) versus the frequency in GHz. The
imaginary part versus the real part of the transmission, S21 is plotted in the
top right. At the opposite end of the opening of the circle is the resonator
frequency, ω0.
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Resonator critical coupling technique

Generally it is important make the resonators critically coupled where Qi =

Qe. This allows for the most sensitive measurement of the internal quality

factor. To set the coupling quality factor I've used either microwave o�ce

or Sonnet. These programs are 2.5 dimension EM simulators that are very

e�ective. One can set the substrate loss to zero and set the losstan or the

dielectric to be 1/Qi. This allows one to get a quick estimate of Qe. If the

resonator is critically coupled (Qi = Qe) one will measure the transmission

with a depth of 6 dB or |S21| = −6dB . That is known from the following

quick derivation from the transmission formula.

If you look on resonance, ω = ω0 the bottom term drops out and taking

the real part of the external quality factor Re(Q̂e) = Qe

S21 = 1−Q/Qe (3.64)

Q−1 = Q−1
i +Q−1

e (3.65)

therefore

S21 =
1

Qe

(Q−1
i +Q−1

e )−1

when critically coupled Qi = Qe,thus
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S21 = 1/2

�nally converting to units of dB

S21 = 20log(.5) = −6dB
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4 Experimental Setup and Fabrication tools

So far I have gone over the device theory, the circuit model and analysis tech-

niques I use to get my data. In this section I will talk about the experimental

setup and the fabrication tools used to physically make the device.

4.1 Experimental Setup & Fabrication tools

All of my measurements were done on a Leiden 650 CF dilution refrigerator

at temperatures ranging between 10mK and 80mK.

4.1.1 Leiden 650 CF

Figure 20 shows the Leiden dilution refrigerator with the mu metal can on

but the IR shielding cans o�. The top middle picture shows the chip of the

TiN resonators. The bottom middle shows the copper sample box used for the

measurements. Copper is used because it is a good thermal conductor. On the

right is a schematic of the attenuation and RF components in our line. Our

attenuators are from Midwest Microwave. We use 10 dB attenuators which are

thermally anchored on a mounting panel at each stage. The RF lines are made

of beryllium copper because they have a low thermal conductivity. I built and

programmed a microwave switch box which gives the ability to measure up

to 4 samples as the same time. At the output there are two isolators used to

prevent re�ections. There are two ampli�ers used in the output line. A HEMT

LNA ampli�er is used at the 3Kstage and another ampli�er is used at room
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Figure 20: This illustration shows the Leiden dilution refrigerator used to
make all the measurements. The top middle picture shows the chip of TiN
resonators. The bottom middle shows the copper sample box used for the
measurements. Copper is used because it is a good thermal conductor. On
the right is a schematic of the attenuation and RF components in our line. We
use a microwave switch which gives the ability to measure up to 4 samples as
the same time. We use a HEMT LNA at 3K and a RT amp on the output
line.
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temperature. The sample box is mounted at the lowest temperature stage

called the base stage. This stage will reach temperatures as low as 10 mK.

The sample box is tightly screwed into the mounting panel which is attached

to the base plate. To cool the refrigerator there is a speci�c process.

My cooldown process involved pumping on the IVC and still, traps, con-

densing lines for several hours when warm. I added about 10 mbar of He4

exchange gas into the IVC once the OVC and IVC were below a 1mbar. I then

pumped down the still until it too reached 10 mbar. I then turned on the pulse

tube compressor which would take the system down to 4K-5K. Occasionally I

would use the liquid nitrogen precooling line which would speed up the cool

down by about 13 hours. When the system reached 4-5K I would release the

exchange gas by heating the sorb in the still. This would bring all the stages

between 3-4K. I would then start condensing, starting with He3 and then He4.

The additional cooling power comes by creating a super�uid by diluting He4

with He3. Since He3 is the lighter atom it sits on top of the He4 super�uid

but because of the slight attractive force between some He3 will di�use into

He4. Thus about 6.4% of the super�uid is He3. When we start circulating

or pumping on this circuit some He3 leaves the super�uid creating an osmotic

pressure in the super�uid. This osmotic pressure causes the ordered vapor

He3 to enter the disordered super�uid, absorbing heating. A cold plate that

is attached to this stage has the sample box with the device in it mounted on.

The sample box will hold the chip in place and allows for other connections

to be made to the chip. Aluminum wire bonds will then connect directly from
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the launches of the chip to a PCB board that connects to an SMP connec-

tor. The SMP connector is then connected to SMA RF cables which allow

for RF measurements to be made via an Vector Network Analyzer (VNA). I

will discuss the packaging in greater detail in subsequent sections. Addition-

ally many extra steps are taken to protect the chip from the environment. To

protect against stray IR the 50 mk the inner can is lined with carbon black

silicon carbide crystals to absorb IR so it doesn't reach the sample. IR can

be produced at 3K as black body radiation and can break up Cooper pairs in

the superconducting circuit. A mu metal shielding can as seen in the above

Figure and encloses the sample box. This shield prevents magnetic �elds from

entering due to its high permeability and will be further discussed below.

Mu Metal Shielding

To protect our qubits and resonators from stray magnetic �elds use a µ metal

double layer shield. The shield is made of µ metal which has a high permeabil-

ity µ ∼ 70, 000 at room temperature. Its performance dues degrade slightly

when cooled but in general is expected to reduce the �elds getting to the device

greatly. One can calculate the reduction from a spherical shield as [56]

R =
9µ0

2µ(1=a3/b3)

where a and b are the inner and outer radius of the shield and µ = 70k.

With an inner radius of 1.5� and a thickness of .07� I calculated R = 5.0×10−4

which equals a factor of 2000 protection from magnetic �elds. This number is
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an estimate as it is a cylindrical shield and there is a double wall of µ metal

inside. We also try to reduce magnetic �elds by using brass screws and plates

over stainless steel, silver or gold (can have nickel di�used in it).

With all these protections we don't expect the Earth's .5 Gauss magnetic

�eld to cause any �ux in our devices. Several of our bias lines and RF lines

do penetrate the shield which could cause magnetic �elds inside however for

CPWs with centerlines around 10µm the critical �eld is several Gauss which

we do not expect to reach.

Fabrication tools

I fabricated all the devices in the class 10k clean room at the Laboratory of

Physical Science building.

4.1.2 Photolithography tools

In this section I will discuss the di�erent tools used to do the photolithography

for each device I talk about in this thesis. I will discuss the speci�c fabrication

process for most of the devices I talk about in subsequent chapters and sections.

I often used the Kurt J. Lesker model CMS-18 DC sputtering tool for

aluminum or TiN depositions. For the patterning I used the 5X GCA stepper

tool which took the masks I designed and exposed light through it as it stepped

through a full wafer. Both tools are shown in Figure 21. I used 3 inch wafers

either of high resistivity [100] �oatzone silicon or sapphire wafers.
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a) b)

Figure 21: Picture of a) CMS-18 DC sputtering tool and b) 5X GCA stepper
tool

83



a) b)

Figure 22: Picture of Disco DAD3220 Dicing tool, Wirebonder, Joel SEM,
e-beam evaporator.

Dicing

To dice the wafers after completing the fabrication process I used the DAD3220

series by Disco.

The blades I used to cut silicon were di�erent than the blades for cutting

sapphire. To cut silicon I used a Disco ZH05 series blade. I used a ZH05

SD2000-N1-50 - HEEE2028S. This mean the blade had a grit size of 2000, an

exposure of .89-1.02 mm, and a kerf width of 37.5 ±2.5 µm.
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Figure 23: An aluminum sample box with a device held by GE varnish in
the center. The device is wire bonded to PCB traces as indicated. The PCB
traces are soldered to SMP connectors. The SMP connectors then attach to
SMA connectors in the RF input and output lines.

4.1.3 Device Packaging

Sample Box

Packaging a device is an often overlooked crucial aspect of the experimental

setup. By packaging I mean the placing of the chip into a sample box and then

wiring the chip to the sample box using a wirebonder. The sample box was

designed by Dr. Aruna Ramanayaka and tested to have insertion loss better

than 60 dB in the frequency range of 4-8 GHz. The sample box has PCB traces

that are held in place with small amounts of GE Varnish. The center traces

is often used as the RF input and output that connects to a center feedline

transmission line. The other traces where you can see the orthogonal bends,

in Figure 23, can be used to apply a DC or RF bias.

85



Figure 24: Wirebonding chip to sample box with cross over bonds between
ground planes to help prevent slot line modes

Wirebonding

Wirebonding in general has proved to be an underlying source of loss or of

unwanted modes in the frequency ranges we care about [37]. Wirebonds act

as small impedance mismatches on the 50 Ωinput and output side of a chip.

In general they are modeled, as has been discussed in the previous section, as

an inductor in series with a parallel capacitance and inductance.

4.2 Calibration of the input line

In general it is paramount to know the total RF attenuation on the input

line that enters from the fridge from the VNA to the device under test. This

allows you to know the power at the device. This attenuation is a func-
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Figure 25: Example input line calibration where data is taken at 3 di�erent
powers and then �t to equation 4.2

tion of the source frequency f and source power,P1. In measuring the loss

dependence from power I am able to use this calibration as a way to accu-

rately know the number of photons in the cavity. The calibration is performed

by measuring the transmission S21 from the network analyzer to the device

input in the frequency span one is interested in, which is namely between

4-8 GHz. I �rst measure the transmission for three di�erent source powers

P1 = −20dBm,−10dBm,−0dBm at room temperature to the device. For the

calibrations, the dependence of Pin on frequency was assumed to be log-linear

(to 1st order), and Pin for an arbitrary frequency and P1 interpolation and

extrapolated points were used.

The calibration was performed each time the input circuit was altered.

Figure 25 shows the input calibration measurement of Pin versus f in the 4-8
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GHz range for three applied powers. Each measurement of Pin versus f in Fig.

23 was set to a log-linear expression to obtain the slopes,m and the o�sets, b ,

Pin = mf + b (4.1)

where all powers are expressed in the log form (dBm) basis 10. The average,

m, determines the frequency dependence of Pin, the o�set is used to help

determine the dependence of the power at the device Pin from the source

power. All the data for di�erent powers is then set to the equation

Pin = m̄f +m
′
P1 + b

′
(4.2)

where as of February 2021 our calibration equation has ¯m = −2.026dBm/GHz,m
′

=

1.001and b
′
= −65.2dBm.
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5 Spectroscopy of Surface TLS

Understanding surface TLSs, at material interfaces, is paramount to improv-

ing the coherence in superconducting qubits. It is known that surface TLS

signi�cantly hinder the Qi in resonators and T1 in qubits [43, 44, 45, 86]. Most

attempts to mitigate loss from TLSs are made by using larger structures to

reduce the participation ratio of lossy interfaces, or reduced fabrication residue

[54]. Avoiding TLSs through material improvements remains the most straight

forward approach, controlling them through their energies may lead to even

better coherence times. Also, controlling TLSs energies allows for characteri-

zation of generally unknown parameters such as the TLS coherence time and

TLS's AC & DC coupling, where the DC coupling relates to the dipole mo-

ment . In previous tri-layer capacitor experiments TLSs energies have been

tuned in and out of bandwidth of a resonator, allowing for dipole moment

analysis [29]. Additionally recent results show observation of externally biased

surface TLSs in transmon qubits [61, 34, 31]. One of the studies [82] measured

TLSs coherence times by observing coherent swap oscillations and was able

to extract TLS-qubit couplings from TLS located in the junction and at the

interface of the shunting capacitor.

Here we present an on chip electric �eld tuning technique to study partic-

ularly the TLS along the surface of an IDC in a lumped element resonator. I

have measured over 50 TLS with direct measurement of the coupling strength

by analyzing the anti-crossings from the eigenmodes with an average coupling

strength of 100 kHz. These anti-crossings can be �t to the eigenmode equa-
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tions and when used in combination with COMSOL simulations we can extract

information on the average dipole moment parallel to the �eld, p‖, coupling,

g/2π,T1, as well as information about the physical location of the strongly

coupled TLS. Because of the high �elds near corners a single photon and to

a relatively high quality factor of 30k we observe only on average about 2%

of surface TLS crossing the resonator frequency per 100mV in the bandwidth

of the resonator. These are actually anti-crossings between the TLS and the

resonator. Surface TLS have been observed before in qubits with external

biases[82], a measurement of substrantial TLS-resonator couplings at surfaces

of a thin �lm resonator has not been made using an on chip dc-electric �eld

bias to our knowledge.

5.1 Simulating surface TLSs

Signi�cant work has been done to understand the participation ratios, pi of

TLS defects. Particularly simulations using COMSOL have shown that the

MS and SA interface have the highest pi [5]. Furthermore structures have

been fabricated to minimize the loss at some interfaces and increase it at

others in an attempt to determine the loss tangent at each interface[84]. This

study found that although the MA interface has a low participation the loss

tangent is signi�cantly higher than previously thought �nding, tan δMA =

3.3×10−3. Despite these works there is not a lot of research linking simulation

to experiment on individual TLSs. Speci�cally there are not a lot of studies

examining the location of strongly coupled TLS. Strongly coupled TLS in
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particular a�ect coherence in qubits. In this section I will examine �rst how

to �nd the loss at each interface and then discuss observing strongly coupled

TLS defects related to simulations.

To �nd the participation ratios of TLS at each material interface one �rst

�nds the electric �eld distribution. Each interface has a similar looking graph.

Where there is the highest probability of having the lowest electric �eld which

is usually located at the center of the IDC �nger in the case of the MA, MS

regions. The highest �elds will be concentrated near the corners. As you can

see in Figure 27e the �elds at the corner, |E| w 45V/m (3x3 nm area) are

indeed about an order of magnitude higher than at any other interface. It is

also important to note that for high coupling, g/2π = ∆0

ε
2p‖ERMS, large elec-

tric �elds, ERMS, are needed. In past, tri-layer capacitor LE resonators, TLS

biased experiments [11] electric �elds strengths of 20 V/m were present. Be-

low I will show how one can simulate the electric �eld in a co-planar structure

similar to the environment seen by the resonators I have measured.

COMSOL simulations were made to create an environment similar to that

of a real IDC or co-planar structure. I created a simulation of several super-

conducting �ngers placed on a substrate. The �ngers alternate between high

and low potential similar to those in an IDC. Fig 26a shows the mesh. The grid

I used extremely �ne simulation grid points near the corners and in the TLS

region to best capture the electric �elds at those regions. TLS are considered

to reside at 3 di�erent interfaces; the Metal-Substrate (MS) , the Substrate-Air

(SA), and the Metal-Air (MA). However from my analysis I argue that it is
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a) b)

Figure 26: a) Shows the mesh from the COMSOL simulation for two 100 nm
thick aluminum �lms. The simulations has seven such electrodes and counter
electrodes alternating between high potential and ground. The red region
is the Metal-Substrate interface, the green is the Metal-Air, the orange is the
Substrate-Air. As is common in the �eld, a 3nm TLS host thickness is assumed
[5]. The blue outlines the metal �nger and the yellow is the corner of the �lm
where the electric �elds are highest. b) Shows the electric �eld density acquired
from COMSOL. We can see that the energy density and energy is especially
high near the corner of the metal �nger next to the substrate.
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better to expand this to at least 4 or 5 interfaces of interest with the other two

areas being the SideWall (SW) and the corners. The device is under vacuum

at low temperature, thus the air near zero absolute pressure. The metal �ngers

are separated by a distance of 1µm and have a height of 100 nm. The substrate

is 400 µm thick and the TLS host-layer thickness is assumed to be 3 nm which

is considered to be the native thickness of aluminum oxide[5]. Furthermore

when calculating the participation ratios I assume εMS = εMA = 10ε0 and

εsi = 11.9ε0 for silicon substrate. Also the following assumptions were used

based of inhomogeneous electric �elds in co-planar structures.

pMS = pMS,⊥ >> pMS,‖

pMA = pMA,⊥ >> pMA,‖

pSA = pSA,‖ >> pSA,⊥

We can simulate the electrostatic �eld distribution |E(r)| at di�erent in-

terfaces using the �nite element solver COMSOL. These �elds properly model

the �elds at microwave frequencies, because we generally look at local �elds,

which are much smaller than the wavelength. Also, the penetration depth in

the Al superconductor is small relative to the electrode thickness. From the

COMSOL simulation as shown in Fig 27. we can generate electric �eld vectors

at certain areas within the model with a certain step or grid size. The grid
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a) b) c)

d) e)

Figure 27: Electric �eld distribution of the 5 interfaces (a-e) of interest in a
base �lm with LW=LS=1µm and a 3 nm of dielectric layer at the MS,SA, and
MA interface is assumed. The �elds at the corner e) are about an order of
magnitude higher than in the bulk regions of the other interfaces.

size decreases to close to 0.1 nm near the corners, but also the actual corners

are not expected to be sharper than 1nm in experiment.

Speci�cally one can examine the dependence of the �eld as a function from

the highest �eld corner. I will de�ne the high �eld corner as the intersection of

the MS and SA regions. The �elds are highest in this area as seen in Figure 27e.

When integrating over a half micron from the high-�eld corner (half micron is

chosen because the conductor width is 1µm and the �elds are symmetric about
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Figure 28: Electric �eld strength, assuming a zero-point �uctuation (zpf) volt-
age of 7µV , versus distance from the highest �eld corner. This �eld is along
the MS interface (under the metal). The corner was chosen because the �eld
generally decreases away from that point. The �eld scales as r−.5. In actual
fabrication there is not a perfectly sharp corner but �elds should be similar at
a su�cient distance (e.g. 10 nm).
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a) b)

Figure 29: a) Scatter plot of the simulated electric �eld (at Vzpf = 7µV )from
COMSOL as a function of distance from the high-�eld corner at 4 di�erent in-
terfaces; Metal-Substrate (MS-blue), the Substrate-Air (SA-brown), the Side-
wall (yellow) , and the Metal-Air (MA-red) interace. b) shows scatter plot of
device with SiNx deposited on top. The SiN that exists in the gap between the
electrodes is plotted in pink. *The MA interface shown is the distance from
the weak-�eld corner, which is the top corner of the sidewall. The Sidewall
also has in�uence from the weak �eld corner which is why the slope isn't as
linear as the others in a)
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the center of the conductor), starting at 1 nm. We are interested in knowing

the distances which contains the majority of the loss. One obtains the ratio

Pl,tls/Pl,tot = 45% within 40 nm of the highest �eld corner and 80% within

200nm meaning that the TLS within 40 nm of the corner produce almost half

of the loss from the MS region.

TLSs have a statistical density, but in small volumes the discreteness and

randomness of individual TLSs become apparent in resonators [32, 82]. This

can also lead to Strong-coupling cQED e�ects of those discrete TLSs. This is

especially relevant to TLSs near corners, such as those with small s in Figure

29. Additionally we can separate the loss such that tan δtot = tan δdiscrete +

tan δbulk. If we examine the region 40 nm away from the MS/SA corner we

�nd that only 20% of those TLS will have strong enough coupling to be in the

strong coupling regime. Furthermore since we know that almost half the loss

is due to TLS in this region we can then estimate that about 10% of the total

loss is from discrete TLS.

TLS Coupling to resonator

While the TLS related loss from a resonator is generally from weakly cou-

pled bath of TLSs, when the single photon electric �eld strength become high

enough the TLSs can appear discrete. This resonator will have capacitance

C and ensemble-limited quality Qi . A TLS is in the strong coupled limit if

g > gmin ≡ min(κeff ) where κeff =
√
γTLS(κ⊥ + κ‖) κ⊥ =ωc/Qi where Qi

is the internal loss to due weakly coupled TLS, κ‖ = ωc/Qeand γTLS is the
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Figure 30: Shows the cumulative normalized loss as a function of distance
away from the corner of the �lm. The blue represents the MS interface and
the orange the SA interface
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decay rate of the TLS. Suppose we only consider transition dipole moments of

value ptr = preal∆0/
√

3ε, where the square root of 3 comes from considering a

representative angle found by the e�ective average from random orientation

g =
∆0

ε
2ptrERMS/~ (5.1)

. We can then calculate the zero-point �uctuation voltage, VRMS =
√

~ω
2C

=

6µV for a capacitance of 54fF and ω = 6GHz.

For example if we assume Q = 30k for base and 6k for SiNx �lm at the

single photon regime and if we assume that the decay of our TLS, T1,SiNx =

3.2µS [11], T1,AlOx = 500nS [83], T2 = 2T1(assuming no dephasing) γTLS =

1/T2 = .15 MHz, and γAlOx = .9MHz then we get an e�ective decay rate

κ = 350kHz in the base �lm and κ = 400kHz in the �lm with SiNx deposited.

The values can be used as a general threshold for the strong coupling regime.

However, it has been seen that TLSs on the same order or less as the decay

can still be observed [32]. From the electric �eld distribution we can �nd the

coupling as a function of distance from the highest �eld corner.

There exists two categories of TLSs in our simulations. TLS which have

strong enough coupling to be in the discrete regime and TLS which have weak

coupling and act as a bulk ensemble. We can estimate the minimum single

photon electric �eld to be in the strong coupling regime Eminof a resonator.

If we assume the TLS energy is approximately equal to the tunneling energy,

∆0 = ε and ptr = 4 Debye (= 0.86 eÅ) then Emin = 16V/m from the distri-
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Figure 31: Simulated coupling g/2π for TLS which reside in a 3nm thickness
area for a given resonator with an IDC of LW=LS=1µm assuming p‖ = 4D.
Purple to yellow is for increasing ratio of ∆0/ε from .1 to 1. gminis a property
related to the quality factor of the resonator and is assumed here to be 350kHz.
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bution of the electric �eld plots I calculate that about ∼ 2% of the total TLS

at all interfaces are at a high enough electric �eld to be in the this regime.

Estimating the coupling of the TLS and resonator allows us to estimate the

number of strongly coupled TLS that we reside in the bandwidth of the res-

onator that can be observed. The coupling depends not only on the dipole

moment and RMS electric �eld but in the ratio of the tunneling energy and

the total energy of the TLS. Thus I have plotted the expected couplings at

the MS interface for the assumed parameters given earlier for varying ratios of

∆0/ε. The graph shows that TLS within the �rst 50 nm (assuming a maximum

p‖) can have a strong enough coupling to be considered in the strong coupling

regime. The number of strongly coupled of TLS will be estimated in the next

section.

Estimating Number of TLS

We can then look at the coupling of the TLS defects to the resonator. We

�nd that within the �rst 50 nm the TLS have a high enough coupling to be in

the strong coupling regime. We can determine the number of TLS expected

inside that volume within the bandwidth of the resonator using equation for

the distribution of TLS

d3N = PodV d∆d∆0/∆0 (5.2)

This can then be transformed into polar coordinates using E =
√

∆2 + ∆2
0
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and φ = arctan(∆/∆0) Po = 3εtanδ0
πp2 = 2.4 × 1044J−1m−3assuming AlOx TLS

with tanδ0 = 2×10−3, ε = 10ε0 and p = 4 Debye as used in the previous section

we �nd that for a bandwidth of 300kHz we can expect .1 strongly coupled TLS

in bandwidth of our resonator. This calculation assumes 100% participation

ratios. However for surface TLS which are a�ected by an inhomogenous �eld

this is not the case. Thus further theoretical derivations are necessary to

estimate the number of surface TLS to be seen in bandwidth.

5.1.1 Feasibility Study

Consider that TLSs from surfaces that are de�ned by the lines s = sŝ in a cross

section of the IDC. The �eld created by electrodes produces its own direction

for coupling to TLSs, where EBias(r) = Ebias(r)ẑ′(r). Consider that the surface

is represented by a uniform coordinate y, representing the distance along an

IDC �nger. Then there are only a locus of points in (x,z) representing the

surface. For a particular material surface i, this can be made into a function

along the distance of this curve
−→
E bias = Ebias(s)ẑ′(s). Surfaces have a material

distribution and we will sample it with the �eld direction z', and the con-

stituent dipoles with moments along this local �eld pz′ . (while I am using z

symbol here I am really talking about the dipole moment that is parallel with

the electric �eld). The distribution is still P (pz′), giving the equation

dn = P (pz′) d∆
B

fr
, (5.3)

Previous work in the group, [Hung, Osborn �Probing hundreds of individ-
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ual two-level defects in polycrystalline and amorphous alumina�, unpublished,

2021], �nds that pz can be centered on a single value of pz where the mean

is equal to the width. Assuming a single pz, we �nd we can use the inverse

length l to �nd the bias �eld from VZPF,RMS where

l−1(r) = EZPF,RMS(r)/VZPF,RMS (5.4)

and then

Ebias(r) = Vbias/l(r) (5.5)

∆′(r) = ∆ + 2pzEbias(r) = ∆ + 2pz(Vbias/VZPF,RMS)EZPF,RMS(r) (5.6)

Once again we �nd that the dependence is

dn/dVbias =
B

fr
2pz′P (pz′)EZPF,RMS(r)/VZPF,RMS, (5.7)

Using g = 2p
′
zERMS/~ the expression reduces to

dn/dVbias =
B~

frVZPF,RMS

g (pz′ , r)P (pz′) , (5.8)

where we again recognize that we can parameterize the position along a sur-

face using a distance s. The resonator properties set a minimum g(pz, s) to

observe .We de�ne a minimum g = gmin that is observable, and from this

de�ne pzmin(s) (which also allows a de�nition of smax(pz′)) the maximum dis-

tance from highest �eld corner. Finally we integrate over the range of s for
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the material, at each pz′ .

dn/(dVbias) =
B~

frVZPF,RMS

g (pz′ , s)P (pz′) , (5.9)

We can then write the di�erential for the total number of TLS N as dN =

dnds tltot where t is the thickness and ltot = 2nfingerlfinger is related to the

number (length) of �ngers nfinger (lfinger) as

dN/dVbias =

�
B~tltot

frVZPF,RMS

g (pz′ , s) dsP (pz′) (5.10)

Then we can take each pz′ and integrate g (pz′ , s) ds from 1nm up to an smax

since only TLS within smaxwill have strong enough coupling. This integral can

be solved numerically or using a �t from the simulated COMSOL electric �eld.

� smax

1nm

g (pz′ , s) ds (5.11)

From doing a �t from the COMSOL data we �nd an that the electric �eld

varies as E = E0/s
α, which allows us to make a theoretical g that can be

integrated. To determine the upper bound of the integral we can use gmin to

�nd smax since the minimum g required to be in the strong coupling regime is

related to smax through

smax = (pz′E0/(~gmin))1/α (5.12)
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Figure 32: Table shows the di�erence in the parameters for the tri-layer res-
onator and the surface TLS design. These parameters were used to calculate
the number of strongly coupled TLS expected on average in the bandwidth,
N̄b as well as the number of strong TLS expected for a 100mV range of bias,
Ntls/100mV .

where we have used g = p
′
zERMS/~ and E0 is a �tting parameter along

with α .Additionally, the criteria to be in the strong coupling regime is g >

κeff where κeff =
√
γtls(κi + κe) and κi = fr/Qi and κe = fr/Qeand γtls =

1/
√
T1T2 thus gmin = κeff

These are equations are helpful in establishing the feasibility of observing

individual surface TLS. Below is the �gure estimating the number of TLS in

the strong coupling regime assuming a T1 = 500ns, pz = 1Debye, Qi=30k,

Qe=30k and assuming a TLS volume of 12µm3 compared to previous tri-layer

devices [11, 59]. Additionally we can �nd the minimum RMS electric �eld

required for a TLS to be in the strong coupling regime assuming a dipole

moment and T1time.

5.2 Device Design and Experimental Setup

Identifying the dominant interfaces could allow for a more targeted research to

minimize the TLS loss. Some studies have used COMSOL as a way to estimate

participation ratios and showed the MS and SA interfaces to have the most

signi�cant contribution to the loss [5]. A Lincoln Laboratory study fabricated
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and altered di�erent CPW structures attempting to isolate the regions of loss

at di�erent interfaces and showed that actually the MA interface, while having

a lower participation ratio, actually has a signi�cantly higher loss tangent that

previously thought [84]. Thus there is still need to better understanding TLS

loss at the interface. To model the loss due to surface TLS it is common to

look at the participation ratio associated with the di�erent interfaces where the

TLSs reside, most commonly the Metal-Substrate (MS), Substrate-Air (SA),

and Metal-Air (MA) interfaces. It is documented in [5]that as the LW and

gap of a �nger decreases the participation of the interfaces (which host TLSs)

increases as expected, however they all increase at the same rate and thus it

is hard to experimentally verify which interface is more dominant than any

other. Below we present a study where speci�c interfaces are examined by

the addition of a Si3N4 layer. The addition of a Si3N4 layer on top of the

metal electrodes will change the participation ratio and thus also the internal

loss of the device. I hypothesize it would elucidate which interfaces are most

dominant in the loss of common high-coherence superconducting circuits.

This design was meant to examine two largely misunderstood concepts

for surface TLS. The �rst challenge is understanding the loss tangent at the

di�erent interfaces. The second is being able to see individual surface TLS

in such a way as to extract meaningful information about their coherence

times and dipole moments. To understand the interface loss we examined two

di�erent TLS laden dielectrics, AlOx and deposited Si3N4. These dielectrics

reside near the superconducting co-planar capacitor. Two �lms were fabricated
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one was a base �lm where AlOx TLS primarily reside around the capacitor

electrode and in the gaps between electrodes. The other was �lm with 250 nm

of Si3N4 deposited on top of the capacitor electrodes. By �rst establishing

a baseline loss from the �rst �lm we can understand the added loss from the

deposited layer. This technique can be applied to other dielectrics and �lm

types.

The resonator inductively couples to the transmission line so that 2-port

microwave transmission measurements can be carried out. The applied dc bias

voltage from room temperature is �ltered by an RC �lter, 3dB attenuator and

a copper powder �lter. It thus generates an dc-�eld Eex across each capacitor.

The maximum Vex is 100mV at which we observe no fridge heating, thus no

signi�cant leakage current. Two base resonators were fabricated per chip with

nominally the same capacitors, but di�erent value inductors, giving resonance

frequencies of approximately 5.75 GHz and 5.6 GHz. The resonators were

measured at or below 50 mK. A probing photon number n̄ less than one is

used for all the reported data, to allow observation of TLSs near their ground

state.

To study the surface TLS a lumped element LC resonator is designed which

is coupled to a transmission line. A schematic of the design is shown below

in Fig.34. There are 4 equal interdigitated capacitors which are individually

equal to the total capacitance C of 54 fF. They are arranged in an electrical

bridge to create points of equipotential to isolate the bias line from an RF

mode and line. The RF line is probed through the transmission S21 and can
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Figure 33: A diagram of the experimental setup. A lumped element resonator
is coupled to a transmission line. |S21| is �t to extract the quality factors of the
resonator. The fabricated image of one of the resonators measured is pictured.
A zoomed image of the device is shown in Figure 38.
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Figure 34: Schematic of the lumped element resonator. A four-capacitor bridge
isolates the bias line from the ac-mode of the resonance and the(RF) readout
line.

be measured and �t using equations discussed earlier in chapter 3.

The resonator was designed with a 54fF IDC capacitance in a bridge con-

�guration. The four capacitors in the bridge are equal allowing us to separate

the DC bias from the RF by biasing at a virtual ground. A double spiral

inductor was designed to achieve an inductance of 15 nH. The low capacitance

is important to achieve a high zero point �uctuation rms voltage which in turn

determines the coupling strength according to Vzpf =
√

~ω
2C
.

5.3 Fabrication Process for Coplanar Surface TLS study

We are interested in studying two-level-system defects that reside at the dif-

ferent material interfaces of an aluminum �lm with a crystalline silicon or

sapphire substrate. Typically these TLS will reside in the amorphous oxide

regions, SiO2 or Al2O3, between the �lm, substrate, and vacuum. Half the
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Figure 35: Layout of the 4 lumped element resonators. The resonators consist
of an IDC capacitor with a capacitance =54 fF and a large double spiral
inductor. A double spiral inductor was necessary to maintain the symmetry
of the device and also to obtain a large inductance, L=12 nH. Resonators 2 &
4 have Si3N4deposited on top of the IDC. Resonators 1 & 3 are base.

resonators had a silicon nitride dielectric deposited over the IDC. Si3N4is a

common dielectric in quantum computing, where the TLS dipole moment and

coherence time have been measured[64, 11, 32].

Photolithography

Typically, fabrication starts with a sapphire or high resistivity (ρ > 20k) silicon

wafer. The wafer is placed in a sputtering chamber for deposition at 100c and

a constant pressure of 5mTorr of Argon . Close to100 nm thick of aluminum is

deposited. After metal deposition the wafer is ready for the photolithography

process. We use a GCA autostep 200 i-line 5x stepper. This exposes the

aluminum �lm into the designed pattern. First, HMDS is spun at 3000 rpm

for 60s, followed by the spinning the 906-10 OIR Photoresist (PR), and then

followed by a pre-bake at 90◦C for 1 minute before exposure. The HMDS is
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a crucial intermediate layer. It provides a better surface for the PR to adhere

to, which is important when patterning small linewidths and line spacings. I

am typically using 1mm linewidths of PR or less to create the mask. After

the resist is on, the wafer is then placed in the stepper and exposed for .35

seconds per chip. On this 3 inch wafer we fabricate 78 6.35mm (0.25 in.)

chips. After exposure the wafer is then post baked for 1 minute at 120 Celsius.

The resonator is then developed in OPD 4264 which will chemically remove

the exposed resist, revealing the aluminum that is underneath. Fig.35 shows

examples of a similarly fabricated resonator consisting of a large spiral inductor

and interdigitated capacitor.

Etching Processes

After the development, the �lm is ready to be etched. Our �rst option for

an etch is a wet etch with an aluminum etchant which etches at 61 nm/min

isotropically (as much laterally as vertically). The other option is a plasma etch

with BCl3, that etches vertically and thus produces sharper corners. However

the ICP etch will harden the existing resist to the point that it can be di�cult

to remove even if an oxygen ash is performed. Thus, typically a wet etch is

performed to create a cleaner wafer and reduce resist remains. The process

continues with the deposition of Si3N4 on top of the �lm using a plasmatherm

PECVD tool. We have the tool deposit the Si3N4 for 9 minutes at 300◦C. This

produces a thickness of approximately 250 nm, and afterwards a pro�lometer is

used to get a more accurate thickness. After the Si3N4 deposition, a resist layer
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Figure 36: Typical photolithography process. OIR 906-10 photoresist is spun
on the wafer and preheated. a) the wafer is exposed in the stepper to UV for
.35 seconds. b) The resist is developed removing any PR that was exposed. c)
Removing the PR allows one to etch the Al underneath. Typically a wet etch is
performed with an etch rate of 60nm/min. d) Finally the PR is removed with
an acetone spray, bath and sonication. It is also helpful to heat microposit at 80
C to completely remove any PR. Removing the PR is an extremely important
step especially if one has multiple layers and exposures as one doesn't want
excess PR to reduce the quality of the �lms.
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Figure 37: Image of design 2 LC resonator in fabrication, after the aluminum
etch.

is spun on again with a prior HMDS layer in preparation for the VIA layer.

This wafer is prebaked again and placed in the stepper for exposure. After

a postbake the wafer is developed in OPD 4262. Once the layer is developed

and an image is taken to con�rm that the resist has been developed, exposing

the Si3N4 underneath. The wafer is then placed in the plasmatherm 790 for

an RIE etch to create the VIA. A plasma created from 20 ccm of SF6 and 5

ccm of oxygen is then created to etch the exposed Si3N4 for 3 minutes. The

etch rate is typically 90 nm/minute.

Figure 37 shows the �rst layer of the design for studying surface TLS,

named design 2. The resonator is a large spiral inductor and a small interdig-

itated capacitor with linewidths near 1µm and line spacings < 1µm.

After the VIA layer is made the resist is removed in acetone using a 10
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second spray and then letting it bath in acetone for 5 minutes. The wafer

is then blown dry after a rinse in IPA/Methanol. The wafer is then placed

inside the AXXIS sputtering system. To remove any native oxides that have

developed inside the VIA, an ion mill is used. In-situ we then immediately

follow the ion mill with a deposition of the top layer of aluminum. It is

250nm thick. After deposition, another photoresist layer is prepared with

development. Next a wet etch is performed. Afterwards, the photoresist is

removed with acetone. Finally the Si3N4 layer can then be removed. The

last layer is removing all the Si3N4 except in certain resonators where we

purposefully leave SiN on top of the interdigitated capacitors to increase the

TLS density. Again a PR layer is spun on, baked, exposed, and developed.

The wafer is then ready for the Si3N4 etch using the same RIE process to

make the VIA layer previously stated. After the Si3N4 etch the remaining PR

is removed with acetone, methanol, and IPA. The processing of the wafer is

now complete. To prepare the wafer for dicing a layer of FSC photoresist is

spun on at 3000 rpm for 60 seconds and then baked at 120 ◦C for 5 minutes.

This layer helps to protect the top of the wafer from any debris from the blade

and dicing process. Figure 38 shows a completed resonator before the �nal

FSC PR is spun on.

Dicing and Packaging

After the wafer has been diced, individual chips can be extracted. The PR

resist layer of a chip is removed with acetone before being placed inside of a
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Figure 38: Optical image of �nished fabrication of design of STLS, showing
the ac ports and the bias port.

sample box, shown in Figure 23.

GE Varnish on the backside of the corners of the chip is used to adhere

the chip to the sample box. Wirebonds are then used to connect the CPW

transmission lines on the PCB of the sample box to the launch of the chip.

Additional bonds are placed all around the GND of the chip to the sample

and additionally placed across the center transmission line to reduce slotline

modes. These bonds are made of gold and typically less than 1 mm in length

as shown in the Figure 24 . Our sample box has been designed to reduce box

modes in our operating frequency range between 4-8 GHz. These sample boxes

were designed and analyzed by Aruna Ramasuna and made by myself.

The sample box is sealed by small brass screws. Brass has a low amount

of magnetic �elds. The sample box is placed on a cold block at the mixing
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chamber or the lowest level of our Leiden dilution refrigerator. Our refrigerator

reaches a base temperature near 20mK. Additionally a mu metal shield is used

to reduce any stray magnetic �elds from the earth as discussed earlier. The

inside of the 50 mK can is coated with Carbon black to reduce IR radiation

even further.

5.4 Power Saturation of Loss Tangent

In this section I will focus on the analysis of the loss due to surface TLSs. While

TLSs within deposited dielectrics are fairly well understood, e.g., have an ex-

pected ac-�eld, and dc-�eld dependence, tan(δ) = tan(δ0)/(
√

1 + (V/VC)2

surface TLS defects do not seem to follow the same theory. Their power de-

pendence is much weaker and the TLSs have not been individually measured.

Surface TLS defects reside in one of many possible interfaces at a dielectric sur-

face oxide or dielectric interface. The complications of measuring an individual

TLS there may be related to the way the electric �eld is inhomogeneously dis-

tributed in Coplanar Waveguide (CPW) or Interdigitated Capacitor (IDC)

structures. When the �eld is inhomogeneous the strength of the �eld that the

TLSs feel will vary in space.

As discussed earlier,one can �nd the total loss tangent will be equal to the

sum of the product of the participation ratio of each TLS interface with the

loss tangent associated with the dielectric.

1/Qi =
∑

pitanδi (5.13)
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For example AlOx has been measured [83] as having a loss tangent of

2 × 10−3while our low stress Si3N4 has a loss tangent measured in the past

[64, 11] as 2×10−4. And we can say for a base resonator that the MA and MS

interface are AlOx since we are sputtering Aluminum and the other regions

will also become oxides and thus the total loss becomes

tanδ = pMStanδSiO2 + pSAtanδSiO2 + pMAtanδAlOx (5.14)

COMSOL is used to simulate the CPW and IDC structures and obtains

the electric �eld vectors Ej.. The probability Pj of having an electric �eld,

Ej,can be found by creating a histogram of all the electric �eld vectors in the

TLS host area. The loss in terms of the electric �eld is then equal to the sum

over all electric �eld values in the TLS host area.

tanδ =
∑
j

poPj(Ej) tanδi /
√

1 + (Ej/EC)2 (5.15)

where pois the participation ratio of the interface and. EC is the critical

�eld which occurs at the quantum limit n = 1 and tanδi is the low power loss

tangent at a particular interface. Additionally it is necessary to account for the

changing of the voltage in actual experiment versus in the simulation which is

only for a single simulated voltage. This can be accounted for by adding the

ratio V/Vsim
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a) b)

Figure 39: shows the expected participation ratios for a) a base �lm b)
Si3N4deposited �lm each has100 nm thick Al with 3 nm assumed TLS thick-
ness at the MS, SA, and MA interfaces. Seven 1µm LW �ngers or electrodes
were spaced 1µm apart with a 400µm substrate.

tanδ =
∑
j

poPj(Ej) tanδi /

√
1 + (

V

Vsim j

EJ
EC

)2−α (5.16)

From simulation the expected participation ratios at the di�erent interfaces

are shown in the below �gure. I assume 3 nm of a crud layer, likely either

organics or AlOx at the MS and SA interface as well as 3 nm thickness of

AlOxat the MA interface for both �lms. 250 nm of Si3N4is deposited on the

second type of resonator.

From these expected participation ratios I can calculate the expected loss

in each �lm at low power. For the base �lm

tan δbase = (pMS + pSA + pCorner + pMA + pSW ) tan δAlOx = 33k
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For the �lm with silicon nitride deposited

tan δSiN = (pMS + pSA + pMA + pSW ) tan δAlOx

+pSiN tan δSi3N4 = 5.4k

The results are presented in the next section.

5.4.1 Measurement of power saturation of base andSi3N4 deposited

resonators

The power dependence of the inverse quality factor of the resonator will illu-

minate the TLS losses that exist in the �lm. In the base �lm SiO2 at the MS

and SA interface will play a large role where participation ratios are expected

to be higher. While AlOx will be present at the MA interface which one would

expect to play a smaller role due to a lower participation.

Figure 40 shows the power dependence of the inverse Q−1
i of the base �lm

and Si3N4deposited �lm. At low powers the base resonators measured an

average 1/Qi = 5.8 × 10−5 while as expected from the COMSOL simulations

there is less loss in the base �lm due to a lower TLS density. The Si3N4�lls

the gap between the electrode and counter electrodes in the IDC in the other

�lm and I measured an average 1/Qi = 1.5× 10−4.

Using equation (5.16) I can �t the loss tangent using the �tting parameters

of pi tanδi , 1/Qhp, α,and EC . I assumed a relative permitivity of Si3N4 of 6.5
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and a permitivity of 10 and AlOx as done in other studies [5]. I am able to

use the participation ratios simulated from COMSOL as a good initial guess

for my Monte Carlo method �t. The base �tting equation is

tan δbase = (pMS+pSA+pCorner+pMA+pSW ) tan δAlOx
∑
j

P (Ej)/

√
1 + (

V

Vsim j

EJ
EC

)2−α

(5.17)

For the �lm with silicon nitride deposited

tan δSiN = (pMS+pSA+pCorner+pMA+pSW ) tan δAlOx
∑
j

poPj(Ej) tanδ /

√
1 + (

V

Vsim j

EJ
EC

)2−α

(5.18)

+ + pSiN tan δSi3N4

∑
j

poPj(Ej)/

√
1 + (

V

Vsim j

EJ
EC

)2−α

I get very good agreement however can interesting �tting parameters. From

the �t I extract an inverse high power quality factor, 1/Qhp = 1.7 × 10−5.

At high power there is likely quasiparticle loss that is dominant. Radiation

loss should be low since the geometry is small[94]. I found α = .12 and

pi tanδAlOx = 1.32 × 10−5. I was expecting pi tanδAlOx = 2.8 × 10−5this mean

that the assumptions I made for the participation ratio or AlOx loss tangent

in reality is lower. I suspect that the participation ratio in reality is lower

than in my simulation. Since it is very possible that the actual thickness of

the TLS host region is thinner than I assumed at 3nm. Additionally it is likely
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Figure 40: Graph of the inverse Qi of the resonators measured. The low power
loss is lower in the base �lm as expected. The base �lm measured 33k at low
power while the silicon nitride �lm Qi measured 5.7k.
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that at the MS interface there is more organic crud than AlOx. Some groups

claim to greatly reduce loss in sapphire substrate at the MS and SA region

by ion milling in-situ before they deposit[54] . The �t for the critical �eld

EC = 1.1V/m. Using equations (2.29-2.30) and assuming that the ensemble

pz = 7.9D for AlOx one can obtain a T1relaxation time of 2.2µS. This value

for the ensemble TLS is much higher than expected since AlOx T1times are

generally 100ns-1µS [83]. This is another indication that the TLS host are

likely organics or OH- ions.

Slight deviation in the base �t in the middle powers could be due to di�erent

interfaces saturating at di�erent power values. While we know all the dielectric

crud layer is AlOx it is possible the tan δ is di�erent at the di�erent interfaces.

Furthermore the �t gives us an idea of the physical TLS host thickness at each

interface and the coherence of the ensemble of TLS.

To �t the �lm with silicon nitride deposited we can add the loss from the

surface oxides

tanδbase =
∑
j

poPj(Ej) tanδAlOx /

√
1 + (

V

Vsim j

EJ
EC

)2 (5.19)

to the loss tangent for the silicon nitride

tanδtotal =
∑
j

poPj(Ej) tanδSi3N4 /

√
1 + (

V

Vsim j

EJ
EC

)2 (5.20)
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+
∑
k

poPk(Ek) tanδAlOx /

√
1 + (

V

Vsim k

Ek
EC

)2

It is important to consider that the participation ratios of the MS,SA,

and MA interfaces of the AlOx have changed as shown in the table in Figure

39. The ratios have changed because of the added silicon nitride which has

a relative permitivity of 6.5 which replaces the permitivity of the vacuum

(εr = 1). This in turn reduces the participation ratio of the �eld in the

substrate from 52% to 37% and increases the �eld in the gap between the

�ngers from 6% to 27% . Although more than 60% of the �eld is in the

regions �lled by the silicon nitride because the intrinsic loss tangent, tanδSi3N4
,

is an order of magnitude lower than in the AlOx layers the silicon nitride

region is expected to contribute to 66% of the loss while the AlOx regions are

signi�cantly smaller in size they are an order of magnitude lossier and thus

still are responsible for 33% of the loss.

Focusing back on the results for the silicon nitride deposited �lm I also

obtained good agreement again in the �ts as seen in b) of Figure 40. From the

�t I extract an inverse high power quality factor, 1/Qhp = 6.3× 10−5. At high

power there is likely quasiparticle loss that is dominant. I found α = .02. This

is interesting in that is was a factor of 6 less than the base �lm and is very close

to the exponential dependence in STM. This is likely because although we have

a co-planar device we have deposited a dielectric that dominates the loss with

a participation ratio of 66% close to the participation in an traditional trilayer
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capacitor. Thus as you get closer to the full 100% participation it would make

sense that α would get reduced. The critical �eld �t EC = .7V/m and if we

assume pz = 7.9D then we get a T1 = 3.4µS which is very close to the value

of 3.2µS obtained is previous studies of Si3N4[32]. I extracted a participation

ratio of SiNx of .61, close to the expected .66. I also extracted a losstangent

of 1.7 × 10−4for Si3N4 which is in the range I was expecting. Slight mis�ts

in the middle of the power dependence is likely due to the two types of TLS

saturating at di�erent powers.

Conclusions

From the good agreement in the �ts for the data of the base �lm and comparing

it to the �lm with SiNx deposited I've shown that COMSOL can be used very

e�ectively to help obtain losstangents of dielectric �lms. This technique could

be used to �nd the losstangent of unknown dielectric �lms without having

to create a tri-layer device. This extra simplicity makes the technique very

appealing. Additionally we found that as the participation ratio of the TLS

host area gets closer to 1 the electric �eld parameter α gets closer to 0 as

expected from STM. We found the losstangent of SiNx to be 1.7×10−4we also

found a losstangent of the crud layer of a sapphire �lm to be 2.5× 10−3.

5.5 Observing Individual surface TLS

In the previous section I analyzed the TLS loss at di�erent interfaces. I will

now focus on the observation of individual surface TLS. While individual TLS
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have been observed in previous experiments[32], those TLS are exposed to

a homogeneous electric, surface TLS see an inhomogeneous �eld. This dif-

ference along with the fact that surface TLS see low �elds on average make

direct observation of TLS-resonator crossings di�cult to see. The goal is to

characterize the TLS-Resonator couplings, g/2π, and understand the location

of where these strongly coupled TLS exist. I will show how we can extend the

dual cavity model below to account for strongly coupled TLS.

5.5.1 Surface TLS at low power

Characterizing TLS is paramount to understanding the interaction between

TLS and qubits. To observe individual TLS the �lm was purposefully designed

to have a micron LW = LS =1µm. This smaller line spacing and gap allows

for high electric �elds as seen in simulation. This geometry also increases the

TLS-Resonator coupling because it is proportional to electric �eld. Thus at

low temperatures and low powers and if the coupling is on the order of the

decay individual TLS can be observed.

The goal is to characterize surface TLS coherence times, couplings and

dipole moments which are largely unknown. In this section I will discuss the

results of measuring the resonator at low temperatures and at low powers in

the single photon regime without any bias.

Data was collected in over 13 separate cooldowns. It is important to warm

up the fridge past 4K to observe new TLS and allowing the TLS to have

enough energy to overcome the potential barrier. In one speci�c cooldown I
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Figure 41: Transmission of a TLS coupled to the resonator as the power
increases from left to right, -131 dBm, -127 dBm, -123 dBm, and -119 dBm
(input power at device). At the right most power the TLS-Resonator system
becomes decoupled as the power has become too high and the critical photon
number has been reached.

was able to observe a strongly coupled TLS in the bandwidth of my resonator.

Due to the relatively high Qi, (Qi=30k) and thus the small bandwidth, and

low electric �elds (compared to others [32][82]) I had calculated the average

number of TLS to observe in bandwidth of the resonator as 2%. Figure 41

shows the magnitude of the transmission , |S21| versus the frequency. When

the power at the device is lower than -119 dBm I could observe the coupled

TLS-Resonator system and measured a splitting of 220 kHz. By �tting this to

equation (3.60) I could also extract a T1 time . As I increased the power, the

system becomes decoupled and the bare cavity resonance is found, ω0 = 5.7722

GHz. Below is a color plot showing the transition of the TLS-resonator as a

coupled system to an uncoupled system at higher powers.

Additionally I can �t this TLS according to equation (3.43). I �nd that

ωtls = 5.77217GHz , g/2π = 120kHz, and the relaxation time T1 = 380ns. The

�tted coupling has 5kHz or 2% di�erence compared to the coupling measured

directly from the graph.

126



Figure 42: Shows the transmission of a strongly coupled TLS coupled to the
resonator as a function of source power. At low powers there are two distinct
peaks one is more resonator-like the other more TLS-like. As power is increased
the TLS-Resonator system becomes decoupled at the critical photon �eld, nc,
and the bare cavity resonant frequency is restored. The splitting was measured
to be, fg = 2g/2π = 235kHz
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Figure 43: Normalized transmission of single strongly coupled TLS to a res-
onator. The raw data is in blue and the �t is in red. From the �t I extract a
coupling of g/2π = 120kHz, and a coherence time of T1 = 380nS

5.5.2 TLS Bias Results

Characterizing and observing surface TLS is crucial to the continued improve-

ment in superconducting quantum devices where STLS remain the predomi-

nant loss mechanism in high Qi resonators and decoherence in qubits. In the

previous sections I showed experimental observation of TLS-Resonator cou-

pling at low power and the geometry of the design. In this section I will

discuss the results of applying a bias on chip through a 3rd port.

The main distinguishing feature from my design and others is that be-

sides the observation of surface is the use of an on chip bridge bias scheme

as described earlier in section 5.4. In order for the tuning of the TLS to be
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observable, the noise on the voltage line must be much less than the amount

of voltage that moves a TLS across the bandwidth of the resonator.

Vnoise << hBl(r)/2pz, (5.21)

I will calculate this is the following section. Ideally the noise voltage am-

plitude from 0 to a few GHZ should not exceed a few millivolts. If the noise

has a white spectrum, this implies a power spectral density of 200 pV/ p Hz.

The setup I used is shown in Fig. 44. The DC voltage source was connected to

a SR560 preamplier that had an integrated tunable LPF which I set to DC. I

operated the preamp using its internal battery for better isolation from 60-Hz

noise. The gain was set to 1. The output of the preamplier goes to �rst a RT

low-pass RC �lter with a cuto� frequency around 100 Hz and then the in the

fridge at the 3K plate I used another low-pass RC �lter with a cuto� frequency

of 30 Hz to reduce the Johnson noise. Then the bias line goes through a 10 dB

microwave attenuator installed at the still plate (.7 K) to thermalize the center

conductor carrying the voltage and reduce thermal noise from higher temper-

ature stages. Lastly, a copper powder low-pass �lter with a cuto� frequency

of 100 kHz was used at the base plate to �lter noise from higher-temperature

stages.

In this setup the voltage across the capacitor on the devices has a large

attenuation. For the setup of Fig. 44 I found Vb = .0051Vsource . It is important

to know that ifVnoise > hBl(r)/2pz some TLS features will not appear clearly

in the S21 bias measurement.
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Figure 44: Diagram of RF components at the bias line at the di�erent temper-
ature stages. At room temperature I used a Yogokawa GS200 voltage source
and used 2 cascaded RT LC �lters with a cuto� frequency below a 1 MHz.
At room temperature I also used a Stanford Research SR560 set to DC �lter
mode with a gain of 1. I then used another LC �lter at 3K and had a total of
15dB of attenuation on the bias line which in addition to reduce noise helps
to thermalize the center conductor. At the low stage I used a copper powder
�lter.

130



Fitting TLS energy eigenmodes

As derived in chapter 2 when a TLS is coupled to a resonator the degeneracy is

broken and an avoided level crossing is created. While in previous biased TLS

measurements direct observation of these avoided crossings was not clearly

seen I will show data where these crossing are clearly seen and can be �t

to extract the coupling, g, and the individual coherence time T1. While the

coupling and T1 can be directly extracted the TLS energies ∆, and ∆0 and

dipole moment, pz can also be extracted in the �ts if we assume a particular

electric �eld for a given voltage bias. Recall that the �eld at the TLS interfaces

are inhomogeneous and thus is it di�cult to know the physical location of the

TLS being observed. However from the data we can make conclusions about

the maximum distance that strongly coupled TLS can exist and be calculate

a minimum and maximum pz by using the measured couplings.

As described earlier we observe the coupled eigenmodes

E± =
1

2
~(ωr + ωtls)± ~

√
g2 + (

∆w

2
)2 (5.22)

subtracting the two modes gives

E+ − E− = 2~
√
g2 + (∆ω/2)2 (5.23)

and if one looks on resonance, ∆ω = 0, then the minimum frequency di�er-

ence between the two modes is 2g~. By �tting the frequency of the resonator

versus the bias voltage one can extract the eigenmodes around the forbidden
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Figure 45: The eigenmodes of the coupled TLS-Resonator system. The blue
and red show the E−and E+eigenmodes of the coupled system. The dotted
yellow and black lines show the uncoupled TLS energies and the resonator
energy as a function of voltage biased.

crossing and measure the coupling g. Below shows the data and �t for one of

the strongly coupled TLS which has a g/2π = 275kHz. I found I can easily ob-

tain this coupling by plotting the frequency of the minimum of the magnitude

of the transmission, |S21| I can �nd the eigenmodes as seen in Fig 47.

Below shows the results of one of 20 cooldowns of bias measurements com-

pared to a time measurement with no bias. I scanned over 1 MHz and swept

the bias over 400mV measuring the transmission, S21 through the feedline.

The spectroscopy shows several crossings as well as a single hyperbola in the

scan. From this measurement I can then �t the eigenmodes and extract the

TLS energies, dipole moment and coupling, ∆,∆0, g/2π. The assumptions I

make for these �ts are: I assume a distance of 20nm from the highest �eld
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Figure 46: a) Experimental data and b) �tted data of a single crossing from
a particular data set. The y axis is the frequency of the minimum of the
magnitude of the transmission |S21| , while the x is the bias voltage at the
source. I can extract the coupling g/2π by subtracting the maximum frequency
from the one eigenmode from the lowest frequency of the other eigenmode.
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Figure 47: a) TLS Spectroscopy showing the transmission, |S21|(color) where
the darker is a lower transmission plotted versus for di�erent bias voltages.
Multiple TLS-Resonator forbidden crossings and a hyperbola can be observed.
The background has been substrated to enhancce the TLS features. b) Spec-
troscopy showing transmission over time with no bias and thus no crossings
are seen.

corner, this allows me to calculate reasonable the electric �eld values for a

given bias voltage (from COMSOL simulations). Additionally I assume a loss

tangent of 2× 10−3, I use the Qi and Qe measured previously of Qi=30k, and

Qe=75k. I also assumed a T1of 500 ns also.

For TLS with asymmetry energy ∆
′
near 0 one will see the bottom of a

hyperbola. If the asymmetry is not near 0 then one will see an anti-crossing

of the TLS-Resonator coupled system. Some crossing are less visible than

others. The clarity of these crossings is largely determined by the bandwidth

since that determines the noise threshold our bias line needs to be above.

From (5.15) I calculated .15mV which is largely due to the low bandwidth of
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a) b)

Figure 48: Shows the frequency and the transmission, |S21|,as a function of
bias (separate cooldown from Figure 47). a) I have subtracted the background
to highlight the crossing features as well. One can see several crossings and a
hyperbola showing in the upper right.b) Shows a �t to the eigenmode equations
of the experimental data highlighting some of the predominant TLS features.
These results show the energy eigenstates of surface TLS defects coupled to
the resonator.
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Figure 49: Comparison of the a) experimental data b) a �t of a single strongly
coupled TLS.

235kHz measured from the transmission. Using a spectrum analyzer I mea-

sured Vnoise = .3mV at the GHz frequencies that we operate in. Thus the

measured noise is on the order of magnitude of the threshold which mean

some TLS features may be di�cult to observe. In the below table I summa-

rized the extracted parameters from 20 of the 52 TLS measured. I found an

average pz(20nm)of 1.8 Debye, an average tunneling energy,∆0 = 23.79µeV

and an average ∆(0) = 1.2µeV .

As shown in Figure 47, I can measure the coupling, g/2π of the TLS-

resonator system directly from the eigenmodes. By analyzing over 50 TLS

from over ten cooldowns I can summarize the measured coupling data with

a histogram, Figure 50. The data suggest there are two peaks and was �t

to a double Gaussian with averages µ1,µ2 and standard deviations, σ1σ2.From
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Table 1: Tables shows extracted parameters such as dipole moment assuming
20 nm, pz(20nm),the coupling g/2π, the tunneling energy, ∆0 and the asym-
metry energy at zero bias, ∆(0) for 20 surface TLS during di�erent cooldowns.
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the �t I found µ1 = 80kHz with a standard deviation of, σ1 = 18kHz. The

second Gaussian has an average of µ2 = 140kHz and a standard deviation of

σ2 = 25kHz. The two peaks in the data is suggestive that there exists possibly

Figure 50: Histogram of the coupling, g/2π of 52 TLS defects. The histogram
�ts to a double Gaussian with the �rst Gaussian having an average, µ1 =
80kHz and a standard deviation of, σ1 = 18kHz. The second guassian has an
average of µ2 = 140kHz and a standard deviation of σ2 = 25kHz.

two dipole moments from an AlOx layer and a crud layer such as some organic,

or photoresist that was stuck in the gaps. Additionally the two peaks could

be due TLS at di�erent interfaces. One peak could from the TLS at the MS

interface and the other at the SA or sidewall. In �gure 29 one can see the

di�erent of the MS & SA interface is about a factor of 2 at 17.5 nm distance

from the corner. That factor of 2 could be the reasoning behind the factor

of 2 in the average coupling data. Additionally there is a factor in the �eld

between the sidwall and MS near 5nm.
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5.5.3 Dipole Moment Characterization

The dipole moment of the TLS is an important parameter that directly a�ects

the relaxation time T1as well as the coupling of the TLS to other systems.

While I can not determine the exact pz from the data due to to the inhomo-

geneity of the electric �eld. I can determine pz,min and a pz,max. Additionally

if I assume the TLS location from the highest �eld corner I can �nd a pz at

a certain distance which is shown in Table I. To �nd pz,min I can use the ex-

perimental smallest coupling value measured and the highest rms electric �eld

magnitude expected. For the max dipole moment one can use the opposite.

For these I obtain

pz,min =
ε

2∆0

~gminERMS,max

and

pz,max =
ε

2∆0

~gmaxERMS,min

From the data the smallest ε/∆0 ratio is ~.99, gmin = 48kHz, and ERMS,max

pz,max = 4.5D and pz,min = .7D.

Fitting equation (3.60) I can extract a T1for the individual strongly coupled

TLS. Some TLS data was too noisy or did not have a good �t and thus for

�tting equation 3.60 I extracted T1for 22 of the 52 TLS measured. I found an

average T1 = 650ns. The �ts appear as in Figure 51 where the y axis the is

magnitude of |S21| and the x axis is the frequency.
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Figure 51: Shows the �t of a single strongly coupled TLS-Resonator system
using equation (3.60). This TLS in particular was one of the highest T1 times
of 2.4 µS and one of the strongest couplings, g/2π = 275kHz.

5.5.4 Comparing Experimental Results to Simulations

Using the standard tunneling model one can simulate the transmission of a

resonator coupled to a transmission line that has a bath of weakly coupled

surface TLS and a few strongly coupled TLS. To do this I use the distribution

of TLS mentioned earlier,

d2n = P0d∆
d∆0

∆0

, (5.24)

making several reasonable assumptions. I will discuss in this section sim-

ulations done post measurement so I could use actual values obtained experi-

mentally in my Monte Carlo method �t.
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Figure 52: Simulation of surface TLS from COMSOL for the inhomogeneous
electric �eld at MS interface. Assuming a Qi=Qe=30k and a T1,tls = 400nS.

From experimental measurements I expect a standard calculated dipole

moment to be between .7 D and 4.5 D, and I assume the dipole moment of 2

Debye for the �t and simulation. I used equation (5.15) to distribute the TLS

energies, ∆, ∆0. I calculated the energy density P0from the experimental loss

�tting results where I found the loss tangent of aluminum oxide to tanδAlOx =

1.7 × 10−3this lend to P0 = 3.8 × 1045J−1m−3 from equation 2.26 where I

assumed a pz = 2D from the average dipole moment in the data at 20 nm

from the highest �eld corner. The calculated the TLS volume is Vtls = 12µm3.

Due to the lower electric �eld strengths present in the IDC fewer TLS have

strong enough coupling to be seen compared to previous trilayer designs. The

bene�t of this is that the TLS anti crossings with the resonator can be seen.

Additionally in my simulation I can �nd the position of these strongly coupled

TLS that are in the bandwidth of the resonator.
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Figure 53: Histogram shows the position relative to the highest �eld corner
in the MS interface of the TLS in the strong coupling regime. The simulation
shows that 80% of the strongly coupled TLS reside between 5 nm and 30 nm
from the highest �eld corner.
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These simulation show that 80% of the TLS in the strong coupling regime

are between 5 and 30 nm of the highest �eld corner. One potential way to

apply this is to create supporting structures underneath the �lm from the

corners of the �lm up to 30 nm away. This would suggest that most of the

TLS at the MS interface would be in the strong coupling regime and thus could

be biased out of the resonator or qubit bandwidth. Additionally it has been

shown [84] that deep etching at the SA interface can reduce TLS contribution

in that region allowing for the loss to be dominated by tuneable TLS.

5.6 Conclusions

Superconducting qubits will continue to thrive in the coming years ahead as

more and more research helps to propel the technology. Understanding how

to manipulate surface TLS is incredibly important to its success. Surface TLS

are ubiquitous and cannot easily be removed through fabrication or design.

Controlling TLS energies through biasing may lead to great improvement in

coherence times. While others have showed bias tuned TLS in qubits through

external bias[11, 82] which are mainly in the JJ barrier, I have shown an on

chip bias technique in resonators that has helped elucidate the couplings be-

tween the surface TLS and resonator with an average T1 = 575ns, an average

coupling, ḡ/2π = 103kHz and a standard deviation of 12 kHz. This is com-

parable to couplings found in previous measurements on qubits[82, 61] which

found a range of couplings from 30-400kHz. I found that on average less than

2% of TLS will reside in the bandwidth of a resonator and from using exper-
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imental data in simulation found that 80% of these TLS reside within 50nm

of the highest �eld corner. Additionally my data on TLS couplings as a his-

togram �ts a double Gaussian and suggests that either 1) two dipole moments

exist corresponding to two types of TLS [93] or 2) there are two material in-

terfaces where strong coupled TLS can exist. The two peaks in the data is

suggestive that there exists possibly two dipole moments from an AlOx layer

and a crud layer such as some organic, or photoresist that was stuck in the

gaps. Additionally the two peaks could be due TLS at di�erent interfaces.

One peak could exist from the TLS at the MS interface and the other at the

SA or sidewall. In �gure 29 one can see the di�erent of the MS & SA interface

is about a factor of 2 in electric �eld strength at 17.5 nm distance from the

corner. That factor of 2 could be the reasoning behind the factor of 2 di�er-

ence in the average coupling data. Additionally there is a factor of 2 in the

�eld between the sidwall and MS near 5nm.

Characterizing and observing surface TLS is crucial to the continued im-

provement in superconducting quantum devices where TLS remain the most

prevalent recognized loss mechanism in high-Q resonators and coherent qubits.

144



6 TiN Films Sputtered on a Substrate Prepared

with Oxygen Plasma Functionalization

TiN resonators are used in quantum computing, where high quality factors give

long coherence times [92][91]. In addition thin TiN �lms with high kinetic in-

ductance from high resistivity �lms are useful for MKIDs[51]. Despite the

success of TiN, its loss mechanism in superconducting co-planar waveguides

are not well understood. There has been a lot of research studying how growth

conditions such as chamber pressure and the gas �ow rate, etc. e�ect the TiN

�lm[3, 7]. Changes in growth conditions e�ect the resistivity, crystal orienta-

tions, stress and loss of the �lm. Qis over a million have been achieved in both

the [100] and [111] growths directions with vastly di�erent growth conditions

[7, 3][109][110]. High concentrations of oxygen are also known to in�ltrate the

�lms[3]. In spite of the high percent of oxygen, high Qi's can still be achieved

[3]. In this study we show how TiN is even more sensitive than previously seen.

Simply by changing the �lm thickness I observe multiple sharp changes in the

TiN �lm. The most notable shift is an order of magnitude increase in loss, as

well as a change in �lm growth direction, grain size, and �lm stress. A complex

impedance study has been performed including the temperature dependence

of the complex impedance, which deviates from Mattis Bardeen theory at low

temperatures. The data suggests there is imhomogenity in the superconduct-

ing order associated with varying sized grains in the �lms, veri�ed by STM.

The increased loss is due to an increase in non-equilibrium quasiparticles in the
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thinner �lm being trapped where the current is concentrated. The increased

non-equilibrium quasiparticle concentration is found in the data with using

a two �uid model where an increased kinetic inductance factor is found, and

by extracting shorter quasiparticle lifetimes using a modi�ed Mattis-Bardeen

model. A two gap quasiparticle trapping model is proposed to apply where

quasiparticles in larger gapped grains become trapped in lower gapped grains

after interacting with phonons. These results show an interesting loss regime

in TiN and helps elucidate how parameters such as thickness and substrate

preparation greatly impact not only the growth of the �lm but the underlying

superconductivity & loss in the �lm.

In this section I am going to discuss the loss associated with TiN �lms

grown with and without oxygen prepared substrates at various �lm thicknesses.

In particular we were interested in modifying the MS interface and observing

the changes in loss of the resonator. The metal-substrate and substrate-air are

understood to have the highest participation ratios and to contribute the most

loss[5]. Thus our experiment was meant to modify this region in the fabrication

process and see how the loss changes. While we tried many di�erent plasma

functionalizations with collaborators[63], I am going to focus on the results

from the oxygen plasma treatment. This treatment gave the most consistent

and intriguing results.
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6.1 Fabrication

A high resistivity silicon substrate with a resistivity of 20 kW-cm, was pre-

pared in two di�erent ways to study the e�ect of the loss due the purposeful

introduction of oxygen to the substrate. The �rst group of prepared wafers

are called the base samples. These Si wafers were prepared by etching in 49%

hydro�uoric acid (HF) for 30 seconds to remove the native oxide. In the 2nd

type, the Si wafers were also HF dipped but were then placed in an oxygen

ICP at 50V to generate an oxide layer before TiN was deposited as shown in

a TEM image in Figure 1c(c). Both types of TiN �lms were sputter deposited

at 500 C with a surface direct current (DC) self bias of -250 V. The pressure

was held constant at 5 mTorr with argon (Ar) and nitrogen (N2) �ow rates

of 15 sccm and 10 sccm, respectively. Once cooled to below 100° C, a 50 nm

layer of aluminum (Al) was deposited in-situ as a capping layer over the TiN

feedline for impedance matching. A chlorine-based BCl3:Cl2 etch at 5:1 was

used to etch the TiN. These resonators were fabricated with the help of Dr.

Peng Xu and Dr. Yaniv Rosen.

6.2 Quality Factor Measurements

In this section I am going to talk about the results from measuring the TiN l/4

resonators which are shown in Figure 8. The resonator has a center conductor

width, w, equal to 3 um and a spacing from the center conductor to the ground

plane of 12µm.

The fabrication process for these devices is similar to that shown in Figure
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Figure 54: (a)Shows an optical image of the l/4 co-planar resonator measured
(b) shows the coupling of the resonator to a transmission line for readout. The
width, w, of the resonator is 12mm while the gap,s, is 3mm. (c) shows a TEM
image of a 4 nm amorphous oxide light region between the TiN �lm (top-dark)
and the silicon substrate (bottom-light).

35. We have a single metal layer. In this case we sputter TiN instead of alu-

minum. However before TiN is sputtered we expose the silicon substrate to an

oxygen plasma in an Inductively Coupled Plasma tool (ICP). This e�ectively

creates a 3-4 nm oxide on our substrate before we deposit the TiN. We also

have a control group of resonators which I will call base resonators which are

not exposed to any oxygen plasma. Of course in these base wafers we do expect

a small amount of oxide to grow as we transport the wafers to the sputtering

tool within minutes but it may not be consistent, unlike the oxide grown in

the ICP (or if we had left it in ambient air for an hour). After the �lms are

grown they are then diced into chips which are placed into a sample box and

then mounted into the base stage of a Leiden dilution refrigerator with a base

temperature of 10 mK. These packaging steps are further outlined in section

4.1.3. The transmission, S21, of the device is then measured. The results for
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the base samples without any plasma functionalization are shown in Figure

11.

The internal quality factor of the �lms without any plasma functionaliza-

tion ranged from 110k to 300k at single-photon storage with an average of

155k. The blue data represents TiN �lms grow up to 50 nm thick while the

red represents �lms grown at 25 nm. It is customary to look at the quality

factor at single photon levels since a qubit is typically operated at these low

powers. These results establish our baseline. We do not see a signi�cant dif-

ference in our base �lms with thickness. Figure 56 shows the results when the

samples are exposed to an oxygen plasma before deposition. It is very evident

in this data that there is signi�cant di�erence in the loss between the two

thicknesses. The 25 nm thick �lms have an order of magnitude lower internal

quality factor with an average of 19k at low power. The 50 nm thick �lms

however have an average internal quality factor similar to the base group with

an average Qi around 200k.

This result was unexpected. It had been shown in other groups,[3, 7] ,that

an increase in oxygen concentration actually decreased the loss seen in the

resonator. These �lms went from 104−106 when the chamber pressure changed

from 2mTorr to 7mTorr which had the e�ect decreasing the compressive strain

from 3800 MPa to 150 MPa and the oxygen content increased from .1% to 8%.

The origin of the loss however was not discussed. It has also been seen by

NIST Boulder that a 2nm SiNx layer between �lms actually improved the

internal quality factor while thicker layers of SiNx reduced the Qi [7].
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Figure 55: a) This graphs shows the internal quality factors of our base �lms
which have no plasma functionalization b) This shows the order of magnitude
decrease in quality factor for �lms pretreated with oxygen plasma and are 25
nm rather than 50 nm.
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Our results show that oxygen prepared substrates induce a loss transition

at thicknesses of 25nm and lower. This thickness dependent transition has not

been seen before to our knowledge, but it interesting to the community be-

cause other unusual phenomena is reported in TiN including superconductor-

insulator-transitions[85]and inhomogeneous superconductivity [13] [16].

6.3 Film Stress Measurement and Thermal Stress Cal-

culations

After the loss and growth data it became clear that the oxide layer has changed

not only the crystal direction (XRD shown in later section) of the TiN but

must have changed other characteristics too. Stress or strain happens in thin

�lms that are deposited on a substrate. Depending on a variety of parameters

such as temperature, pressure, etc, the substrate may pull or bend the thin

�lm depending on if it is under tensile or compressive stress. Understanding

the stresses on a �lm can tell a great deal about the growth.

A Toho Technology FLX-2320-S stress measurement system was used to

characterize the stress in the thin metal �lms. The tool determines the �lm

stress by measuring the curvature change of a wafer between pre- and post

deposition measurements. The curvature di�erence of these two measurements

is used to calculate stress by from Stoney's equation [14], which relates the

stress to the bi-axial modulus of the substrate, the thicknesses of the �lm

and the substrate, and the radius of curvature of pre- and post-deposition

wafers. Curvature, k, was measured by directing a laser at the wafer surface
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at a known angle. The re�ected beam was detected by a position-sensitive

photodiode. The de�ection was recorded while scanning the surface of the

wafer. Stoney's formula for stress is

σ = (Eh2
sκ)/(6hf (1− vs)) (6.1)

Where κ is the curvature measured from the de�ection, E is the Young's

Modulus and vs , Poisson's number. hs is the height of the substrate and hf

is the height of the �lm

The stress measurements showed that there indeed appears to be a tran-

sition related to the thickness of the �lm. As the thickness is raised to 50

nm a large change toward tensile stress is observed as the stress changes in

one step from a large compressive value of 4300 MPa to a smaller compressive

value 3000 MPa. This large transition towards tensile stress is easily seen in

Figure 56. Tensile stress is expected as the �lm grows as the grains become

longer and is dependent on the grain boundaries. As the grains become more

connected it becomes energetically favorable to reduce the grain boundaries as

the grains become more closely packed [15]. There can indeed be a thickness

at which this tensile stress is created. Our base �lm stress at 50 nm �lm thick-

ness is consistently equal to approximately 3000 MPa. Thus the thinner oxide

�lm likely has smaller grains with more grain boundaries allowing oxygen to

more easily di�use between the grains. On the other hand the base and the

larger oxide �lms have less stress and have longer, more closely packed grains
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Figure 56: The transition in Qi seems to be related to a change in stress. Where
near 50 nm the �lm transitions to a tensile stress while the Qi increases by an
order of magnitude
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and fewer grain boundaries. The grains were examined further with TEM and

STM images.

6.4 Grains Images from TEM & STM

More data was gathered to verify the grain structure of the �lms. TEM stands

for transmission electron microscopy, where the electrons are sent through the

sample. Electrons get refracted by the material, based on scattering in real

physical and k-space. While TEM looks at the electrons that have traveled

through the sample, it has various imaging modes and detector types. Figure

64 shows the TEM images of the 25nm and 50nm �lm with oxygen prepared

substrates. Over 20 grains were analyzed in each �lm.

From TEM it was concluded that the average grain size in the thin oxide

�lm is 7.5 nm while the average grain size in the thicker �lm is 15.5 nm. It was

also found that smaller grain tend to exist on the outsides of the �lm while

the center has longer grains.

TiN has been studied in a model with homogeneous gaps [95] and inho-

mogeneous gaps [97],depending on the disorder in the �lm and the growth

parameters. The homogeneity of the �lm has a large impact on the complex

impedance of the �lm and the superconducting properties. Scanning tunneling

microscopy STM was also performed at the lab here in LPS by Dr. Wan-Ting

Liao on our �lms. She found that in the thinner oxide �lm there are inho-

mogenous superconducting gaps that average .42meV. The thicker �lm also

was inhomogeneous and had an average gap of .6meV [57]. The correlation
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Figure 57: TEM images of the 25nm oxide �lm (left) and 50nm oxide �lm
(right). The TEM shows how the grain in the thinner �lm are smaller. Addi-
tionally in the thicker �lm on the right the grains are taller and more column
like. The average grain size measured in the thinner �lm is 7.5 nm while it is
15.5 nm in the thicker �lm.
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Figure 58: Comparing the temperature, height and gap of the 25 nm thin 
oxide and 50 nm oxide �lms. The average gap in the 25 nm �lm is .42 meV 
while it is .6 meV in the thicker �lm. In the thicker �lm it is notable that 
some grains have low gap and higher temperatures. This correlation indicates 
thermal isolation of those grains[57].

between the gaps, grains and temperature were also analyzed. The most striking 

correlation was in the thicker �lm where a correlation existed between the gaps and 

temperatures (Fig 65). The thicker �lm was showed to have two di�erences 

thermally isolated grains as well as larger gaps.
Isolated grains would tend to be more thermally disconnected, it would 

allow a higher non-equilibrium temperature T when electrical power is dissi-

pated during spectroscopic measurements. Therefore the thicker �lm could 

trap quasiparticles in isolated grains better than the thinner �lm. In contrast,

the 25-nm-thick �lm shows distinct smaller grains in the gap map and topogra-

phy but relatively featureless variations in temperature. Inhomogeneous gaps

and granular �lms can lead to increased quasiparticle concentrations[13] and 

in the next section I will examine thermal quasiparticles in the �lm.
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Figure 59: Power exchange model showing the mechanism through which a
quasiparticle can be generated, scattered, trapped or recombined The latter
processes use phonons to interact.

6.5 Transport Properties of Quasiparticles

Quasiparticles are formed when there is enough energy to break a Cooper

pair. The quasiparticle lifetime is τ−1
qp = τ−1

R + τ−1
SC + τ−1

trap where τRis the

recombination time, τtrap is the trapping time and τSC is the scattering time.

In general one can use a power �ow model to understand how quasiparticles

can be generated in Fig 59 below.

The thermal quasiparticle density is

nqp = 2N0

√
2πkT∆e−

∆
kT (6.2)
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where N0 is the electron density of states, ∆ is the gap energy, and k is the

Boltzmann constant. The electron density of states has a number of di�erent

values in literature depending on the material and model that is considered.

Often the electron density of states is calculated or assumed using the free

electron model.

Quasiparticle di�usion

Quasiparticles obey a di�usion equation equation, where the �ux of quasipar-

ticles Jqp at one instance is

Jqp = −D∇Nqp (6.3)

where D is the di�usion constant, D = 1
3
< vgl >, vg is the group velocity

and l is the mean free path. The length a quasiparticle will di�use until it

recombines, lR depends on the recombination time, τR, where lR =
√
DτR. At

low temperatures the length increases as lR ∼ e∆/2kT . [111]

6.5.1 Transport Properties of our thin TiN �lms

Some of the transport properties of our �lms were characterized with the help

of our collaborators at LANL, Serena Eley and Leonardo Civale. They used a

Hall bar setup to measure the temperature dependence of the resistivity and

also measured the upper critical �eld to extract a coherence length.

The measurements of the temperature dependence of the resistivity, ρ(T ) =

Wd
L

V
I
, where d is the �lm thickness, were performed on patterned bridges of
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a) b)

Figure 60: a)Hall bar structure used to determine the resistance up to room
temperature. b) Resistivity for di�erent �lm thickness: black - 25nm oxide,
red-25nm base, yellow- 50nm oxide, blue-80nm
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width W = 200 m and length L = 1.7 mm using the standard four probe

method, as sketched in Fig. 63. They measured temperature for 4 TiN �lms,

as shown in Fig. 60. They used a 17 Hz AC current I = 10 A, which corre-

sponds to current densities J w 250 A/cm2 for the 19.7 nm and 21.5 nm �lms,

w 140 A/cm2 for the 36 nm �lm and w 60 A/cm2 for the 80.5 nm �lm. For the

4 �lms T decreases, until it reaches the residual resistivity ρres and becomes

independent of T below w 50K. In a simple model in which the sources of scat-

tering are additive, ρ(T ) = ρres + ρph(T ), where the temperature independent

component pres comes from the elastic scattering with the material crystalline

disorder and ρph(T ) arises from the T-dependent scattering with phonons. ρres

measures the disorder, and is consistent with the coherence length results ob-

tained from the upper critical �eld (Hc2) measurements, the most disordered

�lm is the thin (25nm) on oxide layer, and the least disordered is the d =

80.5 nm (see Table 2). The origin of resistivity is likely scattering at grain

boundaries which may allow JJ coupling to the next grain.

The density of states can also be found from the measured resistivity,ρ

of the �lm and the di�usion constant D, obtained from the critical magnetic

�eld measurements where D = 4k
πq

(dHc2/dT )−1
Tc

and then N0 = 1/q2ρD where

q is the elementary charge. Subsequently using these measured values gives

D = 5.562cm2/s we then calculate the electron density of states, N0 = 1.83×

1010eV −1µm−3 or 1.148× 1041J−1cm−3.

It is also important to note the length scales of the mean free path compared

to the coherence length. In the dirty limit the mean free path is much less than
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Figure 61: Critical Field measurements for TiN �lms. Performed by LANL.
a) The thin �lm without oxide prepared substrate shows a coherence length
of 17 nm. b) A 20 nm �lm with oxygen prepared substrate �ts to a 15.2 nm
coherence length. Smaller coherence length suggests more scattering which is
likely in oxidized �lm due to larger disorder and smaller grain size.

the coherence length l < ξ , (dHc2/dT )−1
Tc

= − Φ0

2π(.855)ζBCS lTc
where Φ0 = h/2e

and the BCS coherence length ξBCS. Using the experimental values for the

coherence length obtained from Hall bar measurements l = 1.2nm in the free

electron model and ξ = 15.2 nm. We �nd that the oxide �lm at 25nm is in

the dirty limit.

6.5.2 Thermal Quasiparticle Concentrations

From the power independent loss and the inhomogeneity of the �lms quasi-

particle loss is suspected. The transport measurements established that our

�lms are weakly disordered superconductors where the thin oxide �lm has a

mean free path under 2 nm. Other TiN disordered �lms have been shown to

have higher quasiparticle concentrations[13]. Thus in this section I will calcu-

late the quasiparticle concentration we expect from thermal quasiparticles and
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Table 2: Table shows the key parameters obtain through resistivity and critical
�eld measurements of 4 di�erent types of �lms measured by LANL. The thin
oxide �lm showed the largest resistivity, highest disorder, lowest quality factor,
lowest gap, lowest mean free path and highest kinetic inductance. The other
�lms base and oxide alike have similar quality factors and kinetic inductance
ratios that scale as expected with their thickness.

T 25nm oxide 25 nm Base
D 5.065cm2/s 3.059cm2/s
N0 1.015× 1041J−1cm−3 3.314× 1041J−1cm−3

nqp Tc/10 2.78× 1011cm−3 8.92× 1011cm−3

ns Tc/10 4.50× 1020cm−3 7.17× 1020cm−3

nqp Tc/5 1.84× 1015cm−3 5.92× 1015cm−3

ns Tc/5 4.49× 1020cm−3 7.169× 1020cm−3

Table 3: Comparing the thermal quasiparticle density to the superconducting
carrier density for the base and oxide 25 nm TiN thin �lm

then transition to a model for non-equilibrium quasiparticles. Below I calcu-

late the thermal quasiparticle density at di�erent temperatures using equation

(6.2). We are most interested in Tc/10 which is the temperature where the

loss is dominated by a background of quasiparticles. At Tc/10 the thermal

quasiparticle density is nqp = 2.78 × 1011cm−3. Below is a table for the base

and thin �lm at 25 nm. In the next section I will show the loss due to these

thermal quasiparticle concentrations.
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Figure 62: Diagram of the phenomena of a �lm absorbing an incoming photon.
Photons with energy higher than twice the superconducting gap ~w>2D will
be absorbed by the superconductor and break Cooper pairs, creating quasi-
particles. The transmission through the resonator will change. The frequency
will decrease and the dip will be shallower due to the increase in KI and the
increase in loss from the quasiparticles, respectively.

Calculating loss due to Thermal Quasiparticles

While superconducting carrier density is higher than quasiparticle density at

mK temperature, conducting electrons in a two-�uid model is used to describe

current paths in our circuits. Quasiparticle loss can be modeled as a resistive

element due to the real conductance of the conducting electrons creating a

surface resistance.

This model is often used to calculate the loss tangent of a CPW resonator

[53] The loss from quasiparticles can be written as,
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1

Qi

=
λ

s

g

gm

γ
√

2

2π
(

∆

~ω
)1/2 nqp

D(Ef)∆
(6.4)

where g, gm, γ are all geometric factors expressing the non-uniform current

density on the kinetic and magnetic inductance. S is the line width. λ is

the penetration depth. I can calculate the number of quasiparticles needed

to get the loss in each �lm assuming a penetration depth of 730 nm[80]. For

the thinner oxide �lm nqp = 2.2 × 1013cm−3 while the thicker �lm nqp =

.74× 1013cm−3.

The internal quality factor from quasiparticles at Tc/10 is closer to 800k

and thus thermal quasiparticles do not start dominating the loss until closer

to T=Tc/5. Additionally, looking at the thermal quasiparticle concentration

calculated earlier ( 1011cm−3 ) it is clear that thermal quasiparticles alone

cannot be responsible for the loss.

Calculating Cooper Pair Density from Kinetic Inductance

From the length of a quarter wave resonator, one can determine the expected

frequency of that resonator assuming that there is no kinetic inductance (KI)

c√
εr+1

= λfsimwhere the length of the resonator l = λ/4 is a quarter of the

wavelength. To determine the kinetic inductance you can use the ratio of the

simulated frequency without KI and the measured with KI:

(fsim/fmeas)
2 =

Ltot
Lg

=
LK + Lg

Lg
(6.5)
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where Lgis the geometric inductance and can be calculated using elliptical

integrals of the �rst kind [4]. The kinetic inductance ratio is de�ned as α =

LK/Ltot and therefore also

α = 1− (
fmeas
fsim

)2 (6.6)

and

LK =
Lgα

1− α
(6.7)

The London penetration depth characterizes the length at which the mag-

netic �eld penetrates a superconductor and is equal to λL =
√

2me
µ0nsq2 where

me is the mass of an electron, µ0 is the permeability of free space, nsis the

superconducting carrier density and q is the elementary charge. The kinetic

inductance is related to the penetration depth by, LK =
µλ2

Ll

A
.

Thus one can solve for the carrier density if the kinetic inductance is known.

ns =
me

2LKq2

l

A
(6.8)

For our thin �lms of the interest the 25 nm base �lm measured frequency

is 4.56 GHz and the 25 nm oxide �lm is 4.21 GHz. Using equation 6.6 we

can calculate the kinetic inductance fraction of the thin and thick oxide �lms

to be .75 and .6 using the simulated frequency of 7.5 GHz for a �lm without

any kinetic inductance. Furthermore we can calculate the absolute geometric

inductance of our quarter wave co-planar waveguide[36][4]
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Lg =
µ0

4

K(k
′
)

K(k)
(6.9)

where k is a/b where a is the center conductor width and b is the gap.

K(k) is the complete elliptic integral of the �rst kind

K(k) =

� 1

0

1√
(1=x2)(1=k2x2)

dx (6.10)

K(k
′
) =

� 1/k

1

1√
(x2=1)(1=k2x2)

dx (6.11)

The geometric inductance is 3.12 nH. From this we can calculate the kinetic

inductance in each �lm and then the superconductivity carrier concentration.

For the 20 nm thin �lm with O2 pretreated substrate ns = 4.49 × 1020cm−3

and for the 20 nm thin �lm base ns = 9.02× 1020cm−3. As expected there are

fewer carriers in the higher inductance �lm.

These values are within a factor of 2 of a recent paper to calculate carrier

concentration, [60].

6.6 Mattis Bardeen Theory

From the power dependence of the loss data it is clear that the loss is power

independent in the thinner �lm. This suggests quasiparticle or radiation loss.

We do no expect the latter due to the geometry of 3/12µm in LW/LS [94].

From the transport measurements we see that there is a decreased coherence

length and decrease mean free path in the thinner �lm due to an increase in
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the disorder. This can increase the quasiparticle - quasiparticles interactions

and thus I looked into a model which includes quasiparticle scattering.

In a paper by Argonne a modi�ed Mattis Bardeen theory is proposed. In

the original MB theory an inelastic scattering parameter, s, can be set to

0. However it has been shown [16] that by setting s to a �nite value one

can phonomenologically account for the loss of disordered-superconducting

resonators at low temperatures. Essentially a background loss now exists at

low temperatures which can be attributed to non-equilibrium quasiparticles.

By setting a scattering energy γ = ~s and using s and D as free parameters I

made a Monte Carlo �tting code in Matlab to �t the temperature dependence

data from the 25 nm thin oxide and 25 nm base �lms.

Figure 64 shows the ratio of the conductivities as a function of temperature

for the two �lms �tted to a modi�ed Mattis Bardeen equation including in-

elastic scattering. The red is the thin oxidized �lm and the blue is the thicker

�lm. The theory �ts the data and suggests there is increased scattering in

the thinner �lm. With the addition of the scattering parameter the density of

states of the quasiparticles is broadened. This broadening is consistent with

the experimental evidence that there is an excess non-equilibrium quasiparticle

in the thinner oxide �lm. As expected the 25 nm oxide �lms requires a higher

scattering energy in order to �t the data at low temperatures. From the �t we

were able to extract a quasiparticle scattering time of 1.0 ns of the oxide �lm

and 162 ns for the base �lm. Qualitatively this suggests that there is more

scattering, and higher concentration of non-equilibrium particles, in the 25
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Figure 63: The frequency shift for the thin oxide (red) and the 50nm �lm
(blue)
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Figure 64: Plot of Qi vs normalized temperature using a modi�ed Mattis-
Bardeen theory with inelastic quasiparticle scattering. The 25 nm thick oxide
�lm (red) shows an order of magnitude more loss than the 50nm oxide �lm
(blue) at low temperatures. At higher temperatures the thermal quasiparticles
dominate and the loss is similar.

nm oxide �lm. While the microscopic origin of this scattering is unclear, the

theory of an increased quasiparticle density of states �ts the data well showing

a large quasiparticle concentration in the thinner �lm.

We then used a two �uid model approach to extract a total quasiparticle

lifetime. Using the two �uid model the total conductivity is σ = σ1 + iσ2.

Q in a thin �lm is related to the surface impedance ZS = Rs + iωLSwhere

Q = ωLTot/RTot = ωLS/αRS
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At mK temperatures σ2 >> σ1and LS = 1/ωσ2d and RS = σ1/σ
2
2d. Addi-

tionally in Tinkham the complex conductivity is given by [88]

σ =
nqpe

2τ

m∗
1

1− iωτ
+ i

nse
2

m∗ω
(6.12)

where in the limit that ωτ << 1 one gets

1

Q
=
ασ1

σ2

= αωτqpnqp/ns (6.13)

Introducing the temperature dependence δnqp(T ) = nqp and δnqp(T )/δnS(T ) =

−2 we get

1

Q
(T ) = 8πτqpδnS(T )/nS (6.14)

We can then substitute for δnS/nSsince we know the change in supercon-

ducting carrier concentration is related to the change in the surface impedance

LS

δnS
nS

=
δLS
LS

=
2

α

δf

f
(6.15)

Then �nally we can relate the change in frequency to the loss of the res-

onator

1

Q
= −8πτδf (6.16)

Using this relationship between the loss and the change in frequency we
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Figure 65: Shows the normalized change in surface inductance obtained from
the frequency shift. The large shift in inductance at T/Tc <.2 in the thin oxide
�lm (red) indicates breaking of Cooper pairs at unusually low temperatures.
This can be due to a large background of non-equilibrium quasiparticles.
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see that the lifetime of the quasiparticle is the slope. We can experimentally

extract the lifetime of the quasiparticle by plotting the frequency shift with

temperature and loss as in the Figure 66 below. It is clear that we see two

di�erent slopes further indicating the di�erence in the quasiparticle density

between the two �lms. Additionally the oxide �lm sees large changes in the

frequency compared to the base indicating a greater change in the quasiparticle

density.

From the �t we determine that the quasiparticle lifetime in the oxide �lm

is .32 ps while it is .9 ps in the base. These short lifetimes show that there

is a temperature independent scattering rate that is the signi�cant rate in the

quasiparticle lifetimes for these �lms. Quasiparticle lifetimes are expected to

be on the order of nanoseconds [98]. Both from the modi�ed Mattis Bardeen

theory and from the the two �uid model analysis it is clear that there is a

signi�cantly lower quasiparticle lifetime in the thin oxide �lm. While quanti-

tatively it is hard to determine the signi�cance of this, qualitatively the data

shows a higher non-equilibrium quasiparticle concentration in the oxide �lm.

Furthermore we see that there is likely a high quasiparticle concentration that

exists at low temperatures it would seem necessary that the lifetime of the

quasiparticle be temperature independent until T = Tc/5 when the thermal

quasiparticles dominate the loss. It is known that quasiparticle trapping can

occur in granular �lms and is thus an area I explored to explain the frequency

shifts and loss.
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Figure 66: Plot of the loss versus the change in frequency using di�erent sample
temperatures. The 25 nm thick with oxide is red while the base �lm (similar
in loss and frequency shift to 50nm oxide �lm) is blue. These �lms were �t to
a two �uid model where quasiparticle lifetimes could be determined for each
�lm.
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Figure 67: Quasiparticle energy model for trapping quasiparticles in low energy
gap in thin oxidized TiN.

6.7 Two Gap Quasiparticles Trapping Model

Our TiN has shown thermally isolated grains at low gap with regions of sig-

ni�cantly increased quasiparticle temperature. These areas in turn can trap

quasiparticles. While in the thinner �lm STM revealed the grains were more

thermally connected[57]. This suggests that there are more barriers between

some grains in the thicker �lm restricting quasiparticle movement.

A two gap quasiparticle trapping model was developed to characterize the

temperature dependence of other TiN �lms[99]. This model is adopted to �t

the anomalous temperature dependence seen in our oxygen prepared �lms. For

this, I propose that a lower gap grain exists in the center, less lossy, portion

of the �lm with gap ∆1 and a higher gap grain exists near the edges of the

�lm with gap ∆2. These two di�erent regions may be consistent with TEM

174



which shows a bigger variation of grain sizes in the thicker �lms. The edges of

the �lm are known to have a higher current density (in the limit of thickness,

d<�<λ) [102]and therefore quasiparticles can cause higher loss in this region.

In the thicker �lm due to the thermal isolation and the presumably large

potential barrier between grains, quasiparticles may become trapped in low

gapped grains in the center of the �lm. As the temperature rises there is not

enough energy for the quasiparticles to escape from the thermally isolated low

gap grains. However in the thinner �lm no barrier exists. As the temperature

rises more quasiparticles now have enough energy to leave the low gapped

grains and enter the lossy outer grains. This in turn creates a larger loss in

the thin �lm (with oxygen plasma) since the grains allowed better electrical

and thermally conductivity.

Following [99, 112],I can calculate the rate change of the non-equilibrium

quasiparticles densities, nqp,1and nqp,2 in the two regions with di�erent super-

conducting gaps.

dnqp,1
dt

= Gp1 +Gg1 −Gtr1nqp,1 −GrV1n
2
qp,1 −G1,2Anqp,1 +G2,1Anqp,1 (6.17)

dnqp,2
dt

= Gp2 +Gg2 −Gtr2nqp,2 −GrV2n
2
qp,2 −G1,2Anqp,2 +G2,1Anqp,2 (6.18)

where Gpjis the rate at which the density of non-equilibrium quasiparticles
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Figure 68: Diagram of the two gap quasiparticle trapping model. Shows how
at low temperatures the quasiparticles in the both cases are trapped in the low
gapped area in the center where the loss is small. In the thin oxide �lm as the
temperature increases past T/Tc=.1 the quasiparticles have enough energy to
escape the low gap center volume to the outer lossy region causing an increase
in loss with temperature as more quasiparticle can now be trapped in the
lossy outer region. However in the thicker �lm since the grains are thermally
isolated the quasiparticles remain trapped in the center region[57, 99].[112]
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are being generated in the region j, Ggjis the rate that they are being generated

thermally, Gtrjis the trapping rate and Gris the temperature dependent rate

at which the density of quasiparticles can recombine in a volume Vj, Gi,jis the

rate at which the density of quasiparticles transfers from region i to region j

per unit area A. In steady state,

dnqp,1
dt

=
dnqp,2
dt

= 0 (6.19)

Solving for nqp,1(T )

nqp,1(T ) =

√
n2
n,1

1 + V2∆2

V1∆1
e2(∆1−∆2)/kT

+ n2
th,1 (6.20)

which ultimately leads to an inverse quality factor

1

Qi

=
2α

πN0

√
2πkB

(
sinh(ξ1)K0(ξ1)√

T ∗1

1√
∆1

P1nqp,1 +
sinh(ξ2)K0(ξ2)√

T ∗2

1√
∆2

P2nqp,2

)
(6.21)

where α is the kinetic inductance fraction, N0 = 4.5 × 1010eV −1µm−3 is

the density of states[76], P1 and P2 are the fraction of inductive energy in the

region. V1 and V2 are the volumes. nth,1 and nth,2 can be considered negligible

at T/Tc=.1. We can use the e�ective temperature T ∗used by Parker [75] as

a way to account for an elevated e�ective temperature from non-equilibrium

quasiparticles.

The majority of the inductive energy is stored in region 1 which has
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a larger superconducting gap at the edges of the �lm. This means that 

P2nqp,2 << P1nqp,1 so that the loss in region 2 can be neglected. Physically, 

this is qualitatively consistent with the edges of the TiN resonator (where the 

RF currents are concentrated [78][79] ). In the thinner �lm as the temperature 

increases there is a 25% increase in loss as shown in the data from 0 to .8K. 

This increase in loss in the thin oxide �lm �ts to the two gap trapping model 

where I �t using the Monte Carlo method to the gap and e�ective temperature 

∆1, T1
∗. I assume a ratio of the volumes to be V1/V2 = 3.33, and an initial quasi-

particle density to be nqp0 = 160µm−3. From the �t I �nd T1
∗ = .1K , and the ∆1 

= .51meV , 20% di�erent than the value .42meV measured. In the thicker �lm I set 

∆1 = ∆2 due to the fact that there is thermal isolation between the grains and no 
transfer of quasiparticles. I found ∆1 = ∆2 = .81meV and T1

∗ = .33K. The gap 

value is about 17% di�erent than the measured .67meV . From the �t I get good 

agreement with the data as shown in Figure 69. The good �t suggests the 

importance for thin TiN �lms to be careful of the non-equilibrium quasiparticle 

concentration at low temperatures. Aluminum traps at the shorted end of the CPW 

may be a good solution to improve the internal quality factor.

Additionally the grain size in the thinner oxide �lm is approaching the critical 

grain size where superconductivity is even possible in the grain. As suggested in the 

references[101] [100]  if the average energy level spacing is smaller than the 

superconducting gap then the grain cannot be superconduct-ing.
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Figure 69: Fit of the 2 �lm types using the 2 gap quasiparticle trapping model.
For the thin oxide �lm we found good qualitative agreement and quantitative
agreement between 20% of �tted values that had been measured separately;
namely the gaps for each �lm, ∆1,thin = .57meV,∆1,thick = .81meV .
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δε = [N(0)b3]−1 < ∆ (6.22)

From reference,[77] the density of states for TiN,N(0) , is 6×1010eV −1µm−3

and therefore the critical grain size for superconductivity is 6.7 nm which is

just 12% o� of the 7.5 nm average for the thin oxide �lm. Thus there are

likely grains in the thin �lm that are no longer superconducting and if these

smaller grains are located at the edges then there will be a much higher loss

contribution from non-equilibrium quasiparticles in the thinner oxide �lm.

Additional analysis of TiN thin �lms

6.8 Structural Changes in thin and thick �lms

To understand the loss data, information was gathered about the di�erence in

structure between the thin 25nm oxide �lm and the other �lms in the study.

In particular we are interested in the di�erence between the 25 nm and 50

nm O2 prepared �lms since the quality changes by an order of magnitude

even though no thickness dependence is generally expected. Also there is no

signi�cant expected di�erence between the 25 nm �lms with and without this

oxygen preparation, since these �lms are at the same thickness though one

has been prepared with oxygen and could exhibit a slightly higher TLS loss.

Thus even though the thin oxide layer is clearly responsible for the increase in

loss, only a small di�erence is expected from simulations (not shown). First

it is important to understand the di�erence in the structure between these
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Figure 70: The growth direction is shown for TiN grown on oxide-prepared
substrates at 25 and 50nm. The thin oxide �lm is mainly [111] in growth
direction, where the thicker �lm (and others not shown) are mainly the [200]
growth direction. This change was very interesting and can be used to better
understand TiN growth.

�lms. First I will discuss the stress measurements. Below shows the X-Ray

Di�raction data for two of the �lms studied. Surprisingly the crystal growth

direction changes. In all the �lms the [200] growth direction is dominant,

except in the 25 nm oxide �lm the [200] growth is suppressed and the [111]

crystal growth direction is now dominant. The change in growth direction is

likely related to the stresses involved during deposition, changing as the TiN

grows in an attempt to relieve these stresses.

6.9 SIMs Analysis

To determine the elemental composition near the surfaces of the �lm we sent

out our samples to have secondary ion mass spectroscopy (SIMS) performed.
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a) b)

Figure 71: a) SIMS results for a 25 nm base �lm. At the interface there is an
oxygen peak while inside the �lm shows a relatively low oxygen concentration
near 2×1020atoms/cc. b) The oxygen prepared �lm also shows a large oxygen
peak and much higher levels of oxygen and hydrogen in the �lm.

Data for four samples, 25 nm with oxygen preparation, 25nm base, 50nm

with oxygen and 50 nm base, is shown below. The measurements �nds the

concentration in units of atoms/cc for Hydrogen, Oxygen, Titanium, Silicon

and Nitrogen. The depth is the distance from the top of the �lm through the

�lm and into the substrate.

We found in the thinner 25 nm �lms a small oxygen peak at the interface

and an order of magnitude di�erence in the oxygen concentration in the �lm.

This is somewhat surprising as both �lms are expected to be granular and

allow oxygen to di�use into the �lm.

We sent another 25nm base and 25 nm oxygen prepared �lm to con�rm

that the oxygen levels were indeed that high in the �lm and found 5% smaller
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a) b)

Figure 72: Data shows the SIMs analysis in the thicker �lms. a) In the base
very low levels of oxygen are seen in the �lm with a small peak at the interface.
b) A much larger oxygen peak is seen the 50 nm �lm as expected but still
relatively low levels of oxygen and hydrogen in the �lm.

levels the 2nd time around for the oxygen prepared �lm. The results for all the

oxygen concentration are plotted in Figure 60 showing the di�erences between

the 4 �lms. Clearly the 25 nm oxygen has the highest oxygen concentration

in the �lm. The larger oxygen concentration is consistent with the oxygen

preparation and a more granular �lm that oxygen can di�use between grains,

creating surfaces or columns of TiO[58]. It has been shown in previous studies

that high oxygen and low stress can lead to high quality factors over 1 million

[3]. Those �lms were deposited at room temperature with no substrate bias

while our �lms were deposited at 500°C with a -250 dc bias. In the past

our group has reported on how the crystal direction, stress and bias voltage

changes the TiN properties[96]. It found higher DC bias reduced the oxygen
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Figure 73: SIMS image showing the oxygen concentration in the �lm. The
thinner �lms have signi�cantly more oxygen which peak at the interface with
the silicon substrate likely due to SiO2.

concentration.

6.9.1 Thermal Stress

In this subsection I will analyze what happens when a �lm is cooled down

to low temperatures since stress seems to play an important role in the TiN

growth and conduction. Upon cooling, substrate and thin �lms will shrink by

some factor given by their thermal expansion coe�cient (TEC), a. The strain

related to how much the length changes over the initial length ∆L/L0. It

follows that two di�erent materials, �lm, and substrate with an as and an af ,

having the same length L0 at some T0 will di�er in length at the temperature

T by some ∆L(T) or strain, ε directly proportional to the mismatch in the

thermal expansion coe�cient. Thus the strain , ε= ∆α∆T.
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Figure 74: Quality factor of the �lms measured as a function of the �lm
thickness and percent of oxygen concentration at the interface. The upper left
of the graph has thin �lms with a high oxygen concentration for low Qi.

Figure 75: Stress of �lm if αf < αSthe �lm is in compression, else if αf >
αStension
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The thermal strain will lead to a thermal stress σT = Y ε/(1− v) where Y

is the Young's modulus and v is Poisson's number.

For silicon YSi = 150MPa the linear coe�cient of thermal expansion from

Figure 1a at room temperature αRT = 2.5 × 10−6K−1 at 25K, and α1K =

−.2 × 10−6K−1. For TiN, YT iN = 640MPa the linear coe�cient of thermal

expansion at room temperature αRT = 9.35× 10−6K−1

The TiN has not been measured below RT. To approximate at low tem-

peratures we can use the theory model from reference [87]used in Figure 1b.

At 50K

α1K ∼ .2× 10−6K−1 + /− .2× 10−6K−1

Solving for the thermal stress with v = .3 and Y= 640 for TiN we can get

a range for the thermal stress expected

σT1 = 640× (9.35× 10−6 − .4× 10−6)× 300/.7 = 2.455 GPa

σT2 = 640× (9.35× 10−6 − 0)× 300/.7 = 2.565 GPa

Meaning given the error of .2×10−6K−1in our estimate of the TEC of TiN

at low temperature we can expect

σT = 2.51GPa± .055 GPa

For silicon

σT1 = 150× (2.5× 10−6 + .2× 10−6)× 300/.7 = 174MPa

We can sum the in plane thermal stresses 2.51− .174 = 2.336GPa

Thus calculating the bi-axial stresses due to the TiN shrinking more than
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the Silicon substrate, the �lm will bow upward as shown in Figure 75a. Overall

these stresses are not expected to cause any cracking in the �lm or changes to

the grains when brought down to mK. However this is only an approximation

using a polynomial �t from a previous studies,[15][87] which did not go down

to mK temperatures.

6.10 Conclusions

In conclusion I measured an order of magnitude loss transition in the TiN

�lms by varying thickness. They were grown with oxygen pretreated silicon

substrates or on a silicon substrate with no treatment. While it has been seen

that the quality factor of TiN depends on the growth direction and stress,[3]

[7], little is known on the loss mechanisms or the transition in parameters at

which this loss occurs. We measured and analyzed di�erent characteristics of

the �lms, from stress, to growth direction to the coherence lengths, etc and we

found that the thin �lm grown on oxidized substrate had signi�cant smaller

grain sizes, increased oxygen concentration, and a preference for the [111]

growth direction and an abrupt transition involving a component of tensile

stress when the thickness was increased. Additionally by measuring the critical

�elds versus temperature we found there was a smaller mean free path, shorter

coherence length and more disorder in the thinner oxide �lm with kf l ∼ 14.

By analyzing the temperature dependence of the loss and frequency shift a

higher number of excess non-equilibrium quasiparticles was determined using

a modi�ed Mattis Bardeen model and a two �uid model. From STM we found
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both �lms to have inhomogeneous gaps but the thicker �lm had thermally

isolated grains. Additionally, we found the superconducting gap is lower in

the thin �lm and has smaller grains with an average grain size of 7.5 nm. A

2 gapped quasiparticle trapping model helps further elucidate the di�erence

in the temperature dependence between the �lms. This model shows how in

the thicker �lm the quasiparticles can be trapped in the low gapped, low loss

area. The data supports low conduction of these quasiparticles, that they are

not able to leave (not enough energy) due to the thermal isolation in the �lm

found by STM. However in the thin oxide �lm quasiparticles that are trapped

in low gapped low loss area can interact with phonons and escape at higher

temperatures and enter the lossier or outside edges of the �lm causing an

increase in loss.

This study identi�es a growth and loss transition in thin TiN that had not

been previously observed or analyzed. The transition was unexpectedly related

to the thickness of the �lm and how the substrate was prepared. This data

helps understand the loss mechanisms in granular TiN as well as the tempera-

ture dependent loss from non-equilibrium quasiparticles in an inhomogeneous

�lm.
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7 Post Treated TiN - High Qi Resonators

In this section I discuss results results where we modi�ed the TiN resonators

after deposition. Titanium nitride resonators have the ability to achieve high

quality factors [91, 3]. However the loss mechanisms in TiN �lms are not well

understood as the �lm is very sensitive to its growth parameters. Here I will

reference my work on a previous publication [63]. We show how depending

on the post-treatment of the �lm, whether through chemical or plasma based

treatment, we found quality factors that vary by as much as a factor of 18.

We used inductively coupled plasma (ICP) and also reactive ion etching (RIE)

for the plasma post-treatment.We found that the microwave resonator quality

factor depends on the plasma environment. The plasmas used were oxygen and

gas mixtures such as argon/hydrogen Ar/H2, argon/ octa�uorocyclobutane

(Ar/C4F8 ), and argon/sulfur hexa�uoride (Ar/SF6 ). Additionally we varied

the plasma chamber conditions, such as treatment time, ICP power, and RIE

power. Of the plasma post-treatments, the Ar/SF6 environments with no or

low ICP power showed the highest ability to improve the quality factor . The

di�erent processing conditions determined the characteristic of the �lm and

surface such as the roughness of the Si and TiN surfaces, TiN �lm thickness,

and the overall TiN/Si resonator structure including the edge and sidewall.

Our results can be used as a guideline for optimizing the microwave resonator

performance using post-treatments.
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Figure 76: Plasma functionalization conditions and surface analysis. Strik-
ingly, the HF only treated resonator showed a great improvement likely elimi-
nating oxides on the surface. The best performing resonator was with Ar/SF6

with 800 W ICP power for 20 seconds. The worst devices had higher power,
1000 W ICP power for 60 seconds.

7.0.1 Resonator Post-treatment conditions

The resonators underwent typical photolithography as discussed in the pre-

vious section and were de�ned using a chlorine-based etch using the BCL3

plasma. We focused on di�erent plasma functionalizations at di�erent powers

and time exposed as shown in the table below

7.1 Qi measurement for di�erent of plasma functional-

ization

The Qis had a typical standard deviation of ±30k. The power dependence of

Qi as a function of selected plasma processing conditions is shown in Fig. 77.

As shown in Figure 78, very little power dependence of Qi was observed
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Figure 77: The plasma functionalization environment such as gas �ow rates,
pressure, treatment time, ICP and RIE powers and dc self-bias are shown.
Note that the plasma exposed resonators were previously exposed to chemical
etch with hydro�uoric acid. The surface analyses show TiN/Si trench depth
and elemental composition of silicon obtained, respectively by pro�lometry
and XPS analysis. The resonator characteristics were reported in terms of the
internal quality factors and resonator frequencies.

as a function of plasma processing characteristics. The Qi, at single photon,

varied as a function of dc bias and treatment time. At low dc bias and short

treatment times (Figure 78(c)), Qis were reduced by approximately a factor of

3. Interestingly, as the treatment time increased to 20 seconds and the dc bias

increased to =214 V, the Qi recovered and increased to a value close to the

HF-treated resonator. However, further treatment time or a high dc bias of

=300 V resulted in lowering the internal quality factor . These results suggest

that there are plasma treatment conditions for a particular gas environment

that can be found to optimize the internal quality factor of the �lm.

Fig. 79(a) shows the TiN/Si resonator edge without any treatment�the

surface on top of the �lm was noticeably rough. The HF etch cleaned the
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Figure 78: Shows the power dependence of the internal quality factor as a
function of average photon number <n> at temperatures near 20 mK.
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Figure 79: SEM images of the TiN/Si resonator edge in (a) base; (b) HF-only
and (c), (d) Ar/SF6 plasma exposed resonators. (c)and (d) show resonator
edges after plasma treatment for 20 s with a dc bias of =35 V and =214 V.

top surfaces as seen in Figure 79(b) and reduced the overall thickness due to

Aluminum removal. Fig. 79(c) shows the resonator edge after low RIE power

treatment. An overhanging structure over the TiN resonator edge was formed

in this �lm. We attribute the measured low Qi values to the formation of this

overhanging structure. Interestingly, when the RIE power was increased to 90

W and a dc bias of =214 V, the edge was cleaned and the overhanging parts

were removed. This modi�cation of the surface could explain the increase

in Qi. A further increase in power seemed to cause damage to the TiN �lms

around the resonator edge. Since the edges of the �lm host the highest currents

and corner-like features can radiate energy out and increase quasiparticle loss

in the region which could contribute to the lower quality factor values.
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Figure 80: Qi of base, �lm treated with HF only, and Ar/SF6 plasma-treated
resonators. The dependence of Qi on the number of photons is presented in
(a) for di�erent bias conditions(b) Dependence of internal quality facotr at one
photon as a function of DC bias and treatment time are shown in (b) and in
(c), respectively.

7.1.1 Conclusions

Previous attempts to modify the interfaces around a resonator have shown that

improvements are possible, whether by etching into the trench or increased

cleaning[84, 54]. I showed here how the total loss in a resonator is a�ected by

changing the silicon surface termination, surface TLS and the superconductor

edge etch. This work established quantitative structure, property correlations

with the measured resonator internal quality factor. We found that the plasma

type, the gas environment, and the plasma chamber characteristics lead to

unique change of the TiN/Si resonators. A factor of 18 in Qi was achieved by

using ICP/RIE plasma functionalization in oxygen, Ar/H2 , Ar/C4F8 , and

Ar/SF6 gas environments, and di�erent processing conditions. In conclusion

the plasma functionalization a�ects the surface morphology, which a�ect the

resonator internal quality factor. We also found that even when using plasma

produced in a single gas environment such as Ar/SF6 , a particular set of

plasma processing conditions is required to optimize resonator quality factor
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without destroying the Si/vacuum and TiN/vacuum interfaces, as well as the

resonator edges. We varied two processing parameters, in particular, time

and power. We showed that at low values of power less than -200 volts, the

quality factor are improved, at optimal values, the internal quality factor is

improved up to 800k, and at biases larger in magnitude that -250V and times

greater than 20 seconds, quality factor decreased again. Our analysis of TiN

bulk properties suggest that Ar/SF6 plasma did not cause signi�cant mod-

i�cation of the superconducting �lm properties. Thus, microwave resonator

performance can be modulated.

8 Biased Qubit Design

In this section I will discuss a qubit design and initial results toward realizing a

dc biased transmon qubit. The coherence of superconducting qubits has grown

over �ve orders of magnitude over the last two decades. The current qubits

are laid out, over a millimeter in size, on a substrate surface such that they

mainly only coupled to two-level defects on the surface. The characteristics

of these surface TLS are largely unknown. By studying a qubit or resonator

designed with a sub-micron interdigitated shunting capacitor individual TLS

residing on the surface may be observable. These TLS can then be biased,

changing their energies in such a way as to improve the overall coherence of

a qubit. I will start this section by going over the Hamiltonian of the cooper

pair box and transmon qubit.
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The Transmon is an adaptation of the most basic charge qubit the Cooper

pair box. The cooper pair box is the fundamental charge qubit where Cooper

Pair number is the main variable of the interaction in the qubit system. Quan-

tum coherent charge oscillations were �rst experimentally seen by Devoret [18].

A simple circuit representation is shown below with its corresponding Hamil-

tonian.

A Josephson junction is two superconducting electrodes separated by an

insulating barrier. A supercurrent is able to �ow through the junction as

cooper pairs can tunnel coherently across the barrier. The supercurrent I is

I = I0sin(φ(t)) (8.1)

Where I0 is the critical current and φ(t) is the time dependent phase dif-

ference across the junction. When a voltage V is applied to the junction

V = ~/2edφ/dt (8.2)

Then taking the derivative of the supercurrent with time dI/dt = I0

cosφdφ/dt arriving at

dI/dt = (2eV I0)/~cosφ (8.3)

Recalling the voltage across an inductor as

V = −LdI/dt (8.4)
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Figure 81: Cooper Pair Box where charge can hop onto the island depending
on the voltage levels and energy

We can represent the Josephson junction as having a nonlinear inductance

LJ = Φ0/(2πI0cosφ) (8.5)

Where Φ0 = h/e is the magnetic �ux quantum.

One of the �rst charge qubits was the Cooper Pair Box. Figure 81 above

is a circuit diagram displaying the cooper pair box. A cooper pair is able to

tunnel to a superconducting �island�, the region between the two capacitors

CG and CJ which represent the gate capacitance and the junction capacitance

[18]. The charge can tunnel from the Josephson junction which has a reservoir

of Cooper pairs. By raising or lowering the bias voltage, VG , tunneling one

or multiple Cooper pairs from the reservoir becomes energetically favorable

or unfavorable. The main degree of freedom then is n, the number of cooper

pairs on the island. The charge associated with the island is q= -2en where n

is a discrete number. The Hamiltonian can then be described as

197



H = 4EC(n− ng) + Ejcos(φ) (8.6)

The charging energy EC = (2e)2/2(Cs) And the Josephson energy is equal

to EJ = (I0φ)/2π, where Cs is the sum of capacitances; the 2e represents the

charge of the Cooper pair. The gate voltage can be re-expressed as a number,

Ng = (CgVg)/2e (28) Transforming this equation to charge representation

H = EC(N −Ng)2|N〉〈N | − Ej/2 +
∑

N(|N − 1〉〈N |+ |N〉〈N − 1|) (8.7)

If you then diagonalize the matrix only looking at the �rst 3 charge states

one �nds


Ec(−1−N2

g ) −Ej/2 0

−Ej/2 EcN
2
g −Ej/2

0 −Ej/2 Ec(1−N2
g )


Below, Figure 82, shows the normalized eigen-energies plotted in matlab.

198



Figure 82: Cooper Pair Box Energy States

The degeneracy between the di�erent charge states in broken due to the

Josephson energy EJ . The cooper pair box can be used as a qubit taking

the �rst two energy levels as the qubit |0〉 and |1〉 states. As one can see the

charge noise changes the energy required to transition between these two states

making the CPB not an ideal qubit since charge noise is a common issue[90].

This design however inspired the Transmon qubit which reduces this charge

noise by using a larger EJ/EC ratio.

The transmon qubit is similar to the cooper pair box discussed in the earlier

section. The qubit relies on reducing charge noise through shunting capacitors

which increases the EJ/EC ratio such that EJ >> EC and thus leveling out

the energy levels. One can take the Hamiltonian of the cooper pair box a step

further to get the transmon using �black box radiation.� We can start from

H = 4EC(N −Ng)
2 − EJ cosφ (8.8)
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When we assume EJ >> ECand if we Taylor expand the potential about

its minimum we obtain the e�ective Hamiltonian

Heff = 4ECN
2 +

1

2
EJψ

2 − 1

4
EJψ

4 (8.9)

Then one can introduce the bosonic creation and annihilation terms α†and

α that diagonalize it

Heff = ~ω0(α†α + 1/2)− 1

12
EC(α + α†)4 (8.10)

Using the coe�cients given by the zero-point �uctuation amplitudes ψzpdf =

(2EC/EJ)1/4and Nzpf = 1
2
(2EC/EJ)1/4 we can then use this to obtain

α =
1

2
(

zpf

+ i
N

Nzpf

) (8.11)

where the harmonic level splitting is ~ω0 =
√

8EJEC

Then applying the RWA as before and using the �black-box quantization�

technique [107] we can obtain

H = (~ω − 1

2
Ec)α

†a− 1

2
EC(α†α)2 (8.12)

8.1 Qubit -Resonator Design Parameters

The resonators are mostly harmonic oscillators whose characteristics are deter-

mined by two key parameters: the resonant frequency ω0 and their bandwidth.
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Figure 83: Biasing a single strongly coupled TLS defect out of the bandwidth
of the qubit mode. This can reduce the overall loss channels and increase the
coherence time of the qubit.

The bandwidth is determined by the full width at half maximum (FWHM)

linewidth /2. This bandwidth captures both internal losses in the resonator as

well as its coupling to external ports and is related to the internal or external

quality factors as discussed earlier. Usually, the readout is designed so that the

coupling is much stronger than the internal loss to reduce the amount of mea-

surement signal lost, but much weaker than the resonant frequency, therefore

κ << ω0 This will yield a high Q resonator.

The cavity decay rate k/2p is an important parameters for qubit design and

is the rate at which photon can leave the cavity. This is generally controlled

by the coupling quality factor Qc which can be obtained using KVL, Kircho�

voltage law, in a basic circuit model of a CPW resonator between an input

and output capacitor.
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We want our output capacitor to be larger than our input capacitor so that

the photons leave through the output side and into our ampli�ers[108].

Cout=10ÖCin We choose a Qc near 1000 since we want a k to be in the

MHz range

Qc = Qout = 950

κ/2π = fr/Qc = 6GHz/950 = 6.3MHz

1/Cout =
√

((2QoutZ2
0ω

2
0)/π) (8.13)

This gives an output capacitance of 15 fF and an input around 1.5 fF

Cout = 15fF

Cin = 1.5fF

8.1.1 Finding the coupling capacitance [15]

Z = −j[1/ωC + Z0cot(βl)] = −j[tanβl + Z0ωC]/(Z0ωCtanβl)

On Resonance

tanβl + Z0ωC = 0
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C = tanβl/(Z0ω)

If our resonator has a frequency at 6 GHz then our coupling capacitance

will be C=20fF

We can then go back and calculate the coupling quality factorQc and k for

a given ωr.

Qc = π/(2(Z0ωC)2)

κ/2π = f/Qc

8.1.2 Simulating k and Coupling Capacitance

To simulate the resonator Microwave O�ce is used as a 2.5 D simulation

software package. I can create a l/2 resonator in the software and even add

the IDCs for the qubit mode. I can then create two ports at the ends. Through

these ports I can make a transmission measurement. From theory I can get

an estimate of the length and width of the �ngers for the IDC which I will use

for the input and output capacitors. In the simulation however I can �nalize

these capacitance values to ensure that I am at the right coupling of the

resonator to the transmission line and at the right frequency. The resonator

should be critically coupled to the transmission line meaning Qi = Qe. At this

coupling there is increased sensitivity to any loss in the system. So from the
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Figure 84: shows the MWO simulation of the l/2 resonator that is coupled to
the transmission line with ports at the input and output.

simulation I can ensure that this coupling is the operating point by looking

at the dip in transmission. The transmission; S21 = (Q/Qe)/(1− 2i∆ωQ/ω)

where 1/Q = 1/Qi + 1/Qe ∆ω = ω− ωr On resonance ∆ω = 0 and at critical

coupling Qi = Qe, S21 = 20log10S21 = −6dB

8.1.3 Estimating the Coupling of Transmon

A linear circuit approach In this section I will discuss the coupling g, between

the transmon qubit and the resonator. This coupling is very important to the

design as it determines the q shift in the resonator where χ/2π = g2/∆. It is

important to note this equation is an approximation if one considers the qubit

system as a two level system. In practice there are higher levels excitations

where the dispersive shift is better approximated by χ/2π g2/∆(α/(∆ + α)).

It is important to be in the dispersive limit so as to perform a quantum non-
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Figure 85: Graph showing the simulated frequency of the resonator. It is
important to have the dip at -6db since this is the transmission at critical
coupling where Qi = Qe. At critical coupling the system is most sensitive to
all sources of internal loss.

demolition measurement. To be in this regime g � ∆. Therefore theoretically

calculating and simulation this value as best as possible is important. The

coupling between the qubit and resonator mode is known to be approximately

the same as that for a transmon and a resonator. This value can be determined

by looking using Kircho� Voltage Law and then analyzing the dynamics of the

charge in the system.

Loop 1 � Resonator Mode

LR ¨(Q1) + (Q1 −Q3)/CR = 0 (8.14)

Loop 2 � Qubit Mode

LQ ¨(Q2) + (Q2 −Q3)/CQ = 0 (8.15)

Loop 3 � Coupling
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Figure 86: Schematic of the qubit mode coupled to the cavity resonator mode
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(Q3 −Q2)/CQ +Q3/Cg + (Q3 −Q1)/CR = 0 (8.16)

Rewriting the previous equation

Q3(1/CQ + 1/Cg + 1/CR) = Q2/C2 +Q1/CR (8.17)

Plug equation 8.15

LR ¨(Q1) = Q3/CR −Q1/CR (8.18)

= (1/CQ + 1/Cg + 1/CR)− 1)1/C1(Q2/CQ +Q1/CR)−Q1/CRLR ¨(Q1) (8.19)

= Q1(1/(aC2
R)− 1/CR) +Q2(1/(aCRCQ))

where a = (1/CQ + 1/Cg + 1/CR) Similarly plugging 4 into

2LQ ¨(Q2) = Q2(1/(aC2
Q)− 1/CQ) +Q1(1/(aCRCQ)) (8.20)

Pulling out Q1and Q2 in and using ωi =
√

1/(LiCi)

¨(Q1) = Q1ω
2
R(1/(aC1)− 1) +Q2ω

2
Rω

2
Q(LQ/a) (8.21)
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¨(Q2) = Q1ω
2
Rω

2
Q(LR/a) +Q2ω

2
Q(1/(aCQ)− 1) (8.22)

Which can be rewritten in matrix form as

Q̈1

Q̈2

=

 a1ω
2
R b1ω

2
Rω

2
Q

a2ω
2
Rω

2
Q b2ω

2
Q

 Q1

Q2

We can then understand the dynamics of the charge by �nding the eigen-

values for di�erent energies ~ω1 similar to the dynamics of the wave equation ω2 − a1ω
2
1 b1ω

2
1ω

2
2

a2ω
2
1ω

2
2 ω2 − b2ω

2
2

 = 0

Below shows the graphs of the two modes for a changing qubit energy ωq

using matlab to plot the eigenvalues

g = 1/4
√

(ωRωq)((C2
c )/(C3C4))(1/4)(Cq/CR)(1/4)

(58) Which is similar to the customary form of the equation

g = (eβrj)/
√
~Zr

((2EJ)/EC)(1/4) Where Brj is the sum of parallel and series capacitances cou-

pling the qubit and resonator and Zr is the impedance of the resonator

Above is the plot of linear eigenmodes representing the qubit-resonator
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Figure 87: Simulation of coupled qubit-resonator system using circuit analysis
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system. The cavity resonance is a constant 5.51 GHz while the qubit frequency

is swept by sweeping the value of the inductance associated with the junction.

The coupling between the qubit and resonator, g/2π, breaks the degeneracy

and is the coupling rate at which energy is transferred between the two systems.

The coupling designed for this qubit is 57 MHz with a qubit shown here of

3.18 GHz and a resonator frequency of 5.5 GHz. These values yield a detuning

D=2.22 GHz which yields a χ/2π = g2/∆ = 1.5MHz

8.1.4 Simulating the coupling g/2π of the TLS to the qubit

To see a typical TLS with strong-coupling CQED in center of the gap of the

IDC , we need the latter's capacitance to be small , assuming a decay rate of

the resonator equal to κ/2π = 1×10(−4)tanδωc When the capacitance becomes

<70fF the number of TLS is reduced and they can interact strongly with the

cavity and a strong coupling CQED can be achieved where:

g = ∆0/εpcosθ
√

(ω0/(2εrε0~V )

The electric �eld volume can be calculated by considering the di�erent

interfaces that host TLS. One again can assume a 3 nm thickness [5] where

TLS may reside. V ol = n(LW × ttls × l)=(2 umÖ .003 umÖ65 um)Ö20= 8

um3 Since this volume is much smaller than typical �nger widths and lengths,

there will be overall less TLS. In fact the number of TLS in a bandwidth BW,

N = 2πP0V ~B ∼ .2 Where B = π/κ
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Figure 88: Shows the electric �eld at 〈n〉 =1 and the SA interface and the
corresponding TLS-Resonator coupling g assuming a dipole moment of 2 Debye

8.2 Simulating T1

T1is the time associated with the qubit decaying from the excited state back

to the ground state. Often T1is the limiting factor in qubit decoherence and

optimizing it is of utmost importance. In this section I will show how I can

simulate the electrical environment that the qubit sees. I will look at the

admittance across the qubit and use the real part of the admittance to help

get a value for the T1time. One can use Y parameters in Microwave o�ce and

make use of the voltage controlled voltage source and current controlled voltage

sources to evaluate the currents and voltages needed to get the admittance

desired. The qubit-environment system is typical modeled as below

As shown in the equations below we need to �nd the current through the
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Figure 89: Circuit Schematic of a simpli�ed transmon qubit with a shunting
capacitor CR and an admittance from the rest of the circuit, where the real
part will contribute to the loss

qubit. To do this we essentially put the current controlled current source in

series where the qubit would be. The qubit is taken out of the system since we

are interested in the admittance from the qubit perspective. Then the voltage

across the qubit is need and to do this a simple voltage controlled voltage

source is added in parallel. M is set to 1 and thus

The circuit used in Microwave o�ce is shown below where I even included

capacitors to ground to simulate the stray capacitance. Stray capacitance has

been simulated as being at much 10% of the nearly IDC and is modeled as

such.

The graph can then be made of simply S21 as derived in the above equa-

tions. The graph is shown below.

In this simulation the resonator frequency is at 7 GHz. As expected you

see an increase in the admittance on resonance as the energy is leaving the

transmission line. We want to put our qubit at a frequency near 5 GHz. The

admittance at 5 GHz as shown is 6 × 10−9. Using this value we can then

calculate the T1 time. This T1 is su�cient for our experiment as we will need:
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Figure 90: This Figures shows the components used for simulation the admit-
tance across the junction.

Figure 91: MWO o�ce circuit simulation schematic
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Figure 92: In this simulation the resonator frequency is at 7 GHz. As expected
you see an increase in the admittance on resonance as the energy is leaving
the transmission line.
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Figure 93: Purcell e�ect from modes other than the fundamental mode using
simulated data

χ/2π � 1/T1 = 1/10uS = .1MHz (63) Where χ = g2/∆ and ∆ = fq − fr

which is the qubit frequency minus the resonator frequency.

One can also theoretically calculate the admittance using Kircho� Voltage

law. From the calculations you can then plot the T1 and again as shown in

the graph above a T1 near 10 us is expected for the electrical environment.

However the actually T1 is expected to be lower than 10µs as we don't ex-

pect the electrical environment to be the limiting decoherence source. Other

decay mechanisms may reduce this T1 and be the limiting factor. An addi-

tional resonance is near 14 GHz due to the higher order modes of the CPW.

Fabrication process and Experimental Setup After the approximate values are

known in the schematic, a layout is made in AWR MicroWave O�ce (MWO),
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a two and half dimensional electromagnetic and RF simulator. The resonators

are characterized thoroughly in the simulation using scattering parameters to

measure the transmission and re�ections present in the design. Additionally,

the corresponding circuit schematic values can be determined and using spe-

cial dependent sources, which will be talked about later. For example, one

can measure the real part of the admittance across the junction. This ad-

mittance is important is understanding the loss that is present in the circuit

and can be used to get an estimate for the coherence time, T1 of the qubit

using the equation below where Cs is the capacitance shunting the junction.

T1 = Cs/Re(Y ) Designs are then transferred to cadence to complete the lay-

out which will be sent out and made into a mask for the photolithography.

For our resonator studies we use 3 inch high-resistivity silicon [100] wafers for

low loss substrates. We then sputter TiN onto our substrate and then in-situ

Al. A wet etch is performed to remove the Al followed by a dry etch in an

RIE system to remove the TiN. Then 1000nm thick blue resist is spun onto

the wafer to protect it from the dicing saw. Our wafer is then diced into

6.1mm chips, then wire bonded then placed and glued inside a copper sample

box which has SMP connectors that feed the transmission lines on the chip.

The sample box is placed and mounted inside the Dilution refrigerator against

a copper cold plate for good thermal conductivity. A non-magnetic SMP to

SMA cable is then connected to another feed through in the fridge. And �nally

a SMA to SMA connector connects both sides of the RF line to the Vector

Network Analyzer (VNA). Through the VNA we can make transmission (S21)
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Figure 94: Mask Design of 2 λ/2 qubit designs

and re�ection (S11) measurements.

8.3 Fabrication

Photolithography is the process by which di�erent metals will be patterned

onto a wafer. The process involves using a mask to block or allow UV light to

the polymer resist layer that is placed on top of the substrate. The resist hit by

the UV light will be able to be removed using a particular wet etch. This step

is called development. After the resist has been developed metal underneath

can then be evaporated or the metal underneath the resist is exposed and a

2nd etch can be done to remove the areas where the metal layer is not wanted.

Figure 94 shows the mask for the biased qubit design. This mask was created

in cadence as a GDS �le and was �rst simulated in Microwave O�ce.
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Figure 95: Figure showing the output IDC capacitance from the transmission
line to the resonator

The above mask was designed in cadence. The mask is designed to cover

a 6.35mm by 6.35mm space representing the size of each chip. This mask

enables the fabrication of 2 resonators on a single chip. One transmission line

goes across the chip horizontally. The resonator is a half wave CPW with

capacitors on the input and output. The input and output capacitors as will

be discussed in the follow section in qubit design parameters are asymmetric

with the output capacitor being greater than the input to allow photons to

prefer to escape through the output where the ampli�ers are. The capacitors

are interdigitated capacitors where the output capacitor is shown in Figure 94.

The launches on the chip will be wirebonded to a PCB trace and is dis-

cussed in the packaging section. There are square alignment marks which

surround the location of the qubit near the beginning and ends of each CPW

resonator since the �elds will be strongest near the ends and allow for more

coupling between the half wave resonator and the qubit mode. The large

black rectangles are regions where one can place test junctions. Since test
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junctions will be under the same conditions during the double angle evapora-

tion, measuring the resistance of these junctions gives one a good idea of what

frequencies their qubit will be.

8.4 Photolithography Steps

For our process we used a sapphire substrate for the qubit designs and a

silicon substrate for the TiN resonators. For the qubits an aluminum layer is

sputtered on top of a sapphire 3inch wafer while TiN is sputtered onto silicon.

The resist used is OIR 906-10. The resist is spun onto the wafer at 1000 RPM.

Figure 18 shows how a mask is used to expose the resist. The resist is then

developed and the aluminum is then etched. Lastly the remaining resist is

removed, leaving just the aluminum that is desired. Since our qubits are on

a sapphire substrate which have a Z number near that of aluminum (13) thin

�lms grown on sapphire are not easily visible in e-beam lithography. For that

reason a gold layer (Z=79) is deposited and used as alignment marks to know

where to place our qubit during the e-beam lithography. The gold layer follows

the steps in Figure 97 where instead of an etching process a lift o� process is

used. Here the resist is removed �rst and then the gold is thermally evaporated

on afterwards. A before and after development picture for this gold layer is

shown in the Figure below.

Aluminum Deposition � a) First mask allows UV light to expose the un-

derlying resist.

b) The resist is developed, exposing the aluminum.
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Figure 96: Image of the resonator after the gold layer is evaporated on.

C) The aluminum layer exposed aluminum region is removed using a wet

etch.

D) Lastly the remaining photoresist is removed.

a) Mask allows UV light to expose the underlying resist. b) The resist is

developed, exposing the substrate. C) Gold Layer Evaporation begins. First

a 10nm layer of titanium is deposited to help the gold stick, then 100nm of

gold is ebeam evaporated. D) Lastly the remaining photo resist is removed.

After the gold has been evaporated and the photoresist has been lifted o�,

the photolithography is then complete. The sample will then undergo ebeam

lithography to pattern the Josephson junction and IDC for the qubit structure.

The gold layer is the lighter false colored yellow. The darker orange is

the aluminum layer. Ebeam Lithography After the gold layer is deposited the

sample is ready for ebeam lithography. A dual layer of resist will be spun on
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top of the wafer. First an MMA layer will be spun at 1000 RPM for 60 seconds

created and heated for 5 minutes at 180 degrees C which will create a 900 nm

thick resist layer. Next a ZEP 520A resist will be spun at 5000 RPM for 60

seconds and again heated for 5 minutes at 180 degrees C. This will create a 90

nm thick layer of ZEP. The reason for the two di�erent types of resist is very

important. The MMA resist polymer is more sensitive to incoming electrons

than the ZEP layer and thus during exposure to e-beams the MMA layer will

develop an undercut as shown in Figure 98 where the tan color represents

the MMA layer. After an additional 20 minutes hard bake of the wafer at

180 degrees C the resist should be su�ciently hardened. An aluminum anti-

charging layer is then thermally evaporated. The anti-charging layer needs to

be thick enough to prevent enough electron beams from overly exposing the

underlying resist but thin enough to allow su�cient electron beams through.

A 10 nm layer is evaporated and has worked well. After fabrication, A blue

photoresist is then spun on the fabricated wafer to protect it. The next step

is to dice the wafer and then 1000nm thick layer of photoresist will protect

the wafer from light and the environment. The wafer will be diced using

a CA-010-270-080 H dicing blade from Dicing Blade Technology. Once the

wafer has been diced, individual chips are ready for e-beam exposure. I used

a JOEL SEM tool to perform the e-beam exposure. The steps are outlined in

Figure 38. First I will focus on the corner of the chip, and then get a better

focus by looking at a scratch I purposely make in the corner. A focus up to

50K magni�cation can be achieved solely by focusing on the scratch marks.
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Figure 97: Figure showing the step in the e-beam process including the double
angle evaporation.

Then I can get 10-100nm resolution by focusing on a contamination spot. A

contamination spot is created leaving the e-beam at max focus, 500K, for 30-

60 seconds. If the beam is in good focus a small 10-20 nm dot will be seen.

Once good focus has been achieved I move closer to the good alignment marks

which are easily seen at magni�cation greater than 10K. The alignment marks

are 40 microns away from the area for my qubit structures. I refocus near

my alignment marks and then blank beam and then move onto the area for

writing the qubit pattern.

I then load the NPGS and run the �le to pattern the qubit structure which

is shown in its developed form in Figure 98 corresponding to how it looks

in step b in Figure 97. The whitish looking regions are regions showing the
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undercut. This image shows good undercut, meaning it is over 200nm which

is su�cient to create the bridge but narrow allow the 5um LW of resist to

stay in tact. After the area has been exposed. The chip is removed from the

SEM and is ready to be developed. First the anti-charging layer is removed

using OPD aluminum etchant. The ZEP layer is then developed using Amely

Acetate. Then �nally the most important step is developing the MMA layer

since the undercut for this layer is very crucial for not only Josephson junction

structure but also for the IDC in parallel with it. The undercut needs to be

large enough such that an opening is created as shown in step b, hence creating

a Dolan bridge above the developed resist layer [21]. However the undercut

needs to be small enough as to not develop too much of the resist for the

IDC layers which need the MMA layer to support a smooth line. This MMA

development time has been optimized to 3 minutes and 55 seconds exposure

using a mixture of IPA and DI water with a ratio of 5:1. After development

is complete a double angle evaporation is performed as shown in steps c,d,e

where aluminum is thermally evaporated from an aluminum target. The �rst

layer is 30nm. Then the angle is changed and 330 mTorr of oxygen is allowed

inside the chamber and an oxide layer is formed. Then at this 2nd angle a

50nm layer of aluminum is evaporated completing the Josephson junction.

After evaporation the �nal step is to �lift o�� or remove the remaining

layers of resist. The chip is placed in NMP for 2 hours at 80 degrees C. After

two hours the resist starts to peel o� and then the chip is further agitated

in the beaker user tweezers. Once all the resist is removed the chip can then
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Figure 98: Optical image of a the transmon structure after MMA development

Figure 99: A) Zoomed out image of Josephson junction. B) Zoomed in version
of the overlap region of the junction using an SEM microscope.

224



Figure 100: Final Qubit structure after �nal lift o�. Imaged in a Keyence
confocal microscope.

be imaged in an SEM as shown in Figure 99 or by a laser Keyence confocal

microscope as in Figure 100.

Measurement Setup After the photolithography and e-beam lithography

the wafer needs to be packaged and placed inside a dilution refrigerator. The

chip are packaged into a copper sample box as shown in Figure 22. This sample

box will hold the chip in place and allows for other connections to be made to

the chip. Wire bonds will then connect directly from the launches of the chip

to a PCB board that connects to an SMP connector. The SMP connector is

then connected to SMA RF cables which allow for RF measurements to be

made via an Agilent Vector Network Analyzer (VNA).
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8.5 High Power Qubit Punchout Measurement

In superconducting qubits, half wave resonators are typically used to read-

out the qubit. Coupling a resonator to the qubit mode allows for a way to

measure the qubit without perturbing it. Looking at the Jaynes Cummings

Hamiltonian

HJC = ~ωr(a†a+ 1/2) + (~ωa)/2σz + ~g(a†σ− + aσ†)

This time of nondestructive measurement can be performed if the frequency

di�erent or detuning of the two modes is much greater than the coupling

strength between them, or ∆� g where ∆ = fq− fr. This is called dispersive

readout. In order to test the qubit, a punchout measurement is �rst done

to get the frequency of the bare cavity resonance. To do this the cavity the

power or average photon number in the cavity is increased until it is no longer

dependent on the qubit mode. Due to the coupling to the qubit at low powers

the frequency will be shifted by a value of q where ωr is the shifted cavity

resonance. ωr = ω
′
r + χ This can be seen in the Figure below where the low

power cavity resonance is displayed in yellow. The power is then increased and

the resonant frequencies shifts as shown in the orange curve. At low power

the qubit is coupled to the cavity. However once the number of photons in the

cavity reaches the critical value, the cavity is no longer coupled to the qubit

and is no longer in a dressed state recovering its original resonant frequency.

This shift is more commonly presented as in Figure 101 where the x axis
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is the cavity frequency, the y axis is power and the color is related to the

S22 re�ection at the output of the RF signal. χ01/π for this qubit is 4 MHz.

Because χ01/2π = g2/∆ = 4MHz it is expected to see a 2nd dip related to

exciting the qubit from the ground to excited state. We expect this dip to

occur about of 2 MHz from the cavity frequency because while χ01 relates the

frequency shift of the dressed resonator-qubit system to the resonator system

2χ01 = 2χ+χ12. It is important to note that at high power the frequency does

not seem to be back in the linear regime. Meaning the χ01/2π might be greater

than 4 MHz. While the resonator at that power exhibits 100,000 photons this

is not at all enough power to put the aluminum into any nonlinear regime.

The cavity frequency was found to be 5.363 GHz. The total quality factor of

the cavity was �tted as 10,000, while the external quality factor Qe was �tted

to be 700. These values are very encouraging as they are within 5% of the

theoretical values from simulation.

The cavity frequency changes at higher power as the qubit-resonator system

decouples as the cavity reaches its classical bare frequency. This shift con�rms

that the qubit is coupled to the resonator. At higher power it appears the

shift may be greater than what is possible with the RF in the fridge. A higher

power is needed to reach the full bare cavity frequency however the ampli�ers

in the system begin to saturate at these higher powers. Thus the q/2p can

only be reported as an inequality for now, where

χ01

π
> 4MHz
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Figure 101: Cavity Punchout Measurement- The x axis is cavity frequency, the
y-axis is S22, the re�ection at the output port. The cavity frequency changes
at higher power as the qubit-resonator system decouples as the cavity reaches
its classical bare frequency.
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8.6 Conclusions

While this project is still ongoing I have laid the foundation for a transmon

design that can be biased to move individual TLS in and out of resonance

with the qubit mode. While a few studies,[82] [105],have performed used an

external bias or applying strain, an on chip bias in this design makes this study

unique. It would help illuminate how much an improvement can be made in

the coherence times by tuning the surface TLS in the shunting capacitor.

9 Linewidth & Linespacing Resonator Study

In this mask design I was interested in doing a study where we varied the

linespacing, linewidth and external quality factor to better understand the

loss mechanisms in thin TiN & aluminum quarterwave resonators. The goal

was to get a baseline loss tangent for our titanium nitride and aluminum �lms

and observe how the loss changes for di�erent geometries and couplings. This

sort of measurement had been done before where the group saw increased TLS

surface loss for smaller geometries[84, 86].

I designed 18 resonators on a single mask. I separated them into 3 groups.

The �rst group I would vary the LW & LS but keep the ratio of LW/LS

roughly the same. The second group I kept the LW the same at 15µm and

varied the LS from 3µm up to 45µm. In the last group I measured a resonator

with LW = 15µm, LS = 9µm at 6 di�erent couplings ranging from 50k−1M .

The complete group set and estimated frequencies are in Figure 102 along with
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a) b)

Figure 102: a) An SEM image of a few of the quarterwave TiN resonators.
One can see the di�erent LWs and LSs resonators that were coupled to a
center transmission line. The white streaks and specs are likely artifacts from
touching the chip post measurement. b) The di�erent groups measured. I
separated the 18 resonators into 7 resonators varying the LW/LS lengths,
keeping the ratio the same. The second group I varied just the LS and in the
last only the coupling Qe was varied.

an SEM image of a portion of the fabricated resonators.

Titanium Nitride Resonators

I measured two sets of resonators. Those deposited with Aluminum and those

with TiN. I will discuss the latter in this section. TiN is interesting because of

its high kinetic inductance as well as its proven to be capable of high Q[109].

To help determine characteristics of the kinetic inductances in the �lm TiN

�lm I using some of the latest theories [52] . When the �lm thickness d,is the

less than the London penetration depth λ perpendicular magnetic �elds can

penetrate into the superconductor. In this regime, d << λ, it is common to

refer to the Pearl length Λ = 2λ2/d.

In MWO I designed the frequencies of the resonators into 3 groups where

the frequency is determined by the length of the resonator and the e�ective

permitivity. In experiment however the frequency gets further shifted by the

230



Figure 103: Resonator frequencies and low power internal quality factors for 50
nm TiN �lms. The measured frequencies were shifted by the kinetic inductance
of the TiN. Interestingly the best performing resonators were the ones with
the smaller geometry indicating that radiation loss may be a signi�cant loss
mechanism.

kinetic inductance. This extra inductance is not accounted for in simulation

thus one can consider the di�erence δf in frequency to be due to the kinetic in-

ductance. Figure 103 shows the frequencies shifts, and internal quality factors

for the di�erent geometries for the resonators.

From the TiN results the most interesting aspect of the study was from

the frequency shifts. By using reference [52]and by looking at the frequency

shift for the di�erent geometries we can �t and �nd the London penetration

depth which is generally an unknown parameter for the resonators measured.
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Figure 104: Results of 50nm TiN showing that the two lowest LW, LS res-
onators performed the best with Qis higher than a million at high power.

By measuring the kinetic inductance and by knowing the geometry of each

�lm I can use the below equation and solve for the pearl length, Λ, which is

the slope.

L
′

k =
µ0Λ

4a
gkp(k, p)

Λ =
µ0

L
′
k4a

gkp(k, p)

where

gkp(k, p) =
(k + p2) tanh−1 p− (1 + kp2) tanh−1(kp)

p(1− k2)[tanh−1 p]2
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Figure 105: Graph showing the pearl length of the di�erent resonators as a
function of their conductor half widths, a

also k = a/b and p = 1− Λ/a

recalling

LK =
Lgα

1− α
(9.1)

and we know the inductance per length Lg/l for a quarterwave resonator.

Thus we can solve for the pearl length at di�erent values of a.

9.0.1 Aluminum Resonators

In this section I discuss the results of measuring the same set of resonators

deposited with Aluminum. Aluminum has signi�cantly less kinetic inductance

and thus the frequencies were largely where I expected them as shown in the

Figure below.
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Figure 106: Simulated frequencies versus measured frequencies for Aluminum
�lm

The loss analysis was intriguing. It is expected that for higher LW, LS

that the TLS loss will decrease. This is not what occurred. The results from

the aluminum resonator study showed that at higher LW, LS there was more

loss. This is the opposite e�ect of dielectric loss where at larger LW,LS the

participation ratio is reduced and the dielectric loss is less. This e�ect is a

sign of radiation loss. Therefore there is a trade o� between radiation loss and

TLS loss. This becomes an important trade o� when designing resonators; one

needs them thin enough to avoid radiation loss and wide enough to avoid too

high of a participation ratio from TLS at the interfaces. The radiation quality

factor is,

Qrad =
π(1 + ε)2η0

2ε5/2
1

I ′(ε, n)

1

n− 1/2
(
l

s
)2
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a) b)

Figure 107: Results looking at the loss dependence on the geometry of the
resonator, namely the LW, LS.

where I
′
is the elliptical integral of the �rst kind, ε is the substrate dielectric

constant, η0 = 377Ω the impedance of free space, n is the mode, l is the

length of the resonator, s is the width of the center conductor plus the gap,

and Z0is the characteristic impedance of the line. As shown in the above

Figure 107b I calculated the expected radiation quality factor for the di�erent

linewidths and linespacings and got very good agreement qualitatively. The

loss of the resonators at high power, where the TLS are saturated, shows a �at

power independent loss that matches the calculated radiation quality factor.

At low power they all show the same loss due to the TLS except for the

largest geometry �lm. As the LW,LS increase you can see there is less and less

power dependence as the radiation loss starts to dominate. Eventually in the

largest geometry resonator the loss is completely power independent because

the radiation loss is completely dominant.
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10 Conclusions

10.1 Summary of Key Results

Superconducting qubits will continue to improve in the coming years as more

and more research helps to propel the technology. Understanding how to ma-

nipulate surface TLS is incredibly important to its success. Surface TLS are

ubiquitous and cannot easily be removed through fabrication or design[84, 86].

My surface TLS research has helped to illuminate ways in which surface TLS

can be biased and controlled by identifying characteristic about surface TLS

such as the coupling, coherence time and location. While previous experiments

on observing individual TLSs were done on tri-layer resonators or in Joseph-

son junctions for qubits[82, 105, 11], my study is one of the �rst on observing

surface TLS in a resonator. Characterizing and observing surface TLS is cru-

cial to the continued improvement in superconducting quantum devices where

surface TLS remain the predominant loss mechanism in high Qi resonators

and decoherence in qubits.

By using an on chip dc bias to tune the TLS energies in an IDC of a

lumped element resonator, I showed that one can characterize interface TLS

systems which continue to plague modern superconducting qubits. We report

seeing less than 2% of TLS in the strong coupling regime with an average

coupling strength of 102 kHz. The histogram of coupling strengths has the

appearance of a double peak and suggests that two dipole moments exist. Our

coupling data shows two distinct peaks and �ts a double Gaussian. The two
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peaks could also be due to AlOx TLS and TLS from photoresist or an organic

crud layer that have di�erent dipole moments. The two peaks in the data is

suggestive that there exists possibly two dipole moments from an AlOx layer

and a crud layer such as some organic, or photoresist that was stuck in the

gaps. Additionally, the two peaks could be due to TLS at di�erent interfaces.

One peak could from the TLS at the MS interface and the other at the SA

or sidewall. In �gure 29 one can see the di�erent of the MS & SA interface

is about a factor of 2 in electric �eld strength at 17.5 nm distance from the

corner. That factor of 2 could be the reasoning behind the factor of 2 in the

average coupling data. Additionally, there is a factor 2 in the �eld between

the sidwall and MS near 5nm. I report that an average dipole moment of 1.2

Debye is found assuming a 20 nm distance from the highest �eld corner. I

found a pzmin = .7D and a pzmax = 4.6D. My simulations suggest that 80%

of the strong coupled TLS exist at the MS or SA interface due to the electric

�eld distribution close to the corner. My data suggests than all the strongly

coupled TLS are within 50 nm from the highest �eld corner. This technique

could ultimately be used in a transmon design to bias strongly coupled TLS

out of resonance with the qubit and potentially �nd a highly coherent, high

T1, sweet spot.

By analyzing the di�erent interfaces associated with the loss between a

base �lm and a �lm deposited with Si3N4I found that the MS, and SA regions

dominate the loss as has been shown before. I found that 45% of the loss

resides within the �rst 40 nm from the highest �eld corner. When �tting
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the power dependence using STM I found a factor of 6 less in α, the power

dependence �tting parameter,in the SiNx deposited �lm than the base �lm.

This is likely because although we have a co-planar device which typically has a

weak power dependence we have deposited a dielectric that dominates the loss

with a participation ratio of 66% close to the participation in an traditional

trilayer capacitor. Thus as you get closer to the full 100% participation it

would make sense that α would get reduced and almost return to the power

dependence expected from STM (α = 0). In the SiNx deposited �lm I found

a critical �eld of EC = .7V/m and if we assume pz = 7.9D then we get a

T1 = 3.4µS which is very close to the value of 3.2µS obtained is previous

studies of bulk Si3N4[32, 59]. I extracted a participation ratio of SiNx of .61,

close to the expected .66. I also extracted a loss tangent of 1.7 × 10−4for

SiNx and pi tanδAlOx = 1.32 × 10−5 for AlOx. Slight mis�ts in the middle

of the power dependence is likely due to the two types of TLS saturating at

di�erent powers. This technique can be used to determine the losstangent of

an unknown dielectric in an easy to fabricate 1 layer resonator.

While TiN or closely related NbTiN are becoming important �lms for su-

perconducting qubit and resonators, their loss mechanisms are not as well

understood as aluminum �lms[95, 3, 7]. The high kinetic inductance for fre-

quency tunability is incredibly important in resonators as well as the tunability

in the critical temperature. Furthermore thin TiN and NbTiN are used for ul-

tra high kinetic inductances and is often used in MKID devices [51]. TiN more

so than aluminum allows for oxides to di�use into the material and possibly
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allowing for more TLS loss. Therefore it is important to study the di�erent

loss mechanisms associated with growing TiN �lms. This work has shown

that preparing a substrate with oxygen at thicknesses lower than 32 nm will

induce a transition in growth from [100] to [111] and stress in the �lm as well.

These structural changes to the �lm lead to an increase in non-equilibrium

quasiparticle density and an order of magnitude increase in loss. This can be

concluded from �tting the frequency shifts and quality factor with tempera-

ture. Non-equilibrium quasiparticles are necessary to �t the deviation from

Mattis Bardeen theory at lower temperatures. It is seen from STM [57] the

inhomogeneity of the �lms where the thicker �lm is more thermally isolated.

These observation suggest a quasiparticle trapping model where quasiparticles

from higher gapped grains can get trapped in lower gap grains. A 2 gap model

is adopted to �t the data and qualitatively describe the results.

10.2 Ongoing Work

10.2.1 Damascene Resonators

In an ongoing collaboration with SUNY Poly we have designed and measured

resonators using their CMP process to fabricate lumped element resonators.

SUNY Poly has unique capability in their fabrication to use a damascene fabri-

cation technique to etch the silicon substrate, deposit a liner and then deposit

the �lm as in the Figure below. They have demonstrated their fabrication by

making very reproducible Josephson junctions[113]. We were excited by this

because the resonators will be embedded in the silicon substrate meaning that
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a)

b)

Figure 108: a) COMSOL mesh of damascene resonator. b) Participation ratios
of the di�erent TLS interface. Due to the �lm being embedded in the silicon
substrate the participation ratio is now dominated by the MS interface.

only 1 TLS interface would dominate the loss, the MS interface between the

�lm and substrate. Figure 108 shows the COMSOL simulations and expected

participation ratios for such a structure. As can be seen the MS interface will

dominate the loss with a participation ratio, pMS = .14. In the simulation we

assume a 10nm thick dielectric liner which was made out of TaN. The thick-

ness of the �lm was 425 nm . The angle of the �lm from the substrate to the

z axis is 70 degrees. I assumed a relative permitivity of the TaN as εr = 10.

The internal quality factor of the �lm would be dominated by the loss of

the TaN at the MS interface. This would allow an accurate way to measure

the loss tangent of TaN. There were three types of resonators on this design

intended to investigate di�erent bias techniques and the possible loss through

the 3rd bias port.
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a) b)

Figure 109: a) Initial power dependence of the inverse Qi of the resonator. b)
Fitting to STM model

10.2.2 Fractal Designs

To better tune surface TLS an overcoupled resonator with a higher internal

quality factor would allow for more surface TLSs to be observed due to lowering

the minimum coupling needed to be in the strong coupling regime. A new

quasi-fractal [117] design from has shown the ability to frequency tune the

resonance using a current or voltage bias. This would be a very useful design

for biasing TLS where one could potentially tune the TLS and the frequency

and examine the di�erences if any of the TLS properties between the two

tuning tehcniques.

Initial measurements were made of resonator using a quasi-fractal design.

These resonators will have higher Qi than resonators previously used to mea-

sure individual TLS and will have a larger TLS volume and can be voltage

or current biased. The goal is to measure more individual surface TLS. The
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a) b)

Figure 110: a) Image of a quasi-fractal resonator. b) Power saturation of the
quality factor for 3 Quasi-Fractal resonators.

�gure below shows an optical image of a fabricated a quasi-fractal resonator

coupled to a transmission line. Figure 110c shows the power saturation of 3

quasi-fractal resonators over a single cooldown. The data shows an average Qi

of 50k at single photon power and an average Qe of 5k. Thus the system is

overcoupled and is not limited in seeing individual TLS by the internal quality

factor. This is one advantage of this design.

By examining equation 3.60 one can see that in order to increase the num-

ber of TLS per voltage bias. It is important to have a higher bandwidth.

However a high bandwidth also will mean a low quality factor which increases

the minimum coupling needed for a TLS to be in the strong coupling limit.

Therefore this is a trade o� that needs to be better understood for observing

surface TLS defects.
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