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This dissertation studies two problems that are related to the question of how

solutions of the Boltzmann equation behave in various fluid dynamic regimes. The

Boltzmann equation models so-called rarefied gases of identical particles, for which

all but binary collisions between particles can be neglected. When the mean free

path of gas particles is small comparing to the macroscopic length scale, one can

derive fluid equations from the Boltzmann equations.

The first problem is to establish the acoustic limit for a family of appropriately

scaled DiPerna-Lions solutions with finite zeroth to second moments over RD. Ev-

ery initial data with finite zeroth to second moments has a unique nonhomogeneous

global Maxwellian associated with it by matching values of conserved quantities.

The fluid fluctuations converge to a unique limit governed by the solution of an

acoustic system with variable coefficients. This differs from the acoustic system with

constant coefficient obtained by scaling the Boltzmann equation around a homoge-

neous Maxwellian ( [6], [24]). Moreover, unlike the regimes around the homogeneous

Maxwellian, there is no higher order Navier-Stokes correction in the regime around



the nonhomogeneous Maxwellian.

The second problem is the approximation of solutions to the linearized Boltz-

mann equation by solutions of the linearized compressible Navier-Stokes system and

by solutions of the weakly dissipative linearized compressible Navier-Stokes system

over a periodic domain. We show that if the initial data of the linearized Boltzmann

equation is smooth enough and lies within the fluid regime, then fluid moments of

its solutions are close to the associated linearized compressible Navier-Stokes sys-

tem in L2(TD) uniformly for t > 0. We also show that solutions of the weakly

dissipative linearized compressible Navier-Stokes systems approximate solutions of

the linearized compressible Navier-Stokes system uniformly for t > 0 in L2(TD).

Therefore, we justified weakly dissipative linearized compressible Navier-Stokes ap-

proximation to the linearized Boltzmann equation. Our work differs from that of

Ellis and Pinsky [17] in that (1) we consider a periodic domain instead of RD, and (2)

the collision kernels we consider include those arising from inverse power potentials,

as well as the hard sphere case considered in [17].
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Chapter 1: Introduction

1.1 Overview

This dissertation studies how solutions of the Boltzmann equation behave in

various fluid dynamic regimes. The Boltzmann equation was introduced by Maxwell

[44] and Boltzmann [8] to model so-called rarefied gases of identical particles, for

which all but binary collisions between particles can be neglected. It describes the

gas by a single-particle phase-space density F (t, x, v) rather than the density ρ(t, x),

bulk velocity u(t, x), and temperature θ(t, x) used in fluid dynamics. As such, it

provides a bridge between the fluid dynamic description and an atomic description.

Fluid dynamic regimes are characterized by the smallness of a nondimensional

parameter ε called the Knudsen number, which is the ratio of the mean free path to

a macroscopic length scale:

ε = Kn =
mean free path

macroscopic length scale
.

The mean free path is a length scale typical of how far particles travel between

collisions. Regimes in which the Knudsen number is small are regimes in which the

binary collisions play a dominant role in the dynamics. It was first observed by

Maxwell [44] that in these regimes the binary collisions will drive F (t, x, v) towards
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the local Maxwellian whose form M(ρ,u,θ) is given by

M(ρ,u,θ) =
ρ(t, x)

(2πθ(t, x))D/2
exp

(
−|v − u(t, x)|2

2θ(t, x)

)
(1.1)

where ρ(t, x), u(t, x), and θ(t, x) are governed by a system of fluid dynamic equa-

tions. To leading order he derived the system of gas dynamics that is now often

called the compressible Euler system

∂tρ+∇x · (ρu) = 0 ,

∂t(ρu) +∇x · (ρu⊗ u) +∇x(ρθ) = 0 ,

∂t(ρ(1
2
|u|2 + D

2
θ)) +∇x · (ρu(1

2
|u|2 + D+2

2
θ)) = 0 .

(1.2)

This is an extension of the original system of gas dynamics that Euler studied, which

had no temperature equation. Maxwell [44] also first derived the correction to this

system that is now often called the compressible Navier-Stokes system

∂tρε +∇x · (ρεuε) = 0 ,

∂t(ρεuε) +∇x · (ρεuε ⊗ uε + ρεθεI) = εµ∇x · σ(uε) ,

∂t(ρε(
1
2
|uε|2 + D

2
θε)) +∇x · (ρεuε(1

2
|uε|2 + D+2

2
θε)) =

ε∇x · (κ∇xθε+µ∇x · (σ(uε) · uε)) .

(1.3)

Here σ(u) is the deformation rate tensor

σ(u) := ∇xu+ (∇xu)T − 2
D
I∇x · u . (1.4)

The viscosity µ and thermal conductivity κ depend upon the temperature θ.

To identify additional fluid regimes, we introduce a global Maxwellian. A

global Maxwellian is a local Maxwellian that solves the Boltzmann equation. One
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standard choice of global Maxwellian is the homogeneous Maxwellian, i.e. ρ, u, θ

are all constants. By a choice of reference frame and units, we may take (ρ, u, θ) =

(1, 0, 1). We call M(1,0,1) the unit Maxwellian

M(v) ≡ 1

(2π)(D/2)
exp

(
−1

2
|v|2
)
. (1.5)

One can scale the solution F around the global Maxwellian

F = M(1 + δεgε) , (1.6)

and find the fluid equations satisfied by fluid moments of the fluctuations gε when

δε → 0. Various fluid regimes can be identified by the different rate in which δε → 0

as ε→ 0.

When ε→ 0 and δε → 0, and assuming that gε → g formally, we will see that

g has the form

g = ρ(t, x) + u(t, x) · v + (1
2
|v|2 − D

2
)θ(t, x) ,

and if M =M(1,0,1), the fluid fluctuations (ρ, u, θ) satisfies the acoustic equation

∂tρ+∇x ·u = 0 , ρ(x, 0) = ρin(x) ,

∂tu+∇x(ρ+ θ) = 0 , u(x, 0) = uin(x) ,

D
2
∂tθ +∇x ·u = 0 , θ(x, 0) = θin(x) ,

(1.7)

which is the linearization of compressible Euler system (1.2) around (ρ, u, θ) =

(1, 0, 1). We denote the fluid moments by U

U : =


ρ

u

θ

 , (1.8)
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and the acoustic operator by A

AU :=


∇x · u

∇x(ρ+ θ)

∇x · u

 . (1.9)

A shorthand notation for (1.7) is

∂tU +AU = 0 . (1.10)

We define the inner product (U1, U2) between U1 = (ρ1, u1, θ1)T and U2 =

(ρ2, u2, θ2)T as:

(U1, U2) :=

∫
TD

ρρ1 + uu1 + D
2
θθ1 dx . (1.11)

The acoustic operator A is skew-adjoint in the Hilbert space

H =

{
Ṽ ∈ L2(dx;RD+2) :

∫
TD

Ṽ dx = 0

}
(1.12)

equipped with the inner product (1.11). It was shown in [35] that (1.11) is a natural

inner product implied by the entropy structure.

Because A is skew-adjoint in the Hilbert space H, it follows that Range(A) =

Null(A)⊥, where Null(A)⊥ is the orthogonal complement of Null(A) with respect to

the natural inner product given by (1.11). The null space of the acoustic operator

Null(A) contains the incompressiblity and Boussinesq relations

∇x · u = 0 , ρ+ θ = 0 . (1.13)

We call it the incompressible mode, and its orthogonal complement space Null(A)⊥

the acoustic mode.

4



Note that the acoustic equation has a large class of stationary solutions, so we

need a longer time scale to see the evolution. Consider the evolution over the time

[0, t
τε

]. Over this time scale, if ε� δε = τε, the Boltzmann equation converges to the

incompressible Euler equation. If δε = τε = ε, the Boltzmann equation converges to

the incompressible Navier-Stokes equations. If δε � ε = τε, the Boltzmann equation

converges to the incompressible Stokes equation. Note that the initial data of the

Boltzmann equation has to be “well-prepared” to get the incompressible limits,

i.e., the corresponding fluid fluctuations have to satisfy the incompressibility and

Boussinesq relations. The projection to the acoustic mode is zero for solutions of

incompressible equations.

Weakly nonlinear-dissipative approximation to the compressible Navier-Stokes

system (1.3) emerges when we don’t wish to suppress the acoustic modes. Weakly

nonlinear-dissipative approximation govern regimes which are close to a global equi-

librium and the dissipation coeficients are small. Assuming that µ > 0 and κ > 0,

the only global equilibria of the compressible Navier-Stokes system (1.3) over a pe-

riodic domain are the constant states [35]. For simplicity, we write the constant

equilibria as (1, 0, 1). To see long-term behavior of perturbations, we introduce two

times: a slow time of order 1 and a fast time of order 1
τε

. Averaging over the fast time

scale, we see that weakly nonlinear-dissipative approximation governs perturbations

W of the constant equilibrium by the system

∂tWε +AWε + εN̄ (Wε,Wε) = εD̄Wε , (1.14)

5



where

D̄W := lim
T→∞

1

T

∫ T

0

etADe−tAW dt ,

N̄ (W,W ) := lim
T→∞

1

T

∫ T

0

etAN (e−tAW, e−tAW ) dt ,

(1.15)

in which the linear dissipative term DW is

DW = D


ρ

u

θ

 =


0

µ∇x · σ(u)

κ 2
D
∇x · ∇xθ

 , (1.16)

and the quadratic term N (W,W ) is

N (W,W ) =


0

∇x · (u⊗ u)− 1
D
∇x|u|2I

D+2
D
∇x · (uθ)

 . (1.17)

Formal derivation of (1.14) can be found in [36]. For details of the formal derivation,

we refer the readers to Chapter 3.

We call (1.14) the weakly compressible Navier-Stokes system as a shorthand

notation for the weakly nonlinear-dissipative approximation to the compressible

Navier-Stokes system (1.3). It is shown in [35] that the weakly compressible Navier-

Stokes system has global weak solutions for all initial data in a natural Hilbert

space.

On the other hand, linearizing the Boltzmann equation around the unit Max-

wellian (1.5) yields the linearized Boltzmann equation. We may establish linearized

compressible Navier-Stokes approximation, incompressible Stokes and linearized

weakly compressible Navier-Stokes approximation in the same fashion as in the non-

linear setting. In this thesis, we established a linearized compressible Navier-Stokes
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approximation, and showed that the difference between solution of linearized com-

pressible Navier-Stokes equation and linearized weakly compressible Navier-Stokes

equation is “small” uniformly in time.

The following diagram describes some of the fluid equations that arise as limits

or approximations of the Boltzmann equation. All the limits and approximations

hold formally; we will defer the question of rigorous justification to later discussion.

Boltzmann →
Linearized

Boltzmann

↙ ↓ ↓ ↘

Compressible

Euler

←
Compressible

Navier-Stokes

→

Linearized

Compressible

Navier-Stokes

→ Acoustic

↓ ↓ ↓ ↗

Weakly

Compressible

Euler

←

Weakly

Compressible

Navier-Stokes

→

Weakly

Compressible

Stokes

↓ ↓ ↓

Incompressible

Euler

←
Incompressible

Navier-Stokes

→
Incompressible

Stokes

Diagram 1: Various Fluid Limits and Approximations of the Boltzmann Equation
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Setting the dissipation coefficients in the second column (the Navier-Stokes sys-

tems) to be zero yields the corresponding Euler systems in the first column. Also

note that the right half of the diagram is a linearized counterpart of the left half

of the diagram. For example, the linearized compressible Navier-Stokes system is

the linearization ofthe compressible Naiver-Stokes system around (1, 0, 1), and the

weakly compressible Stokes system and the incompressible Stokes system are derived

by linearizing the weakly compressible Navier-Stokes system and the incompressible

Navier-Stokes system around (0, 0, 0).

For rigorous justification, we restricted the spatial domain in the periodic box

TD. DiPerna and Lions [16] proved the global existence of a type of weak solution

to the Boltzmann equation over the whole space RD for any initial data satisfying

natural physical bounds. After the construction of the DiPerna-Lions renormalized

solutions, there was a program initiated by Bardos, Golse and Levermore [4] to derive

incompressible models from the Boltzmann equation. The program was completed in

a series of papers ( [3], [4], [5], [6], [23], [24], [40], [47]) that appeared over two decades

by Bardos, Golse, Levermore, Masmoudi and Saint-Raymond. Various scalings have

been considered by these authors, leading to equations of acoustic waves [6], the in-

compressible Stokes [24], incompressible Navier-Stokes [23], [40] and incompressible

Euler [47]. Compressible limits and approximations of the Boltzmann equation

in the DiPerna-Lions framework is largely an open question, partially because the

mathematical understanding of compressible Euler and compressible Navier-Stokes

systems is not satisfactory. For example, in the compressible Navier-Stokes system

derived from the Boltzmann equation, dissipation terms are small and of the same
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order as ε. Therefore these dissipation terms vanish in the hydrodynamic limit.

Since almost nothing is known about the uniformity of the solutions of the com-

pressible Navier-Stokes system in the vanishing viscosity regime, the compressible

Navier-Stokes is not a realistic target for rigorous hydrodynamic limit. Moreover,

solutions of all the fluid limits and approximations sit in a natural L2 space except

for those of compressible Euler and compressible Navier-Stokes.

The structure of the weakly compressible Navier-Stokes system ensures that it

has global weak solutions [35], [36]. Because we work on a periodic domain TD, we

get strict dissipation, although the dissipation coefficients are small. Note that pro-

jection of the weakly compressible Navier-Stokes system on the null space of acoustic

operator yields incompressible Navier-Stokes, which means the slow incompressible

modes are completely decoupled from the fast acoustic mode. The projection on

Null(A)⊥, however, is a nonlocal quadratic system which is coupled with the projec-

tion on incompressible mode and describes how the fast acoustic waves propagate.

This is the reason we call the weakly nonlinear-dissipative approximation of the

compressible Navier-Stokes system the weakly compressible Navier-Stokes system.

On the other hand, several results have been obtained in the framework of the

classical solutions of Boltzmann equation. Kaniel-Shinbrot [38] and Hamdache [29]

constructed constructed mild solutions to the Boltzmann equation over the whole

space; Guo [27] constructed global-in-time classical solutions near Maxwellian in

a periodic box. Recently, Bardos, Gamba, Golse and Levermore [2] modified the

arguments in [29] and constructed positive mild solutions near global Maxwellians.

Since the mathematics of linearized Boltzmann and linearizd fluid equations

9



are well-established, in the second part of this thesis, we work on the linear coun-

terpart of the weakly compressible and compressible Navier-Stokes limit of Boltz-

mann equation. Several works have been published in this direction, notably Ellis

and Pinsky [17], who worked on whole space RD and showed the difference be-

tween the solution of linearized Boltzmann equation and the weakly compressible

Navier-Stokes approximation is O(ε) for sufficiently smooth initial data. On the

fluid regime, Hoff and Zumbrun [31], [32] showed the Cauchy problem for compress-

ible Navier-Stokes on whole space is asymptotically given by the solution of weakly

compressible Navier-Stokes. The domain we are working on is TD, so the gas is

confined and we expect to see dissipation instead of dispersion over the whole space

(in which case the acoustic waves will run away to infinity). In Chapter 4, we get

a uniform-in-time estimate for the difference of solutions of linearized compressible

Navier-Stokes on TD and establish a linearized compressible Navier-Stokes approxi-

mation of the linearized Boltzmann equation. For a statement of the main result of

the second part of the thesis, please refer to Section 1.6.

In this chapter, we give an introduction to the two problems studied in this

dissertation. The proof of main results will be presented in later chapters.

1.2 Boltzmann Equation Preliminaries

In this section, we review some preliminary results of the Boltzmann equation.

All of the materials of this section are well-known and standard. We follow mostly

the presentation in [11,21,22].

10



In kinetic theory, the state of a (rarefied) gas is described by the distribution

of molecules in phase space, F = F (t, x, v), which is the density of particles located

at the position x ∈ Ω with the velocity v ∈ RD at time t ≥ 0.

The Boltzmann equation governs the evolution of the distribution of molecules

in rarefied gases. The following assumptions are made:

• particles interact via binary collisions

• collision are elastic

• collisions involve only uncorrelated particles

The Boltzmann equation reads therefore

∂tF + v · ∇xF = B(F, F ), (1.18)

where B(F, F ) is the Boltzmann collision integral

The quadratic collision kernel in the Boltzmann equation (1.18) is

B(F, F ) =

∫∫
SD−1×RD

(F (v′1)F (v′)− F (v1)F (v))b(v1 − v, ω) dωdv1, (1.19)

where the post-collision velocities v′ and v′1 are defined in terms of the pre-collision

velocities v, v1 and the unit vector ω by the formulas

v′ = v′(v, v1, ω) = v − (v − v1) · ωω,

v′1 = v′1(v, v1, ω) = v1 + (v − v1) · ωω.
(1.20)

One designates F (t, x, v1), F (t, x, v′) and F (t, x, v′1) respectively by F1, F ′ and F ′1.

11



1.2.1 The Boltzmann Collision Kernel

In the Boltzmann collision kernel b(v1−v, ω), the unit vector ω is perpendicular

to the reflection plane with dω being the rotationally invariant unit measure for SD−1.

In fact, (v, v1) and (v′, v′1) conserve both momentum and energy because we only

consider elastic collisions:

v′ + v′1 = v + v1,

|v′|2 + |v′1|2 = |v|2 + |v1|2.
(1.21)

From the mechanical viewpoint, the origin 1
2
(v+v1) is the velocity of the center

of mass for any pair of molecules with velocities v and v1; in (1.20), the first equality

is the conservation of momentum for any pair of colliding molecules with velocities

v, v1 after collision, and v′, v′1 before collision.

We now give the explicit forms of some classical collision kernel b. The collision

kernel for hard spheres of mass m and radius r0 has the form

b(ω, v1 − v) = |ω · (v1 − v)|(2r0)D−1

2m
. (1.22)

The classical collision kernels that derive from a repulsive intermolecular po-

tential of the form c/rk with k > 2D−1
D+1

have the form

b(ω, v1 − v) = b̂

(
ω · v1 − v
|v1 − v|

)
|v1 − v|β with β = 1− 2

D− 1

k
, (1.23)

where b̂(ω · v1−v|v1−v|) is positive everywhere, and has even symmetry in ω. Note that b̂

has a singularity at ω · v1−v|v1−v| . This corresponds to the grazing collisions; the colliding

molecules are deflected only slightly. Because of the singularity, b̂ is not integrable

12



with respect to dω. This means the Boltzmann collision integral will not make sense.

To mitigate this issue, we impose a weak small deflection cutoff assumption∫
SD−1

b̂(ω · v1 − v
|v1 − v|

)dω <∞ . (1.24)

The cases β > 0, β = 0, β < 0 correspond respectively to the so-called hard,

Maxwell and soft potential cases.

1.2.2 Conservation Laws

Momentum and kinetic energy, together with the number of gas molecules, are

the only natural conserved quantities at the microscopic level. The most important

properties of the Boltzmann equation, described in the following two sections, are

straight foreword consequences of the structure of the collision integral, and more

specifically of the conservation laws at the microscopic level.

Maxwell first showed that quantities 1, v and |v|2 are conserved by B. This

means for every F = F (v) satisfying certain growth conditions,∫
RD

B(F, F )dv = 0,

∫
RD

vB(F, F )dv = 0,

∫
RD

|v|2B(F, F )dv = 0 .

Moreover, every quantity conserved by B is a linear combination of these. More

specifically, given any ξ = ξ(v), the following are equivalent:

(i)

∫
RD

ξ(v)B(F, F ) dv = 0 ,

(ii) ξ ∈ Span{1, v1, ..., vD, |v|2} .

Any solution F of the Boltzmann equation formally satisfies the local conservation

law

∂t

∫
RD

ξ F dv +∇x ·
∫
RD

v ξ F dv = 0 ,
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when ξ ∈ Span{1, v1 , v2 , · · · , vD
, |v|2} and

∂tξ + v · ∇xξ = 0 .

It has been known essentially since Boltzmann [8] [10], who worked out the case

D = 3, that the only such quantities ξ are linear combinations of the 4+2D+ D(D−1)
2

quantities

1 , v , x− vt , 1
2
|v|2 , v ∧ x v · (x− vt) , 1

2
|x− vt|2 , (1.25)

where v ∧ x = v xT − x vT is the skew tensor product. By integrating the corre-

sponding local conservation laws over space and time, we formally obtain the global

conservation laws

∫∫
RD×RD



1

v

x− vt

1
2
|v|2

v ∧ x

v · (x− vt)

1
2
|x− vt|2



F (v, x, t) dv dx =

∫∫
RD×RD



1

v

x

1
2
|v|2

v ∧ x

v ·x

1
2
|x|2



F in(v, x) dv dx ,

(1.26)

where the right-hand sides above exist for every initial data F in that satisfies the

bound ∫∫
RD×RD

(
1 + |v|2 + |x|2

)
F in dv dx <∞ . (1.27)

These conserved quantities are associated respectively with the conservation laws
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of mass, momentum, initial center of mass, energy, angular momentum, scalar mo-

mentum moment, and scalar inertial moment.

1.2.3 Boltzmann’s H−Theorem and Entropy Dissipation Laws

In this subsection, we discuss Boltzmann’s H-Theorem and its implication for

control of entropy and entropy dissipation. Using results from the H-Theorem and

conservation laws, one can also write down the form of a general class of global

Maxwellians – the nonhomogeneous global Maxwellian. Boltzmann’s H-Theorem

states

∫
RD

log(F )B(F, F ) dv = −1

4

∫∫∫
(F ′F ′1−FF1) log

(
F ′F ′1
FF1

)
bdωdv1dv ≤ 0 . (1.28)

Moreover, the following conditions are equivalent:

(i)

∫
RD

log(F )B(F, F ) dv = 0 ,

(ii) B(F, F ) = 0 ,

(iii) F is a Maxwellian density, i.e.,F =
ρ

(2πθ)
D
2

exp

(
− |v − u|

2

2θ

)
,

(1.29)

for some (ρ, u, θ) ∈ R+× RD× R+.

The inequality (1.28) implies the estimate

∂t

∫
F log(F ) dv +∇x ·

∫
vF log(F )

=− 1

ε

∫ t

0

∫∫∫
1

4
log(

F ′1F
′

F1F
)(F ′1F

′ − F1F )b(ω, v1 − v)M1M dωdv1dv ≤ 0 .

(1.30)

Integrating over the space, we get the global entropy equality

H(F (t)) +
1

ε

∫ t

0

R(F (s)) ds = H(F in) , (1.31)
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where H(F ) is the entropy functional

H(F ) =

∫∫
F log(F ) dvdx , (1.32)

and R(F ) is the entropy dissipation rate functional

R(F ) =

∫∫∫∫
1

4
log(

F ′1F
′

F1F
)(F ′1F

′ − F1F )b(ω, v1 − v)M1M dωdv1dvdx . (1.33)

We can now derive the explicit form of nonhomogeneous global Maxwellian.

Recall that a local Maxwellian has the form

M =
%(x, t)(

2πϑ(t)
)D

2

exp

(
−|v − U(x, t)|2

2ϑ(t)

)
, (1.34)

and a local Maxwellian that satisfies the Boltzmann equation is a global Maxwellian.

To derive the explicit form of the global nonhomogeneous Maxwellian with

finite mass, zero net momentum, and center of mass at the origin, we first note that

B(M,M) = 0, so (∂t + v · ∇x) log(M) = 0. By the equivalence of (ii) and (iii) in

(1.29), log(M) must satisfy

log(M) ∈ Span{1, v1, ...vD, |v|2} .

Therefore by section 1.2.2, we see that log(M) must be a linear combination of the

quantities in (1.25) . The form

M =
m

(2π)D

√
det(Q) exp

−1

2

 v

x− vt


T  cI bI +B

bI −B aI


 v

x− vt


 .

(1.35)

then comes from the requirements that M have finite mass, zero net momentum,

and center of mass at the origin. By completing the square in its exponent we can
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write M in the local Maxwellian form

M(%,U,ϑ) =
%(t, x)

(2πϑ(t, x))D/2
exp

(
−|v − U(t, x)|2

2ϑ(t, x)

)
, (1.36)

where the temperature ϑ(t), bulk velocity U(x, t), and mass density %(x, t) are given

by

ϑ(t) =
1

at2 − 2bt+ c
,

U(x, t) = ϑ(t)
(
axt− bx−Bx

)
,

%(x, t) = m

(
ϑ(t)

2π

)D
2 √

det(Q) exp

(
−ϑ(t)

2
xTQx

)
.

(1.37)

with m > 0, Q = (ac− b2)I +B2,

(a, b, c, B) ∈ Ω =
{

(a, b, c, B) ∈ R+× R× R+× RD∧D : Q > 0
}

. Because Q > 0, we

see that %(x, t) is integrable over RD.

Levermore [41] showed that every Cauchy problem

∂tF + v · ∇xF = B(F, F ), F |t=0 = F in (1.38)

with initial data F in(v, x) that satisfies the bounds (1.27) can be associated with

a unique global Maxwellian determined by matching the values of the conserved

quantities computed from F in, i.e. quantities on the right-hand side of (1.26) in sec-

tion 1.2.2. This is the global Maxwellian that we will scale the Boltzmann equation

around in the first result.

We can get results similar to the local entropy dissipation law (1.30) and

the global entropy equality (1.31) for Boltzmann equation scaled around the global

Maxwellian that satisfies∫
Mdv =

∫
F indv,

∫
vMdv =

∫
vF indv,

∫
|v|2Mdv =

∫
|v|2F indv .

(1.39)
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Consider a family of formal solutions Fε to the scaled Boltzmann initial-value prob-

lem

∂tFε + v · ∇xFε =
1

ε
B(Fε, Fε) , Fε

∣∣
t=0

= F in , (1.40)

Scaling the densities around global Maxwellian that satisfies (1.39) , we get relative

densities Gε, defined by Fε =MGε. Recasting the initial-value problem (1.40) yields

∂tGε + v · ∇xGε =
1

ε
Q(Gε, Gε) , Gε

∣∣
t=0

= Gin , (1.41)

where

Q(G,G) =

∫∫
(G′1G

′ −G1G)b(v1 − v, ω)dωM1dv1 . (1.42)

If G solves the Boltzmann equation (1.41), then G satisfies local conservation laws

of mass, momentum, and energy as well. If G solves the Boltzmann equation (1.41),

then G satisfies the local entropy dissipation law

∂t

∫
(G log(G)−G+ 1)M dv +∇x ·

∫
v(G log(G)−G+ 1)M dv

= − 1

ε

∫∫∫
1

4
log(

G′1G

G1G
)(G′1G

′ −G1G)b(ω, v1 − v)M1M dωdv1dv ≤ 0 .

(1.43)

Integrating this over space and time gives the global entropy equality

H(G(t)) +
1

ε

∫ t

0

R(G(s)) ds = H(Gin) , (1.44)

where H(G) is the relative entropy functional

H(G) =

∫
RD

∫
RD

(G log(G)−G+ 1)M dvdx , (1.45)

and R(G) is the entropy dissipation rate functional

R(G) =

∫∫∫∫
1

4
log(

G′1G

G1G
)(G′1G

′ −G1G)b(ω, v1 − v)M1M dωdv1dvdx . (1.46)
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1.2.4 Linearized Collision Operator

Linearized collision operator is the linearization of the Boltzmann collision

operator at a local Maxwellian M(ρ,u,θ)

LM(ρ,u,θ)
φ =

∫∫
(φ+ φ1 − φ′ − φ′1)b(v1 − v, ω)M(ρ,u,θ)dv1dω , (1.47)

Using the translation and scaling invariance of the collision kernel, we can actually

restrict our discussion to the case where M =M(1,0,1). The corresponding linearized

collision operator is denoted by L.

The next theorem establishes the main property of the linearized collision

operator LM, i.e., that it satisfies the Fredholm alternative in some weighted L2

space. We define the attenuation coefficient a(v) by

a(v) =

∫∫
SD−1×RD

b(v − v1, ω)M(v1)dωdv1 . (1.48)

Theorem 1.2.1 (Hilbert [30]) The linear operator L is a nonnegative unbounded

self-adjoint Fredholm operator on L2(Mdv). Its null space is the space of collision

invariants:

Null(L) = Span{1, v1, ...vD, |v|2} . (1.49)

Moreover the following coercivity estimate on Null(L)⊥ holds: there exists C > 0

such that, for each φ ∈ L2(aMdv), one has

∫
φLφ(v)M(v)dv ≥ C

∫
RD

(φ− Πφ)2aMdv , (1.50)

where Π is the L2(aMdv)-orthogonal projection on Null(L).
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An important consequence of Theorem 1.2.1 is that the integral equation

Lφ = ψ, ψ ∈ L2(M(dv)) (1.51)

has a Fredholm alternative:

• Either ψ ⊥ Null(L), in which case (1.51) has a unique solution

φ0 ∈ L2(aMdv) ∩ Null(L)⊥; (1.52)

then any solution to (1.51) is of the form

φ = φ0 + φ1, whereφ1 is an arbitrary element of Null(L); (1.53)

• Or ψ 6∈ Null(L), in which case (1.51) has no solution.

1.3 DiPerna-Lions Solutions

In this section discuss the analytic settings of the problem. DiPerna and

Lions [16] proved the global existence of a type of weak solution to the Boltzmann

equation over the whole space RD for any initial data satisfying natural physical

bounds. The DiPerna-Lions theory does not yield solutions that are known to solve

the Boltzmann equation in the usual weak sense. Rather, it gives the existence of

a global weak solution to a class of formally equivalent initial-value problems that

are obtained by dividing the Boltzmann equation in (2.27) by normalizing functions

N = N(G) > 0:

(∂t + v · ∇x)Γ(G) =
1

ε

Q(G,G)

N(G)
, G(v, x, 0) = Gin(v, x) ≥ 0 , (1.54)
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where Γ′(Z) = 1
N

(Z). Here each normalizing function N is a positive-valued, con-

tinuous function over [0,∞) that for some constant CN <∞ satisfies the bound

1

N(Z)
≤ CN

1 + Z
for everyZ ≥ 0 . (1.55)

G ≥ 0 is a weak solution of (1.54) provided that it is initially equal to Gin,

and that it satisfies (1.54) in the following sense that for every χ ∈ C1
0(RD) and

[t1, t2] ⊂ [0,∞) it satisfies∫
RD

∫
RD

χΓ(t2)M dvdx−
∫
RD

∫
RD

χΓ(t1)M dvdx

=

∫ t2

t1

∫
RD

∫
RD

Γ(G)v · ∇xχM dvdxdt+
1

ε

∫ t2

t1

∫
RD

∫
RD

Q(G,G)

N(G)
χ dvdxdt .

(1.56)

They show that if G is a weak solution of (1.54) for one such N , and if G

satisfies certain bounds, then it is a weak solution of (1.54) for every such N . They

call such solutions renormalized solutions of the Boltzmann equation. Specifically,

cast in our setting, their theory yields the following:

Proposition 1.3.1 Let b satisfy

b ∈ L1
loc(RD× SD−1), and lim

|v|→∞

1

1 + |v|2

∫∫
SD−1×K

b(ω, v1− v)dωdv1 = 0 (1.57)

for every compact set K ⊂ RD. Given any initial data Gin which satisfies

H(Gin) <∞ , Gin ≥ 0 , (1.58)

there exists at least one G ≥ 0 that is a weak solution of (1.54) in the sense of

(1.56) for every normalizing function N . Moreover, G satisfies the global entropy

inequality

H(G(t)) +
1

ε

∫ t

0

R(G(s))ds ≤ H(Gin) , (1.59)
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a weak form of the local conservation law of mass

∂t

∫
GM dv +∇x ·

∫
vGM dv = 0 , (1.60)

the global conservation law of momentum∫∫
vG(t)M dvdx =

∫∫
vGinMdvdx , (1.61)

and, finally, the global energy inequality∫∫
1

2
|v|2G(t)M dvdx ≤

∫∫
1

2
|v|2GinM dvdx . (1.62)

Note that the assumption on collision kernel b implies that the measure b(ω, v1 −

v)dωM1dv1Mdv is finite. DiPerna-Lions renormalized solutions are not known to

satisfy many properties that one would formally expect to be satisfied by solutions

of the Boltzmann equation. In particular, the theory does not assert the local

conservation of momentum without defect, the global conservation of energy without

defect, and the local entropy equality; nor does it assert the uniqueness of the

solution. Nevertheless, it provides enough control to establish the acoustic limit

here.

1.4 Statement of the First Result

In this section, we state the first result – establishing acoustic limit around a

global nonhomogeneous Maxwellian.

We consider a family of formal solutions Fε to the scaled Boltzmann initial-

value problem

∂tFε + v · ∇xFε =
1

ε
B(Fε, Fε) , Fε

∣∣
t=0

= F in
ε .
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We scale the densities Fε around the unique Maxwellian associated with F in
ε , dis-

cussed in Section 1.2.3 (cf. the paragraph after (1.37)). We introduce relative

densities Gε, defined by Fε =MGε and consider the fluctuations gε, defined by

Gε = 1 + δεgε .

Assuming that fluctuations gin
ε and gε are bounded. δε > 0 satisfies

δε → 0 as ε→ 0.

Assume that gε converges formally to g, our goal is to find the limiting function g.

The first step is to determine the form of the limiting function g. Observe that

by the fluctuations gε satisfy

∂tgε + v · ∇xgε +
1

ε
LMgε =

δε
ε
QM(gε, gε), (1.63)

where LM and QM are formally defined by

LMgε =

∫∫
SD−1×RD

(gε + gε1 − g′ε − g′ε1)bM1dwdv1.

QM(gε, gε) =

∫∫
SD−1×RD

(g′εg
′
ε1
− gεgε1)bM1dwdv1.

(1.64)

Assuming δε → 0 and multiplying both sides by ε, one finds that LM g = 0. It is

known that the null space of LM is given by Null(LM)=Span {1, v1, ..., vD, |v|2}.

We conclude that g has the form of a so-called infinitesimal Maxwellian, namely,

g = ρ(t, x) + u(t, x) · (v − U) + 1
2
θ(t, x)(|v − U |2 −Dϑ) , (1.65)

where U(x, t), ϑ(x, t) are given by (1.37). Acoustic system can be formally derived
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upon plugging in the form of g in the local conservation laws:

∂t [%ρ] + ∇x · [U% + u%ϑρ] = 0 ,

∂t [%ϑu] +∇x ·
[
%ϑ(u⊗ U) + (%ϑρ+ %ϑ2θ)Id

]
= 0 ,

∂t
[

D
2
%ϑ2θ

]
+∇x ·

[
%ϑ2u+ D

2
Uϑ2%θ

]
= 0 .

(1.66)

For rigorous justification, we work in the setting of DiPerna-Lions renormalized

solutions. Besides the assumption of entropy bound H(Gin
ε ) ≤ C inδ2

ε for some C in <

∞, we need to assume furthermore that

δε → 0 and
δε

ε
1
2

| log(δε)|β/2 → 0 as ε → 0 ,

where β arises from the assumption on the collision kernel:∫
SD−1

b(ω, v1 − v)dω ≤ Cb
(
1 +

1

2
|v1 − v|2

)β
almost everywhere,

for some Cb <∞ and β ∈ [0, 1). This assumption is used to control the conservation

defect.

We now state our main result for the acoustic limit.

Theorem 1.4.1 Let b be a collision kernel that satisfies the assumption of DiPerna-

Lions (4.110). In addition, assume that there exists constants Cb ∈ (0,∞) and

β ∈ [0, 1] such that b satisfies∫
SD−1

b(ω, v)dω ≤ Cb(1 + 1
2
|v|2)β almost everywhere . (1.67)

Let Gin
ε ≥ 0 be a family such that

∫∫
Gin
ε dvdx <∞ and satisfies the entropy bound

H(Gin
ε ) ≤ C inδ2

ε for some C in <∞ and δε > 0 that satisfies

δε → 0 and
δε

ε
1
2

| log(δε)|β/2 → 0 as ε → 0 (1.68)
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for the β that arises in condition (1.67).

Assume, moreover, that for some

(ρin%, uin%ϑ, θin%ϑ2) ∈
(
L∞(dt;L2(

1

%
dvdx)), L∞(dt;L2(

1

%ϑ
dvdx)),

L∞(dt;L2(
1

%ϑ2
dvdx))

)
the family of fluctuations gin

ε satisfies(
ρin%in, ρinU%in + uin%inϑin, Dϑ

in

2
ρin%in + 1

2
|U |2ρin%in + (

D∑
i=1

Uiu
in
i )%inϑin + D

2
θin%inϑin2

)
= lim

ε→0

(∫
gin
ε Min dv,

∫
vgin

ε Min dv,

∫
1
2
|v|2gin

ε Min dv)
)

(1.69)

in the sense of distributions. Let Gε be any family of DiPerna-Lions renormalized

solutions of the Boltzmann equation (1.41) that have Gin
ε as initial values. Then, as

ε→ 0, the family of fluctuations gin
ε satisfies

σMgε → σM(ρ+u · (v−U)+ 1
2
θ(|v−U |2−Dϑ))inw-(L1

locdt;w-(L1(dxdv))), (1.70)

where

(ρ%, u%ϑ, θ%ϑ2) ∈ C
(

[0,∞);L2(1
%
dvdx)), L∞(dt;L2( 1

%ϑ
dvdx)), L∞(dt;L2( 1

%ϑ2
dvdx))

)
is the unique solution of the acoustic system (1.66) with initial data (ρin%, uin%ϑ, θin%ϑ2).

In addition, one has that∫
gεM dv → ρ%,

∫
(v − U)gεM dv → (ρU + uϑ)%,∫

1
2
|v|2gεM dv − Dϑ

2

∫
gεM dv − 1

2

D∑
i=1

Ui

∫
vigεM dv

→ Dϑ
2
ρ%+ 1

2
|U |2ρ%+ (

D∑
i=1

Uiui)%ϑ+ D
2
θ%ϑ2

in C([0,∞);w-L1(dx)).
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We now recall some of the previous results. All the previous results we men-

tioned here scaled the Boltzmann equation around a homogeneous global Maxwellian

and work on a bounded spatial domain. The acoustic limit around homogeneous

global Maxwellian was first established in the setting of DiPerna-Lions solutions

in [6] over a periodic domain for bounded collision kernels. It is assumed that

δε
ε
| log(δε)| → 0 as ε→ 0. In [24], the assumption on collision kernels is relaxed:

∫
SD−1

b(ω, v1 − v)dω ≤ Cb
(
1 +

1

2
|v1 − v|2

)β
almost everywhere,

for some Cb <∞ and β ∈ [0, 1). This includes all classical kernels that are derived

from Maxwell or hard potentials and that satisfy a weak small deflection cutoff. In

addition, it is assumed that δε
ε1/2
| log(δε)|β/2 → 0 as ε → 0. This is the assumption

we used for the collision kernels in the first result.

1.5 Linearized Boltzmann Equation: Formal Navier-Stokes Approx-

imations

In the second part of the thesis, we work on compressible and weakly compress-

ible Navier-Stokes approximations of the linearized Boltamann equation satisfied by

the density fluctuation gε

∂tgε + v · ∇xgε +
1

ε
Lgε = 0 . (1.71)

L is the linearized collision operator with M being the unit Maxwellian

Lgε =

∫∫
SD−1×RD

(gε + gε1 − g′ε − g′ε1)bM1dwdv1 . (1.72)
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The collision kernel b is normalized so that

∫∫∫
SD−1×RD×RD

bdωM1dv1Mdv = 1 .

We use the following notation:

〈 f〉 =

∫
f Mdv .

The projection of the linearized Boltzmann equation (1.71) onto

Null(L) yields the system of conservation laws

∂t〈gε〉+∇x · 〈v gε〉 = 0 ,

∂t〈v gε〉 +∇x · 〈v ⊗ v gε〉 = 0 ,

∂t〈(1
2
|v|2 − D

2
)gε〉+∇x · 〈v(1

2
|v|2 − D

2
)gε〉 = 0 .

(1.73)

Define the fluid variables

ρε = 〈gε〉 , uε = 〈vgε〉 , θε = 2
D
〈
(

1
2
|v|2 − D

2

)
gε〉 . (1.74)

Recast the conservation laws (1.73) as

∂tρε +∇x · uε = 0 ,

∂tuε +∇x(ρε + θε) +∇x · 〈A(v)gε〉 = 0 ,

D
2
∂tθε +∇x · uε +∇x · 〈B(v)gε〉 = 0 ,

(1.75)

where

A(v) = v ⊗ v − 1
D
|v|2I, B(v) = 1

2
v(|v|2 − D+2

2
) .

Clearly

Ajk ⊥ Null(L), Bl ⊥ Null(L), Ajk ⊥ Bl, j, k, l = 1, 2, ...D . (1.76)
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Denote the projection of gε onto Null(L) by Π, we have

Πgε = ρε + v · uε + (1
2
|v|2 − D

2
)θε .

Then gε can be decomposed into its infinitesimal Maxwellian Πgε and its deviation

Π⊥gε as

gε = Πgε + Π⊥gε .

We use g̃ε := Π⊥gε as a shorthand notation. We see that the system of conservation

laws becomes

∂tρε +∇x · uε = 0 ,

∂tuε +∇x(ρε + θε) +∇x · 〈A(v)g̃ε〉 = 0 ,

D
2
∂tθε +∇x · uε +∇x · 〈B(v)g̃ε〉 = 0 .

(1.77)

To close the system we must express 〈A(v)g̃ε〉 and 〈B(v)g̃ε〉 in terms of the fluid

variables ρε, uε, θε . Note that if we simply set 〈A(v)g̃ε〉 = 0 and 〈B(v)g̃ε〉 = 0, (1.75)

becomes the acoustic system. This is the acoustic approximation to the linearized

Boltzmann equation. Solutions of acoustic system do not decay like solutions of the

linearized Boltzmann equation, which is problematic. To get higher order approxi-

mations for g̃ε, we project the linearized Boltzmann equation (1.71) onto Null(L)⊥

∂tg̃ε + Π⊥v · ∇xg̃ε +
1

ε
Lg̃ε = −Π⊥v · ∇xΠgε . (1.78)

By orthogonality relations (1.76),

Π⊥v · ∇xΠgε = A : ∇xuε +B · ∇xθε . (1.79)

The Fredholm alternative implies that there exist pseudo-inverse of L, denoted
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by L−1. Multiplying the deviation equation (1.78) by εL−1 and using (1.79) yields

εL−1(∂t + v · ∇x)g̃ε + g̃ε = −εL−1(A : ∇xuε +B · ∇xθε) . (1.80)

Therefore, to the leading order

g̃ε
[1] = −εL−1(A : ∇xuε +B · ∇xθε) . (1.81)

Acting the pseudo-inverse on A(v) and B(v), we have

Â(v) = L−1(A(v)), B̂(v) = L−1(B(v)).

By rotational symmetry

Â(v) = τA(v)A(v), B̂(v) = τB(v)B(v) ,

where τA(v) and τB(v) are both functions of |v| only. Plugging g̃ε = g̃ε
[1] in (1.77),

we obtain the linearized compressible Navier-Stokes approximation:

∂tUε +AUε = εDUε , (1.82)

where Uε are the fluid moments

Uε : =


ρε

uε

θε

 ,

A is the acoustic operator and D is a dissipation operator

AU :=


∇x · u

∇x(ρ+ θ)

∇x · u

 , DU := D


ρ

u

θ

 =


0

µ∇x · σ(u)

κ 2
D
∇x · ∇xθ

 ,
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σ(u) being ∇xu+ (∇xu)T − 2
D
∇x · uI, and the dissipation coefficients µ, κ are

µ =
1

(D− 1)(D + 2)
〈A : Â〉 , κ =

2

D(D + 2)
〈B · B̂〉 .

Note that there are two time scales present: the fast acoustic mode and the slow

incompressible mode. Averaging over the fast time in the linearized compressible

Navier-Stokes system, we get the linearized weakly compressible Navier-Stokes sys-

tem

∂tUε +AUε = εD̄Uε , (1.83)

where

D̄U := lim
T→∞

1

T

∫ T

0

etADe−tAU dt .

For the computation of D̄, see Chapter 3.

We note furthermore that we can expand the deviation equation (1.80) sys-

tematically:

g̃ε = −εL−1

∞∑
j=0

(
−ε(∂t + v · ∇x)L−1

)j
(A : ∇xuε +B · ∇xθε) . (1.84)

This is the Chapman-Enskog expansion. It gives a formal expansion of the

deviation g̃ε in terms of derivatives of the fluid variables ρε, uε and θε. We define the

nth-order Chapman-Enskog approximation to g̃ε by

g̃ε
[n] = −εL−1

n−1∑
j=0

(
−ε(∂t + v · ∇x)L−1

)j
(A : ∇xuε +B · ∇xθε) . (1.85)

In particular, we will use the second-order Chapman-Enskog approximation in the

second result.
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1.6 Statement of the Second Result

For the second part of the thesis, we show that solutions of the linearized

weakly compressible Navier-Stokes systems approximate solutions of the linearized

compressible Navier-Stokes system uniformly for t > 0 in L2(TD). Furthermore,

establish a linearized compressible Navier-Stokes approximation of the linearized

Boltzmann equation.

In Chapter 4, we show that the difference between the solution of linearized

compressible Navier-Stokes (1.82) and the solution of linearized weakly compressible

Navier-Stokes (1.83) is O(
√

(ε)) uniform in time.

Theorem 1.6.1 Let U, V be solutions of linearized compressible Navier-Stokes equa-

tion and weakly compressible Stokes equation with the same initial data U in ∈

H1(TD). Then

||U(t)− V (t)||L∞(dt;L2(TD)) ≤ C
√
ε .

The constant C depends on dimension D and transportation coefficients only.

Moreover, we establish the linearized compressible Navier-Stokes approxima-

tion of the linearized Boltzmann equation.

Theorem 1.6.2 Let gε be the solution of the linearized Boltzmann equation. Let

g[2]
ε := ρε + v · uε + (1

2
|v|2 − D

2
)θε − εL−1(A : ∇xuε +B · ∇xθε)

+ ε2L−1(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε) ,

where Uε := (ρε, uε, θε)
T are solutions of the associated Cauchy problem of the lin-

earized compressible Navier-Stokes approximation. Denote the fluid moments of gε
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by UB
ε := (ρBε , u

B
ε , θ

B
ε )T . Assume 〈g[2]in

ε − gin
ε 〉,

〈
(|v|g[2]in

ε − gin
ε )
〉

,
〈
|v|2(g

[2]in
ε − gin

ε )
〉

are bounded by η in L2(TD) and U in
ε ∈ H5(TD). Then

||UB − Uε||L2(TD) ≤ C max{
√
ε||U in

ε ||H5(TD), η}

uniformly for t > 0.

1.7 Organization of the Dissertation

We now lay out the organization of this dissertation. Chapter 2 establishes an

acoustic limit of Boltzmann equation around a global Maxwellian on the whole space

RD that matches with the initial data of the Boltzmann equation on all conserved

quantities. Chapter 3 is the formal derivation of weakly compressible fluid limits of

the Boltzmann equation for the general initial data, i.e. those that not satisfy the

incompressible and Boussinesq relations and use two-time scale to derive the corre-

sponding averaged systems. Chapter 4 gives provides a uniform in time estimate for

the L2(TD) norm of the difference between the solution of linearized compressible

Navier-Stokes and linearized weakly compressible Navier-Stokes system. We also

showed the linearized compressible Navier-Stokes approximation to the linearized

Boltzmann equation is uniform in time.
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Chapter 2: Acoustic Limit for the Boltzmann Equation around a

Global Maxwellian

In this chapter, we establish the acoustic limit for the classical Boltzmann

equation considered over the spatial domain RD. We do so in the physical setting

of DiPerna-Lions renormalized solutions (cf. Chapter 1, Section 1.3). We scale the

Boltzmann equation around a nonhomogeneous global Maxwellian (cf. Chapter 1,

1.37). Recall the the global Maxwellian has the form

M(%,U,ϑ) =
%(t, x)

(2πϑ(t, x))D/2
exp

(
−|v − U(t, x)|2

2ϑ(t, x)

)
, (2.1)

where the temperature ϑ(t), bulk velocity U(x, t), and mass density %(x, t) are given

by

ϑ(t) =
1

at2 − 2bt+ c
,

U(x, t) = ϑ(t)
(
axt− bx−Bx

)
,

%(x, t) = m

(
ϑ(t)

2π

)D
2 √

det(Q) exp

(
−ϑ(t)

2
xTQx

)
.

(2.2)

with m > 0, Q = (ac− b2)I +B2,

(a, b, c, B) ∈ Ω =
{

(a, b, c, B) ∈ R+× R× R+× RD∧D : Q > 0
}

.

Every Cauchy problem

∂tFε + v · ∇xFε =
1

ε
B(Fε, Fε) , Fε

∣∣
t=0

= F in (2.3)
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with initial data F in(v, x) that satisfies the bounds (1.27):

∫∫
RD×RD

(
1 + |v|2 + |x|2

)
F in dv dx <∞ (2.4)

can be associated with a unique global Maxwellian determined by matching the

values of the conserved quantities computed from F in, i.e. quantities on the right-

hand side of (1.26) in Section 1.2.2 ( [41]). This is the global Maxwellian that we

will scale the Boltzmann equation around.

Let Fε =MGε. The fluid density fluctuations gε are defined by

Gε = 1 + δεgε .

We will show in Section 2.2 that gε is weakly relatively compact in L1 topology. We

will then show that every limit point g is governed by the acoustic system

∂t [ρ%] + ∇x · [ρU% + u%ϑ] = 0 ,

∂t [u%ϑ] +∇x ·
[
(u⊗ U)%ϑ + (ρ%ϑ+ θ%ϑ2)Id

]
= 0 ,

∂t
[

D
2
θ%ϑ2

]
+∇x ·

[
%ϑ2u+ D

2
Uϑ2%θ

]
= 0 ,

(2.5)

with initial conditions

ρ%(x, 0) = ρin%in, u%ϑ(x, 0) = uin%inϑin, D
2
θ%ϑ2(x, 0) = D

2
θin%inϑin2

.

Here %, U, ϑ are functions of (x, t) associated with the global Maxwellian. This is a

linear hyperbolic system, and is therefore well-posed over RD × [0, T ].

We impose an initial condition that F in
ε is close to the global Maxwellian M.

Specifically, recall the entropy equality (1.44) in Chapter 1, Section 1.2.3:

H(Gε(t)) +
1

ε

∫ t

0

R(Gε(s)) ds = H(Gin
ε ) , (2.6)
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where H(G) is the relative entropy functional

H(G) =

∫
RD

∫
RD

(G log(G)−G+ 1)M dvdx , (2.7)

and R(G) is the entropy dissipation rate functional

R(G) =

∫∫∫∫
1

4
log(

G′1G

G1G
)(G′1G

′ −G1G)b(ω, v1 − v)M1M dωdv1dvdx . (2.8)

We assume the initial data F in
ε is close to the global MaxwellianM in the sense

that H(Gin
ε ) ≤ Cδε

2. (2.6) suggests the possibility of controlling Gε in terms of Gin
ε .

We prove (1+|v|2 +|x|2)gεM is relatively compact in w-(L1
locdt;w-(L1(dxdv))). This

is a critical element in the proof of the weak acoustic limit theorem, stated in 2.3.

We show that the the fluctuations converge weakly to a unique limit governed by

a solution of the acoustic system in a weighted L2 space. Note that recently it is

shown in [2] that M will not be attracting for all close initial data with the same

values for the conserved quantities, so the weak limit theorem is nontrivial.

In contrast, in earlier works of Bardos, Golse and Levermore [6] [24], acoustic

limit was established for the Boltzmann equation considered over a spatial domain

TD. They chose a scaling in which the density F is close to a spatially homogeneous

Maxwellian M = M(v) that has the same total mass, momentum, and energy as

the initial data F in
ε . By an appropriate choice of a Galilean frame and of mass and

velocity units, it can be assumed that this so-called unit Maxwellian M has the form

M(v) ≡ 1

(2π)(D/2)
exp

(
−1

2
|v|2
)
. (2.9)

This corresponds to the spatially homogeneous fluid state with density and temper-

ature equal to 1 and bulk velocity equal to 0.
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It was shown in [6] [24] that the fluctuations around the absolute Maxwellian

globally in time converge weakly to a unique limit governed by a solution of the

acoustic systems

∂tρ+∇x ·u = 0 , ρ(x, 0) = ρin(x) ,

∂tu+∇x(ρ+ θ) = 0 , u(x, 0) = uin(x) ,

D
2
∂tθ +∇x ·u = 0 , θ(x, 0) = θin(x).

(2.10)

provided that the fluid moments of their initial fluctuations converge to appropriate

L2 initial data of the acoustic equations. They also worked in the physical setting of

the DiPerna-Lions renormalized solutions. However, the fluid regime that we work

on is different from theirs; in particular, it’s worth noting that there’s no higher

order correction to the Eulerian regime in our setting, whereas in the regime chosen

by [6] and [24], higher-order Navier-Stokes limit can be established.

2.1 Formal Scalings and Derivations

The acoustic system (2.25) can be formally derived from the Boltzmann equa-

tion through a scaling in which the fluctuations of the kinetic density F about the

global MaxwellianM are scaled to be on the order of δε. Specifically, we consider a

family of formal solutions Fε to the scaled Boltzmann initial-value problem

∂tFε + v · ∇xFε =
1

ε
B(Fε, Fε) , Fε

∣∣
t=0

= F in
ε , (2.11)

and the fluctuations gε, defined by

Fε =M(1 + δεgε) . (2.12)
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The fluctuations gin
ε and gε are bounded while δε > 0 satisfies

δε → 0 as ε→ 0. (2.13)

In this formal derivation we assume that gε converges formally to g, our goal is to

find the limiting function g.

The first step is to determine the form of the limiting function g. Observe that

by (1.41) the fluctuations gε satisfy

∂tgε + v · ∇xgε +
1

ε
LMgε =

δε
ε
QM(gε, gε), (2.14)

where LM and QM are defined by

LMgε =

∫∫
SD−1×RD

(gε + gε1 − g′ε − g′ε1)bM1dwdv1.

QM(gε, gε) =

∫∫
SD−1×RD

(g′εg
′
ε1
− gεgε1)bM1dwdv1.

(2.15)

Assuming δε → 0 and multiplying both sides by ε, one finds that LM g = 0. It is

known that the null space of LM is given by Null(LM) = Span{1, v1, ..., vD, |v|2}.

We conclude that g has the form of a so-called infinitesimal Maxwellian, namely,

g = ρ(t, x) + u(t, x) · (v − U) +
1

2
θ(t, x)(|v − U |2 −Dϑ). (2.16)

The second step shows that the evolution of (ρ, u, θ) is governed by the system

(2.25). Observe that the fluctuations gε formally satisfy the local conservation laws

(i) ∂t

∫
RD

gεM dv +∇x ·
∫
RD

v gεM dv = 0 ,

(ii) ∂t

∫
RD

v gεM dv +∇x ·
∫
RD

v ⊗ v gεM dv = 0 ,

(iii) ∂t

∫
RD

1

2
|v|2 gεM dv +∇x ·

∫
RD

v
1

2
|v|2 gεM dv = 0 .

(2.17)
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By letting ε→ 0 in these equations and using the infinitesimal Maxwellian form of

g given by (3.16), one finds that (ρ, u, θ) solves the system (2.25). Indeed, the terms

in the local conservation laws can be calculated as follows:

∫
RD

gM dv = ρ% . (2.18)

∫
RD

v gM dv = ρU% + u%ϑ . (2.19)

As for
∫
RD v ⊗ v gM dv , when i 6= j,

∫
RD

vi vj gM dv = ρUiUj% + (Uiuj + Ujui)%ϑ . (2.20)

when i = j, ∫
RD

v2
i gM dv = ρ%ϑ + U2

i ρ% + 2uiUi%ϑ + θ%ϑ2 . (2.21)

Therefore,

∫
RD

v ⊗ v gM dv = U ⊗ Uρ% + (U ⊗ u+ u⊗ U)%ϑ + (ρ%ϑ+ θ%ϑ2)Id . (2.22)

∫
RD

1

2
|v|2 gM dv =

Dϑ

2
ρ% +

1

2
|U |2ρ% + (

D∑
i=1

Uiui)%ϑ +
D

2
θUϑ2 . (2.23)

∫
RD

v
1

2
|v|2gM dv =

1

2
ρ%U [(D + 2)ϑ+ |U |2]

+
1

2
%ϑ [(D + 2)uϑ+ |U |2u+ 2U (

D∑
i=1

Uiui)] +
D + 2

2
Uϑ2%θ .

(2.24)
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Plugging all the terms above in the local conservation laws (2.17), we get

(i) ∂t [ρ%] + ∇x · [ρU% + u%ϑ] = 0 ,

(ii) ∂t[ρU% + u%ϑ] +

∇x · [U ⊗ Uρ% + (U ⊗ u+ u⊗ U)%ϑ + (ρ%ϑ+ θ%ϑ2)Id] = 0 ,

(iii) ∂t[
Dϑ
2
ρ% + 1

2
|U |2ρ% + (

D∑
i=1

Uiui)%ϑ + D
2
θ(t, x)%ϑ2] +

∇x · {1
2
ρ%U [(D + 2)ϑ+ |U |2] + 1

2
%ϑ[(D + 2)uϑ

+ |U |2u+ 2U(
D∑
i=1

Uiui)] + D+2
2
Uϑ2%θ} = 0 .

(2.25)

One finds that(∫
gin
ε Min dv,

∫
vgin

ε Min dv,

∫
1
2
|v|2gin

ε Min dv
)

→
(
ρin%in, ρinU%in + uin%inϑin,

Dϑin

2
ρin%in + 1

2
|U |2ρin%in + (

D∑
i=1

Uiu
in
i )%inϑin + D

2
θin%in(ϑin)2

) (2.26)

as ε→ 0 provided we assume that the limits exist in the sense of distributions.

The above formal derivation can be stated more precisely as follows:

Theorem 2.1.1 (Formal Limit Theorem) Let Gε be a family of distribution solu-

tions of the scaled Boltzmann initial-value problem (1.41). Let Gin
ε and Gε have

fluctuations gin
ε and gε given by (3.12) that are bounded families for some δε > 0

that vanishes with ε as in (3.13). Also:

(i) Assume that the local conservation laws (2.17) are also satisfied in the sense of

distributions for every gε.

(ii) Assume that the family gε converges in the sense of distributions as ε→ 0 to g.
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Assume furthermore that LMgε → LMg, that the moments

∫
gεM dv,

∫
vgεM dv,

∫
v ⊗ vgεM dv,

∫
v|v|2gεM dv,

converge to the corresponding moments

∫
gM dv,

∫
vgM dv,

∫
v ⊗ vgM dv,

∫
v|v|2gM dv,

and that every formally small terms vanishes, all in the sense of distributions as

ε→ 0.

(iii) Assume that for some (ρin, uin, θin) the family gin
ε satisfies (2.26) in the sense

of distributions.

Then g is the unique local infinitesimal Maxwellian (3.16) determined by the solution

(ρ, u, θ) of the system (2.25) with the initial data (ρin, uin, θin) obtained from (2.26).

2.2 Analytic Setting

In order to mathematically justify the acoustic limit, we must make precise:

(1) the notion of solution for the Boltzmann equation, and (2) the notion of solution

for the acoustic system (2.25). We therefore work in the setting of DiPernaLions

renormalized solutions for the Boltzmann equation, as discussed in Chapter 1, Sec-

tion 1.3. We will show that the acoustic system (2.25) is hyperbolic. We then prove

(1 + |v|2 + |x|2)gεM is relatively compact in w-(L1
locdt;w-(L1(dxdv))). The scaled

Boltzmann initial-value problems for the acoutstic limits can be put into the general

form

∂tGε + v · ∇xGε =
1

ε
Q(Gε, Gε), Gε(v, x, 0) = Gin

ε (v, x) . (2.27)
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2.2.1 The Acoustic System

In this section, we show that the acoustic system (2.25) is hyperbolic. Consider

the Cauchy problem

∂t [ρ%] + ∇x · [ρU% + u%ϑ] = 0 ,

∂t [u%ϑ] +∇x ·
[
(u⊗ U)%ϑ + (ρ%ϑ+ θ%ϑ2)Id

]
= 0 ,

∂t
[

D
2
θ%ϑ2

]
+∇x ·

[
%ϑ2u+ D

2
Uϑ2%θ

]
= 0

(2.28)

with initial data V in = (ρin%, uin%ϑ, θin%ϑ2). In order to show the hyperbolicity, it

suffices to find a pair of entropy Φ(V ) and entropy flux Ψ(V ) associated with the

system. Here V = (ρ%, u%ϑ, θ%ϑ2). Indeed, we may take

Φ =

∫
g2Mdv = ρ2%+ |u|2%ϑ+

1

2
θ2%ϑ2 .

A direct calculation shows that its Hessian is positive definite. The existence of

entropy flux Ψ can be proved by looking at ∂V V Φ(V )∂V F (V ) · η, which turns out to

be symmetric for all possible choice of V and η. Therefore, there exists an entropy

flux Ψ which associates with the entropy Φ. Hence the system is indeed hyperbolic.

In particular, we have

Proposition 2.2.1 For any

V in = (ρin%, uin%ϑ, θin%ϑ2) ∈
(
L∞(dt;L2(1

%
dvdx)), L∞(dt;L2( 1

%ϑ
dvdx)),

L∞(dt;L2( 1
%ϑ2
dvdx))

)
,

there is a unique solution

V = (ρ%, u%ϑ, θ%ϑ2) ∈C
(

[0,∞);L2(1
%
dvdx)), L∞(dt;L2( 1

%ϑ
dvdx)),

L∞(dt;L2( 1
%ϑ2
dvdx))

)
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to the Cauchy problem (2.28).

2.2.2 Fluctuations

We now show the fluctuations are relatively compact in a weak-L1 space. Later

in this chapter we will show the limit point g is governed by the acoustic system

(I − 10). We start from the entropy inequality

H(Gε(t)) +
1

ε

∫ t

0

R(Gε(s))ds ≤ H(Gin
ε ) ≤ C inδ2

ε , (2.29)

where

H(G) =

∫∫
(G logG−G+ 1)M dvdx.

and

R(G) =

∫∫∫∫
1

4
log
(G′1G′
G1G

)
(G′1G

′ −G1G)b(ω, v1 − v)M1M dωdv1dvdx.

If we rewrite this in terms of gε and qε, where qε = 1

ε
1
2 δε

(G′1G
′ −G1G), we get

∫∫
RD×RD

h(δεgε)M dvdx

+
1

ε

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

1

4
r
( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbdωM1Mdv1dvdxds

≤ H(Gin
ε ) ≤ C inδ2

ε ,

(2.30)

i.e.∫∫
RD×RD

1

δ2
ε

h(δεgε)M dvdx

+
1

εδ2
ε

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

1

4
r
( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbM1M dωdv1dvdxds ≤ C in.
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Here

h(z) = (1 + z) log(1 + z)− z, z = δεgε. (2.31)

r(z̃) = z̃ log(1 + z̃), z̃ =
G′ε1G

′
ε

Gε1Gε

− 1. (2.32)

Entropy Controls

Proposition 2.2.2 Assume that there exists C in, such that

∫∫
RD×RD

1

δ2
ε

h(δεgε)M dvdx ≤ C in for all t .

Then

(i)

∫∫
RD×RD

(1 + |v|2 + |x|2)gεM dvdx ∈ L∞(dt) and (1 + |v|2 + |x|2)gεM

is relatively compact in w-(L1
locdt;w-(L1(dxdv))).

(ii) If (1 + |v|2 + |x|2)gM is a w-(L1
locdt;w-(L1(dxdv)))

limit point of (1 + |v|2 + |x|2)gεM, then g2M∈ L∞(dt;L1(dvdx)).

Moreover,
1

2

∫∫
RD×RD

g2M dvdx ≤ C in.

Proof. (i) Notice that h is a convex function, hence by Young’s inequality

yz ≤ h(y) + h∗(z), for y > −1. (2.33)

Here h∗(z) is the Legendre dual of h, and can be given explicitly by ez−1−z. h∗(z)

also satisfies the superquadratic property and the reflection property:

h∗(az) ≤ a2h∗(z), for 0 ≤ a ≤ 1, z > 0, (2.34)

h∗(|z|) ≤ h(z). (2.35)
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Applying the properties above,

(1 + |v|2 + |x|2)|gε|M ≤ 3

α

[ σ
δ2
ε

h(δεgε) +
1

σ
h∗
(α(1 + |v|2 + |x|2)

3

)]
M, (2.36)

for all δε
σ
< 1, where σ is to be chosen later.

We may now choose α > 0 such that

∫∫
RD×RD

h∗
(ζ(1 + |v|2 + |x|2)

3

)
M dvdx ∈ L∞(dt) .

The possibility of such choice is guaranteed by the following observation: The global

Maxwellian can be written as

M =
m

(2π)D

√
det(Q) exp

−1

2

 v

x− vt


T  cI bI +B

bI −B aI


 v

x− vt


 .

(2.37)

Note that

 cI bI +B

bI −B aI

 is positive definite. Therefore, there exists λ0 > 0,

λ0 depending on (a, b, c, B), such that

− 1

2

 v

x− vt


T  cI bI +B

bI −B aI


 v

x− vt



≤ −1

2

 v

x− vt


T λ0 0

0 λ0


 v

x− vt



= −1

2
λ0

v
x


T 1 + t2 −t

−t 1


v
x

 .
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The smaller eigenvalue of

1 + t2 −t

−t 1

,
2 + t2 −

√
t4 + 4t2

2
, decreases monotoni-

cally. Hence M is bounded by

m

(2π)D

√
det(Q) exp

(
− λ0

2
(
2 + T 2 −

√
T 4 + 4T 2

2
)(|v|2 + |x|2)

)
for t ∈ [0, T ]. Observing that h∗(z) asymptotically behaves like ez, we may simply

choose α, such that

α

3
− λ0

2

(2 + T 2 −
√
T 4 + 4T 2

2

)
< 0 .

Therefore
∫∫

RD×RD h
∗(ζ(1 + |v|2 + |x|2)

3

)
M dvdx ∈ L∞(dt) upon such choice. We

then apply the Dunford-Pettis criterion to prove (i).

For any η > 0, choose σ =
αη

8TC in
, then pick ξ > 0, such that |Ω| < ξ implies

∫∫∫
Ω

h∗
(ζ(1 + |v|2 + |x|2)

3

)
M dvdxdt ≤ 1

8
σαη.

Hence for any Ω, such that |Ω| < ξ,

∫∫∫
Ω

(1 + |v|2 + |x|2)|gε|M dvdxdt < η.

(ii) Let (1 + |v|2 + |x|2)gM be the weak limit of any convergent subsequence

of (1 + |v|2 + |x|2)gεM. The convexity of h yields the inequality

1

δ2
ε

h(δεg) +
1

δε
h′(δεg)(gε − g) ≤ 1

δ2
ε

h(δεgε). (2.38)

Fix λ > 0 and multiply this inequality by the global Maxwellian M and the char-

acteristic function 1{|g|<λ}; the non-negativity of h then implies

1

δ2
ε

h(δεg)1{|g|<λ}M+
1

δε
h′(δεg)(gε − g)1{|g|<λ}M≤

1

δ2
ε

h(δεgε)M. (2.39)
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Average this over [t1, t2]×RD×RD for an arbitrary time interval [t1, t2] and then con-

sider its limit as ε→ 0. Use the strong L∞ limits
1

δ2
ε

h(δεg)1{|g|<λ}M→
1

2
g21{|g|<λ}M,

1

δε
h′(δεg)1{|g|<λ}M → g1{|g|<λ}M and the weak-L1 limit M(gε − g) ⇀ 0, we

then have

1

t2 − t1

∫ t2

t1

∫∫
RD×RD

1

2
g21{|g|<λ}M dvdxdt

≤ lim inf
ε→0

1

t2 − t1

∫ t2

t1

∫∫
RD×RD

1

δ2
ε

h(δεgε)M dvdxdt ≤ C in.

(2.40)

Taking λ→ +∞ and use the arbitrariness of the interval [t1, t2], we proved

∫∫
RD×RD

g2M dvdx ∈ L∞(dt), for almost any t ∈ [0,∞).

Before we state the next proposition, several notations need to be introduced.

We define Nε := 1+ 1
3
δεgε, hence gε can be composed as

gε
Nε

+ 1
3
δε
g2
ε

Nε

. Also, we define

γε :=
1

δε
t(δεgε), where t(z) = 3 log(1 + 1

3
z).

Corollary 2.2.1

(i) M(gε − γε) = o(δε) inL∞(dt;L1(dvdx));

(ii)
Mg2

ε

Nε

is bounded inL∞(dt;L1(dvdx)).

Proof. We will prove (i) first. Set z = δεgε into the elementary inequality

z

1 + 1
3
z
≤ t(z) ≤ z,

thus

0 ≤ gε − γε ≤ gε −
gε

1 + 1
3
δεgε

=
1

3
δε
g2
ε

Nε

.

If (ii) holds, then (i) also holds. In order to prove (ii), we introduce the function

s(z) = 1
2

z2

1 + 1
3
z

. Notice that s(z) ≤ h(z) for z ≥ −1; indeed s′′(z) = (1 + 1
3
z)−3 ≤
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(1 + z)−1 = h′′(z) and h(z)− s(z) = o(z4) as z → 0. Therefore 1
2

g2
ε

Nε

=
1

δ2
ε

s(δεgε) ≤

1

δ2
ε

h(δεgε), whence (ii) follows from the entropy bound.

Proposition 2.2.3 As ε→ 0, M(|v|2 + |x|2)
g2
ε

Nε

= o
(

log(δε)
)

in L∞(dt;L1(dvdx)).

Proof. The proof is almost identical to that of proposition 3.4 of [5], except for

replacing |v|2 by α(|v|2 + |x|2), and observing that
∫∫

exp
(
α
3
(|v|2 + |x|2)M

)
dvdx

is uniformly bounded for fixed T .

Dissipation Controls

Proposition 2.2.4 Let gε, qε be sequences of functions satisfying the entropy in-

equality and bound (2.30), then

(i)
M1M
Nε

(1 + |v|2 + |x|2)qε is relatively compact in w-L1
loc(dt;w-L1(bdωdvdv1dx)).

(ii) IfM1Mq isw-L1
loc(dt;w-L1(bdωdvdv1dx)) limit of any converging subsequence

of
M1Mqε
Nε

,
√
M1Mq ∈ L2(dt;L2(bdωdv1dvdx)) and for a.e. t ∈ [0,∞), it satisfies∫∫

RD×RD

1

2
g2(t)Mdvdx+

1

4

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

q2M1Mbdωdvdv1dxds ≤ C in.

Proof. (i) Choose α such that

α

3
− λ0

2

(2 + T 2 −
√
T 4 + 4T 2

2

)
< 0.

Take η > 0 arbitrarily small. Choose σ =
αη

32C in
.

Applying Young’s inequality and using superquadratic property of r∗(y), we get

(1 + |v|2 + |x|2)
qε
Nε

≤ 3

α
Gε1Gε

[ σ
δ2
ε ε
r(
qεδεε

1
2

Gε1Gε

) +
1

σ
r∗(

α

3
(1 + |v|2 + |x|2))

1

N2
ε

]
, ∀ δεε
Nεσ

< 1.

(2.41)
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Since Nε ≥ 2
3
,
δεε

Nεσ
< 1 holds for δεε <

2
3
σ.

We know that r∗(y) = O(exp{y}) as y → +∞. Therefore,

r∗
(α

3
(1 + |v|2 + |x|2)

)
∼ exp

(α
3

(1 + |v|2 + |x|2)
)

for large |x|, |v|. Note that
Gε

N2
ε

≤ 9

8
and converges to 0 in measure and M1Gε1 is

relatively compact in w-L1
loc(dt;w-L1(dv1dx)). This yields the relative compactness

of r∗(
α

3
(1 + |v|2 + |x|2))Gε1M1M in w-L1

loc(dt;w-L1(bdωdv1dvdx)).

Then by Product Limit Theorem, r∗(
α

3
(1 + |v|2 + |x|2))

Gε1Gε

N2
ε

M1M is relatively

compact in w-L1
loc(dt;w-L1(bdωdv1dvdx)).

Observe that∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

1

εδ2
ε

1

4
r
( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbM1M dωdv1dvdxds ≤ C in .

Applying the same argument as was in Proposition 2.2.2 gives assertion (i). To show

(ii), we use (ii) of Proposition 2.2.2:∫∫
RD×RD

1

2
g2(t)Mdvdx+

lim inf
ε→0

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

1

εδ2
ε

1

4

( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbdwM1dv1Mdvdxds ≤ C in.

(2.42)

For the second term on the left-hand side, notice that convexity of r yields

1

εδ2
ε

r(ε
1
2 δεq) +

1

ε
1
2 δε

r′(ε
1
2 δεq)

( qε
Gε1Gε

− q
)
≤ 1

εδ2
ε

r
( ε 1

2 δεqε
Gε1Gε

)
. (2.43)

Fix λ > 0 and multiply this inequality by 1|q|<λ times Gε1Gε over the normalization

Nabs
ε := 1 + 1

3
δε|gε|, the non-negativity of r then implies

1

εδ2
ε

r(ε
1
2 δεq)

Gε1Gε

Nabs
ε

1|q|<λ+
1

ε
1
2 δε

r′(ε
1
2 δεq)

( qε
Gε1Gε

−q
)Gε1Gε

Nabs
ε

1|q|<λ ≤
1

εδ2
ε

r
( ε 1

2 δεqε
Gε1Gε

)
Gε1Gε.

(2.44)
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Note that

M1MGε1Gε

Nabs
ε

→M1M in L1
loc(dt;L

1(bdωdv1dvdx)) , (2.45)

and

M1Mqε
Nabs
ε

=M1M
qε
Nε

Nε

Nabs
ε

→M1Mq in w-L1
loc(dt;w-L1(bdωdv1dvdx)) (2.46)

by Product Limit Theorem.

The w-L1 limit of the left side of inequality (2.44) can be evaluated using the strong

L∞ limits

M1M
εδ2
ε

r(ε
1
2 δεq)

Gε1Gε

Nabs
ε

1|q|<λ →M1Mq21|q|<λ,

M1M
1

ε
1
2 δε

r′(ε
1
2 δεq)

( qε
Gε1Gε

− q
)Gε1Gε

Nabs
ε

1|q|<λ → 2M1Mq1|q|<λ,

and the w-L1 limit

M1M
( qε
Gε1Gε

− q
)Gε1Gε

Nabs
ε

1|q|<λ =M1M
( qε
Nabs
ε

− qGε1Gε

Nabs
ε

)
1|q|<λ → 0 .

Taking λ→ +∞ then provides the estimate needed in (2.42) to complete the proof

of assertion (ii).

Proposition 2.2.5 M(1 + |v|2 + |x|2)
1

δεε
1
2

Q(Gε, Gε)

Nε

is relatively compact in

w-L1
loc(dt;w-L1(dv1dx)), where

Q(G,G) =

∫∫
SD−1×RD

(G′1G
′ −G1G)b(ω, v1 − v)dωM1dv1 .

Proof. Observe that for any χ ∈ L∞loc(dt;L∞(dvdx)),∫ t2

t1

∫∫
SD−1×RD

χ(1 + |v|2 + |x|2)M 1

δ2
ε ε

1
2

Q(Gε, Gε)

Nε

dωdxdt

=

∫ t2

t1

∫∫∫∫
SD−1×RD×RD×RD

χ(1 + |v|2 + |x|2)
qε
Nε

M1Mbdωdv1dvdxds.

(2.47)
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We get the desired property by applying Proposition 2.2.4 to the right side.

The Infinitesimal Maxwellian

Proposition 2.2.6 Let Mg be the limit of a convergent sequence of Mgε in

w-(L1
locdt;w-(L1(dxdt))). Assume that gε satisfies the entropy inequality and bound

(2.30). Then, for almost every (t, x), g is of the form

g = ρ(t, x) + u(t, x) · (v − U) + 1
2
θ(t, x)(|v − U |2 −Dϑ) .

Moreover,

(ρ%, u%ϑ, θ%ϑ2) ∈ (L∞(dt;L2(1
%
dvdx)), L∞(dt;L2( 1

%ϑ
dvdx)), L∞(dt;L2( 1

%ϑ2
dvdx))) .

Proof. We start with an observation on the linearized collision kernel LMgε.

MLMgε =M
∫∫

SD−1×RD

(gε + gε1 − g′ε − g′ε1)b(v1 − v)M1 dωdv1

=MδεQ(gε, gε)−M
1

δε
Q(Gε, Gε).

(2.48)

Recall that

Q(gε, gε) =

∫∫
SD−1×RD

(g′ε1g
′
ε − gε1gε)b(ω, v1 − v) dωM1dv1,

Q(Gε, Gε) =

∫∫
SD−1×RD

(G′ε1G
′
ε −G′ε1Gε)b(ω, v1 − v) dωM1dv1.

The idea is to show weak L1 convergence of the left side toMLMg, as well as weak

L1 convergence of the right side to 0. To prove weak convergence, we use a modified

form of (2.48):

M
Nabs
ε

∫∫
SD−1×RD

1

Nabs
ε1

(gε + gε1 − g′ε − g′ε1)b(ω, v1 − v)M1 dωdv1

=
Mδε
Nabs
ε

∫∫
SD−1×RD

1

Nabs
ε1

(g′ε1g
′
ε − gε1gε)b(ω, v1 − v)M1 dωdv1

− M
Nabs
ε δε

∫∫
SD−1×RD

1

Nabs
ε1

(G′ε1G
′
ε −Gε1Gε)b(ω, v1 − v)M1 dωdv1.

(2.49)
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Lemma 2.2.1 Let Mg be the limit of a convergent sequence of Mgε

in w-(L1
locdt;w-(L1(dxdt))), then the left side of (2.49) converges weakly to MLMg

in L1
loc(dt;L

1(dvdx)).

Proof. The bound on the Boltzmann collision kernel implies∫
SD−1

bdw ≤ C(1 + |v|2)β(1 + |v1|2)β ≤ C(1 + |v|2)(1 + |v1|2). (2.50)

Weak convergence of the first part
M
Nabs
ε

∫∫
SD−1×RD

1

Nabs
ε1

gεb(v1 − v)M1 dωdv1 then

follows from product limit theorem, since

1

Nabs
ε

1

1 + |v|2

∫∫
SD−1×RD

1

Nabs
ε1

M1 b dωdv ∈ L∞loc(dt;L∞(dvdx))

converges almost everywhere, and (1+|v|2)Mgε converges in w-(L1
locdt;w-(L1(dxdv))).

We can take care of the other terms, using the invariance of b dωdv1dv under the

changes (v, v1)↔ (v′, v′1), (v, v′)↔ (v1, v
′
1).

For the right side of (2.49), we observe that the first term

Mδε
Nabs
ε

∫∫
SD−1×RD

(g′ε1g
′
ε − gε1gε)

M1

Nabs
ε1

b dωdv1

converges weakly to 0 in L1
loc(dt;L

1(dvdx)) by another application of the Product

Limit Theorem. In fact, (1+|v|2)gε
M
Nabs
ε

converges weakly in L1 and
∫∫

SD−1×RD

δεgε1
Nabs
ε1

M1

(1 + |v|2)
b dωdv1

converges to 0 in measure.

It remains to verify the weak converges of the second term

M
Nabs
ε δε

∫∫
SD−1×RD

M1

Nabs
ε1

(G′ε1G
′
ε −Gε1Gε)b(ω, v1 − v) dωdv1 .

A modification of Proposition 2.2.5 gives

M
δε

∫∫
SD−1×RD

M1

Nabs
ε1

(G′ε1G
′
ε −Gε1Gε)b(ω, v1 − v) dωdv1 = O(ε) inL1

loc(dt;L
1(dvdx)) .
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Therefore, the second term converges to 0 in L1
loc(dt;L

1(dvdx)) since 1
Nabs
ε

is bounded.

Assertion (ii) of Proposition 2.2.2 states that
∫
g2M dvdx ∈ L∞(dt), so that

(ρ%, u%ϑ, θ%ϑ2) ∈ (L∞(dt;L2(
1

%
dvdx)), L∞(dt;L2(

1

%ϑ
dvdx)), L∞(dt;L2(

1

%ϑ2
dvdx))) .

We then proved Proposition 2.2.6.

2.3 The Weak Acoustic Limit Theorem

We now state our main result for the acoustic limit.

Theorem 2.3.1 Let b be a collision kernel that satisfies the assumption of DiPerna-

Lions (4.110). In addition, assume that there exists constants Cb ∈ (0,∞) and

β ∈ [0, 1] such that b satisfies

∫
SD−1

b(ω, v)dω ≤ Cb(1 + 1
2
|v|2)β almost everywhere . (2.51)

Let Gin
ε ≥ 0 be a family such that

∫∫
Gin
ε dvdx <∞ and satisfies the entropy bound

H(Gin
ε ) ≤ C inδ2

ε for some C in <∞ and δε > 0 that satisfies

δε → 0 and
δε

ε
1
2

| log(δε)|β/2 → 0 as ε → 0 (2.52)

for the β that arises in condition (2.51).

Assume, moreover, that for some(
ρin%, uin%ϑ, θin%ϑ2

)
∈
(
L∞(dt;L2(1

%
dvdx)),L∞(dt;L2( 1

%ϑ
dvdx)),

L∞(dt;L2( 1
%ϑ2
dvdx))

)
,
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the family of fluctuations gin
ε satisfies

(
ρin%in, ρinU%in + uin%inϑin, Dϑ

in

2
ρin%in + 1

2
|U |2ρin%in + (

D∑
i=1

Uiu
in
i )%inϑin + D

2
θin%inϑin2

)
= lim

ε→0

(∫
gin
ε Min dv,

∫
vgin

ε Min dv,

∫
1
2
|v|2gin

ε Min dv)
)

(2.53)

in the sense of distributions. Let Gε be any family of DiPerna-Lions renormalized

solutions of the Boltzmann equation (1.41) that have Gin
ε as initial values. Then, as

ε→ 0, the family of fluctuations gin
ε satisfies

σMgε → σM(ρ+u · (v−U)+ 1
2
θ(|v−U |2−Dϑ))inw-(L1

locdt;w-(L1(dxdv))), (2.54)

where (ρ%, u%ϑ, θ%ϑ2) ∈ C([0,∞);L2(1
%
dvdx)), L∞(dt;L2( 1

%ϑ
dvdx)),

L∞(dt;L2( 1
%ϑ2
dvdx))) is the unique solution of the acoustic system (2.25) with initial

data (ρin%, uin%ϑ, θin%ϑ2). In addition, one has that(∫
gεM dv,

∫
vgεM dv − U

∫
gεM dv,∫

1
2
|v|2gεM dv − Dϑ

2

∫
gεMin dv − 1

2

D∑
i=1

Ui

∫
vigεMin dv

)
→
(
ρ%, ρU%+ u%ϑ, Dϑ

2
ρ%+ 1

2
|U |2ρ%+ (

D∑
i=1

Uiui)%ϑ+ D
2
θ%ϑ2

)
(2.55)

in C([0,∞);w-L1(dx)).

2.4 Proof of the Weak Acoustic Limit Theorem

2.4.1 Approximate Local Conservation Laws

All that remains to be done to establish (2.54) is to show that (ρ%, u%ϑ, θ%ϑ2)

is the aforementioned weak solution of the acoustic system by passing to the limit in
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approximate local conservation laws built from the renormalized Boltzmann equa-

tion (1.54). We choose to use the normalization of that equation given by

Γ(Z) = 3 log(
2

3
+

1

3
Z), N(Z) =

2

3
+

1

3
Z. (2.56)

Dividing equation by δε, we get

∂tγε + v · ∇xγε =
1

ε
1
2

∫∫
qε
Nε

M1b(ω, v1 − v) dωdv1 (2.57)

where

γε =
3

δε
log(1 +

1

3
δεgε), Nε = 1 +

1

3
δεgε. (2.58)

When the moment of the renormalized Boltzmann equation (2.57) is formally taken

with respect to any ζ ∈ Span{1, v1, ...vD, |v|2}, one obtains

∂t

∫
ζγεM dv +∇x ·

∫
vζγεM dv =

1

ε
1
2

∫∫∫
ζ
qε
Nε

M1Mb dωdv1dv. (2.59)

It can be shown from (1.56) that every DiPerna-Lions solution of (2.57) satisfies

(2.59) in the sense that for all χ ∈ C1
0(RD) and [t1, t2] ⊂ [0,∞) it satisfies∫

χ

∫
ζγε(t2)M dvdx−

∫
χ

∫
ζγε(t1)M dvdx

=

∫ t2

t1

∫
∇xχ ·

∫
vζγεM dvdxdt

+

∫ t2

t1

χ
1

ε
1
2

∫∫
ζ
qε
Nε

MM1b dωdv1dvdxdt.

(2.60)

We observe that (2.60) still holds if we replace ζ ∈ Span{1, v1, ...vD, |v|2} by

ζ̃ ∈ Span{1, x1, ...xD, |x|2}.

2.4.2 Removal of the Conservation Defect

The fact that the conservation defect term on the right-hand side of (2.60)

vanishes as ε→ 0 follows from the scaling assumption (2.52), the fact χ is bounded,
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the fact ζ is a collision invariant, and the estimate

1

ε
1
2

∫∫∫
ζ
qε
Nε

M1Mb dωdv1dv = O(
δε| log(δε)|β/2

ε
1
2

) +O(δε| log(δε)|) (2.61)

in L1
loc(dt;L

1(dx)) as ε → 0. Given this estimate, the argument is as follows: The

scaling assumption (2.52) directly implies that the first term on the right-hand side

of (2.61) vanishes as ε → 0. The second term also vanishes as ε → 0. All that

remains is to establish the estimate (2.61), but this follows from Theorem 2.5.1. The

whole argument still holds if ζ is replaced by ζ̃.

2.4.3 Control of the Flux

The flux term on the right-hand side of (2.60) contains the sequence
∫
vζγεM dv.

To control this term, first observe that when one sets z = 1
3
δεgε in the elementary

inequality

(log(1 + z))2 ≤ z2

1 + z
, z > −1,

one obtains γ2
ε ≤

g2
ε

Nε

. The nonlinear bound in Proposition (2.2.3) then shows that∫∫
γ2
εM dvdx ≤

∫∫
g2
ε

Nε

M dvdx ≤ 2C in, for all t ≥ 0.

Note that
∫
v2ζ2M dv ≤ C uniformly in t,

∫
v2ζ̃2M dv ∈ L∞loc(dt). Then,

∫
vζγεMdv

is relatively compact in w-L1
loc(dt;w-L2(dx)). In fact, for any X ∈ L2(dx),∫

X(

∫
vζγεM dv) dx

≤(

∫
X2dx)

1
2 (

∫
(

∫
vζγεM dv)2 dx)

1
2

≤(

∫
X2dx)

1
2 (

∫∫
v2ζ2M dv)(

∫
γ2
εM dv) dx)

1
2

≤C(

∫
X2dx)

1
2

∫∫
γ2
εM dvdx ≤ (2C in)

1
2C(

∫
X2dx)

1
2 .
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Here C is the bound for (
∫∫

v2ζ2M dv)
1
2 , which is independent of t. Hence we the

proof is complete by applying Dunford-Pettis Criterion.

Moreover,
∫
vζ̃γεMdv is also relatively compact in w-L1

loc(dt;w-L2(dx)). To this

end, we observe that for any X ∈ L2(dx),∫
X(

∫
vζ̃γεM dv) dx ≤ (

∫∫
X2ζ̃2M dvdx)

1
2 (

∫∫
v2γ2

εM dvdx)
1
2 .

But
∫
ζ̃2M dv ∈ L∞loc(dt), hence we get relative compactness by the same argument

as above.

2.4.4 Control of the Density Terms

The density terms on the left-hand side of (2.60) contain the sequence
∫
ζγεM dv.

We use the Arzela-Ascoli theorem to establish that this sequence is relatively com-

pact in C([0,∞);w-L2(dx)). First, for any Y ∈ C1
0(RD),

∫
Y
∫
ζγε(t)M dvdx is

bounded in C([0,∞) by the same argument in the previous subsection. For equicon-

tinuity, the left-hand side of (2.60) is controlled by∣∣∣∣∫ t2

t1

∫
∇xY ·

∫
vζγεM dvdxdt

∣∣∣∣+

∣∣∣∣∫ t2

t1

∫
Y

1

ε
1
2

∫∫∫
ζ
qε
Nε

MM1b dwdv1dvdxdt

∣∣∣∣ .
The first term can be controlled by C||∇xY ||L∞|t2 − t1|, when the second term can

be controlled by C|t2− t1| following from the arguments in “removal of conservation

defects”. Hence we get equicontinuity. By a density argument, we see that∫
ζγεM dv is relatively compact inC([0,∞);w-L2(dx)). (2.62)

Following the same argument, we also have∫
ζγεM dv is relatively compact inC([0,∞);w-L2(dx)). (2.63)
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2.4.5 Passing to the Limit

Proposition 2.2.2 (i) allows us to pass to a subsequence of the sequence Mgε,

still abusively denoted Mgε, such that as ε→ 0

σMgε → σMg inw-L1
loc(dt;w-L1(dvdx)) as ε→ 0. (2.64)

Now observe that when one sets z = 1
3
δεgε in the elementary inequalities

0 ≤ z − log(1 + z) ≤ z2

1 + z
. for all z > −1,

one obtains

0 ≤ gε − γε ≤
1

3
δε
g2
ε

Nε

.

Since σM g2
ε

Nε

=O(| log(δε)|) in L∞(dt;L1(dvdx)) as ε→ 0, we have σgεM−σγεM→

0 in L∞(dt;L1(dvdx)) as ε→ 0. From Proposition 2.2.2 (ii), we have

1

2

∫∫
g(t)2M dvdx ≤ lim inf

ε→0

1

δ2
ε

H(Gε(t)).

Therefore, ∫∫
(γε − g)2M dvdx ∈ L∞(dt).

By the same argument as in ‘Control of the flux’, we have

∫∫∫
|Y (γε − g)M| dvdxdt→ 0, for allY such thatY 2M∈ L∞loc(dt;L1(dvdx)) .

(2.65)

Moreover, if the Y in (2.65) is independent of t, then

∫∫
|Y (γε− g)M| dvdx→ 0 inL∞(dt) for allY such thatY 2M∈ L∞loc(dt;L1(dvdx)).

(2.66)
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Now we will be able to show that

∫∫
Xvζ(γε − g)M dvdx→ 0, for allX ∈ L∞loc(dt;L2(dx)). (2.67)

Choose Y = Xvζ in (2.65) for any X ∈ C1
0(RD) and by a density argument, we

obtain ∫
vζγεM dv ⇀

∫
vζgM dv inw-L1

loc(dt;w-L2(dx)). (2.68)

On the other hand, we can show that

sup
t>0
|
∫∫

Xζ(γε − g)M dvdx| → 0, for allX ∈ L2(dx) (2.69)

by choosing Y = Xζ in (2.65) for some X ∈ C1
0(RD) and a standard density argu-

ment. Hence

∫
ζγεM dv →

∫
ζgM dv inC([0,∞);w-L2(dx)). (2.70)

Both (2.68, 2.70) still hold if ζ is replaced by ζ̃. Moreover, because the initial

fluctuations gin
ε satisfy

(ρin%in, ρinU%in + uin%inϑin, Dϑin

2
ρin%in + 1

2
|U |2ρin%in + (

D∑
i=1

Uiu
in
i )%inϑin + D

2
θin%inϑin2

)

= lim
ε→0

(

∫
gin
ε Min dv,

∫
vgin

ε Min dv,

∫
1
2
|v|2gin

ε Min dv)),

one sees from

σgεM− σγεM→ 0 inL1(dvdx) as ε→ 0, for any t

and ∫
σ(gin

ε − γin)M dv is bounded inL2(dx) for any t,
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that(∫
γin
ε Min dv,

∫
vγin

ε Min dv,

∫
1
2
|v|2γin

ε Min dv
)
→
(
ρin%in,

ρinU%in + uin%inϑin, Dϑ
in

2
ρin%in + 1

2
|U |2ρin%in + (

D∑
i=1

Uiu
in
i )%inϑin + D

2
θin%inϑin2

)
(2.71)

in w-L2(dx) as ε→ 0, where we define γin
ε = γε(0). Furthermore,

(∫
γin
ε Min dv,

∫
vγin

ε Min dv − U
∫
γin
ε Min dv,∫

1
2
|v|2γin

ε Min dv − Dϑ
2

∫
γin
ε Min dv − 1

2

D∑
i=1

Ui

∫
viγ

in
ε Min dv

)
→
(
ρin%in, uin%inϑin, D

2
θin%inϑin2

)
.

(2.72)

Taking limits in (2.60) as ε→ 0 leads to∫
χ

∫
ζg(t2)M dvdx−

∫
χ

∫
ζg(t1)M dvdx

=

∫ t2

t1

∫
∇xχ ·

∫
vζgM dvdxdt,

(2.73)

which is the weak form of the local conservation law

∂t

∫
ζgM dv +∇x ·

∫
vζgM dv = 0.

Setting ζ = 1, v1, ...vD and 1
2
|v|2 into this equation and using the infinitesimal

Maxwellian form of g gives the resulting system. We then set ζ = 1, v1, ...vD and

1
2
|v|2 into ∫

ζγεM dv →
∫
ζgM dv inC([0,∞);w-L1(dx))

and combine this with the fact that

∫
ζγεM dv →

∫
ζ̃gM dv inC([0,∞);w-L1(dx)), for ζ̃ ∈ Span{1, x1, ...xD, |x|2},
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and

σγεM− σgεM→ 0 inL1(dvdx) as ε→ 0.

Therefore,(∫
gεM dv,

∫
vgεM dv − U

∫
gεM dv,∫

1
2
|v|2gεM dv − Dϑ

2

∫
gεMin dv − 1

2

D∑
i=1

Ui

∫
vigεMin dv

)
→
(
ρ%, ρU%+ u%ϑ, Dϑ

2
ρ%+ 1

2
|U |2ρ%+ (

D∑
i=1

Uiui)%ϑ+ D
2
θ%ϑ2

)
(2.74)

in C([0,∞);w-L1(dx)). This concludes the proof of the Weak Acoustic Limit The-

orem.

2.5 Control of the Conservation Defects

In this section we derive the conservation defect bounds (2.61). We prove the

following

Theorem 2.5.1 Let the collision kernel b satisfy the bound (2.51) for some β ∈

[0, 1]. Let MGε be a family of functions in C([0,∞);w-L1(dvdx)) that satisfies the

entropy bound (2.29). Let ζ ∈ Span{1, v1, ..., vD, |v|2, x1, ..., xD, |x|2}. Let δε > 0

vanish as ε→ 0. Then

∫∫∫
ζ
qε
Nε

M1Mb dωdv1dv = O(δε| log(δε)|β/2) + O(ε
1
2 δε| log(δε)|) (2.75)

in L1
loc(dt;L

1(dx)) as ε→ 0.
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2.5.1 Proof of the Conservation Defect Theorem

We exploit the symmetries ofM1Mb dωdv1dv and the fact that ζ is a collision

invariant to decompose the defect into three parts, each of which is then shown to

vanish as ε→ 0. We use the following decomposition∫∫∫
ζ
qε
Nε

bM1Mdωdv1dv

=

∫∫∫
ζ(1− 1

Nε1

)
qε
Nε

bM1M dωdv1dv +

∫∫∫
ζ

qε
Nε1Nε

bM1M dωdv1dv.

(2.76)

Then ∫∫∫
ζ

qε
Nε1Nε

bM1M dωdv1dv

=
1

2

∫∫∫
(ζ1 + ζ)

qε
Nε1Nε

M1Mb dωdv1dv

=
1

4

∫∫∫
(ζ1 + ζ)(

1

Nε1Nε

− 1

N ′ε1N
′
ε

)qεM1Mb dωdv1dv

=
1

4

∫∫∫
(ζ1 + ζ)

N ′ε1N
′
ε −Nε1Nε

Nε1NεN ′ε1N
′
ε

qεM1Mb dωdv1dv .

(2.77)

Observe that

N ′ε1N
′
ε −Nε1Nε =

2

9
δε(g

′
ε1

+ g′ε − gε1 − gε) +
1

9
(G′ε1G

′
ε −Gε1Gε)

= −2

9
δε

2(g′ε1g
′
ε − gε1gε) +

1

3
ε
1
2 δεqε ,

(2.78)

therefore (2.77) decomposes as∫∫∫
ζ

qε
Nε1Nε

M1Mb dωdv1dv

= − 1

18
δε

2

∫∫∫
(ζ1 + ζ)

g′ε1g
′
ε − gε1gε

N ′ε1N
′
εNε1Nε

qεM1Mb dωdv1dv

+
1

12
ε
1
2 δε

∫∫∫
(ζ1 + ζ)

q2
ε

Nε1NεN ′ε1N
′
ε

M1Mb dωdv1dv .

(2.79)

61



By the symmetries and the fact that ζ is a collision invariant, the right hand side

of (2.79) becomes ∫∫∫
(ζ1 + ζ)

g′ε1g
′
ε − gε1gε

N ′ε1N
′
εNε1Nε

qεM1Mb dωdv1dv

= 2

∫∫∫
(ζ ′1 + ζ ′)

g′ε1g
′
ε

N ′ε1N
′
εNε1Nε

qεM1Mb dωdv1dv

= 4

∫∫∫
ζ ′g′ε1g

′
ε

N ′ε1N
′
εNε1Nε

qεM1Mb dωdv1dv,∫∫∫
(ζ1 + ζ)

q2
ε

N ′ε1N
′
εNε1Nε

M1Mb dωdv1dv

= 2

∫∫∫
ζq2

ε

N ′ε1N
′
εNε1Nε

M1Mb dωdv1dv.

(2.80)

Now we arrive at the decomposition∫∫∫
ζ
qε
Nε

bM1Mdωdv1dv

=
1

3

∫∫∫
ζ
δεgε1
Nε1Nε

qεM1Mb dωdv1dv

− 2

9

∫∫∫
ζ ′

δ2
ε g
′
ε1
g′ε

N ′ε1N
′
εNε1Nε

qεM1Mb dωdv1dv

+
1

6

∫∫∫
ζ

ε
1
2 δ2
ε q

2
ε

N ′ε1N
′
εNε1Nε

M1Mb dωdv1dv.

(2.81)

The above argument still holds if we replace ζ ∈ Span{1, v1, ..., vD, |v|2} by ζ̃ ∈ Span

{1, x1, ..., xD, |x|2}. Because for every ζ or ζ̃ there exists a constant C < ∞ such

that |ζ| ≤ Cσ, |ζ̃| ≤ Cσ, where σ(v) := 1 + |v|2 + |x|2, the result will follow upon

establishing the bounds

σ
δεgε1
Nε1Nε

qεM1M = O(δε| log(δε)|β/2), (2.82)

σ′
δε

2g′ε1g
′
ε

N ′ε1N
′
εNε1Nε

qεM1M = O(δε| log(δε)|β/2), (2.83)
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σ
ε
1
2 δεqε

2

N ′ε1N
′
εNε1Nε

M1M = O(ε
1
2 δε| log(ε

1
2 δε)|), (2.84)

in L1
loc(dt;L

1(bdωdv1dvdx)) as ε→ 0 and then observing that

ε
1
2 δε| log(ε

1
2 δε)| ≤ ε

1
2 δε| log(ε

1
2 )|+ ε

1
2 δε| log(δε)|

= O(δε| log(δε)|β/2) +O(ε
1
2 δε| log(δε)|).

The bounds (2.82)-(2.84) follow directly from Lemmas 2.5.1, 2.5.2 and 2.5.3 respec-

tively.

2.5.2 Dissipation Rate Control Lemmas

The proofs of the following lemmas rely on the following control for dissipation

rate R, implied from the entropy inequality (1.59)

1

εδ2
ε

∫ ∞
0

R(Gε) dt ≤ C in .

the bound can be recast in terms of R and qε as

1

εδ2
ε

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

1

4
r
( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbM1M dωdv1dvdxds ≤ C in.

(2.85)

The proof of the next two lemmas are based on the classical Young inequality

pz ≤ r?(p) + r(z) for every p ∈ R and z > −1.

Upon choosing

p =
ε
1
2 δεy

γ
and z =

ε
1
2 δε|qε|
Gε1Gε
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and noticing that r(|z|) ≤ r(z) for every z > −1, for every positive γ and y one

obtains

y|qε| ≤
γ

εδ2
ε

r?

(
ε
1
2 δεy

γ

)
Gε1Gε +

γ

εδ2
ε

r

(
ε
1
2 δεqε
Gε1Gε

)
Gε1Gε . (2.86)

This inequality will be the starting point for the proofs of Lemmas 2.5.1 and 2.5.2.

Lemma 2.5.1 Let β, δε, ε
1
2 , gε and Nε be as in Theorem 2.5.1. Then

σ
δεgε1
Nε1Nε

qεM1M = O(δε| log(δε)|β/2) inL1
loc(dt;L

1(bdωdv1dvdx)) as ε→ 0.

Proof. We first set

y =
γσ

δεNε

∣∣∣∣1− 1

Nε1

∣∣∣∣ =
γσ|gε1|
3Nε1Nε

, (2.87)

and apply the superquadratic property

r?(λp) ≤ λ2r?(p) for every p > 0 andλ ∈ [0, 1] . (2.88)

with

λ =
ε
1
2 δε|gε1|
γNε1Nε

and p =
ασ

3
, (2.89)

where λ ≤ 1 whenever ε
1
2 ≤ 2

9
γ. This leads to

1

δε

σ

Nε

∣∣∣∣1− 1

Nε1

∣∣∣∣ |qε|
≤ 1

γ

[
1

γ

g2
ε1

N2
ε1
N2
ε

r?(
ασ

3
Gε1Gε) +

γ

εδ2
ε

r

(
ε
1
2 δεqε
Gε1Gε

)
Gε1Gε

]

≤ 1

γ

[
33

2γ

g2
ε1

Nε1

r?(
ασ

3
Gε1Gε) +

4γ

εδ2
ε

1

4
r

(
ε
1
2 δεqε
Gε1Gε

)
Gε1Gε

]
.

(2.90)

By the assumption on the collision kernel, we have

∫
b(ω, v1 − v) dω ≤ Cb(1 + |v1|2)β(1 + |v|2)β . (2.91)
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Then

1

δε

∫ T

0

∫∫∫∫
σ

Nε

∣∣∣∣1− 1

Nε1

∣∣∣∣ |qε|M1Mb dωdv1dvdxdt

≤ 1

ασ

33

2
Cb

∫ T

0

∫∫∫∫
g2
ε1

Nε1

r?(
ασ

3
)σβ1σ

βM1Mbdωdv1dvdxdt+
4γ

α
C in .

(2.92)

Interpolating between the entropy estimates in Corollary 2.2.1(ii) and Proposition

2.2.3, we get ∫∫
σβ1M1g

2
ε1

Nε1

dv1dx = O(| log(δε)|β) (2.93)

in L∞(dt), while∫
(1 + |v|2)βr?(

ασ

3
)M dv is uniformly bounded inx . (2.94)

Hence we got the lemma by optimizing over α and multiplying the result by δε.

Lemma 2.5.2 Let β, δε, ε
1
2 , gε and Nε be as in Theorem 2.5.1. Then

σ
δεgε1
Nε1Nε

qεM1M = O(δε| log(δε)|β/2) in L1
loc(dt;L

1(bdωdv1dvdx)) as ε→ 0.

Proof. Set

y =
1

9

δεσ
′|g′ε1||g

′
ε|

N ′ε1N
′
εNε1Nε

(2.95)

in Young’s inequality (2.86). Then apply the superquadratic property with

λ =
1

3

ε
1
2 δ2
ε |g′ε1||g

′
ε|

γN ′ε1N
′
εNε1Nε

and p =
σ′α

3
. (2.96)

Note that λ ≤ 1 whenever ε
1
2 ≤ 4

27
σ.

Therefore

1

9

δεσ
′|g′ε1 ||g

′
ε|

N ′ε1N
′
εNε1Nε

|qε|

≤ 1

α

[
1

32γ

δ2
ε g
′2
ε1
g′2ε

(N ′ε1N
′
εNε1Nε)2

r?(
ασ′

3
)Gε1Gε +

σ

εδ2
ε

r

(
ε
1
2 δεgε
Gε1Gε

)
Gε1Gε

]

≤ 92

82ασ

g′2ε1
Nε1

r?(
ασ

3
) +

4γ

αεδ2
ε

1

4
r

(
εδεgε
Gε1Gε

)
Gε1Gε .

(2.97)

65



Multiplying the inequality by M1M and integrating both sides with respect to

bdωdv1dvdxdt, we get

1

9

∫ T

0

∫∫∫∫
δεσ
′|q′ε1||q

′
ε|

N ′ε1N
′
εNε1Nε

|qε|M1Mb dωdv1dvdxdt

≤ 35

27ασ
C0

∫ T

0

∫∫∫
(1 + |v′1|2)β(1 + |v′|2)βg′βε1

N ′ε1
r?(

ασ′

3
)M1Mb dωdv1dvdxdt+

4γ

α
C in.

(2.98)

The first term of the right hand side is bounded because

∫
(1 + |v|2)βr?(

ασ

3
)M dv is uniformly bounded inx ,

and ∫∫∫
(1 + |v1|2)βg2

ε

Nε1

dv1dxdt = O(| log(δε)|β) .

We then get Lemma 2.5.2 by optimizing over α and multiplying the result by δε.

Lemma 2.5.3 Let β, δε, ε
1
2 , gε and Nε be as in Theorem 2.5.1. Then

(σ + σ1)
qε

2

N ′ε1N
′
εNε1Nε

M1M = O(| log(ε
1
2 δε)|) inL1

loc(dt;L
1(bdωdv1dvdx)) as ε→ 0.

Proof. The argument is similar to Proposition 2.2.3. Notice that h and r satisfy

the elementary inequality

h(z) ≤ r(z) for every z > −1 , (2.99)

the dissipation control (2.85) implies that

1

εδ2
ε

∫ t

0

∫∫∫∫
SD−1×RD×RD×RD

h
( qε
Gε1Gε

ε
1
2 δε
)
Gε1GεbM1M dωdv1dvdxds ≤ 4C in .

(2.100)
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Applying the argument in the proof of Proposition 3.3 of [5], we get the Young-type

inequality

Λ(ε
1
2 δε)

α

8
(σ+ σ1)

1

εδ2
ε

s

(
ε
1
2 δεqε
Gε1Gε

)
≤ 1

εδ2
ε

h

(
ε
1
2 δεqε
Gε1Gε

)
+C exp

(α
3

(σ + σ1)
)
, (2.101)

where C is a positive constant, s(z) is defined by

s(z) =
1
2
z2

1 + 1
3
z
, (2.102)

and 0 < Λ(y) < 1 is defined implicitly for every y ∈ (0, 1) by

1− Λ log(Λ)− (1− Λ) log(1− Λ) + Λ log(y) = 0 . (2.103)

After some asymptotic analysis, it follows from this definition that

1

Λ(y)
= O(| log(y)|) as y → 0 . (2.104)

Let T ∈ [0,∞) and integrate both sides of the inequality (2.101) over the set SD−1×

RD × RD × RD × [0, T ] with respect to the measure

Gε1M1

Nε1

GεM
Nε

b dωdv1dvdxdt .

By using the bound (2.91), the fact∫∫∫
(1 + |v|2)β exp(

ασ

3
)(1 + |v1|2)β exp(

ασ1

3
)M1M dv1dvdx < ∞ ,

and (2.104), one obtains∫ T

0

∫∫∫∫
(σ+σ1)

q2
ε

Gε1Gε +G′ε1G
′
ε

M1M
Nε1Nε

b dωdv1dvdxdt = O(| log(ε
1
2 δε)|) (2.105)

as ε→ 0. Using the symmetric property of the collision integrand and the elementary

inequality

Gε1Gε +G′ε1G
′
ε ≤ 32(Nε1Nε +N ′ε1N

′
ε) ,

67



we see that the left-hand side of (2.105) satisfies

2

∫ T

0

∫∫∫∫
(σ + σ1)

q2
ε

Gε1Gε +G′ε1G
′
ε

M1M
Nε1Nε

b dωdv1dvdxdt

=

∫ T

0

∫∫∫∫
(σ + σ1)

q2
ε

Gε1Gε +G′ε1G
′
ε

(
1

Nε1Nε

+
1

N ′ε1N
′
ε

)
M1Mb dωdv1dvdxdt

=

∫ T

0

∫∫∫∫
(σ + σ1)

q2
ε

Gε1Gε +G′ε1G
′
ε

N ′ε1N
′
ε +Nε1Nε

Nε1NεN ′ε1N
′
ε

M1Mb dωdv1dvdxdt

≥ 1

32

∫ T

0

∫∫∫∫
(σ + σ1)

q2
ε

Nε1NεN ′ε1N
′
ε

M1Mb dωdv1dvdxdt .

The estimates then follows from (2.105).
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Chapter 3: Acoustic Limit and Compressible Navier-Stokes Approx-

imation of the Boltzmann Equation: Formal Scalings and

Derivations

This chapter lays the groundwork for the next by presenting formal derivation

of the acoustic limit and the compressible Navier-Stokes Approximation of the Boltz-

mann equation scaling around a unit Maxwellian M(1,0,1) on spatial domain TD. It

follows Jiang’s presentation in [34]. We first use moment-based methods [4–6] to

formally derive the acoustic approximation to the Boltzmann equation (cf. Chapter

1, (1.40) ) scaled around the unit global Maxwellian. Next, we refine the approxima-

tion for the Boltzmann equation, and formally derive the weakly compressible Navier

Stokes system (cf. Chapter 1, (1.14)) by asymptotic expansion and averaging [49].

In Section 3.1, we present moment-based formal derivations of the acoustic

system from the Boltzmann equation.

In Section 3.2, we state the formal derivations of the weakly nonlinear hydro-

dynamic limits for the general initial data, i.e., the initial data not necessarily satisfy

the incompressibility and Boussenesq relations. It is observed that there exists a fast

time scale (the fast acoustic waves), and a slow time scale (the incompressible mode).

Averaging method is used to formally derive that asymptotically, the fluid behavior
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of the Boltzmann equation is governed by linear or weakly nonlinear models, such

as weakly compressible Stokes and weakly compressible Navier-Stokes system. The

projections of these weakly nonlinear fluid systems on the slow modes are consistent

with the formal limits results with well-prepared initial data. When the initial data

are not well-prepared, averaging method is used to describe the propagagtions of

the fast waves. Section 3.2 mostly follows Jiang’s presentation in [34].

The weakly compressible Stokes (linearized weakly compressible Navier-Stokes)

system and weakly nonlinear Navier-Stokes system can be formally derived from the

Boltzmann equation through a scaling in which the density F is close to the unit

global Maxwellian M . Specifically, we consider families of solutions parametrized by

the Knudsen number ε (Knudsen number characterized the ratio of mean free path

and macroscopic length scales, so a small Knudsen number indicates fluid dynamics

regime) that have the form (1.40)

∂tFε + v · ∇xFε =
1

ε
B(Fε, Fε) , Fε

∣∣
t=0

= F in
ε , (3.1)

around the unit Maxwellian, homogeneous in space and time:

M(v) =
1

(2π)
D
2

exp(−1

2
|v|2) . (3.2)

We introduce relative densities Gε, defined by Fε = MGε. Recasting the

initial-value problem (3.1) yields (1.41):

∂tGε + v · ∇xGε =
1

ε
Q(Gε, Gε) , Gε

∣∣
t=0

= Gin
ε , (3.3)

where the collision operator is given by Chapter 1, (1.42):

Q(G,G) =

∫∫
SD−1×RD

(G′1G
′ −G1G)b(ω, v1 − v)M1 dωdv1. (3.4)
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Here G′1, G
′, G1 and M1 = M(v1) follow the same notation in (1.20). We assume

formally that the fluctuations gin
ε and gε are bounded while δε > 0 satisfies

δε → 0 as ε→ 0 . (3.5)

We also assume the normalizations of the collision kernel b

∫∫∫
SD−1×RD×RD

b(ω, v1 − v)dωM1dv1Mdv = 1 , (3.6)

the measures on SD−1,RD,TD

∫
SD−1

dω = 1,

∫
RD

Mdv = 1,

∫
TD

dx = 1 , (3.7)

and of the initial data

∫∫
RD×TD

Gin
ε Mdvdx = 1,

∫∫
RD×TD

vGin
ε Mdvdx = 0,

∫∫
RD×TD

1
2
|v|2Gin

ε Mdvdx = D
2
.

(3.8)

In these derivations we assume that gε converges formally to g, where the limiting

function g is in L∞(dt;L2(Mdvdx)), and that all formally small terms vanish.

3.1 Acoustic Limit

Before we formally derive the weakly compressible Stokes system and weakly

nonlinear Navier-Stokes system, we derive the acoustic system. All the results in

this section belong to Bardos-Golse-Levermore [6, 24]. The acoustic system is the

linearization about the homogeneous state of the compressible Euler system. After
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a suitable choice of units, the fluid fluctuations (ρ, u, θ) satisfy

∂tρ+∇x · u = 0, ρ(0, x) = ρin(x) ,

∂tu+∇x(ρ+ θ) = 0, u(0, x) = uin(x) ,

D
2
∂tθ +∇x · u = 0, θ(0, x) = θin(x) .

(3.9)

In 3.1.1, we give the formal derivation of acoustic system. We study some further

properties of the acoustic operator in 3.1.2, as it will be useful in the derivation of

weakly compressible approximations.

3.1.1 Formal derivation of the Acoustic Limit

We consider a family of formal solutions Gε to the scaled Boltzmann initial-

value problem

∂tGε + v · ∇xGε =
1

ε
Q(Gε, Gε), Gε(0, x, v) = Gin

ε (x, v) . (3.10)

Gε satisfies local conservation laws of mass, momentum, and energy:

∂t

∫
GεMdv +∇x ·

∫
vGεM dv = 0,

∂t

∫
vGεMdv +∇x ·

∫
v ⊗ vGεM dv = 0,

∂t

∫
1

2
|v|2GεMdv +∇x ·

∫
v

1

2
|v|2GεM dv = 0.

(3.11)

We now consider the fluctuations gε, defined by

Gε = 1 + δεgε, (3.12)

where the fluctuations gin
ε and gε are bounded while δε > 0 satisfies

δε → 0 as ε→ 0. (3.13)
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In this formal derivation we assume that gε converges formally to g. The goal is to

find the limiting function g.

The first step is to determine the form of the limiting function g. Observe that by

(3.3) the fluctuations gε satisfy

∂tgε + v · ∇xgε +
1

ε
Lgε =

δε
ε
Q(gε, gε), (3.14)

where the linearized collision operator L is formally defined by

Lgε =

∫∫
SD−1×RD

(gε + gε1 − g′ε − g′ε1)b(v1 − v)M1dωdv1. (3.15)

Assuming δε → 0 and multiplying both sides by ε, one finds that L g = 0. The

null space of L is given by Null(L) = Span{1, v1, ..., vD, |v|2} according to Theorem

(1.2.1). We conclude that g has the form of an infinitesimal Maxwellian, namely,

g = ρ(t, x) + u(t, x) · v + 1
2
(|v|2 −D)θ(t, x). (3.16)

The second step shows that the evolution of (ρ, u, θ) is governed by the acoustic

system. Observe that the fluctuations gε satisfy the local conservation laws

(i) ∂t〈gε〉+∇x · 〈v gε〉 = 0 ,

(ii) ∂t〈v gε〉 +∇x · 〈v ⊗ v gε〉 = 0 ,

(iii) ∂t〈(1
2
|v|2 − D

2
)gε〉+∇x · 〈v(1

2
|v|2 − D

2
)gε〉 = 0 ,

(3.17)

and gε → g formally, we have

(i) ∂t〈g〉+∇x · 〈v g〉 = 0 ,

(ii) ∂t〈v g〉 +∇x · 〈v ⊗ v g〉 = 0 ,

(iii) ∂t〈(1
2
|v|2 − D

2
)g〉+∇x · 〈v(1

2
|v|2 − D

2
)g〉 = 0 ,

(3.18)
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here we use the angle-bracket notation

〈h〉 =

∫
TD

h(v)Mdv . (3.19)

Recall that

A(v) = v ⊗ v − 1
D
|v|2I, B(v) = 1

2
|v|2v − D+2

2
v , (3.20)

the local conservation laws are recast as

∂tρ+∇x · u = 0 ,

∂tu+∇x(ρ+ θ) +∇x · 〈A(v)g〉 = 0 ,

D
2
∂tθ +∇x · u+∇x · 〈B(v)g〉 = 0 .

(3.21)

Since A(v) ⊥ Null(L), B(v) ⊥ Null(L) and g ∈ Null(L), we have

〈A(v)g〉 = 0, 〈B(v)g〉 = 0 , (3.22)

then we obtain the acoustic system

∂tρ+∇x · u = 0 ,

∂tu+∇x(ρ+ θ) = 0 ,

D
2
∂tθ +∇x · u = 0 .

(3.23)

We denote the fluid moments by U :

U : =


ρ

u

θ

 (3.24)

and (3.23) becomes

∂tU +AU = 0 , (3.25)
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where

AU :=


∇x · u

∇x(ρ+ θ)

∇x · u

 (3.26)

is called the acoustic operator. Note that solutions of the acoustic system (3.23)

satisfy

∂t(
1
2
ρ2 + 1

2
|u|2 + D

4
θ2) +∇x · ((ρ+ θ)u) = 0 . (3.27)

For periodic domain TD = RD/ZD, we have

d

dt

∫
(1

2
ρ2 + 1

2
|u|2 + D

4
θ2) dx = 0 , (3.28)

which shows solutions of the acoustic system do not decay like solutions of the

linearized Boltzmann equation. Equally problematic is the fact that the acoustic

system has a large class of nontrivial stationary solutions while the linear Boltzmann

equation does not. Specifically, (ρ, u, θ) is a stationary solution of the acoustic

system if and only if

∇x · u = 0 , ∇x(ρ+ θ) = 0 . (3.29)

On the other hand, g is a stationary solution of the linearized Boltzmann equation

over RD × RD if and only if

g = ρ+ v · u+ (1
2
|v|2 − D

2
)θ + v · Ωx , (3.30)

where (ρ, u, θ,Ω) ∈ R× RD × R× RD×D with ΩT = −Ω .
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3.1.2 Properties of the Acoustic Operator

Because the operator A is the linearization of the compressible Euler system

about a constant state, the only dynamics associated with it is that of sound waves.

It is thereby called the acoustic operator. Solutions of the weakly compressible

Navier-Stokes system can be decomposed into a so-called incompressible component

that lies in Null(A), and an acoustic component that lies in Range(A). We char-

acterize the spectral decomposition of A in this subsection. For convenience, part

of the calculation will be carried out in the Fourier space. First, note the Fourier

transform of the acoustic operator is iÂ, where

Â :=


0 ξT 0

ξ 0 ξ

0 2
D
ξT 0

 . (3.31)

Â has a symmetrizer; in fact, HÂ is a symmetric matrix, with

H :=

ID+1×D+1 0

0 D
2

 . (3.32)

Hence, we may define the inner product (U1, U2) between U1 = (ρ1, u1, θ1)T and

U2 = (ρ2, u2, θ2)T as:

(U1, U2) :=

∫
TD

ρρ1 + uu1 + D
2
θθ1 dx . (3.33)

So the operator A is skew-adjoint in the Hilbert space

H =

{
Ṽ ∈ L2(dx;RD+2) :

∫
TD

Ṽ dx = 0

}
(3.34)
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equipped with the inner product (3.33). It was shown in [35] that (3.33) is a natural

inner product implied by the entropy structure.

BecauseA is skew-adjoint in its domain–the Hilbert space H, it follows that Range(A) =

Null(A)⊥, where Null(A)⊥ is the orthogonal complement of Null(A) with respect to

the natural inner product given by (3.33).

It is clear from (3.26) that the range and null space of A are given by

Range(A) =




β

∇xφ

β

 : β ∈ L2
0(dx;R), φ ∈ H1(dx;R)


,

Null(A) =




γ

ω

−γ

 : γ ∈ L2
0(dx;R), ω ∈ L2

0(dx;RD),∇x · ω = 0


,

(3.35)

where L2
0(dx) denotes L2 functions with mean zero.

The spectral decomposition of A can be characterized in terms of eigenvectors of Â .

We observe that Â has D+ 2 independent eigenvectors; moreover, they are orthog-

onal under the inner product (3.33). More specifically, for ξ 6= 0, the eigenvalues
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and their corresponding eigenvectors are

λ(1) =
√

1 + 2
D
||ξ||, φ(1) =

1√
2D+2

D


1√

1 + 2
D

ξ
||ξ||

2
D



λ(2) = −
√

1 + 2
D
||ξ||, φ(2) =

1√
2D+2

D


1

−
√

1 + 2
D

ξ
||ξ||

2
D


λ(a) = 0 , for a = {3, ...,D + 2}, andφ(a) are D-dimensional basis of solutions to

ξ · y = 0, x+ z = 0.

(3.36)

Here (x, yT , z) denotes an eigenvector, where x, z ∈ R, y ∈ RD. In particular, we

may choose

φ(3) =
1√

1 + D
2


1

0

−1

 , φ(a) =


0

y

0

 for a = {4, ...D+2},where ξ·y = 0, ||y||RD = 1 .

(3.37)

Note that for the D− 1 independent solutions to ξ · y, we could always make them

orthogonal under the regular inner product on RD. It’s straightforward to check

that φ(a), a ∈ {1, ...D + 2} are orthonormal under the new inner product defined

in (3.33). Note also that φ(1), φ(2) span Range(Â), and φ(k), k = 3, ..., D + 2 span

Null(Â).

Every U ∈ H has the unique decomposition

U = PU + P⊥U , (3.38)
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where P and P⊥ are projections onto Null(A) and Null(A)⊥ with

P : H −→ Null(A), P⊥ : H −→ Range(A) = Null(A)⊥ , (3.39)

defined by

P


ρ

u

θ

 =


2

D+2
ρ− D

D+2
θ

Πu

− 2
D+2

ρ+ D
D+2

θ

 P⊥


ρ

u

θ

 =


D
D+2

(ρ+ θ)

(I − Π)u

2
D+2

(ρ+ θ)

 , (3.40)

where Π is the usual Leray projection onto the space of divergence-free vector fields

defined by

Π = I −∇x∆−1∇x · . (3.41)

We define that

ϑ = − 2
D+2

ρ+ D
D+2

θ, w = Πu , (3.42)

and

π = D
D+2

(ρ+ θ), v = (I − Π)u . (3.43)

Then we have the following orthogonal decomposition: for every U ∈ H,

U = PU + P⊥U =


−ϑ

w

ϑ

+


π

v

2
D
π

 . (3.44)

P̂U(ξ) can be represented by φ(k), k = 3, ..., D + 2:

P̂U(ξ) =
∑

k=3,...,D+2

(U, φ(k))φ(k) :=
∑

k=3,...,D+2

U (k)φ(k) , (3.45)

and P̂⊥U can be represented by φ(1), φ(2):

P̂⊥U(ξ) =
∑
k=1,2

(U, φ(k))φ(k) :=
∑
k=1,2

U (k)φ(k) . (3.46)
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We denote the coefficient of φ(k) in the above representation as

U (k) = (U, φ(k)) . (3.47)

3.2 Formal Derivation of the Weakly Compressible Navier-Stokes

System

A natural question to ask is whether one can refine the acoustic approxima-

tions. It is clear that the time scale at which the acoustic system is derived is

not long enough to see the evolution of these solutions. By considering the Boltz-

mann equation over a longer time scale, one can give formal derivations of these

incompressible fluid dynamics, depending on the limiting behavior of the ratio δε
ε

as

ε→ 0.

In this section, we state the formal derivations of the weakly nonlinear hy-

drodynamic limits for the general initial data (Jiang [34]), i.e., the initial data are

not necessary to satisfy the incompressibility (∇x · u = 0) and Boussenesq relations

(∇x(ρ + θ) = 0). We refer readers to [4, 5, 24] for the derivations of the incom-

pressible fluid models with well-prepared initial data. In the case of general initial

data, the fast acoustic waves occur. Averaging method is used to formally derive

that asymptotically, the fluid behavior of the Boltzmann equation is governed by

linear or weakly nonlinear models, such as weakly compressible Stokes and weakly

compressible Navier-Stokes system. The projections of these weakly nonlinear fluids

systems on the incompressible modes are incompressible Stokes and Navier-Stokes

systems, which are consistent with the formal limits results before. The approach
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in this section is slightly different than that of [34]. We introduce a fast time scale t

and a slow time scale τ = εt. We then use Hilbert expansion [30] to get systematic

expansion of

∂tgε + v · ∇xgε +
1

ε
Lgε = Q(gε, gε), (3.48)

with two time scales.

After taking fluid moments at the leading order, it turns out that the projection

of fluid fluctuations on the incompressible mode (Null(A)) can be decoupled from

the acoustic mode (Range(A) = Null(A)⊥). We then average over the fast time to

get propagation of the fast acoustic waves.

Throughout the section, we set δε = ε unless otherwise noted. Under this

assumption we get the weakly compressible Navier-Stokes approximation. It will be

clear in the derivation that if

δε
ε
→ 0, (3.49)

then all the nonlinear terms will vanish, and thus weakly compressible Stokes ap-

proximation is derived. For this reason, we will not give a separate description of

the weakly compressible Stokes derivation.

3.2.1 Asymptotic Expansion

Hilbert’s expansion is historically the older and goes back to Hilbert’s funda-

mental paper [30] on the kinetic theory of gases. Writing the fluctuations of the

scaled Boltzmann equation as formal power series in ε

gε(t, x, v) =
∑
n≥0

εngn(t, x, v), (3.50)
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the leading order approximation g0 is expected to be the limiting hydrodynamic dis-

tribution function, while the successive corrections gn account for the finite Knudsen

effects. Note that there are two time scales in (3.48), so we introduce a slow time

τ = εt additionally, i.e. recast gn(t, x, v) as gn(t, τ, x, v) . Therefore

∂t → ∂t + ε∂τ (3.51)

in the scaled Boltzmann equation (3.48). These coefficients gn are found by plugging

ansatz (3.50) in the scaled equation (3.48), and balancing the resulting coefficients

of the successive powers of ε on each side of (3.48):

Order ε−1:

L(g0) = 0 , (3.52)

Order ε0:

∂tg0 + v · ∇xg0 + Lg1 = Q(g0, g0) , (3.53)

Order ε:

∂tg1 + ∂τg0 + v · g1 + Lg2 = Q(g0, g1) , (3.54)

..........................

Order εn:

∂tgn + v · ∇xgn + L(gn+1) =
∑
i+j=n

1≤i,j≤n

Q(gi, gj) . (3.55)

Solving for equation at order ε−1, we get the leading order term is of the form of a

infinitesimal Maxwellian:

g0 = ρ0 + v · u0 + (1
2
|v|2 − D

2
)θ0. (3.56)

82



To determine the coefficients ρ0, u0 and θ0, we go to the next order

∂tg0 + v · ∇xg0 + Lg1 = Q(g0, g0) . (3.57)

Note that L satisfies the Fredholm alternative (Chapter 2), the compatibility con-

dition at order 0 is therefore

∂tg0 + v · ∇xg0 −Q(g0, g0) ⊥ Null(L) , (3.58)

For each f ∈ Null(L), we have

Q(f, f) = 1
2
L(f 2) . (3.59)

To prove the above identity, we take the second derivative of the relation

B(M(ρ,u,θ),M(ρ,u,θ)) = 0 (3.60)

with respect to the parameters ρ, u, θ and evaluate it at (1, 0, 1). See [4] for a

complete argument. Taking fluid moments at order 0 and let

U0 :=


ρ0

u0

θ0

 , (3.61)

we then have

∂tU0 +AU0 = 0 , (3.62)

where i.e. ρ0, u0, θ0 satisfies the acoustic system (3.23). We write the solution of the

acoustic system as

U0 = e−tAVτ (τ) . (3.63)
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To find Vτ we go to higher orders. The compatibility condition at order 1 is:

∂tg1 + ∂τg0 + v · ∇xg1 − 2Q(g0, g1) ⊥ Null(L) , (3.64)

i.e.

∂t〈g1〉+ ∂τ 〈g0〉+∇x · 〈vg1〉 = 0 ,

∂t〈vg1〉+ ∂τ 〈vg0〉+∇x · 〈v ⊗ vg1〉 = 0 ,

∂t〈(
1

2
|v|2 − D

2
)g1〉+ ∂τ 〈(

1

2
|v|2 − D

2
)g0〉+∇x · 〈v(

1

2
|v|2 − D

2
)g1〉 = 0 .

(3.65)

Let

U1 :=


ρ1

u1

θ1

 :=


〈g1〉

〈vg1〉

2
D
〈(1

2
|v|2 − D

2
)g1〉

 , (3.66)

then (3.65) are recast as

∂tρ1 + ∂τρ0 +∇x · u1 = 0 ,

∂tu1 + ∂τu0 +∇x(ρ1 + θ1) +∇x · 〈A(v)g1〉 = 0 ,

D
2
∂tθ1 + D

2
∂τθ0 +∇x · u1 +∇x · 〈B(v)g1〉 = 0 .

(3.67)

By (3.53) and (3.105), we have

g1 = Pg1 + L−1(L(g2
0)− (∂t + v · ∇x)g0)

= Pg1 + P⊥(g2
0)− L−1(v · ∇xg0) ,

(3.68)

where Pg1 is the orthogonal projection of g1 onto Null(L):

Pg = 〈g〉+ v · 〈vg〉+ 2
D

(1
2
|v|2 − 2

D
)〈(1

2
|v|2 − D

2
)g〉 . (3.69)

We showed in Chapter 2 there exists Â(v), B̂(v) ∈ Null(L)⊥ such that

LÂ = A , LB̂ = B . (3.70)
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and two scalar functions a and b such that

Â(v) = a(|v|)A(v), B̂(v) = b(v)B(v) . (3.71)

Applying the self-adjoint property of the linearized collision operator L, the terms

〈A(v)g1〉, 〈B(v)g1〉 in (3.67) are

〈A(v)g1〉 = 〈A(v)P⊥(g2
0)〉 − 〈Â(v)(v · ∇xg0)〉,

〈B(v)g1〉 = 〈B(v)P⊥(g2
0)〉 − 〈B̂(v)(v · ∇xg0)〉 ,

(3.72)

The terms 〈A(v)P⊥(g2
0)〉, 〈B(v)P⊥(g2

0)〉, 〈Â(v)(v ·∇xg0)〉, 〈B̂(v)(v ·∇xg0)〉 can be cal-

culated explicitly, as shown in the following lemmas:

Lemma 3.2.1

〈Â(v)v · ∇xg0〉 = µ(∇xu0 +∇xuT0 − 2
D
∇x · u0) ,

〈B̂(v)v · ∇xg0〉 = κ∇xθ0 ,

(3.73)

where

µ = 1
(D−1)(D+2)

〈A : Â〉 , κ = 2
D(D+2)

〈B · B̂〉 . (3.74)

Proof: After simple calculations, we obtain

v · ∇x(Pg0) =A(v) : ∇xu0 +B(v) · ∇xθ0

+ v · ∇x(ρ0 + θ0) + 1
D
|v|2∇x · u0 .

(3.75)

Let ξ(v) denote A(v) or B(v), then ξ̂(v) ∈ Null(L)⊥. Thus the inner product of

ξ̂(v) with the last two terms in (3.75) vanish because they are in the null space of

L. Then

〈ξ̂(v)v · ∇xPg0〉 = 〈ξ̂A〉 : ∇xu0 + 〈ξ̂B〉 · ∇xθ0 . (3.76)
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Notice that Â(v) is even in v and B̂(v) is odd in v, we obtain

〈ÂB〉 = 0, 〈B̂A〉 = 0 . (3.77)

Thus

〈Â(v)v · ∇xPg0〉 = 〈Â⊗A〉 : ∇xu0 , (3.78)

and

〈B̂(v)v · ∇xPg0〉 = 〈B̂ ⊗B〉 · ∇xθ0 . (3.79)

To finish the proof of Lemma (3.2.1), we state the following lemma which was proved

in [5] (Lemma 4.4) .

Lemma 3.2.2

〈Âij, Akl〉 = µ(δikδjl + δilδjk − 2
D
δijδkl),

〈B̂i, Bj〉 = κδij ,

(3.80)

Applying Lemma (3.2.2) to (3.78) and (3.79), we finish the proof of Lemma (3.2.1).

The derivation of the convection terms which are stated in the following lemma are

more difficult.

Lemma 3.2.3

〈A(v)P⊥(g2
0)〉 = u0 ⊗ uo − 1

D
|u0|2I ,

〈B(v)P⊥(g2
0)〉 = D+2

2
u0θ0 .

(3.81)

g0 is given by

g2
0 = ρ2

0 + 2ρ0u0 · v + 2ρ0θ0(1
2
|v|2 D

2
) + θ2

0(D
2
|v|2 + D2

4
)

+ (u0 · v)2 + θ2
0(1

4
|v|4) + θ0u0 · v(|v|2 −D) .

(3.82)
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The first four terms above are in the null space of L, so their inner products with

either A or B vanish. Furthermore, the last term is odd in v, and A(v) is even in v,

so their inner product is zero. Thus

〈Aij(v)(g0)2〉 = 〈Aij(v)(u0 · v)2〉+ 1
4
〈|v|4Aij(v)〉θ2

0 . (3.83)

For a fixed pair (i, j), if i 6= j,

〈Aij(v)(u · v)2〉 = 2〈v2
i v

2
j 〉uiuj = 2(u⊗ u)ij . (3.84)

If i = j,

〈v2
i (u · v)2〉 = 〈v4

i 〉|ui|2 +
∑

j 6= i〈v2
i v

2
j 〉|uj|2

= 3|u2
i |+

∑
j 6= i|uj|2 = |u|2 + 2|ui|2 .

(3.85)

Thus

〈Aij(v)(u · v)2〉 = 〈v2
i (u · v)2〉 − 1

D
〈|v|2(u · v)2〉

= |u|2 + 2|ui|2 − 1
D

D∑
j=1

〈v2
j (u · v)2〉

= |u|2 + 2|ui|2 − 1
D

(D|u|2 + 2|u|2) = 2(1− 1
D

)|u|2 .

(3.86)

Then we proved

1
2
〈Aij(v)(u0 · v)2〉 = (u0 ⊗ u0)ij − 1

D
|u0|2δij . (3.87)

Observe that

〈1
4
|v|4Aij(v)〉 = 1

4
〈vivj|v|4〉 − 1

4D
〈|v|6〉δij . (3.88)

If i 6= j, then 〈vivj|v|4〉 = 0, so 1
4
|v|4Aij(v)〉 = 0.

If i = j, then 1
4
〈v2
i |v|4〉 = 1

4D
〈|v|6〉, we also obtain 〈1

4
|v|4Aij(v)〉 = 0. Combine with
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(3.83), we proved the first identity in (3.81). Notice that B(v) is in Null⊥(L) and is

odd in v, after taking inner product with (3.82), what is left is

〈Bi(v)(g0)2〉 = 〈Bi(v)vj(|v|2 −D)〉u0jθ0 . (3.89)

The coefficient 〈Bi(v)vj(|v|2 −D)〉 is

〈Bi(v)vj(|v|2 −D)〉 = 1
2
〈vivj|v|4〉 − (D + 1)〈vivj|v|2〉+ D(D+2)

2
δij . (3.90)

After some simple calculations, we get

1
2
〈vivj|v|4〉 = 1

2
[15 + (D− 1)(D + 7)]δij ,

(D + 1)〈vivj|v|2〉 = (D + 1)(D + 2)δij .

(3.91)

Then

1
2
〈Bi(v)vj(|v|2 −D)〉 = D+2

2
. (3.92)

Thus we proved the second identity in (3.81).

Combining the above lemmas, the compatability condition (3.65) has the form of

∂tU1 + ∂τU0 +AU1 +N (U0, U0) = DU0 , (3.93)

in which the linear term D(U) is (1.16):

DU = D


ρ

u

θ

 =


0

µ∇x · σ(u)

κ 2
D
∇x · ∇xθ

 , (3.94)

where σ(u) = ∇xu+ (∇xu)T − 2
D
∇x · uI and the quadratic term N (U,U) is (1.17):

N (U,U) =


0

∇x · (u⊗ u)− 1
D
∇x|u|2I

D+2
D
∇x · (uθ)

 . (3.95)
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The linear operator A is skew-symmetric under the inner product

〈U, V 〉 =

∫
Ω

(ρρ̃+ u · ũ+ D
2
θθ̃)dx (3.96)

for U = (ρ, u, θ) and V = (ρ̃, ũ, θ̃), i.e.,

〈AU, V 〉 = −〈U,AV 〉. (3.97)

Then the semi-group etA preserves the norm defined by this inner product, i.e.,

||etAU || = ||U || , (3.98)

where ||U || = 〈U,U〉.

Applying the semi-group etAU to the identity (3.93), we obtain

∂t(e
tAU1) + ∂τVτ + etAN (e−tAVτ , e

−tAVτ ) = etADe−tAVτ . (3.99)

here we use the identity (3.63): U0 = e−tAVτ .

We now introduce some basic properties of almost-periodic functions, which

were introduced by Bohr [7] in the case of complex functions and then extended to

Banach spaces by Bochner and others. We also refer to [1] for the case of almost

periodic functions in Banach spaces. A classic definition is given as follows:

Definition 3.2.1 Lef F ∈ C(R,B), where B is a Banach space. F is said to be

almost-periodic if and only if, given an ε > 0, there exists a length L such that each

interval of R of length L contains an almost-period p associated to ε, namely,

sup
τ∈R
||f(τ + p)− f(τ)||B ≤ ε . (3.100)

We then denote by AP (R,B) the set of all such functions F .
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We will use the following proposition in the sequel, which could have been

given as an equivalent definition:

Proposition 3.2.1 Let F ∈ C(R,B), F is almost-periodic if and only if it can be

approximated uniformly by trigonometric polynomials

∀α > 0,∃N, an ∈ B,wn ∈ R, 0 ≤ n ≤ N, suchthat∣∣∣∣∣
∣∣∣∣∣F −

N∑
n=0

ane
iwnτ

∣∣∣∣∣
∣∣∣∣∣
L∞(R,B)

≤ α.

(3.101)

The lemma stated below has a seen wide application in multiple time scales prob-

lems.

Lemma 3.2.4 Let F ∈ AP (R,B) with B = L∞([0, T ], Hs). Let τ = εt. Then

F (
τ

ε
, τ) ⇀ F̄ (τ) in weak-star sense in B, (3.102)

where

F̄ (τ) = lim
t→∞

1

t

∫ t

0

F (s, τ) ds . (3.103)

The existence of F̄ is a classical consequence of the definition and is called the mean

value of F (see [1]).

Applying the characterization of the almost-periodic function, see Proposition

(3.2.1), it is easy to see etADe−tAVτ and etAQ(e−tAVτ , e
−tAVτ ) are almost-periodic

in t.

Therefore, if we assume Vτ → U as ε→ 0, we obtain

lim
ε→0

e
τ
ε
ADe−

τ
ε
AVτ = D̄V ,

lim
ε→0

e
τ
ε
AN (e−

τ
ε
AVτ , e

− τ
ε
AVτ ) = N̄ (V, V ) .

(3.104)
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After time averaging of (3.105), we have

lim
T→∞

1

T

∫ T

0

{∂t(etAU1) + ∂τV + etAN (e−tAV, e−tAV )} dt

= lim
T→∞

1

T

∫ T

0

etADe−tAV dt .

(3.105)

Assuming U1 is bounded, and note that etA is norm-preserving, we have

lim
T→∞

1

T

∫ T

0

{∂t(etAU1)} dt = 0 , (3.106)

so (3.105) becomes

∂τV + N̄ (V, V ) = D̄V , (3.107)

where

D̄V := lim
T→∞

1

T

∫ T

0

etADe−tAV dt ,

N̄ (V, V ) := lim
T→∞

1

T

∫ T

0

etAN (e−tAV, e−tAV ) dt .

(3.108)

We now proceed to calculate D̄ and N̄ .

3.2.2 Averaged Dissipation Operator

We decompose D̄V = PV + P⊥V and calculate the projection of D̄ onto

Null(A) and Null(A)⊥. Recall that P̂V (ξ) can be represented by:

P̂V (ξ) =
∑

k=3,...,D+2

(V, φ(k))φ(k) :=
∑

k=3,...,D+2

Vkφ
(k) , (3.109)

where φ(k), k = 3, ..., D + 2 are eigenvectors of Â with eigenvalue 0 .

Let η be any eigenvector of A associated with the eigenvalue 0. The exponential

operator etA does not affect Null(A), i.e. etAη = η. The inner product of PD̄ with
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η is :

(D̄V, η) = lim
T→∞

1

T

∫ T

0

(De−tAV, e−tAη) dt

= lim
T→∞

1

T

∫ T

0

(De−tAV, η) dt

= lim
T→∞

1

T

∫ T

0

(De−tAPV, η) dt+ lim
T→∞

1

T

∫ T

0

(De−tAPV, η) dt

= lim
T→∞

1

T

∫ T

0

(PDPV, η) dt+ lim
T→∞

1

T

∫ T

0

(De−tAP⊥V, η) dt .

(3.110)

The first term is the resonant term which is independent of t, so it is not affected

by time averaging. The second term is non-resonant, which is filtered by time

averaging. The following Riemann-Lebesgue lemma, the proof of which can be

found in [?], guarantees that this second term vanishes. Thus we have

(D̄V, η) = (PDPV, η) . (3.111)

Lemma 3.2.5 In the time averaging, the oscillatory integral

lim
T→∞

1

T

∫ T

0

eisA(k)φ(s) dx (3.112)

for any integrable function φ(t) vanishes when A(k) 6= 0 . The only nonzero contri-

butions that survive the averaging process are the resonance A(k) = 0. Here A(k) is

any polynomial of k so that (3.112) is integrable.

Applying the above lemma, we deduce that the projection of the averaged

dissipation operator D̄ on Null(A) is

PD̄V = PDPV =


− 2
D+2

κ∆ϑ

µΠ∆Πu

2
D+2

κ∆ϑ

 , (3.113)
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where

ϑ = − 2
D+2

ρ+ D
D+2

θ , Π = I −∇x∆−1∇x · . (3.114)

The projection on Null(Â)⊥ is :

P̂⊥D̄V (ξ) =
∑
k=1,2

(D̄V, φ(k))φ(k) , (3.115)

where

(D̄V, φ(k)) = lim
T→∞

1

T

∫ T

0

(D̂e−iÂsV, e−iÂsφ(k))

= lim
T→∞

1

T

∫ T

0

(D̂
∑
l

e−iλlsVlφ
(l), e−iλksφ(k))

=
∑
l

lim
T→∞

1

T

∫ T

0

Vle
−is(λl−λk)(D̂φ(l), φ(k)) dx .

(3.116)

The Riemann-Lebesgue lemma imply that the integral above is nonzero only when

λk = λl, for k = 1, 2, this means k = l. Simple calculations show that

(D̂φ(k), φ(k)) = −µ̄|ξ|2 , (3.117)

where

µ̄ = [µD−1
D

+ κ 2
D(D+2)

] , (3.118)

so

(D̄V, φ(k)) = −µ̄|ξ|2Vk , (3.119)

and

P̂⊥D̄V (ξ) =
∑
k=1,2

(D̄V, φ(k))φ(k) = −
∑
k=1,2

µ̄|ξ|2Vkφ(k) , (3.120)

i.e.

P⊥D̄V = µ̄∆P⊥V . (3.121)
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Simple calculations shows that the averaged diffusion term is strictly dissipated, in

other words,

−(D̄V, V ) = −(PD̄V,PV )− (P⊥D̄V,P⊥V )

≥ || −
√

2
D+2

κ∇xϑ,
√
µ∇xw,

√
2

D+2
κ∇xϑ||2H + µ̄||P⊥U ||2H

≥ δ0||V ||2H ,

(3.122)

for some δ0 > 0. Furthermore, (D̄V, V ) = 0 if and only if V = 0.

Remark 3.2.1 The original dissipation operator D is only partially dissipative.

That is one of the difficulties for the equations of compressible model because the

equation of continuity is just a transport equation and does not have dissipation.

According to the derivation, after taking time averaging, the diffusion term in the

averaged system is strictly dissipative. This averaged dissipation operator appeared

in the work of Hoff and Zumbrun [31, 32]. They called it an “artificial viscosity”

term [31,32], applied to the isentropic gas without energy equation. So the averaged

system discussed in this chapter is a natural generalization of the Hoff-Zumbrun’s

so-called “effective artificial viscosity system”. Actually, one of the main motivation

of Hoff-Zumbrun’s consideration is to modify the dissipative operator so that it has

strict parabolicity.

3.2.3 Averaged Quadratic Operator

By a similar approach, we can compute N̄ (V, V ). We outline the calculation

and refer interested readers to [36].
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For any η ∈ Null(A),

(N̄ (V, V ), η) = lim
T→∞

1

T

∫ T

0

(N̄ (e−sAV, e−sAV ), η) ds

= lim
T→∞

1

T

∫ T

0

(I1 + I2 + I3, η) ds ,

(3.123)

where

I1 = N (PV,PV ),

I2 = N (PV, e−sAP⊥V ) +N (e−sAP⊥V,PV ) ,

I3 = N (e−sAP⊥V, e−sAP⊥V ) .

(3.124)

We claim that

lim
T→∞

1

T

∫ T

0

(I2, η) ds = 0 , lim
T→∞

1

T

∫ T

0

(I3, η) ds = 0 . (3.125)

Both can be proved using Riemann-Lebesgue lemma. Thus PN̄ (V, V ) = PN (PV,PV ).

A direct calculation yields

PN (PV,PV ) =


−w · ∇xϑ

w · ∇xw

w · ∇xϑ

 =


w · ∇x( 2

D+2
ρ− D

D+2
θ)

w · ∇xw

w · ∇x(− 2
D+2

)ρ+ D
D+2

θ

 . (3.126)

Now we take a look at the projection on the acoustic mode P⊥Q̄(V, V ). Let γk be

unit eigenvectors of A that span Null⊥(A), then

P⊥N̄ (V, V ) =
∑
k

(N̄ (V, V ), γk)γk

= lim
T→∞

1

T

∫ T

0

(I1 + I2 + I3, e
−sAγk)γk ds

= N2r(PV,P⊥V ) +N3r(P⊥V,P⊥V ) .

(3.127)

The term (I1, e
−sAγk) contains only nonresonant terms and will vanish under time

averaging. N2r and N3r denote the averaged quadratic operator over the two-wave
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and three-wave resonant sets respectively. Note that N2r depends on both the in-

compressible and acoustic modes, while N3r depends only on the acoustic modes.

For complete forms of N2r and N3r, see [36] .

Now we state a theorem on the formal derivation of the weakly nonlinear

approximation of the Boltzmann equation with the general initial data.

Theorem 3.2.1 (The Formal Weakly Compressible Approximation Theorem) Let

Gε be a family of distribution solutions to the scaled Boltzmann initial-value problem

(3.3) with initial data Gin
ε that satisfy the normalizations (3.6), (3.7), (3.8). Let

Gin
ε = 1 + δεg

in
ε and Gε = 1 + δεgε where δε → 0 as ε → 0, and the fluctuations gin

ε

and gε are bounded in L∞(dt;L2(Mdvdx)). Moreover:

1. Assume that in the sense of distributions the family gin
ε satisfies

lim
ε→0

(〈gin
ε 〉, 〈vgin

ε 〉, 〈( 1
D
|v|2 − 1)gin

ε 〉) (3.128)

for some (ρin, uin, θin) ∈ L2(dx;TD+2);

2. Assume that the local conservation laws (3.17) are also satisfied in the sense of

distributions for every gε;

3. For the family of the fluctuations gε, assume that

P⊥gε = (I − P)gε → 0, as ε→ 0 (3.129)

and the following moments with ξ̂ = Â or B̂

〈ξ̂(v)v · ∇xP⊥gε〉, 〈ξ̂(v)Q(P⊥gε,Pgε + P⊥gε)〉 (3.130)
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go to zero as ε→ 0; and

ε〈ξ̂∂tgε〉 → 0, as ε→ 0; (3.131)

Then the family of the moments

Uε = (〈gε〉, 〈vgε〉, 〈 1
D
|v|2gε〉) (3.132)

satisfy the asymptotics

Uε − PV − e−tA(P⊥V )→ 0, asε→ 0 , (3.133)

where PV and P⊥V satisfy the equations: 1. when δε
ε
→ 0, PV satisfies the incom-

pressible Stokes system

∇x · u = 0 ,

∇x(ρ+ θ) = 0 ,

∂tu+∇xp =µ∆xu,

D+2
2
∂tθ =κ∆xθ,

(3.134)

with initial data PU in; and PV satisfies the averaged equation

∂tP⊥V = µ̄∆xP⊥V ,

P⊥V (0, x) =P⊥U in(x);

(3.135)

with

µ = µD−1
D

+ κ 2
D(D+2)

. (3.136)
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2. when δε
ε
→ 1, PV satisfies the incompressible Navier-Stokes system

∇x · u = 0 ,

∇x(ρ+ θ) = 0 ,

∂tu+ u · ∇xu+∇xp =µ∆xu,

D+2
2

(∂tθ + u · ∇xθ) =κ∆xθ,

(3.137)

with initial data PU in; and P⊥U satisfies the averaged equation

∂tP⊥V +N2r(PV,P⊥V ) +N3r(P⊥V,P⊥V ) = µ̄∆xP⊥V ,

P⊥V (0, x) =P⊥U in(x) .

(3.138)

Remark 3.2.2 When the initial data are well-prepared, i.e., P⊥U in = 0, the above

theorem exactly matches with Bardos-Golse-Levermore’s theorem on the formal in-

compressible limits. For the Stokes dynamics, the averaged equation is completely

decoupled from the projection on the incompressible regime. For the Navier-Stokes

dynamics, the averaged equations are coupled with the corresponding incompressible

regime.
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Chapter 4: Linearized Compressible and Weakly Compressible Navier-

Stokes System

In this chapter, we showed the solutions of the linearized compressible com-

pressible Navier-Stokes system over TD

∂tρε +∇x · uε = 0 ,

∂tuε +∇x(ρε + θε) = ε∇x · µ
[
∇xuε + (∇xuε)T − 2

D
∇x · uεI

]
,

∂tθε + 2
D
∇x · uε = ε 2

D
∇x · (κ∇xθε) ,

(4.1)

and the weakly compressible linearized Navier-Stokes system

∂tρε +∇x · uε = ε
(
( 2

D+2
)2κ+ D

D+2
µ̄
)
ρε + ε D

D+2

(
µ̄− 2

D+2
κ
)
θε ,

∂tuε +∇x(ρε + θε) = εµ∆uε + ε(µ̄− µ)∇x∇x · uε ,

∂tθε + 2
D
∇x · uε = ε 2

D+2

(
− 2

D+2
κ+ µ̄

)
ρε + ε 2

D+2

(
D

D+2
κ+ µ̄

)
θε ,

(4.2)

approximates the fluid moments of the linearized Boltzmann equation

∂tgε + v · ∇xgε +
1

ε
Lgε = 0 (4.3)

in L2(TD) uniformly for t > 0. Recall that µ̄ in (4.2) is (cf. Chapter 3, (3.118))

µ̄ = [µD−1
D

+ κ 2
D(D+2)

] .

We denote the linearized compressible Navier-Stokes system (4.1) by

∂tUε +AUε = εDUε , (4.4)
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and the linearized weakly compressible Navier-Stokes system (4.2) by

∂tUε +AUε = εD̄Uε . (4.5)

The linearized Navier-Stokes system is not strictly dissipative. By arguments

in Kawashima [39], no nonconstant eigenfunction of A is in the null space of D,

so the averaged dissipation operator D̄ is strictly dissipative. We first consider a

special case of (4.1), in which the ratio of µ and κ is equal to a specific constant.

In this case, we can write the solution of (4.1) explicitly. We then compute the

decay rate of the solution of (4.1) and show the difference between the solution of

the linearized compressible Navier-Stokes system (4.4) and the linearized weakly

compressible Navier-Stokes system (4.5) is “small” and the estimate is uniform in

time. This argument can be generalized for all µ > 0 and κ > 0. Finally, we use

Chapman-Enskog expansion (cf. Chapter 1, Section 1.5) to show that if the initial

fluctuations gε of the linearized Boltzmann equation (4.3) is in the fluid regime,

then the moments of fluid fluctuations gε can be approximated by solutions of the

linearized compressible Navier-Stokes system, and the estimate is also uniform in

time.

Several works have been published in this direction, notably Ellis and Pin-

sky [17], who worked on whole space RD and showed the difference between the so-

lution of linearized Boltzmann equation and the weakly compressible Navier-Stokes

approximation is O(ε) for sufficiently smooth initial data. On the fluid regime,

Hoff and Zumbrun [31], [32] showed the Cauchy problem for compressible Navier-

Stokes on whole space is asymptotically given by the solution of weakly compressible
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Navier-Stokes. The domain we are working on is TD, so the gas is confined and we

expect to see dissipation instead of dispersion over the whole space (in which case

the acoustic waves will run away to infinity). Additionally, we treat a larger class of

collision kernel b (hard sphere and all the inverse power kernels) than [17], in which

only hard sphere case is considered.

4.1 Decay Estimate for the Linearized Compressible Navier-Stokes

System

In this section, we give the estimate of decay rate of Û(ξ, t) for all wave num-

bers: larger ξ (all roots are real for the corresponding characteristic polynomial of

Q) and smaller ξ (for which the characteristic polynomial has a conjugate pair of

roots). To start with, we discuss the structure of the linearized Navier-Stokes sys-

tem (4.1) in more details. As a first attempt, we resolve the velocity field u into the

sum of a solenoidal vector field ωε and ∇xφε, where φε is a scalar. In other words,

uε = ∇xφε + ωε,

∇x · uε = ∆φε,

∇x · ωε = 0 .

(4.6)

We now show that the the linearized Navier-Stokes system (4.1) can be decou-

pled under the above decomposition of velocity field.

In fact, the first and third equation of the linearized Navier-Stokes system

(4.1) immediately become

∂tρε + ∆φε = 0 (4.7)
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and

∂tθε + 2
D

∆φε = ε 2
D
κ∆θε. (4.8)

Moreover, after projecting the second equation of the linearized Navier-Stokes

system (4.1) into the divergence free vector field, we get

∂tωε = εµ∆ωε, (4.9)

and

∂t(∇xφε) +∇x(ρε + θε) = εµ[∇x∇x · ∇xφε + ∆∇xφ]− εµ 2
D
∇x∇x · ∇xφ

= εµD−2
D
∇x∇x · ∇xφε + εµ∆∇xφε ,

(4.10)

which, after integration on TD, becomes

∂tφε + (ρε + θε) = εµD−2
D

∆φε + εµ∆φ = εµ2D−2
D

∆φ. (4.11)

Therefore, the linearized Navier-Stokes system (4.1) are decomposed into

∂tωε = εµ∆ωε, (4.12)

and

∂tρε + ∆φε = 0,

∂tφε + (ρε + θε) = εµ2D−2
D

∆φ,

∂tθε + 2
D

∆φε = ε 2
D
κ∆θε.

(4.13)

We see the divergence-free vector field ωε decays like a heat kernel, whereas the

behavior of ρε, φε and θε is less clear. Thus, as an alternative approach, we proceed

to analyze the linearized Navier-Stokes system (4.1) in the Fourier space.
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The Fourier transform of the linearized Navier-Stokes system (4.1) is

∂t


ρ̂

û

θ̂

+


0 iξT 0

iξ εµ(I|ξ|2 + D−2
D
ξξT ) iξ

0 i 2
D
ξT εκ 2

D
|ξ|2




ρ̂

û

θ̂

 = 0, (4.14)

and will be denoted by

d

dt
Û = QÛ , (4.15)

with

Q =


0 −iξT 0

−iξ −εµ(I|ξ|2 + D−2
D
ξξT ) −iξ

0 −i 2
D
ξT −εκ 2

D
|ξ|2

 , Û =


ρ̂

û

θ̂

 . (4.16)

in the further narrative.

The eigenspace of −Q can be further decomposed into two subspaces. To see

this, we decompose RD into the D− 1 dimensional subspace V1 := {y ∈ CD|ξT · y =

0} and the 3D subspace V2 := {(a, b ξ|ξ| , c)
T |a, b, c ∈ CD}. Clearly every vector in V1

is an eigenvector of −Q with corresponding eigenvalue εµ|ξ|2. Moreover, note that

solving for

−Q


a

b ξ|ξ|

c

 =


ib|ξ|

iξ(a+ c) + εµ2D−2
D
|ξ|ξ

i 2
D
b|ξ|+ εκ 2

D
c|ξ|2

 = λ


a

b ξ|ξ|

c

 (4.17)

is equivalent to solving for
0 i|ξ| 0

i|ξ| εµ2D−2
D
|ξ|2 i|ξ|

0 i 2
D
|ξ| εκ 2

D
|ξ|2




a

b

c

 = λ


a

b

c

 , (4.18)
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so the characteristic polynomial of −Q is

P−Q(z) = (z + εµ|ξ|2)D−1[
z3 − (εµ

2D− 2

D
|ξ|2 + εκ

2

D
|ξ|2)z2 + (ε2µκ

2(2D− 2)

D2
|ξ|4 +

2 + D

D
|ξ|2z)− εκ 2

D
|ξ|4
]
.

(4.19)

Remark 4.1.1 The decomposition of RD reflects exactly the decoupling of system

by resolving velocity field into ∇xφ+ ω. In fact,

ω̂ = (I − ξξT

|ξ|2
)û,

∇̂xφ = iξφ̂ =
ξξT

|ξ|2
û,

(4.20)

and

V1 = {(I − ξξT

|ξ|2
)û|û ∈ CD},

V2 = {(ρ̂, ξξ
T

|ξ|2
û, θ̂)T |ρ̂, θ̂ ∈ C, û ∈ CD} .

(4.21)

By the above decomposition, we see the solutions of d
dt
Û = QÛ has decay

rate e−εµ|ξ|
2t in at least D − 1 directions; whether the solutions at the other direc-

tions decay is less clear at this point. There is also the possibility that not all the

roots of characteristic polynomial are simple, so the matrix Q is not necessarily

diagonalizable everywhere. We will discuss these issues later in this chapter.

At this point one may ask whether any “qualitative’’ estimates are available

for Û . We’ve stated earlier that the first order symbol

Â(ξ) =


0 iξT 0

iξ 0 iξ

0 i 2
D
ξT 0

 (4.22)
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and the second order symbol

B̂(ξ) =


0 0 0

0 εµ(I|ξ|2 + D−2
D
ξξT ) 0

0 0 εκ 2
D
|ξ|2

 (4.23)

don’t commute, so we cannot get dissipative properties directly. However, according

to Kawashima [39], if none of the null vectors of B̂ lie in eigenspace of Â (a condition

that is satisfied by the linearized Navier-Stokes system), then the interaction between

convective and diffusive effects actually result in a weak smoothing of the density.

In fact,

Lemma 4.1.1 [39] The solution of the Fourier transform of the linearized Navier-

Stokes system (4.1) satisfies

|Û(t, ξ)|2 ≤Me
− εc

2
|ξ|2

1+|ξ|2
t|Û(0, ξ)|2, (4.24)

where constant c depends on dimension D and µ, κ only.

Note, though, the decay rate is less than ideal for large ξ in the above expres-

sion. We compute eQtÛ in explicitly in the rest of the chapter.

We now use natural fundamental set of solutions to derive an explicit expres-

sion of the matrix exponential eQt. Our method to compute the matrix exponential

eQt has three step

1. Find a polynomial p(z) that annihilates Q. Let m denote its degree.

2. Compute N0(t), N1(t),...,Nm−1(t), the natural fundamental set of solutions asso-

ciated with the mth-order differential operator p(D) and the initial time 0.
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3. Compute the matrix exponential eQt by the formula

eQt = N0(t)I +N1(t)Q + ...+Nm-1(t)Qm-1. (4.25)

By the Cayley-Hamilton Theorem, we can always find a polynomial of degree D + 2

that annihilates Q namely, the characteristic polynomial of Q. So, we will have to

compute QD+1 in step 3. We would like to find a polynomial of smaller degree that

also annihilates Q.

In fact, the characteristic polynomial of Q is

PQ(z) = (zεµ|ξ|2)D−1

[
z3 + (εµ2(D−1)

D
|ξ|2 + εκ 2

D
|ξ|2)z2 + (ε2µκ4(D−1)

D2 |ξ|4 + D+2
D
|ξ|2)z + εκ 2

D
|ξ|4
]
.

(4.26)

Clearly −εµ|ξ|2 is a root of multiplicity D−1; moreover, {y |ξT · y = 0, y ∈ RD}

forms a D− 1-dimensional eigenspace corresponding to the eigenvalue −εµ|ξ|2.

Thus if

p4(z) = (z+εµ|ξ|2)(z3+(εµ2(D−1)
D
|ξ|2+εκ 2

D
|ξ|2)z2+(ε2µκ4(D−1)

D2 |ξ|4+D+2
D
|ξ|2)z+εκ 2

D
|ξ|4)

has four distinct roots, Q is diagonalizable, and p4(Q) = 0.

To see what values of ξ would yield double roots of p4(z), we now write the

exact forms of the cubic roots of p3(z). First, let z = −εκ|ξ|2y in the cubic polyno-

mial p3(z) = z3 + (εµ2(D−1)
D
|ξ|2 + εκ 2

D
|ξ|2)z2 + (ε2µκ4(D−1)

D2 |ξ|4 + D+2
D
|ξ|2)z+ εκ 2

D
|ξ|4,

and p3(z) becomes

−ε3κ3|ξ|6
(
y3 − (µ

κ
2(D−1)

D
+ 2

D
)y2 + (µ

κ
4(D−1)

D2 + 1
ε2κ2|ξ|2

D+2
D

)y − 2
D

1
ε2κ2|ξ|2

)
.
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To find the roots of

y3 − (
µ

κ

2(D− 1)

D
+

2

D
)y2 + (

µ

κ

4(D− 1)

D2
+

1

ε2κ2|ξ|2
D + 2

D
)y − 2

D

1

ε2κ2|ξ|2
,

it suffices to find points of intersection of y(y2 − (µ
κ

2(D−1)
D

+ 2
D

)y + µ
κ

4(D−1)
D2 ) (with

x-intercepts 0, 2
D

, µ
κ

2(D−1)
D

)and the line l = − 1
ε2κ2|ξ|2

D+2
D
y+ 2

D
1

ε2κ2|ξ|2 (with x-intercept

2
D+2

).

We now consider a special case in which explicit estimate can be done for eQt.

Notice that when

µ = D
(D−1)(D+2)

κ, (4.27)

µ
κ

2(D−1)
D

= 2
D+2

, so 2
D+2

is one point of intersection, therefore − 2
D+2

εκ|ξ|2 is one root

of the cubic polynomial p3(z).

Under the relation (4.27),

p3(z) = z3 + εκ|ξ|2 4(D+1)
(D+2)D

z2 +
[

4ε2κ2|ξ|4
(D+2)D

+ D+2
D
|ξ|2
]
z + 2

D
εκ|ξ|4 ,

and the two other roots of p3(z) are solutions of

z2 +
2εκ|ξ|2

D
z + D+2

D
|ξ|2 = 0, (4.28)

for which

∆ =
4(εκ|ξ|2)2

D2
− 4(D + 2)

D
|ξ|2.

We thus split ξ into three groups accordingly:

Case 1: |ξ|2 < D(D+2)
ε2κ2

, therefore ∆ < 0, and (4.28) has a complex conjugate pair of

roots: − 1
D
εκ|ξ|2 ± i

D

√
−ε2κ2|ξ|4 + D(D + 2)|ξ|2; p3(z) has three distinct roots.
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Case 2: |ξ|2 = D(D+2)
ε2κ2

, therefore ∆ = 0; p3(z) has double roots − 1
D
εκ|ξ|2.

Case 3: |ξ|2 > D(D+2)
ε2κ2

, therefore ∆ > 0, and Eq (4.28) has distinct real roots:

− 1
D
εκ|ξ|2 ± 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2.

To see if p4(z) has any double roots, it remains to check whether any of the following

terms are equal to one another:

a = − εκD|ξ|2

(D− 1)(D + 2)
,

b = −2εκ|ξ|2

D + 2
,

c = − 1

D
εκ|ξ|2 +

1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

d = − 1

D
εκ|ξ|2 − 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2 .

(4.29)

These are not always distinct roots. In fact,

a = b iff D = 2;

a = c iff

− εκD|ξ|2
(D−1)(D+2)

= − 1
D
εκ|ξ|2 + 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

iff εκ D−2
(D−1)(D+2)

|ξ|2 = 1
D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

iff D(D + 2)|ξ|2 = = ε2κ2|ξ|4[1− (D−2)2

(D−1)2(D+2)2
]

iff

|ξ|2 =
D(D + 2)

ε2κ2[1− (D−2)2

(D−1)2(D+2)2
]

(4.30)

For D > 2, D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

> D(D+2)
ε2κ2

.

b = d iff

−2εκ|ξ|2
D+2

= − 1
D
εκ|ξ|2 − 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

iff 1
D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2 = εκ(D−2)|ξ|2

D(D+2)
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iff [1− (D−2)2

(D+2)2
]ε2κ2|ξ|4 = D(D + 2)|ξ|2

iff

|ξ|2 =
(D + 2)3

8ε2κ2
(4.31)

Notice that (D+2)3

8ε2κ2
> D(D+2)

ε2κ2
for D > 2. Further calculation shows that a = d, b = c iff

D = 2 and |ξ|2 = D(D+2)
ε2κ2

. In fact, a = d iff 1
D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2 = −εκ(D−2)|ξ|2

D(D−1)(D+2)
.

b = c iff 1
D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2 = −εκ(D−2)|ξ|2

D(D+2)
.

The two equalities hold iff D = 2 and |ξ|2 = D(D+2)
ε2κ2

.

We already know that c = d when |ξ|2 = D(D+2)
ε2κ2

.

In the following discussion, we only consider D > 2. In this case, p4(z) has double

roots when |ξ|2 = D(D+2)
ε2κ2

, D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

, D(D+2)
8ε2κ2

. Thus we split |ξ|2 > D(D+2)
ε2κ2

furthermore into three subintervals:

(I) D(D+2)
ε2κ2

< |ξ|2 < D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

,

(II) D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

< |ξ|2 < D(D+2)
8ε2κ2

,

(III) |ξ|2 > D(D+2)
8ε2κ2

.

So Q is diagonalizable over (I), (II), (III) as well as |ξ|2 < D(D+2)
ε2κ2

. Further calcu-

lation shows that p4(Q) 6= 0 when |ξ|2 = D(D+2)
ε2κ2

, D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

, D(D+2)
8ε2κ2

. Except

when ξ taking those values, the annihilating polynomial of Q is of degree 4, therefore

by (4.25), we only need to compute Q2 and Q3 for such ξ.

Here we give each entry of Q2 and Q3 under the relation (4.27) as follows:

Q =


0 iξT 0

iξ ε D
(D−1)(D+2)

κ(I|ξ|2 + D−2
D
ξξT ) iξ

0 i 2
D
ξT εκ 2

D
|ξ|2


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Q2 =



−|ξ|2 iεκ 2
D+2
|ξ|2ξT −|ξ|2

iεκ 2
D+2
|ξ|2ξ

−D+2
D

ξξT+
ε2κ2D2

(D−1)2(D+2)2
∗

[|ξ|4I+2
D−2

D
ξξT |ξ|2+

(
D−2

D

)2

ξξT |ξ|2]
i4εκ D+1

(D+2)D

− 2
D
|ξ|2 i8εκ D+1

(D+2)D2 − 2
D
|ξ|2 + ε2κ2

(
2
D

)2 |ξ|4



Q3 =


Q

(3)
11 Q

(3)
12 Q

(3)
13

Q
(3)
21 Q

(3)
22 Q

(3)
23

Q
(3)
31 Q

(3)
32 Q

(3)
33

 , (4.32)

where

Q
(3)
11 = εκ 2

D+2
|ξ|4,

Q
(3)
12 = iD+2

D
|ξ|2ξT − iε2κ2

(
2

D+2

)2 |ξ|4ξT

Q
(3)
13 = 4εκ|ξ|4 D+1

D(D+2)

Q
(3)
21 = iD+2

D
|ξ|2ξ − iε2κ2

(
2

D+2

)2 |ξ|4ξ

Q
(3)
22 = εκ4(D+1)

D2 |ξ|2ξξT − ε3κ3D3

(D−1)3(D+2)3

[
|ξ|6I + [3D−2

D
+ 3
(

D−2
D

)2
+
(

D−2
D

)3
]|ξ|4ξξT

]
Q

(3)
23 = iD+2

D
|ξ|2ξ − i4ε2κ2

[
1

(D+2)2
+ 1

(D+2)D
+ 1

D2

]
|ξ|4ξ

Q
(3)
31 = εκ 8(D+1)

D2(D+2)
|ξ|4

Q
(3)
32 = i2(D+2)

D2 |ξ|2ξT − iε2κ2 8
D

[
1

(D+2)2
+ 1

(D+2)D
+ 1

D2

]
|ξ|4ξT

Q
(3)
33 = εκ 4(3D+4)

(D+2)D2 |ξ|4 − ε3κ3( 2
D

)3|ξ|6.
(4.33)

In the next two sections, we compute the corresponding natural fundamental

set of solutions N0(t), N1(t),...,Nm−1(t) for each group of ξ, hence getting explicit

expression of the matrix exponential eQt.

110



4.1.1 Decay Estimate for Large Wave Number

We see from the previous discussion that for |ξ|2 > D(D+2)
ε2κ2

, all roots of the

cubic polynomial p3(z) = z3 + εκ|ξ|2 4(D+1)
(D+2)D

z2 +
[

4ε2κ2|ξ|4
(D+2)D

+ D+2
D
|ξ|2
]
z + 2

D
εκ|ξ|4 are

real, and are asymptotically of order −εκ|ξ|2 or − 1
εκ

, suggesting a decay rate faster

that of Kawashima-type(∼ e−εt) might be obtained.

Note, however, that the characteristic polynomial of Q has double roots when

|ξ|2 = D(D+2)
ε2κ2

, D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

, D(D+2)
8ε2κ2

, so it is unclear whether entries of eQt

would decay like e−
1
εκ or e−εκ|ξ|

2
when |ξ|2 take values which are close to D(D+2)

ε2κ2
,

D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

, D(D+2)
8ε2κ2

. In this section, we ‘zoom in’ around these special values

and examine the corresponding entries of eQt. We also derive general estimates of

entries of eQt for other ξ in the domain |ξ|2 > D(D+2)
ε2κ2

. We conclude that for t ≥ 1,

all entries of eQt are controlled by C(D)e−
C(D)t
εκ .

To start with, we give the explicit form of the matrix exponential eQt for

|ξ|2 > D(D+2)
ε2κ2

. Recall that the annihilating polynomial is

p(z) = (z+
εκD|ξ|2

(D− 1)(D + 2)
)(z3+εκ|ξ|2 4(D+1)

(D+2)D
|ξ|2z2+

[
4ε2κ2|ξ|4
(D+2)D

+ D+2
D
|ξ|2
]
z+εκ 2

D
|ξ|4).

(4.34)

To compute the natural fundamental set of solutions associated with p(D), we write

a general solution associated with p(D):

X(t) = c1e
at + c2e

bt + c3e
ct + c4e

dt, (4.35)

with a, b, c, d defined by (4.29), therefore we write

Ni(t) = ci1e
at + ci2e

bt + ci3e
ct + ci4e

dt. (4.36)
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To find N0(t), N1(t),...,N3(t), it suffices to find c0
1, ..., c

0
4,..., c3

1, ..., c
3
4 in (4.35), such

that

N
(j)
i (0) = δij, for i = 0, 1, ..., 3. (4.37)

Note that 

X(0)

X ′(0)

X ′′(0)

X ′′′(0)


=



1 1 1 1

a b c d

a2 b2 c2 d2

a3 b3 c3 d3





c1

c2

c3

c4


. (4.38)

Therefore, 

1 1 1 1

a b c d

a2 b2 c2 d2

a3 b3 c3 d3





c0
1 c1

1 c2
1 c3

1

c0
2 c1

2 c2
2 c3

2

c0
3 c1

3 c2
3 c3

3

c0
4 c1

4 c2
4 c3

4


= I . (4.39)



c0
1 c1

1 c2
1 c3

1

c0
2 c1

2 c2
2 c3

2

c0
3 c1

3 c2
3 c3

3

c0
4 c1

4 c2
4 c3

4


=



1 1 1 1

a b c d

a2 b2 c2 d2

a3 b3 c3 d3



−1

=

bcd
(−a+b)(−a+c)(−a+d)

− cd+bc+bd
(−a+b)(−a+c)(−a+d)

b+c+d
(−a+b)(−a+c)(−a+d)

− 1
(−a+b)(−a+c)(−a+d)

acd
(a−b)(b−c)(b−d)

− cd+ac+ad
(a−b)(b−c)(b−d)

a+c+d
(a−b)(b−c)(b−d)

− 1
(a−b)(b−c)(b−d)

abd
(a−c)(−b+c)(c−d)

− bd+ab+ad
(a−c)(−b+c)(c−d)

a+b+d
(a−c)(−b+c)(c−d)

− 1
(a−c)(−b+c)(c−d)

abc
(a−d)(−b+d)(−c+d)

− bc+ab+ac
(a−d)(−b+d)(−c+d)

a+b+c
(a−d)(−b+d)(−c+d)

− 1
(a−d)(−b+d)(−c+d)


.

(4.40)
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We now illustrate the procedure for computing the (1, 1)th entry of eQt, and gen-

eralize it to all entries. Since the first entries of Q, Q2 and Q3 are 0, −|ξ|2 and

εκ 2
D+2
|ξ|4, we may write the (1, 1)th entry as

c1e
at + c2e

bt + c3e
ct + c4e

dt, (4.41)

where a, b, c, d are defined by (4.29), and

c1 =
bcd− |ξ|2(b+ c+ d)− 2εκ

D+2
|ξ|4

(−a+ b)(−a+ c)(−a+ d)
,

c2 =
acd− |ξ|2(a+ c+ d)− 2εκ

D+2
|ξ|4

(a− b)(b− c)(b− d)
,

c3 =
abd− |ξ|2(a+ b+ d)− 2εκ

D+2
|ξ|4

(a− c)(−b+ c)(c− d)
,

c4 =
abc− |ξ|2(a+ b+ c)− 2εκ

D+2
|ξ|4

(a− d)(−b+ d)(−c+ d)
.

(4.42)

. From this point, we denote any positive value depending on dimension D only by

C(D). For |ξ|2 ∼ C(D)
ε2κ2

(which includes all ξ in Group(I), (II), and those in Group(III)

whose values are close to
D(D + 2)

8ε2κ2
, εκ|ξ|2 ∼ C(D)

εκ
. Therefore, a, b, d ∼ −C(D)

εκ
; as

for c, we notice that

c = − 1

D
εκ|ξ|2 +

1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

=
ε2κ2|ξ|4

D2 − 1
D2 (ε2κ2|ξ|4 −D(D + 2)|ξ|2)

− 1
D
εκ|ξ|2 − 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

=
D+2

D
|ξ|2

d
∼ −C(D)

εκ
.

(4.43)

Moreover, by (4.42), we see that as long as a−b, a−c, a−d, b−c, b−d, c−d are

“not too close”, say, for example, that they are all equivalent to 1
εκ

, then c1, c2, c3, c4

have constant(depending on dimension D only) bounds.

On the other hand, c1, c2, c3, c4 will become unbounded when a− b, a− c, a− d, b−

c, b − d, c − d are close to zero, i.e. around those ξ for which |ξ|2 = D(D+2)
ε2κ2

, |ξ|2 =
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D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

,|ξ|2 = (D+2)3

8ε2κ2
. To elaborate, we now zoom in around one of these

values, |ξ| = (D+2)
3
2

2
√

2εκ
. The goal is to show that (4.41) remain bounded even for |ξ|

close to (D+2)
3
2

2
√

2εκ
(for which the value of b− d is close to zero). To this end, we make

the following change of variables:

Step 1: Switching to polar coordinates: (x1, ..., xD)→ (r, θ1, ..., θD−1).

Step 2: Rescaling around r around r = (D+2)
3
2

2
√

2εκ
, i.e. let r̃ = 2

√
2εκ

(D+2)
3
2

r.

Step 3: Recentering r̃ around 0: let γ = r̃− 1. Since b = d when γ = 0, it would be

of interest to represent b, d and c2, c4 in terms of γ.

b− d = −2εκ|ξ|2

D + 2
+

1

D
εκ|ξ|2 +

1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

=
εκ|ξ|2

D

[
−(D− 2)

D + 2
+

√
1− D(D + 2)

ε2κ2|ξ|2

]

=
εκ|ξ|2

D

1− D(D+2)
ε2κ2|ξ|2 −

(D−2)2

(D+2)2

D−2
D+2

+
√

1− D(D+2)
ε2κ2|ξ|2

.

(4.44)

Since |ξ|2 = (D+2)3

8ε2κ2
(1 + γ)2, 1 − D(D+2)

ε2κ2|ξ|2 −
(D−2)2

(D+2)2
= 8D

(D+2)2
[1 − 1

(1+γ)2
]. In particular,

we have δ := d− b ∼ −C(D)εκ|ξ|2[1− 1
(1+γ)2

]. We then proceed to express c2, c4 in

terms of δ as well:

c2 =
acb− |ξ|2(a+ c+ b)− 2εκ|ξ|4

D+2
− δ|ξ|2 + acδ

−(a− b)(b− c)δ
,

c4 =
abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4

D+2

(a− b− δ)(b− c− δ)δ

=
[abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4

D+2
](1 + δ

a−b + δ
b−c +O( δ

a−b + δ
b−c)

2)

(a− b)(b− c)δ
,

(4.45)
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and

∆ := c2 + c4

=
|ξ|2δ − acδ + (1 + δ

a−b + δ
b−c +O( δ

a−b + δ
b−c)

2)[abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4
D+2

]

(a− b)(b− c)δ

=
|ξ|2 − ac

(a− b)(b− c)
+

(1 + δ
a−b + δ

b−c +O( δ
a−b + δ

b−c)
2)[abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4

D+2
]

(a− b)(b− c)δ
.

(4.46)

Note that we have to pick γ such that |1 − 1
(1+γ)2

| ≤ η′1, where η′1 ∼ o(1), so that

δ
a−b ,

δ
b−c ∼ o(1). For such γ, |

(
D+2
D−2

)2
(2γ + γ2)| < 1 always hold. Since εκ|ξ|2 ∼ 1

εκ
,

and
abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4

D+2

(a− b)2(b− c)
∼ C(D),

abc− |ξ|2(a+ b+ c)− 2εκ|ξ|4
D+2

(a− b)(b− c)2
∼ C(D),

combining this with (4.46), we conclude that |∆| ≤ C(D). Therefore,

c2e
bt + c4e

dt = c2e
bt + (−c2 + ∆)e(b+δ)t

= c2e
bt + (−c2 + ∆)ebt + (c2 −∆)ebt − (c2 −∆)ebteδt

= ∆ebt − c4e
bt(1− eδt).

(4.47)

Clearly the first term in the last equality is bounded by C(D)e−
C(D)
εκ

t. The second

term:

|c4(1− eδt)ebt| ≤ C(D)

∣∣∣∣∣ 1

1− 1
(1+γ)2

[
1− eC(D)εκ|ξ|2(1− 1

(1+γ)2
)t
]∣∣∣∣∣ e−C(D)εκ|ξ|2t

≤ C(D)εκ|ξ|2te−C(D)εκ|ξ|2t ∼ C(D)t
εκ

e−
C(D)t
εκ

(4.48)

(C(D) may be different from each other) by expansion of eδt, for |1− 1
(1+γ)2

| ≤ εκ
C(D)t

.

Hence |c2e
bt + c4e

dt| ≤ C(D)t
εκ

e−
C(D)t
εκ for γ such that

∣∣∣1− 1
(1+γ)2

∣∣∣ < min
{
η′1,

εκ
C(D)t

}
.
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We may assume that 1
(1+γ)2

< 2, in which case the inequality above holds for all γ

satisfying |γ2 + 2γ| < η1(t), where η1(t) = 1
2

min
{
η′1,

εκ
C(D)t

}
, i.e.

−η1(t) + 1 < (1 + γ)2 < η1(t) + 1, η1(t) = 1
2

min
{
η′1,

εκ
C(D)t

}
(4.49)

Recall that both c1e
at and c3e

ct are bounded by C(D)e−
C(D)t
εκ by the previous argu-

ments. Therefore the (1, 1)th entry is bounded by C(D)t
εκ

e−
C(D)t
εκ for all γ satisfying

(4.49), which may be translated back in terms of |ξ| as

(D+2)3

8ε2κ2
(1− η1(t)) < |ξ|2 < (D+2)3

8ε2κ2
(1 + η1(t)). (4.50)

Next, we zoom in around |ξ|2 = D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

and show that c1e
at + c3e

ct

is bounded in a neighborhood of |ξ| =
√

D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

. The argument is iden-

tical; nevertheless we include the details for the record.

First, we change variables as follows:

Step1: Switching to polar coordinates: (x1, ..., xD)→ (r, θ1, ..., θD−1).

Step 2: Rescaling around r =

√
D(D+2)

ε2κ2[1−
(D−2)2

(D−1)2(D+2)2
]

, i.e. let r̃ =

√
ε2κ2[1−

(D−2)2

(D−1)2(D+2)2
]

D(D+2)
r.

Step 3: Recentering r̃ around 0: let γ = r̃ − 1.

For simplicity we denote D(D+2)

1−
(D−2)2

(D−1)2(D+2)2

by C̃, thereby |ξ|2 = (γ+1)2C̃
ε2κ2

.
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Recall that a = − εκD|ξ|2
(D−1)(D+2)

, c = − 1
D
εκ|ξ|2 + 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2,

a− c = − εκD|ξ|2
(D−1)(D+2)

+ 1
D
εκ|ξ|2 − 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

= εκ|ξ|2
[
−D2+(D−1)(D+2)

D(D−1)(D+2)

]
− 1

D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

= εκ|ξ|2 (D−2)
D(D−1)(D+2)

− 1
εκD

√
(γ + 1)4C̃2 − (γ + 1)2C̃D(D + 2)

=
εκ(γ + 1)2C̃(D− 2)

ε2κ2D(D− 1)(D + 2)
− (γ+1)

√
C̃(C̃−D(D+2))

εκD

√
1 + C̃(γ2+2γ)

C̃−D(D+2)

= C̃
εκD

(
(D−2)

(D−1)(D+2)
−
√

1− D(D+2)

C̃

)
+ C(D)γ+O(γ2)

εκ
,

= C(D)γ+O(γ2)
εκ

,

(4.51)

since √
1− D(D + 2)

C̃
=

√
(D− 2)2

(D− 1)2(D + 2)2
.

Therefore the (1, 1)th entry is bounded by C(D)t
εκ

e−
C(D)t
εκ for all γ such that 1−η2(t) <

(1 + γ)2 < 1 + η2(t), (η2 ∼ o(1), η2(t) = min{η′2, εκ
C(D)t
}) which may be translated

back in terms of |ξ| as

C̃

ε2κ2
(1− η2(t)) < |ξ|2 < C̃

ε2κ2
(1 + η2(t)). (4.52)

For the neighborhood of |ξ|2 = D(D+2)
ε2κ2

, despite the fact that δ := c− d ∼
√
γ

εκ
instead

of γ
εκ

as in the previous two cases, the argument is more or less the same: let

1 + γ =
εκ√

D(D + 2)
|ξ|, (4.53)

then

c− d = 2
D

√
ε2κ2|ξ|4 −D(D + 2)|ξ|2

= 2|ξ|
D

√
(1 + γ)D(D + 2)−D(D + 2)

= 2(D+2)
εκ

√
γ(1 + γ),

(4.54)
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and

c3 =
abd− |ξ|2(a+ b+ d)− 2εκ

D+2
|ξ|4

(a− d− δ)(−b+ d+ δ)δ
,

c4 =
ab(d+ δ)− |ξ|2(a+ b+ d+ δ)− 2εκ

D+2
|ξ|4

−(a− d)(−b+ d)δ
,

c3 + c4 =

−abδ − |ξ|2δ + (abd− |ξ|2(a+ b+ d)− 2εκ
D+2
|ξ|4)(1 + δ

a−b + δ
−b+d +O(( δ

a−b + δ
−b+d)2))

(a− d)(−b+ d)δ
(4.55)

for γ such that |√γ(1 + γ)| < η3
′, η3

′ ∼ o(1).

Therefore |∆ := c3 + c4| ≤ C(D) still holds; hence the first term of c3e
ct + c4e

dt =

∆edt − c3e
dt(1 − eδt) is bounded by C(D)e−

C(D)
εκ

t. The second term in that ex-

pression is bounded by C(D)√
γ(1+γ)

[
1− e

√
γ(1+γ)

εκ
C(D)t

]
e−

C(D)
εκ

t, thus further bounded by

C(D)t
εκ

e−
C(D)t
εκ if

√
γ|1 + γ| < εκ

C(D)t
; assuming that |1 + γ| < 2, we see this inequality

is satisfied when

√
γ < η3(t), η3(t) = 1

2
min

{
η3,

εκ
C(D)t

}
. (4.56)

Moreover, the (1, 1)th entry is bounded by C(D)t
εκ

e−
C(D)t
εκ for all γ satisfying (4.56)

which may be translated back in terms of |ξ| as

D(D+2)
ε2κ2

< |ξ|2 < D(D+2)
ε2κ2

(1 + η2
3(t)). (4.57)

So far we’ve shown that the (1, 1)th entry c1e
at + c2e

bt + c3e
ct + c4e

dt remain

bounded around those |ξ| which yield double roots of the annihilating polyno-

mial, even if c1, c2, c3, c4 may become unbounded. We then check the same bound

C(D)t
εκ

e−
C(D)t
εκ holds for |c1e

at + c2e
bt + c3e

ct + c4e
dt|, when ξ take values away from

those singular points.

In fact, for ξ such that D(D+2)
ε2κ2

(1 + η2
3(t)) < |ξ|2 < C̃

ε2κ2
(1− η2(t)) or C̃

ε2κ2
(1 + η2(t)) <
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|ξ|2 < (D+2)3

8ε2κ2
(1− η1(t)), we let

γ + 1 =

√
ε2κ2[1−

(D−2)2

(D−1)2(D+2)2
]

D(D+2)
|ξ|, (4.58)

by (4.51), we see that |a− c| ≥ C(D)εκ|ξ|2η2(t), therefore

|c1e
at + c2e

bt + c3e
ct + c4e

dt| ≤ C(D)
η2(t)

e−
C(D)
εκ

t. (4.59)

For |ξ|2 > (D+2)3

8ε2κ2
(1+η1(t)), c1, c3 are bounded by C(D). As for c2, c4, recall that(c.f.

case “b=d”)

b− d =
εκ|ξ|2

D

8D
(D+2)2

[1− 1
(1+γ)2

]

D−2
D+2

+
√

1− D(D+2)
ε2κ2|ξ|2

. (4.60)

Since |ξ|2 = (D+2)3

8ε2κ2
(1 +γ)2, |b−d| ≥ C(D)εκ|ξ|2η1(t). So c2, c4 are bounded by C(D)

η1(t)
.

On the other hand, a, b, d ∼ −εκ|ξ|2, whereas c =
D+2

D
|ξ|2

d
∼ − 1

εκ
.

Therefore,

|c1e
at| ≤ C(D)e−C(D)εκ|ξ|2t,

|c2e
bt| ≤ C(D)

η1(t)
e−C(D)εκ|ξ|2t,

|c3e
ct| ≤ C(D)e−

C(D)
εκ

t,

|c4e
dt| ≤ C(D)

η1(t)
e−C(D)εκ|ξ|2t.

(4.61)

So

|c1e
at + c2e

bt + c3e
ct + c4e

dt| ≤ C(D)
η1(t)

e−C(D)εκ|ξ|2t + C(D)e−
C(D)
εκ

t. (4.62)

To conclude this section, we collect all the bounds obtained for (1,1)th entry so far
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as follows:

|eQt
(1,1)| ≤



C(D)t
εκ

e−
C(D)t
εκ , D(D+2)

ε2κ2
< |ξ|2 < D(D+2)

ε2κ2
(1 + η2

3)

C(D)
η2
e−

C(D)t
εκ , D(D+2)

ε2κ2
(1 + η2

3) < |ξ|2 < C̃
ε2κ2

(1− η2)

C(D)t
εκ

e−
C(D)t
εκ , C̃

ε2κ2
(1− η2) < |ξ|2 < C̃

ε2κ2
(1 + η2)

C(D)
η2
e−

C(D)t
εκ , C̃

ε2κ2
(1 + η2) < |ξ|2 < (D+2)3

8ε2κ2
(1− η1)

C(D)t
εκ

e−
C(D)t
εκ , (D+2)3

8ε2κ2
(1− η1) < |ξ|2 < (D+2)3

8ε2κ2
(1 + η1)

C(D)
η1
e−C(D)εκ|ξ|2t + C(D)e−

C(D)
εκ

t, |ξ|2 > (D+2)3

8ε2κ2
(1 + η1)

,

where η1(t) = min
{
η′1,

εκ
C(D)t

}
, η2(t) = min

{
η2
′, εκ
C(D)t

}
, η3(t) = 1

2
min

{
η3
′, εκ
C(D)t

}
,

η1
′, η2

′, η3
′ ∼ o(1), and C̃ = D(D+2)

1−
(D−2)2

(D−1)2(D+2)2

.

We now generalize the argument to all entries. It suffices to investigate how

c1, c2, c3, c4 change across the entries.

c1 =
bcd+ Q2

(i,j)(b+ c+ d)−Q3
(i,j)

(−a+ b)(−a+ c)(−a+ d)
,

c2 =
acd+ Q2

(i,j)(a+ c+ d)−Q3
(i,j)

(a− b)(b− c)(b− d)
,

c3 =
abd+ Q2

(i,j)(a+ b+ d)−Q3
(i,j)

(a− c)(−b+ c)(c− d)
,

c4 =
abc+ Q2

(i,j)(a+ b+ c)−Q3
(i,j)

(a− d)(−b+ d)(−c+ d)
,

(4.63)

where Q2
(i,j),Q

3
(i,j) are the (i, j)th entries of Q2,Q3.

In (4.42), we used the expression above for Q2
(1,1) = −|ξ|2 and Q3

(1,1) = 2εκ
D−2
|ξ|4.

Observe further more that |Q2
(i,j)| ≤ C(D)ε2κ2|ξ|4, |Q3

(i,j)| ≤ C(D)ε3κ3|ξ|6. For

D(D+2)
ε2κ2

< |ξ|2 < (D+2)3

8ε2κ2
(1 + η1(t)),

−|ξ|2 ∼ ε2κ2|ξ|4 , 2εκ

D− 2
|ξ|4 ∼ ε3κ3|ξ|6 ,
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so all the bounds obtained previously remain the same. For |ξ|2 > (D+2)3

8ε2κ2
(1 + η1(t)),

|c1| =

∣∣∣∣ bcd+Q2
(i,j)

(b+c+d)−Q3
(i,j)

(−a+b)(−a+c)(−a+d)

∣∣∣∣ ≤ C(D) (εκ|ξ|2)3

(εκ|ξ|2)3
= C(D),

|c2| =

∣∣∣∣acd+Q2
(i,j)

(a+c+d)−Q3
(i,j)

(a−b)(b−c)(b−d)

∣∣∣∣ ≤ C(D) (εκ|ξ|2)3

(εκ|ξ|2)2η1εκ|ξ|2 = C(D)
η1(t)

,

|c3| =

∣∣∣∣abd+Q2
(i,j)

(a+b+d)−Q3
(i,j)

(a−c)(−b+c)(c−d)

∣∣∣∣ ≤ C(D) (εκ|ξ|2)3

(εκ|ξ|2)3
= C(D),

|c4| =

∣∣∣∣abc+Q2
(i,j)

(a+b+c)−Q3
(i,j)

(a−d)(−b+d)(−c+d)

∣∣∣∣ ≤ C(D) (εκ|ξ|2)3

(εκ|ξ|2)2η1εκ|ξ|2 = C(D)
η1(t)

,

(4.64)

which are the same bounds that we obtained for the (1, 1)th entry. We thus conclude

that for entries of eQt ,

|eQt
(i,j)| ≤



C(D)t
εκ

e−
C(D)t
εκ , D(D+2)

ε2κ2
< |ξ|2 < C̃

ε2κ2
(1 + η3)2

C(D)
η2
e−

C(D)t
εκ , C̃

ε2κ2
(1 + η3)2 < |ξ|2 < C̃

ε2κ2
(1− η2)

C(D)t
εκ

e−
C(D)t
εκ , C̃

ε2κ2
(1− η2) < |ξ|2 < C̃

ε2κ2
(1 + η2)

C(D)
η2
e−

C(D)t
εκ , C̃

ε2κ2
(1 + η2) < |ξ|2 < (D+2)3

8ε2κ2
(1− η1)

C(D)t
εκ

e−
C(D)t
εκ , (D+2)3

8ε2κ2
(1− η1) < |ξ|2 < (D+2)3

8ε2κ2
(1 + η1)

C(D)
η1
e−C(D)εκ|ξ|2t + C(D)e−

C(D)
εκ

t, |ξ|2 > (D+2)3

8ε2κ2
(1 + η1)

,

where η1(t) = 1
2

min{η′1, εκ
C(D)t
}, η2(t) = 1

2
min{η2

′, εκ
C(D)t
}, η3(t) = 1

2
min{η3

′, εκ
C(D)t
},

η1
′, η2

′, η3
′ ∼ o(1), and C̃ = D(D+2)

1−
(D−2)2

(D−1)2(D+2)2

.

4.1.2 Decay Estimate for Small Wave Number

In this section, we compute the explicit form of eQt for smaller ξ, i.e. those

satisfying |ξ|2 < D(D+2)
ε2κ2

. For ξ in this range, the characteristic polynomial of Q has

one conjugate pair of roots. Moreover, the real parts of all roots are of order εκ|ξ|2.
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By expansion, we give a detailed description of coefficients associated with each of

these real roots. For ξ such that ε2κ2|ξ|2 ∼ o(1), we will match their coefficients with

those of the approximate system in Chapter 6, and show their difference is “small”

in L2 norm in Chapter 7. For those ξ for which ε2κ2|ξ|2 ∼ o(1) is closer to order

1, by exactly the same expansion, we show that entries of eQt can be controlled by

C(D)(1 +O(ε2κ2|ξ|2))e−C(D)εκ|ξ|2t.

We now estimate eQt entry by entry for |ξ|2 < D(D+2)
ε2κ2

. The annihilating

polynomial

p(z) = (z+
εκD|ξ|2

(D− 1)(D + 2)
)(z3+εκ|ξ|2 4(D+1)

(D+2)D
|ξ|2z2+

[
4ε2κ2|ξ|4
(D+2)D

+ D+2
D
|ξ|2
]
z+εκ 2

D
|ξ|4)

(4.65)

has two real roots a, b and a complex conjugate pair p± iq, where

a = − εκD|ξ|2
(D−1)(D+2)

,

b = −2εκ|ξ|2
D+2

,

p = − 1
D
εκ|ξ|2

q = 1
D

√
−ε2κ2|ξ|4 + D(D + 2)|ξ|2.

(4.66)

We then write the general solution associated with p(D):

X(t) = c1e
at + c2e

bt + c3e
pt cos(qt) + c4e

pt sin(qt), (4.67)

thus

Ni(t) = ci1e
at + ci2e

bt + ci3e
pt cos(qt) + ci4e

pt sin(qt). (4.68)
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Notice that 

X(0)

X ′(0)

X ′′(0)

X ′′′(0)


=



1 1 1 0

a b p q

a2 b2 p2 − q2 2pq

a3 b3 p3 − 3pq2 3p2q − q3





c1

c2

c3

c4


. (4.69)

Therefore, 

1 1 1 0

a b p q

a2 b2 p2 − q2 2pq

a3 b3 p3 − 3pq2 3p2q − q3





c0
1 c1

1 c2
1 c3

1

c0
2 c1

2 c2
2 c3

2

c0
3 c1

3 c2
3 c3

3

c0
4 c1

4 c2
4 c3

4


= I (4.70)

. 

c0
1 c1

1 c2
1 c3

1

c0
2 c1

2 c2
2 c3

2

c0
3 c1

3 c2
3 c3

3

c0
4 c1

4 c2
4 c3

4


=



1 1 1 0

a b p q

a2 b2 p2 − q2 2pq

a3 b3 p3 − 3pq2 3p2q − q3



−1

=

c11 c12 c13 c14

c21 c22 c23 c24

c31 c32 c33 c34

c41 c42 c43 c44



(4.71)

where
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c11 = −(p2+q2)b
((a−p)2+q2)(a−b) , c31 = ab(3p2−q2−2pb−2ap+ab)

((a−p)2+q2)((b−p)2+q2)

c12 = p2+q2+2pb
((a−p)2+q2)(a−b) , c32 = 2a2p+(a+b)(q2−3p2+2pb)

((a−p)2+q2)((b−p)2+q2)
,

c13 = −(2p+b)
((a−p)2+q2)(a−b) , c33 = − a2−3p2+q2+ab+b2

((a−p)2+q2)((b−p)2+q2)
,

c14 = 1
((a−p)2+q2)(a−b) , c34 = a+b−2p

((a−p)2+q2)((b−p)2+q2)
,

c21 = a(p2+q2)
((b−p)2+q2)(a−b) , c41 = −ab[(q2−p2)(a+b)+p3−3pq2+abp]

q((a−p)2+q2)((b−p)2+q2)
,

c22 = − 2ap+p2+q2

((b−p)2+q2)(a−b) , c42 = (a+b)(p3−3pq2−p2b+q2b)+a2(q2−p2+b2)
q((a−p)2+q2)((b−p)2+q2)

,

c23 = a+2p
((b−p)2+q2)(a−b) , c43 = a(a+b)(p−b)+p(−p2+3q2+b2)

q((a−p)2+q2)((b−p)2+q2)
,

c24 = − 1
((b−p)2+q2)(a−b) , c44 = − q2+(a−p)(p−b)

q((a−p)2+q2)((b−p)2+q2)
.

As usual, we illustrate the procedure for the (1, 1)th entry, and we generalize

it to all the entries later.

Since the first entries of Q, Q2 and Q3 are 0, −|ξ|2 and εκ 2
D+2
|ξ|4, we may

write the (1, 1)th entry as

c1e
at + c2e

bt + c3e
pt cos(qt) + c4e

pt sin(qt), (4.72)

where a, b, p, q are defined by (4.90), and

c1 =
−(p2+q2)b+|ξ|2(2p+b)+εκ

2
D+2

|ξ|4

((b−p)2+q2)(a−b) ,

c2 =
a(p2+q2)−|ξ|2(a+2p)+εκ

2
D+2

|ξ|4

((b−p)2+q2)(a−b) ,

c3 =
ab(3p2−q2−2pb−2ap+ab)+|ξ|2(a2−3p2+q2+ab+b2)+εκ

2
D+2

|ξ|4(a+b−2p)

((a−p)2+q2)((b−p)2+q2)
,

c4 =
−ab[(q2−p2)(a+b)+p3−3pq2+abp]−|ξ|2(a(a+b)(p−b)+p(−p2+3q2+b2))−εκ 2

D+2
|ξ|4(q2+(a−p)(p−b))

q((a−p)2+q2)((b−p)2+q2)
.

(4.73)

. Further calculation shows that

c1 = O(ε2κ2|ξ|2), c2 = 2
D+2

[1 +O(ε2κ2|ξ|2)],

c3 = D
D+2

[1 +O(ε2κ2|ξ|2)], c4 = O(ε2κ2|ξ|2).

(4.74)
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We may estimate all the other entries in the same fashion. In fact,

for the (1, 2), ...(1,D + 1)th entry:

c1 = O(ε2κ2|ξ|2), c2 = O(ε2κ2|ξ|2),

c3 = O(ε2κ2|ξ|2), c4 = −i
√

D
D+2

ξT

|ξ| [1 +O(ε2κ2|ξ|2)];

for the (1,D + 2)th entry:

c1 = O(ε2κ2|ξ|2), c2 = − D
D+2

[1 +O(ε2κ2|ξ|2)],

c3 = D
D+2

[1 +O(ε2κ2|ξ|2)], c4 = O(ε2κ2|ξ|2);

for the (2, 1)...(D + 1)th entry:

c1 = O(ε2κ2|ξ|2), c2 = O(ε2κ2|ξ|2),

c3 = O(ε2κ2|ξ|2), c4 = −i
√

D
D+2

ξT

|ξ| [1 +O(ε2κ2|ξ|2)];

for the (2,D + 2), ...(D + 1,D + 2)th entry:

c1 = O(ε2κ2|ξ|2), c2 = O(ε2κ2|ξ|2),

c3 = O(ε2κ2|ξ|2), c4 = −i
√

D
D+2

ξT

|ξ| [1 +O(ε2κ2|ξ|2)];

for the (D + 2, 1)th entry:

c1 = O(ε2κ2|ξ|2), c2 = − 2
D+2

[1 +O(ε2κ2|ξ|2)],

c3 = 2
D+2

[1 +O(ε2κ2|ξ|2)], c4 = O(ε2κ2|ξ|2)

for the (D + 2, 2)...(D + 2,D + 1)th entry:

c1 = O(ε2κ2|ξ|2), c2 = O(ε2κ2|ξ|2),

c3 = O(ε2κ2|ξ|2), c4 = −2i
√

1
(D+2)D

ξT

|ξ| [1 +O(ε2κ2|ξ|2)];

for the (D + 2,D + 2)th entry:

c1 = O(ε2κ2|ξ|2), c2 = D
D+2

[1 +O(ε2κ2|ξ|2)],

c3 = 2
D+2

[1 +O(ε2κ2|ξ|2)], c4 = O(ε2κ2|ξ|2).
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. We now describe the estimate D×D matrix in the middle in more details:

c1 =
[ −b
a− b

I +
− εκD

(D−1)(D+2)
|ξ|2I− εκ(D−2)

(D−1)(D+2)
ξξT

a− b
+

(2p+ b)(−D+2
D
ξξT )

q2(−a+ b)

+
εκ4(D+1)

D2 |ξ|2ξξT

q2(a− b)
+O(ε2κ2|ξ|2)

][
1 +O(ε2κ2|ξ|2)

]
=
(
I− ξξT

|ξ|2
)[

1 +O(ε2κ2|ξ|2)
]
,

c2 =
[ a

a− b
I +

εκD
(D−1)(D+2)

|ξ|2I + εκ(D−2)
(D−1)(D+2)

ξξT

a− b
+

a+ 2p
D+2

D
|ξ|2(a− b)

(−D + 2

D
ξξT )

−
εκ4(D+1)

D2 |ξ|2ξξT
D+2

D
|ξ|2(a− b)

+O(ε2κ2|ξ|2)
][

1 +O(ε2κ2|ξ|2)
]

= O(ε2κ2|ξ|2),

c3 =
(1 + 2

D
)ξξT

D+2
D
|ξ|2

[
1 +O(ε2κ2|ξ|2)

]
=
ξξT

|ξ|2
[
1 +O(ε2κ2|ξ|2)

]
,

c4 = O(ε2κ2|ξ|2).

We have got estimate of the exact solution for all ξ.

4.2 Linearized Weakly Compressible Navier-Stokes Approximation

to the Linearized Compressible Navier-Stokes system

In this section, we show that the difference between the solution of linearized

compressible Navier-Stokes (i.e., compressible Stokes) and the solution of linearized

weakly compressible Navier-Stokes (A.37) is O(
√

(ε)) uniform in time:

Theorem 4.2.1 Let U be the solution of compressible Stokes equation (4.91) and V

be solution of weakly compressible Stokes equation (A.37) with the same initial data

U in ∈ H1(TD). Then

||U(t)− V (t)||L∞(dt;L2(TD)) ≤ C
√
ε .

Here C depends on dimension D and transportation coefficients only.
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4.2.1 Estimate for Small Wave Number

In this section, we give L∞(dt;L2(dξ)) estimate for |ξ|2 < D(D+2)
ε2κ2

. For sim-

plicity, we denote eQti,j by ai,j, and the (i, j)th entry of the approximation matrix

by bi,j. We estimate the difference
∑
|ξ|2<D(D+2)

ε2κ2
(a1,1 − b1,1)2|Û(ξ)|2 first, and then

generalize the argument to all entries.

Since the (1,1)th entry in the approximation matrix (A.36) is

b1,1 = 2
D+2

ebt + D
D+2

ept cos(
√

D+2
D
|ξ|t), (4.75)

and we’ve shown in the discussion of exact solution that

a1,1 =O(ε2κ2|ξ|2)eat + 2
D+2

[1 +O(ε2κ2|ξ|2)]ebt

+ D
D+2

[1 +O(ε2κ2|ξ|2)]ept cos(qt) +O(ε2κ2|ξ|2)ept sin(qt)

(4.76)

Hence for ε2κ2|ξ|2 < D(D + 2), we may split the ξ into three groups:

Group 1©: |ξ|2 < η4
D(D+2)
ε2κ2

,

Group 2©: η4
D(D+2)
ε2κ2

< |ξ|2 < (1− η4)D(D+2)
ε2κ2

,

Group 3©: (1 − η4)D(D+2)
ε2κ2

< |ξ|2 < D(D+2)
ε2κ2

. We take η4 = (εκ)α. For ξ in group 1©,∑
|ξ|2<η4 D(D+2)

ε2κ2
(a1,1 − b1,1)2|Û(ξ)|2 can be split into two types of series:

(I)
∑

|ξ|2<η4 D(D+2)

ε2κ2

O(ε4κ4|ξ|4)e2at|Û(ξ)|2,

∑
|ξ|2<η4 D(D+2)

ε2κ2

O(ε4κ4|ξ|4)e2bt|Û(ξ)|2;

(II) C(D)
∑

|ξ|2<η4
D(D+2)
ε2κ2

(
O(ε2κ2|ξ|2)ept sin(qt)

)2 |Û(ξ)|2 ,

C(D)
∑

|ξ|2<η4 D(D+2)

ε2κ2

(
D

D+2
[1 +O(ε2κ2|ξ|2)]ept cos(qt)− D

D+2
ept cos(

√
D+2

D
|ξ|t)

)2

|Û(ξ)|2 .
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For type (I) integral, notice that
∑
|ξ|2|Û(ξ)|2 is bounded, therefore

∑
|ξ|2<η4 D(D+2)

ε2κ2

O(ε4κ4|ξ|4)|Û(ξ)|2 ≤ O(ε2κ2)
∑

C(D)η4|ξ|2|Û(ξ)2| ≤ (εκ)2+α

For type (II) integral, notice that

q = 1
D

√
−ε2κ2|ξ|4 + D(D + 2)|ξ|2

= 1
D

√
D(D + 2)|ξ|2

(
1− ε2κ2|ξ|2

D(D+2)

)
=
√

D+2
D
|ξ|
(

1− ε2κ2|ξ|2
2D(D+2)

+O(ε4κ4|ξ|4)
)
,

cos(qt) = cos(
√

D+2
D
|ξ|t) + 1

2
sin(ξct)

√
D+2

D
|ξ|t
(
ε2κ2|ξ|2
D(D+2)

+O(ε4κ4|ξ|4)
)
,

sin(qt) = sin(
√

D+2
D
|ξ|t)− 1

2
cos(ξct)

√
D+2

D
|ξ|t
(
ε2κ2|ξ|2
D(D+2)

+O(ε4κ4|ξ|4)
)
,

where ξc ∈ (q,
√

D+2
D
|ξ|). Therefore

|II| ≤
∑

|ξ|2<η4 D(D+2)

ε2κ2

C(D)O(ε4κ4|ξ|4)e2pt|Û(ξ)|2

+
∑

|ξ|2<η4 D(D+2)

ε2κ2

C(D)|ξ|2t2ε4κ4|ξ|4e2pt|Û(ξ)|2.

The first term is another type (I) series; for the second term, notice that

C(D)|ξ|2t2e2pt = C(D)|ξ|2t2e−C(D)εκ|ξ|2t ≤ C(D)

ε2κ2|ξ|2
,

so

∑
|ξ|2<η4 D(D+2)

ε2κ2

C(D)|ξ|2t2ε4κ4|ξ|4e2pt|Û(ξ)|2 ≤ C(D)
∑

ε2κ2|ξ|2|Û(ξ)|2 ≤ C(D)(εκ)2,

By the same argument, we have

∑
|ξ|2<η4 D(D+2)

ε2κ2

(ai,j − bi,j)2|Û(ξ)|2 ≤ C(D)(εκ)2

128



for all (i, j). We now estimate
∑
|(ai,j − bi,j)2||Û(xi)|2 for ξ in group 2©, 3©. To

do so, we give separate estimates for
∑
|a2
i,j||Û(ξ)|2 and

∑
b2
i,j|Û(ξ)|2 . In the next

subsection we estimate
∑

η4
D(D+2)

ε2κ2
<|ξ|2<D(D+2)

ε2κ2
|a2
i,j||Û(ξ)|2; estimate for

∑
η4

D(D+2)

ε2κ2
<|ξ|2<D(D+2)

ε2κ2

|b2
i,j||Û(ξ)|2

will be given in the last section as part of of the estimate for
∑
|ξ|2>η4 D(D+2)

ε2κ2
|b2
i,j||Û(ξ)|2.

4.2.2 Estimate for Large Wave Number

Case 1:
∑

η4
D(D+2)

ε2κ2
<|ξ|2<D(D+2)

ε2κ2
|a2
i,j||Û(ξ)|2

In order to estimate c1, c2, c3, c4 or ξ in group 2©, we use the following change of

variable:

|ξ| = (1−γ)
√

D(D+2)

εκ
,

and express C(D)εκ|ξ|2(since a, b, p ∼ −C(D)εκ|ξ|2) and q as follows:

C(D)εκ|ξ|2 = (1−γ)2C(D)
εκ

,

q =

√
D(D + 2)|ξ|2

(
1− ε2κ2|ξ|2

D(D+2)

)
=
√

D(D + 2)|ξ|
√

1− (1− γ)2

=
D(D+2)(1−γ)

√
1−(1−γ)2

εκ
.

(4.77)

Since η4
D(D+2)
ε2κ2

< |ξ|2 < (1− η4)D(D+2)
ε2κ2

, we then have

η4 < (1− γ)2 < 1− η4,√
η4(1− η4) < (1− γ)

√
1− (1− γ)2 <

1

2
.

(4.78)
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Hence for all entries,

|c1| ≤ C(D)|ξ|3
η4|ξ|2

√
η4|ξ| = C(D)

η4
3
2
, |c2| ≤ C(D)|ξ|3

η4|ξ|2
√
η4|ξ| = C(D)

η4
3
2
,

|c3| ≤ C(D)|ξ|4
η42|ξ|4 = C(D)

η24
, |c4| ≤ C(D)|ξ|5

η4
5
2 |ξ|5

= C(D)

η4
5
2
.

(4.79)

Therefore for ξ in group 2©,

|c1e
at + c2e

bt + c3e
pt cos(qt) + c4e

pt sin(qt)| ≤ C(D)

η4
5
2
e−C(D)εκ|ξ|2t (4.80)

and ∑
η4

D(D+2)
ε2κ2

<|ξ|2<(1−η4)
D(D+2)
ε2κ2

|c1e
at + c2e

bt + c3e
pt cos(qt) + c4e

pt sin(qt)|2|Û(ξ)|2

≤C(D)(εκ)2−7
2
α
∑
|ξ|2|Û(ξ)|2

(4.81)

For ξ in group 3©, we see that c1, c2, c3 are all bounded by C(D) by observing that

a, b, p ∼ −C(D)εκ|ξ|2 and q is “close to zero”. As for c4, we have |c4| ≤ C(D)εκ|ξ|2
q

.

Therefore,

|c4e
pt sin(qt)| ≤ C(D)εκ|ξ|2t

qt
ept| sin(qt)|

≤ |C(D)εκ|ξ|2t ept| ≤ C(D)εκ|ξ|2te−C(D)εκ|ξ|2t,

and ∑
(1−η4)

D(D+2)
ε2κ2

<|ξ|2<
D(D+2)
ε2κ2

|c1e
at + c2e

bt + c3e
pt cos(qt) + c4e

pt sin(qt)|2|Û(ξ)|2

≤C(D)(εκ)2

(4.82)

Case 2: Estimate for
∑
|ξ|2>D(D+2)

ε2κ2
(ai,j)

2|Û(ξ)|2

According to the previous discussion, we may split ξ furthermore into six groups:

Group 1©: D(D+2)
ε2κ2

< |ξ|2 < D(D+2)
ε2κ2

(1 + η2
3(t)),
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Group 2©: D(D+2)
ε2κ2

(1 + η2
3(t)) < |ξ|2 < C̃

ε2κ2
(1− η2(t)),

Group 3©: C̃
ε2κ2

(1− η2(t)) < |ξ|2 < C̃
ε2κ2

(1 + η2(t)),

Group 4©: C̃
ε2κ2

(1 + η2(t)) < |ξ|2 < (D+2)3

8ε2κ2
(1− η1(t)),

Group 5©: (D+2)3

8ε2κ2
(1− η1(t)) < |ξ|2 < (D+2)3

8ε2κ2
(1 + η1(t)),

Group 6©: |ξ|2 > (D+2)3

8ε2κ2
(1 + η1(t)).

Also, we assume η1
′ ∼ η2

′ ∼ η3
′ without loss of generality. We then split the time

variable t into several groups:

Case (a) ηi(t) = 1
2
ηi
′, i.e. t ≤ εκ

ηi′C(D)
= εκ

ηC(D)
, where η := min{ηi}, i = 1, 2, 3.

Therefore C(D)t
εκ
≤ C(D)

η2′
for ξ in Group 1©, 3©, 5©.

Hence ∑
D(D+2)

ε2κ2
<|ξ|2< (D+2)3

8ε2κ2
(1+ 1

2
η1′)

|eQt|2|Û(ξ)|2 ≤
(
C(D)
η2′

e−
C(D)t
εκ

)2

(εκ)2
∑
|ξ|2|Û(ξ)|2

≤C(D)(
εκ

η2
′ )

2.

(4.83)

As for ξ in Group 6©,∑
|ξ|2> (D+2)3

8ε2κ2
(1+ 1

2
η1′)

|eQt|2|Û(ξ)|2 ≤
(
C(D)
η1′

e−
C(D)t
εκ

)2

(εκ)2
∑
|ξ|2|Û(ξ)|2

≤C(D)(
εκ

η1
′ )

2 .

(4.84)

So ∑
|ξ|2>D(D+2)

ε2κ2

|eQt|2|Û(ξ)|2 ≤ C(D)[(
εκ

η2
′ )

2 + (
εκ

η1
′ )

2]. (4.85)

Case (b) ηi(t) = 1
2

εκ
C(D)t

, i.e. t ≥ εκ
ηi′C(D)

, i = 1, 2, 3. In particular, η2(t) = 1
2

εκ
C(D)t

.

Hence ∑
D(D+2)

ε2κ2
<|ξ|2< (D+2)3

8ε2κ2
(1+η1(t))

|eQt|2|Û(ξ)|2 ≤
(
C(D)t
εκ

e−
C(D)t
εκ

)2

(εκ)2
∑
|ξ|2|Û(ξ)|2

≤C(D)(εκ)2,

(4.86)
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and ∑
|ξ|2> (D+2)3

8ε2κ2
(1+η1(t))

|eQt|2|Û(ξ)|2 ≤
(
C(D)t
εκ

e−
C(D)t
εκ

)2

(εκ)2|Û(ξ)|2

≤C(D)(εκ)2.

(4.87)

So ∑
|ξ|2>D(D+2)

ε2κ2

|eQt|2|Û(ξ)|2 ≤ C(D)(εκ)2 . (4.88)

Case (c) All the other values of t:

In this case, εκ
C(D)t

∼ ηi
′, thus reduce Case(c) to Case(a) or (b). (They are equivalent

under the assumption of Case(c)). Therefore,

∑
|ξ|2>D(D+2)

ε2κ2

(ai,j)
2|Û(ξ)|2 ≤ C(D)[(

εκ

η2
′ )

2 + (
εκ

η1
′ )

2]. (4.89)

Case 3: Estimate for
∑
|ξ|2>η4 D(D+2)

ε2κ2
|b2
i,j||Û(ξ)|2(approximation solution)

We now estimate P := Φe−iΛteM
diagτΦTHÛ in in L2(dξ) for |ξ|2 > η4

D(D+2)
ε2κ2

.

∑
|ξ|2>η4 D(D+2)

ε2κ2

|P(i,j)|2|Û(ξ)|2 ≤
∑

|ξ|2>η4 D(D+2)

ε2κ2

e−C(D)εκ|ξ|2 1

|ξ|2

≤C(D)(εκ)2−αe−C(D) t
εκ ≤ C(D)(εκ)2−α

(4.90)

Thus we’ve collected estimates for all ξ and proved Theorem 4.2.1.
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4.3 Linearized Compressible Navier-Stokes Approximation to the Lin-

earized Boltzmann Equation

In this section, we establish a linearized compressible Navier-Stokes approxi-

mation

∂tρε + div uε = 0,

∂tuε +∇x(ρε + θε) = ε div(µDxuε) ,

∂tθε + 2
D

div uε = ε 2
D

div(κ∇xθε) ,

(4.91)

to the linearized Boltzmann equation

∂tFε + v · ∇xFε +
1

ε
LFε = 0 . (4.92)

We show that the solutions of 4.91 approximates the fluid moments of the linearized

Boltzmann equation uniformly in time if the initial data of the linearized Boltzmann

equation is in the fluid regime.

First, we construct an approximate solution g
[2]
ε from the solution of compress-

ible Stokes equation. g
[2]
ε is the Chapman-Enskog expansion described in Chapter

1, Section 1.5 up to second order. g
[2]
ε has the same fluid moment with the solution

to the linearized Boltzmann equation gε, and formally approximates the solution of

the linearized Boltzmann equation up to O(ε2).

Lemma 4.3.1 Let

g[2]
ε = ρε + v · uε + (1

2
|v|2 − D

2
)θε − εL−1(A : ∇xuε +B · ∇xθε)

+ ε2L−1(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε) ,
(4.93)
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where ρε, uε and θε are solutions of the compressible Stokes system (4.91). Then g
[2]
ε

satisfies

∂tg
[2]
ε + v · ∇xg[2]

ε + 1
ε
Lg[2]

ε = ε2
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε) . (4.94)

Proof: Note that

(∂t + v · ∇x)g[2]
ε

= (∂t + v · ∇x)(ρε + v · uε + (1
2
|v|2 − D

2
)θε)− ε(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε)

+ ε2(∂t + v · ∇x)L−1(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε) ,
(4.95)

and

1
ε
Lg[2]

ε = − (A : ∇xuε +B · ∇xθε)

+ εP⊥
(
(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε)

)
,

(4.96)

so

(∂t + v · ∇x)g[2]
ε + 1

ε
Lg[2]

ε

= (∂t + v · ∇x)(ρε + v · uε + (1
2
|v|2 − D

2
)θε)− εP [(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε)]

+ ε2
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε)− (A : ∇xuε +B · ∇xθε) .

(4.97)

Plugging

∂tρε = − div uε ,

v · (∂tuε) = − v · ∇x(ρε + θε) + εv · div(µDxuε) ,

(1
2
|v|2 − D

2
)∂tθε = − (1

2
|v|2 − D

2
) 2

D
div uε + ε 2

D
(1

2
|v|2 − D

2
) div(κ∇xθε) ,

(4.98)
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into (∂t + v · ∇x)(ρε + v · uε + (1
2
|v|2 − D

2
)θε), we have

(∂t + v · ∇x)(ρε + v · uε + (1
2
|v|2 − D

2
)θε)

= v · ∇x(v · uε)− 1
D
|v|2 div uε + v · ∇x(1

2
|v|2 − D+2

2
)θε

+ εv · div(µDxuε) + ε 2
D

(1
2
|v|2 − D

2
) div(κ∇xθε)

=A(v) : ∇xuε +B(v) · ∇xθε

+ εv · div(µDxuε) + ε 2
D

(1
2
|v|2 − D

2
) div(κ∇xθε) .

(4.99)

It remains to show

v · div(µDxuε) + 2
D

(1
2
|v|2− D

2
) div(κ∇xθε) = P [(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε)] .

(4.100)

Note that

P [(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε)] = P [(v · ∇x)(Â : ∇xuε + B̂ · ∇xθε)] , (4.101)

the lemma will be proved once we show

P [(v · ∇x)(Â : ∇xuε)] = v · div(µDxuε) (4.102)

and

P [(v · ∇x)(B̂ · ∇xθε)] = 2
D

(1
2
|v|2 − D

2
) div(κ∇xθε) . (4.103)

here we have used the notations and results in Chapter 3. Applying the orthogonal
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relations (1.76) in Chapter 1, we see that

P [(v · ∇x)(Â : ∇xuε)] = 〈(v · ∇x)(Â : ∇xuε)〉+ v · 〈v(v · ∇x)(Â : ∇xuε)〉

+ 2
D

(1
2
|v|2 − D

2
)〈(1

2
|v|2 − D+2

2
+ 1)(v · ∇x)(Â : ∇xuε)〉

= v · 〈v(v · ∇x)(Â : ∇xuε)〉

= v · div[〈A(v)⊗ Â(v)〉 : ∇xuε] = v · div(µDxuε) .

(4.104)

Similarly,

P [(v · ∇x)(B̂ · ∇xθε)] = 2
D

(1
2
|v|2 − D

2
)〈B(v) · ∇x(B̂ · ∇xθε)〉

= 2
D

(1
2
|v|2 − D

2
) div(〈B(v)⊗ B̂(v)〉∇xθε)

= 2
D

(1
2
|v|2 − D

2
) div(κ∇xθε) .

(4.105)

Here we have used

〈A(v)⊗ Â(v)〉 : ∇uε = µ(∇uε +∇uTε − 2
D

div uε) ,

〈B(v)⊗ B̂(v)〉∇xθε = κ∇xθε .
(4.106)

in the last steps of (4.104) and (4.105). We have proved Lemma 4.3.1. �

We now estimate the difference between g
[2]
ε (cf. Lemma 7.1.1) and gε, solution

of the linearized Boltzmann equation

∂tgε + v · ∇xgε + 1
ε
Lgε = 0 . (4.107)

Before we state the main theorem of this chapter, recall that for the collision

kernel b in the linearized collision operator

Lgε =

∫∫
SD−1×RD

(gε + gε1 − g′ε − g′ε1)bM1dwdv1 . (4.108)
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the attenuation coefficient is defined by

a(v) :=

∫ ∫
SD−1×RD

b(ω, v1 − v) dωM1dv1. (4.109)

We now give assumptions regarding the collision kernal b and collect some

properties satisfied by linearized collision operators with b satisfying these assump-

tions. These assumptions are satisfied by many classical collision kernels, including

those discussed in Section 1.2.1. Most of the presentation in this subsection is

from [40], we refer the readers to [40] for detailed discussion of the assumptions and

the proof of properties satisfied by the linearized collision operators. The first as-

sumption is that the collision kernel b satisfies the requirement of the DiPerna-Lions

theory (cf. Chapter 1, (4.110)): for every compact set K ⊂ RD,

b ∈ L1
loc(RD × SD−1), and lim

|v|→∞

1

1 + |v|2

∫∫
SD−1×K

b(ω, v1 − v)dωdv1 = 0 .

(4.110)

The second assumption is that the attenuation coefficient

a(v) =

∫∫
SD−1×RD

b(v − v1, ω)M(v1)dωdv1 . (4.111)

is bounded below as

Ca(1 + |v|)α ≤ a(v), (4.112)

for some constants Ca > 0 and α ∈ R. The third assumption is there exists

s ∈ (1,∞] and Cb ∈ (0,∞) such that(∫
RD

∣∣∣∣ b̄(v1 − v)

a(v1)a(v)

∣∣∣∣s a(v1)M1dv1

)1
s

≤ Cb , (4.113)

where

b̄(v1 − v) :=

∫
SD−1

b(ω, v1 − v)dω . (4.114)
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The fourth assumption is that

K+ : L2(aMdv)→ L2(aMdv) is compact , (4.115)

where

K+(g) :=
1

2a

∫∫
SD−1×RD

(g′ + g′1)b(ω, v1 − v)dωM1dv1 . (4.116)

With these assumptions, we have

1

a
L : Lp(aMdv)→ Lp(aMdv) is Fredholm for every p ∈ (0,∞) . (4.117)

Moreover,

L :Lp(aMdv)→ Lp(a1−pMdv) is bounded ,

L−1 :Lp(a1−pMdv)→ Lp(aMdv) is bounded .

(4.118)

The next theorem establishes the main property of the linearized collision operator

LM, i.e., that it satisfies the Fredholm alternative in some weighted L2 space. We

call

a(v) =

∫∫
SD−1×RD

b(v − v1, ω)M(v1)dωdv1 (4.119)

the attenuation coefficient.

Theorem 4.3.1 Let gε be the solution of the linearized Boltzmann equation

∂tgε + v · ∇xgε + 1
ε
Lgε = 0. (4.120)

Assume the collision operator satisfies the assumptions (4.110)-(4.115) above. Let

g[2]
ε := ρε + v · uε + (1

2
|v|2 − D

2
)θε − εL−1(A : ∇xuε +B · ∇xθε)

+ ε2L−1(∂t + v · ∇x)L−1(A : ∇xuε +B · ∇xθε) ,
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where Uε := (ρε, uε, θε)
T are solutions of the associated Cauchy problem of the lin-

earized compressible Navier-Stokes approximation. Denote the fluid moments of gε

by UB
ε := (ρBε , u

B
ε , θ

B
ε )T . Assume 〈g[2]in

ε − gin
ε 〉,

〈
(|v|g[2]in

ε − gin
ε )
〉

,
〈
|v|2(g

[2]in
ε − gin

ε )
〉

are bounded by η in L2(TD) and U in
ε ∈ H5(TD). Then

||UB − Uε||L2(TD) ≤ C max{
√
ε||U in

ε ||H5(TD), η} .

uniformly for t > 0.

Proof: According to Lemma 7.1.1.

∂tg
[2]
ε + v · ∇xg[2]

ε + 1
ε
Lg[2]

ε = ε2
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε) , (4.121)

so

∂t(g
[2]
ε −gε)+v·∇x(g[2]

ε −gε)+ 1
ε
L(g[2]

ε −gε) = ε2
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε+B·∇xθε) .

(4.122)

Taking inner product of the above equation with (g
[2]
ε − gε) and integrating with

respect to Mdvdx yields

∂t

∫
〈(g[2]

ε − gε)2〉dx+1
ε

∫
〈L(g[2]

ε − gε), (g[2]
ε − gε)〉dx

= ε2
∫
〈
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε), (g[2]

ε − gε)〉 dx
(4.123)

Let

a(t) :=

(∫
〈(g[2]

ε − gε)2〉dx (t)

)1
2

,

f(s) := ||
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε)||L2(Mdvdx) ,

Φ(t) := ε2
∫ t

0

f(s) a2(s) ds .
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We get

a2(t) ≤ Φ(t) + a2(0)

≤ ε2
∫ t

0

f(s)
√

Φ(s) + a2(0)ds+ a2(0) .

Since Φ(s) ≤ Φ(t) for s ∈ [0, t], we have

Φ(t) + a2(0) ≤ Θ
√

Φ(t) + a2(0) + a2(0)

where Θ is the upper bound for ε2
∫ t

0
f(s)ds . Therefore

√
Φ(t) + a2(0) ≤ C max {Θ, a2(0)}

So a(t) is bounded by max {Θ, a2(0)} . By Minkowski inequality and Cauchy-

Schwartz inequality,(∫
TD

(∫
RD

(g[2]
ε − gε)Mdv

)2

dx

) 1
2

≤ C

(∫
TD

∫
RD

(g[2]
ε − gε)2Mdvdx

) 1
2

So ||ρε − 〈gε〉 ||L2(TD) ≤ C max {Θ, a2(0)} . It suffices to estimate

f(s) = ||
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε)||L2(Mdvdx) .

We now show the estimate for || ((v · ∇x)L−1)
2

(A : ∇xuε)||L2(Mdvdx). Note that

||
(
(v · ∇x)L−1

)2
(A : ∇xuε)||2L2(Mdvdx)

≤C
∑
i,j,m,n

∫
(viL−1(vjL−1(Amn)))2Mdv

∫
TD

(D3
xuε)

2 dx

≤Ce−εc1t||D3
xU

in
ε ||2

∑
i,j,m,n

∫
(viL−1(vjL−1(Amn)))2Mdv,

(4.124)

we will show that
∫

(viL−1(vjL−1(Amn)))2Mdv is bounded by a constant. In fact,∫
(viL−1(vjL−1(Amn)))2Mdv

≤
(∫

(vi)
4Mdv

) 1
2
(∫

(L−1vjL−1(Amn))4Mdv

) 1
2

≤C
(∫

(L−1vjL−1(Amn))4Mdv

) 1
2

,

(4.125)
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and ∫
(L−1(vjL−1(Amn))4Mdv

≤
(∫

(L−1(vjL−1(Amn))4)2aMdv

) 1
2
(∫

(a−1Mdv

) 1
2

.

(4.126)

By the attenuation assumptions,
∫
a−1Mdv ≤ C. Also, for every p ∈ (1,∞),

L−1 : Lp(a1−pMdv) → Lp(aMdv) is bounded (cf. [40]), therefore(∫
(L−1(vjL−1(Amn))8)aMdv

) 1
2

≤C
(∫

(vjL−1(Amn))8a−1Mdv

) 1
2

≤C
(∫

(L−1(Amn))16aMdv

) 1
4 (
v2
j (a
−3)Mdv

) 1
4

≤C
(∫

(Amn)16a−15Mdv

) 1
4

≤ C.

(4.127)

Therefore,

||
(
(v · ∇x)L−1

)2
(A : ∇xuε)||L2(Mdvdx) ≤ Ce−εc1t||D3

xU
in
ε ||2. (4.128)

Applying the same estimate for other terms in

|| ((∂t + v · ∇x)L−1)
2

(A : ∇xuε +B · ∇xθε)||L2(Mdvdx), we then have

||
(
(∂t + v · ∇x)L−1

)2
(A : ∇xuε +B · ∇xθε)||L2(Mdvdx) ≤ Ce−εc1t||D5

xU
in
ε ||2 . (4.129)

So ε2
∫ t

0
f(s)ds has upper bound ε||D5

xU
in
ε ||2 and

||ρε − 〈gε〉 ||L2(TD) ≤ C max{
√
ε||U in

ε ||H5(TD), η} .

The proof can be generalized to higher fluid moments. This completes the proof of

Theorem 4.3.1.
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Appendix A: Formal Derivation of the Linearized Weakly Compress-

ible Navier-Stokes System from the Linearized Com-

pressible Navier-Stokes Equation in Matrix Form

In this appendix, we derive the first-order approximation of the Fourier trans-

form of the linearized compressible Navier-Stokes equations. The linearized com-

pressible Navier-Stokes equations are:

∂tρε +∇x · uε = 0

∂tuε +∇x(ρε + θε) = ε∇x · µ[∇xuε + (∇xuε)T − 2
D
∇x · uεI]

∂tθε + 2
D
∇x · uε = ε 2

D
∇x · (κ∇xθε),

(A.1)

Applying Fourier transform to the system above:

∂t


ρ̂

û

θ̂

+


0 iξT 0

iξ εµ(I|ξ|2 + D−2
D
ξξT ) iξ

0 i 2
D
ξT εκ 2

D
|ξ|2




ρ̂

û

θ̂

 = 0 (A.2)

We denote (4.14) by

∂tÛ + iÂÛ = εB̂Û , (A.3)
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where

Â =


0 iξT 0

iξ 0 iξ

0 i 2
D
ξT 0

 , B̂ =


0 0 0

0 −µ(I|ξ|2 + D−2
D
ξξT ) 0

0 0 −κ 2
D
|ξ|2

 . (A.4)

We now describe the approximation scheme.

Formally, we expand Û(t, τ) as:

Û = Û [0] + εÛ [1] + ε2Û [2] + ... (A.5)

Plugging the above expression to (A.3) and truncating at O(1):

∂tÛ
[0] + iÂÛ [0] = 0, (A.6)

i.e.

∂t(e
iÂtÛ [0]) = 0, (A.7)

thus

Û [0](t, τ) = e−iÂtÛ (τ), where Û (τ) = Û(0, τ). (A.8)

At O(ε): (recall that ∂t → ∂t + ε∂τ under the two-time scaling)

∂tÛ
[1] + ∂τ Û

[0] + iÂÛ [1] = B̂Û [0], (A.9)

i.e.

∂t(e
iÂtÛ [1]) + ∂τ (e

iÂtÛ [0]) = eiÂtB̂Û [0]. (A.10)

By (A.8), eiÂtÛ [0] = Û (τ), so ∂τ (e
iÂtÛ [0]) = dÛ(τ)

dτ
.

Since eiÂt is unitary, we may expect

lim
t→∞

1

t

∫ t

0

∂s(e
iÂsÛ [1]) ds = 0. (A.11)
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Therefore, averaging (A.10) over time would lead to

dÛ (τ)

dτ
= lim

t→∞

1

t

∫ t

0

eiÂsB̂Û [0] ds = lim
t→∞

1

t

∫ t

0

eiÂsB̂e−iÂsÛ (τ) ds. (A.12)

So

Û [0](t, τ) = e−iÂtÛ (τ), (A.13)

with Û (τ) being the solution of (A.20).

It remains to compute Û (τ).

A.1 First-order Approximation up to a Unitary Transform

In this section, we compute Û (τ). Since Û [0](t, τ) = e−iÂtÛ (τ), Û (τ) is essentially

the first-order approximation up to a unitary transform. All the calculation are

carried on over the orthonormal basis formed by eigenvectors of A, and an inner

product induced by A. For this purpose, we observe that Â has a symmetrizer; in

fact, HÂ is a symmetric matrix, where

H :=

ID−1×D−1 0

0 D
2

 (A.14)

Hence, we may define the inner product U1 � U2 between U1 = (ρ1, u1, θ1)T and

U2 = (ρ2, u2, θ2)T as:

U1 � U2 := ρ1ρ2 + u1u2 + D
2
θ1θ2 (A.15)
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We observe that Â has D+ 2 independent eigenvectors; moreover, they are orthog-

onal under the new inner product. More specifically, for ξ 6= 0,

λ1 =
√

1 + 2
D
||ξ||, φ(1) =

1√
2D+2

D


1√

1 + 2
D

ξ
||ξ||

2
D



λ2 = −
√

1 + 2
D
||ξ||, φ(2) =

1√
2D+2

D


1

−
√

1 + 2
D

ξ
||ξ||

2
D


λa = 0 for a ∈ {3, ...,D + 2}, andφ(a) are D-dimensional basis of solutions to

ξ · y = 0, x+ z = 0 .

(A.16)

Here (x,yT , z) denotes an eigenvector, where x, z ∈ R,y ∈ RD. In particular, we

may choose

φ(3) =
1√

1 + D
2


1

0

−1

 , φ(a) =


0

y

0

 for a ∈ {4, ...,D+2},where ξ·y = 0, ||y||RD = 1 .

(A.17)

Note that for the D − 1 independent solutions y1, ...,yD−1 to ξTy = 0, we could

always make them orthogonal under the regular inner product on RD. It’s straight-

forward to check that φ(a), a ∈ {1, ...,D + 2} are orthonormal under the new inner

product defined in (A.15), i.e.

ΦΦTH = I, where Φ =

(
φ(1) φ(2) ... φ(D+2)

)
. (A.18)
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We now expand Û (τ) in terms of the orthonormal basis φ(i):

Û (τ) =
D+2∑
i=1

ciφ
(i) = Φc(τ), where c =


c(1)

...

c(D+2)

 . (A.19)

Recall that

dÛ (τ)

dτ
= lim

t→∞

1

t

∫ t

0

eiÂsB̂Û [0] ds = lim
t→∞

1

t

∫ t

0

eiÂsB̂e−iÂsÛ (τ) ds, (A.20)

i.e.

Φ
dc

dτ
= lim

t→∞

1

t

∫ t

0

eiÂsB̂e−iÂsΦc ds. (A.21)

Notice that

e−iÂsΦ = Φ



e−iλ1s 0
e−iλ2s

. . .

0 e−iλD+2s


, (A.22)

and write

e−iΛt =



e−iλ1s 0
e−iλ2s

. . .

0 e−iλD+2s


. (A.23)

Therefore,

B̂(ξ)e−iÂsΦ = B̂(ξ)Φe−iΛt. (A.24)

We then write

B̂(ξ)φ(a) = M(b,a)φ(b), (A.25)
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i.e.,

B̂(ξ)Φ = Φ


M(1,1) M(1,2) . . . M(1,D+2)

...
...

. . .
...

M(D+2,1) M(D+2,2) . . . M(D+2,D+2)

 . (A.26)

In particular,

M = Φ−1B̂(ξ)Φ = ΦTHB̂(ξ)Φ. (A.27)

Therefore

eiÂsB̂(ξ)e−iÂsΦ = eiÂsΦMe−iΛs = ΦeiΛsMe−iΛs. (A.28)

So

lim
t→∞

1

t

∫ t

0

eiÂsB̂e−iÂsΦc ds.

= lim
t→∞

1

t

∫ t

0

ΦeiΛsMe−iΛsc ds.

=Φ lim
t→∞

1

t

∫ t

0

eiΛsMe−iΛs ds c.

(A.29)

Since

lim
t→∞

1

t

∫ t

0

eiΛsMe−iΛs ds

=



M(1,1) 0 0 . . .

0 M(2,2) . . . . . .

0
...

. . . 0

0 0 . . . M(D+2,D+2)


:= Mdiag,

(A.30)

(A.21) becomes

Φ
dc(τ)

dτ
= ΦMdiagc(τ). (A.31)

We then have

Û τ = ΦeM
diagτΦTHÛ in, where Û in = Û(0), (A.32)
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since

ΦΦTH = I.

A.2 The Approximation Matrix

We now compute ΦeM
diagτΦTH. For this purpose, notice that

M(i,i) = φ(i)THφ(i). (A.33)

Specifically, we have

M(1,1) = M(2,2) = −
[
µ

D− 1

D
|ξ|2 + κ

2

D(D + 2)
|ξ|2
]

:= u,

M(3,3) = −κ 2

D + 2
|ξ|2 := v,

M(j,j) = −µ|ξ|2 := w, j = 4, ...,D + 2.

(A.34)

We thus write each entry of ΦeM
diagτΦTH:


D

D+2
euτ + 2

D+2
evτ 0 D

D+2
euτ − D

D+2
evτ

0 ξξT

|ξ|2 e
uτ + (I − ξξT

|ξ|2 )ewτ 0

2
D+2

euτ 0 2
D+2

euτ + D
D+2

evτ

 .

Note that

Û [0](t, τ) = e−iÂtÛ (τ)

= e−iÂtΦeM
diagτΦTHÛ in

= Φe−iΛteM
diagτΦTHÛ in .

(A.35)
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We thus compute entries of P := Φe−iΛteM
diagτΦTH:


P11 P12 P13

P21 P22 P23

P31 P32 P33

 . (A.36)

where

P11 =
D

D + 2
euτ cos(

√
D + 2

D
|ξ|t) +

2

D + 2
evτ ,

P12 = −i
√

D

D + 2

ξT

|ξ|
euτ sin(

√
D + 2

D
|ξ|t) ,

P13 =
D

D + 2
euτ cos(

√
D + 2

D
|ξ|t)− D

D + 2
evτ ,

P21 = −i
√

D

D + 2

ξ

|ξ|
euτ sin(

√
D + 2

D
|ξ|t) ,

P22 =
ξξT

|ξ|2
euτ cos(

√
D + 2

D
|ξ|t) + ewτ (I − ξξT

|ξ|2
) ,

P23 = −i
√

D

D + 2

ξ

|ξ|
euτ sin(

√
D + 2

D
|ξ|t) ,

P31 =
2

D + 2
euτ cos(

√
D + 2

D
|ξ|t)− 2

D + 2
evτ ,

P32 = −2i
ξT

|ξ|

√
1

(D + 2)D
euτ sin(

√
D + 2

D
|ξ|t) ,

P33 =
2

D + 2
euτ cos(

√
D + 2

D
|ξ|t) +

D

D + 2
evτ .

Therefore, the Fourier transform of solution of linearized weakly compressible Navier-

Stokes with initial data Û in(ξ) can be expressed as

V̂ (ξ) = PÛ in . (A.37)

149



Bibliography

[1] L. Amerio and G. Prouse, Almost periodic functions and functional equations,
Van Nostrand Reinhold, New York-Toronto-Melbourne, 1971.

[2] C. Bardos, I. Gamba, F. Golse and C. D. Levermore, Global solutions of the
Boltzmann equation over RD near global Maxwellians with small mass, Comm.
Math. Phys. 346 (2016), no. 2, 435467.

[3] C. Bardos and F. Golse, Differents aspects de la notion d’entropie au niveau de
l’equation de Boltzmann et de Navier-Stokes, C. R. Acad. Sci. Paris 299 (1984),
225-228.

[4] C. Bardos, F. Golse and C. D. Levermore, Fluid Dynamic Limits of Kinetic
Equations I: Formal Derivations, J. Stat. Phys. 63 (1991), 323-344.

[5] C. Bardos, F. Golse and C. D. Levermore, Fluid dynamic limits of kinetic
equations. II. Convergence proofs for the Boltzmann equation, Comm. Pure
Appl. Math. 46 (1993), no. 5, 667-753.

[6] C. Bardos, F. Golse, and C.D. Levermore, The acoustic limit for the Boltzmann
equation Arch. Ration. Mech. Anal. 153(2000), no. 3, 177-204.

[7] H. Bohr, Almost periodic functions, Chelsea, New York, 1947.

[8] L. Boltzmann, Lectures on Gas Dynamics, Dover, Reprint Edition, New York
NY, 1995.

[9] F. Bouchut, F. Golse and M. Pulvirenti, Kinetic Equations and Asymptotic
Theory, B.Perthame and L. Desvillattes eds., Series in Applied Mathematics 4,
Gautheir-Villars, Paris, 2000, 41-126.

150



[10] C. Cercignani, The Boltzmann Equation and Its Applications, Springer, New
York 1988.

[11] C. Cercignani, R. Illner and M. Pulvirenti, The Mathematical Theory of Dilute
Gases Springer, New York, 1994.

[12] C. Chicone, Ordinary Differential Equations with Applications, Springer, 1999.

[13] C. Dafermos, Hyperbolic Conservation Laws in Continuum Physics, 2nd Edi-
tion, Springer-Verlag, Berlin-Heidelberg 2005.

[14] L. Desvillettes and F. Golse, A remark concerning the Chapman-Enskog asymp-
totics, Advances in kinetic theory and computing, B. Perthame ed., Ser. Adv.
Math. Appl. Sci., 22, World Sci. Publishing, River Edge, NJ 1994, 191-203.

[15] L. Desvillettes and C. Villani, On the Trend to Global Equilibrium for Spatially
Inhomogeneous Kinetic Systems: The Boltzmann Equation, Invent. Math. 159
(2005), 245–316.

[16] R. J. DiPerna and P.-L. Lions, On the Cauchy problem for Boltzmann equations:
global existence and weak stability Ann. of Math. (2) 130 (1989), 321–366.

[17] R. Ellis and M. Pinsky, The first and second fluid approximations to the lin-
earized Boltzmann equation J. Math. Pures Appl. (9) 54 (1975), 125156.

[18] R. Ellis and M.Pinsky, The projection of the Navier-Stokes equations upon the
Euler equations, J. Math. Pures Appl. (9) 54 (1975), 157181.

[19] Dynamics of Viscous Compressible Fluids, Oxford University Press, Oxford,
2004.

[20] F. Golse, C. D. Levermore, and L. Saint-Raymond, La methode de lentropie
relative pour les limites hydrodynamiques de modeles cinetiques Seminaire,
Equations aux Derivees Partielles, 1999-2000, Exp. No. XIX, Ecole Polytech,
Palaiseau

[21] F. Golse, C. D. Levermore, Hydrodynamic limits of kinetic models, Topics in
kinetic theory, 1-75, Fields Inst. Commun., 46, Amer. Math. Soc., Providence,
RI, 2005.

[22] F. Golse and L. Saint-Raymond, Hydrodynamic limits for the Boltzmann equa-
tion, Riv. Mat. Univ. Parma (7) 4 (2005), 1-144.

151



[23] F. Golse and L. Saint-Raymond, The incompressible Navier-Stokes limit of the
Boltzmann equation for hard cutoff potentials, J. Math. Pures Appl. (9) 91
(2009), no. 5, 508552.

[24] F. Golse and C. D. Levermore, Stokes-Fourier and Acoustic Limits for the
Boltzmann Equation: Convergence Proofs, Comm. Pure. Appl. Math. (2002)
Vol. LV., 336-393.

[25] H. Grad, Principles of the kinetic theory of gases, Handbuch der Physik, vol.
12, 205-294, Springer, Berlin, 1958.

[26] H. Grad, Asymptotic theory of the Boltzmann equation II. Rarefied Gas Dy-
namics, Proc. of the 3rd Intern. Sympos. Palais de l’UNESCO, Paris, 1962,
Vol. I, 26-59.

[27] Y. Guo, Classical solutions to the Boltzmann equation for molecules with an
angular cutoff, Arch. Ration. Mech. Anal. 169 (2003), no. 4, 305353.

[28] Y. Guo, Boltzmann diffusive limit beyond the Navier-Stokes approximation,
Comm. Pure Appl. Math. 59 (2006), no. 5, 626687.

[29] K. Hamdache, Existence in the large and asymptotic behaviour for the Boltz-
mann equation, Japan J. Appl. Math. 2 (1985), no. 1, 115.

[30] D. Hilbert, Begründung der kinetischen Gastheorie, Math. Ann. 72 (1912), 562-
577.

[31] D. Hoff and K. Zumbrun, Multi-Dimensional Diffusion Waves for the Navier-
Stokes Equations of Compressible Flow, Indiana Univ. Math. J. 44 (1995), 603-
676.

[32] D. Hoff and K. Zumbrun, Pointwise decay estimates for multidimensional
Navier-Stokes diffusion waves, Z. Angew. Math. Phys. 48 (1997), no. 4, 597-614.
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