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Chapter 1

Introduction

1.1 Presentation

At present, biotechnology is a very fast developing activity, and the
continuous development of new laboratory techniques promises many inno-
vations in the future of this industry . Besides these technological changes,
an increasingly competitive environment will question the economic viability
of old processes. A superior qx_;ality will be required to face the competi-
tion from abroad. To face thesg two challenges, innovation and quality, the
biotechnological industry needs good on-line sensing. The measurement of
important parameters, such as biomass concentration or metabolic activity,

is essential to optimize, control, and scale up biotechnological processes.

1.2 The need for an on-line sensor

In spite of some early computer control applications developed in the

1960’s, computers are still used less in biotechnology than in other compa-
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rable industries. In many fermenters, the control is often limited to pH,
pressure and temperature regulation loops. This relative underdevelopment
is due to the lack of on-line measurements. In biotechnology, one deals
with very complex molecules and living organisms and there is no way to
access the important characteristics of a process with simple measurements

like temperature, pH, viscosity, etc.

Armiger and Humphrey wrote in 1979 :“ One of the major problems
in developing mathematical models and control strategies, lies in the inabil-
ity to measure on-line many of the important process parameters. Signif-
icant improvement in existing sensors and the development of new sensors
is needed.” No solution has been found yet and the challenge of on-line
measurements is now a crucial one for industry. To face this challenge,

optical techniques seem to be a powerful tool.

1.3 Optical techniques -

The expression “optical techniques” covers a wide variety of techniques
that chemists and biologists have been using for concentration or identifi-
cation measurements for years. Absorption, scattering and fluorescence are

some examples of them.

With respect to other measurement techniques like viscometry, pH,
calorimetry, etc., optical techniques have some particular advantages which

seem to make them well-suited for on-line fermentation measurements. In-
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deed light measurements are :

* Fast : many optical measurements can be carried out in a time frame

of a second and often much less.

* Sensitive : the sensitivity of light measurement is impressive, sometimes

even a single photon can be detected.

* Non-invasive : since the interaction with the system is limited to light,

no changes are induced by the measurement.

The recent progresses in fiber optics, lasers and photodetectors have fur-
thermore increased their domain of use as well as their convenience. Many

optical measurements have the following advantages :

* Implantation : a sterilizable fiber optic probe can be placed in a fer-

menter very easily.

* Multiplexing : measurements in different positions of the fermenter can

-
<

be obtained with a single light source and a single detector by multi-
plexing.
Among all the optical techniques available, fluorescence is the most sensitive
and selective for molecular measurements. In biology, many compounds like
proteins, nucleic acids, etc., fluoresce, and therefore fluorescence appears
to be a most bromising measurement technique for on-line fermentation

monitoring.

1.4 Laser induced fluorescence




Since fluorescence was described first by G.G. Stokes in 1852, it has
been widely used in chemistry as well as in biology. ‘Although fluorescence
requires more sensitive and more expensive setups than absorption, it is
now a popular technique due to its sensitivity and selectivity. The power of
fluorescence also lies in the wide variety of measurements one can make with
a fluorescence setup. Changing the excitation and detection wavelengths,
measuring the fluorescence decay in time or the phase, give many data
from which the interesting parameters can be estimated. The use of a
laser, as a light source, enhances the properties of fluorescence. The high
intensity as well as the narrow bandwidth of the laser light increases the
quality of the measurements. Despite all those advantages, fluorescence is

not widely used in industry. Why ?

The main reason is surely the great complexity of the information given
by molecular fluorescence techgi}iques. Indeed, interactions between compo-
nents and semnsitivity to envirdnmental conditions, has raised some doubts
about the applicability of fluorescence to the analysis of complex mixtures.
But the lack of linearity and selectivity should not eliminate the hope to

get interesting information from fluorescence measurements.

1.5 The need for data processing

Today, with the use of computers in data processing, it is conceivable

that valid information is extracted from very non-linear information. The
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requirements of linearity and specificity that a sensor traditionally had to
meet are not needed any more. Sensor linearity should be replaced by
monotonicity. Selectivity is not required but just selective sensitivity which
means that the parameter to be estimated should influence the set of sen-
sors in a specific way. Therefore, one should be able to find a parameter

through the processing of data coming from different sensors.

This is the present evolution of sensing systems where the sensor is not
any more a device giving a signal proportional to a physical or chemical
parameter. It is rather a system using a great deal of data and some
knowledge about the sensing process or about the system behavior in order
to give information about complex systems. This approach, called smart
sensing, is the one that will give the capability to fully use fluorescence
measurements. The realization of a sm'(‘n't sensing system requires inter-
disciplinary knowledge. Knowl‘édge in spectroscopy, biotechnology as well
as in data processing should 52 combined in the study of a fluorescence
sensor for fermentation monitoring. For this reason, the project described
in this thesis was developed in collaboration with the National Bureau of

Standards and the Biotechnology Research Center of Lehigh University.

1.6 Purpose of the study

This study is a first step towards the development of smart biosensors.

However, this goal is very far from being achieved. In this first step, in-
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formation is collected about the fluorescence measurement in order to try
to resolve the simple mixture analysis and describe the interaction between
components.

After a brief presentation of fluorescence theory in the second chapter,
the experimental setup is described in the third chapter. The reproducibil-
ity of the measurements is studied in Chapter 3 as well as the mathematical
techniques for smoothing data. Chapter 4 presents the program developed
during this study for the spectrum analysis. Models of fluorescence emission
are presented in Chapter 5 as well as deconvolution techniques. Applica-

tions of these techniques to multiple components mixtures are then given

in Chapter 6.



C}lapter 2

Fluorescence

2.1 Theory

Fluorescence is a reemission of light after a luminous excitation. It is
usually described within the wider theoretical frame of photoluminescence.
Photoluminescence is the emission of light subsequent to the absorption of
luminous radiation by molecules. Depending on the kind of excited states
involved, the time frame of emission can be very short (10711 — 1077 &)
and this is called fluorescence, of"much longer (107%—10 s) and it is called
phosphorescence.

Fluorescence is directly related to the transfer between electronic. states of

the molecule. The main phenomena involved in these electronic transitions

are described below and represented in Figure 2.2 (on page 11).

a) Absorption

In the absorption process, a molecule is hit by electromagnetic radiation,

and can access an excited electronic state by absorbing a photon. This
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transition is possible only if the difference of energy between the ground
state and the excited state is equal to the energy of the photon hc/)\, where
X is the wavelength and hc = 1.9865-10725 J.m is the product of the speed
of light and Planck’s constant.

Often, many vibrational levels of the excited state can be reached, and
since the vibrational functions strongly overlap (specially in liquids), the
absorption spectrum looks more like a band than sharp lines. A typical
molecular absorption spectrum at room temperature shows peaks of 10 to

50 nm width as shown on Figure 2.1.

4

107 M

AR R R e Bt e St o
250 300 350
Wavelengih (nm)

Fig.2.1. Absorption spectrum of tryptophan 10~ 4M.

From an excited state, a molecule can evolve in different ways, one of
which results in fluorescence. To fully understand the processes involved
in luminescence, one should distinguish two kinds of electronic states : the
singlet and the triplet. The difference between the two comes from the

repartition of spins within the molecule, which is measured by the multi-
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plicity. Multiplicity is defined as 2S5 + 1 where S is the total spin of the
molecule. Usually all the electrons are paired with opposed spins. Therefore
the multiplicity is 1, and the molecule is in a singlet state. Sometimes the
molecule can transfer to a state where two electrons have the same spin
and the multiplicity is 3, giving a triplet state.

One can assume that all molecules are in the lowest vibrational level of
the ground state in a solution at room temperature, and that the ground
state is a singlet state. The actual time required for photon absorption,
i.e., the time required for a molecule to go from one electronic state to
another, is 1071% second which is short relative to the time required for
all other electronic processes and for nuclear motion. This means that
immediately after excitation a molecule has the same geometry and is in
the same environment as it was in the ground state. In this situation it can
either emit a photon from the széme vibrational level to which it was excited
initially, or undergo changes in Vibrational level prior to emission radiation.
Which of these two processes is dominant, depends upon the environment of

the molecule. The direct reemission gives Rayleigh and Raman scattering.

b) Scattering

In Rayleigh scattering, a photon is reemitted within 10~1% second at the
same wavelength as excitation. The intensity of this effect varies inversely
with the fourth power of the wavelength. The Raman effect is another form

of scattering emission, but in this case vibrational energy may be added or

9



subtracted from this photon depending upon the characteristic frequency
of the electronic state. When reemission occurs (within 1071% second) the
photon can contain more or less energy. The energy difference is character-
istic of a given molecular structure and is independent of the wavelength
of the exciting light. As discussed later, the Rayleigh and Raman emissions

of the solvent can be a source of a problem in the spectra analysis.

c) Vibrational relaxation

The excited molecule can also change its vibrational level by thermal
relaxation. This relaxation happens in solution, where the solute transfers
all its excess of vibrational energy to the solvent in 1073 to 10~!! second.
Once it arrives at the lowest vibrational state, the molecule can either
emit a photon or loose its energy into heat by a process called internal
conversion. The photon emission occurs then at the lowest vibrational level

of the singlet excited state. -

>

d) Fluorescence

The lifetime of a singlet excited state is 10™° to 10~7 second and there-
fore this is the lifetime of fluorescence. The quantum efficiency of fluores-
cence is defined as the fraction of excited molecules that will fluoresce.
For some chemicals such as fluorescein it reaches nearly 1. As shown on
Figure 2.2, the reemitted photon has an energy less than that of the ex-

citing photon because of the loss of vibrational energy. This causes a shift

10



of the fluorescence spectrum towards longer wavelengths compared to the

absorption spectrum, called a Stokes shift.

Second excited singlet
2 4
1
1
! Extited triplet
1 T
Loss of - 2
vibrational ! ?';lc’ls?,td
energy by 4 Singlet
coilision S T
] 1
~ ]
ol Lowest
> S triplet state
= [/ =1
b ~ o! !
c c b >t
v s|g | & Zioe
21 o
2 BERH 5 | & ¢
t 2|g |2 ol | 5 ¥
$ =HERG sl | 2 ¢
o = 8 61 o
€ “ g <l g
E— o1
3 S
- 1
So *
Ground electronic state

Interatomic distance along
critical coordinate

Fig.2.2. Energy levels in photoluminescence (from Guilbault [1973]).

e) Phosphorescence

N

Another path by which a molecule can return to its ground state, is
phosphorescence. The molecule undergoes a transition to a triplet state. In
phosphorescence, the light is emitted from the triplet state to the singlet
ground state. Due to the low probability of this transition, the time con-

stant of phosphorescence emission is much bigger than that for fluorescence.

f) Internal conversion

An other way a molecule can loose energy, is by internal conversion, also

called collisional deactivation in Figure 2.2. In this process the molecule
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can convert its absorbed energy into heat. The efficiency of this process is
variable but it often allows the molecule to go from any excited state to

its lowest excited singlet state in a time shorter than photon emission.

2.2 Relation with the molecular structure

From the chemical structure, one is able to predict if a molecule flu-
oresces or not. Theoretically any absorbing molecule should be able to
fluoresce, but often the non-radiative processes of disexcitation overcome
the photon emission, reducing the fluorescence to a level below the detec-
tion limit. Some specific features of the electronic structure appear to be
needed in order to get a fluorescence signal, they will be presented below.
More generally, the complete fluorescence spectrum could theoretically be
obtained from the molecular structure since the light emission directly re-
sults from the transfer between: electronic states. But no accurate theory is
yet available to predict the wfz)le spectrum. A few rules exist which can
more or less indicate some properties of the fluorescence spectrum. The
main rules that can allow one to predict some fluorescence characteristics
are presented very briefly below. They represent an oversimplification of

reality, but give an idea of the basic mechanisms involved in fluorescence :
* The molecule should be aromatic
* The lowest excited singlet state should be a n*

*» Substituents can dramatically influence the fluorescence quantum yield

12



Aromatic substituent effects on tluorescence

Effect on wavelength Effect on intensity

Alkyl None Slight

OH, OAlkyl Red shift increase, but be aware of pH
effects

COOH Red shitt Signiticant decrease

NH:, NAtky! Red shift Significant Increase, be aware of
pH effects

NO,, NO Red shitt Significant decrease

Table 2.1. Substituents effects on fluorescence
(from Froehlich [1985]).

as shown in Table 2.1.
* The presence of atoms of high atomic weight reduces the fluorescence
* The aromatic ring should be coplanar

* The size of the ring system shifts the fluorescence

2.3 Environmental influences

Due to all the processes cojnpeting with photon emission, described
earlier, the fluorescence is highly Sensitive to environmental effects and this
is its major problem. Changes in pH, temperature, or the presence of
other components can influence the processes of excitation or disexcitation,
and therefore degrade the original characteristics of the fluorescence signal
tremendously. Let us consider some of the main effects which can alter the

measurements made during this study.

2.3.1 Solvent eﬁects

The solvent influences the measurements in many ways. First the sol-

13



vent itself produces a signal by scattering. The Rayleigh scattering at the
excitation wavelength is not important since this wavelength is ignored in
the data treatment. The Raman scattering produces a signal at wavelengths
usually use& in processing the data. But since the wavelength of this emis-
sion is known and it is a characteristic of the solvent, one can easily correct
the spectra by subtracting the spectrum of the pure solvent or just not use
the affected wavelengths in the data analysis. Figure 2.3 shows the relative

importance of Rayleigh and Raman scatterings.

WATER CLEAN CELL

10 oo A1 1 I_Ll L 1 1 l 11 1 1 l i1 1 1 [ | S | l_]_l 1 ]JJ_]_J_J_,LJA_I_L_LL_
-t -
'] -
8.00 4 -
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= 1 -
2 6.00 — . -
° - - —
2z
- " -
& - .
a
g 4.00 -
4
= -
2.00 -
p -
i L
- -
. -
0.00 | R SR L) T 1T 177 LRI B LI B T 1 TV T T LR L T 17T 1T 1

250.00 275.00 300.00 325.00 350.00 375.00 400.00 425.00 450.00
WAVELENGBTH (nwm)

Fig.2.3. Spectrum of distilled water showing the Raleigh scattering
(at 280 nm) and the Raman peak (at 310 nm).
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Raman scattering is usually very weak and can serve as a test of the
instrumentation semnsitivity. For example, in water the Raman emission is
known to appear at a wave number shift of 3380 ¢m~! which results in
a peak at 310 nm in our experiments where the excitation wavelength is
280 nm.

The solvent can influence fluorescence in many other ways :

* Viscosity, since the fluorescence usually increases with it
*x Polarity, since often in polar molecules the excited state is more polar
than the ground state. An increase in the dielectric constant of the
solvent increases the stability of the excited state and results in a red
shift of both the absorption and fluorescence spectra
* Presence of heavy atoms in the solvent molecule which induces a de-
crease in the fluorescence efficiency as well as an increase in the phos-
phorescence efficiency. )
All the measurements presenteg in this study are made in water and no
consideration of the improvement possible by the use of other solvents has
been made since the use of water seems compulsory in any biotechnological

device.

2.3.2 Effects of pH

The pH has a very strong effect on the fluorescence. The ionization of
the molecule can increase, decrease and even completely eliminate fluores-

cence. A difference in the pKa of the ground state and excited state will

15



result in significant changes of the shape of the fluorescence spectra with
pH (an example with 2-naphthol is given in Guilbault{1973]). This change
can be very important in our experiments since a good part of the work
is done on components showing a complex acid-base behavior. Indeed the
amino acids have an acidic group (~COOH) and a basic group (—NHp).
They can even have additional pH sensible groups like tyrosine which has a
hydroxyl group. Therefore, good control of pH should be provided. Fermen-
tation measurements are usually made under pH control of the fermenter
and therefore no unexpected variations of fluorescence should occur from

pH changes.

2.3.3 F luorescence quenc}ling

Fluorescence is also sensitive to some components which can decrease its
efficiency significantly. Dissolvea O, molecules are known to have such a
quenching effect. This quenching can have a dramatic result on the analysis
of fermentation data since the quantity of dissolved oxygen is likely to vary
tremendously during fermentation. Therefore, an accurate analysis of the
sensitivity to dissolved oxygen of the measured signal should be made and
an eventual connection of the fluorescence probe with an oxygen probe
should be considered. Other known quenching processes can occur with
heavy-atom components or when some hydrogen bonding appears between

the fluorophore and the solvent or some other solutes.
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2.3.4 Eﬁects of temperature

As some general considerations of fluorescence theory show, temperature
is a very significant parameter in the fluorescence emission. By inducing a
substantia:l change in the rate of collision between the fluorescent molecules
and the solvent molecules, any increase of temperature can reduce the flu-
orescence efficiency by promoting non radiative processes. Figure 2.4 shows
the fluorescence variations as a function of temperature for some commonly
used fluorescent compounds. The temperature sensitivity depends strongly
on the fluorophore. It is recognized as very high for tryptophan (as high as
a 30% decrease between 20° C and 30° C) but relatively less for tyrosine
(20% in the same range of temperature).

The fermentation measurements are probably not affected by this effect

since the temperature is regulated in a fermenter.
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Fig.2.4. (from Undenfriend [1962)).
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2.4 Use in biotechnology

2.4.1 Presentation

Fluorescence is a very promising technique in biotechnology because
many biological compounds fluoresce. Nucleic acids, amino acids as well
as carbohydrates can fluoresce. Of high practical importance are the fluo-
rescent‘T coenzymes associated with specific metabolic pathways such as Fyy0,

NADH or FADH. Table 2.2 shows some of the important biological fluo-
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Maximum Wavelength
Fluorophores Excitation Emission
NADH, NADPH 350 450
FAD 450 520
Aromatic Amino Acids 275 340
Nucleotides 280 375
Riboflavins 445 520
Antibiotics var. var.
’F420 425 472

Table 2.2. Luminescence peaks of the important biological fluo-

rophores.

rophores and their fluorescence characteristics.

The fluorescence of NADH is the most commonly used for fermentation
monitoring. The functioning of an NADH probe is described below. The
fluorescence of some plant pigments such as chlorophyll can also be used
to measure the production of biomass or the photosynthetic activity. Some
portable fluorescence probes have been developed for measuring the biomass

of algae in rivers and lakes from the chlorophyll fluorescence.

ol
»

Another area of biotechnology where fluorescence is commonly used, is
immunoassays. Several fluorometric methods of detecting antigens or anti-
bodies have been developed for example by using :

. * Antigens or antibodies directly labeled with fluorescent compounds
* Enzymes producing fluorescent molecules linked to antigenes or antibod-
ies
* Time resolved techniques using fluorescent markers with very long life-

time like europium chelates for labeling antigenes or antibodies
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This fast description gives an idea of the variety of fluorescence techniques
used in biotechnology. For fermentation processes, the NADH probe is the

only technique widely used in on-line monitoring.

2.4.2 The NADH prol)e

NADH is a coenzyme which has a very important function in energy
metabolism. The couple NAD/NADH serves as an electron carrier in many
biological reactions, in particular in the respiratory chain and in the produc-
tion of alcohol. The maximum intensity of NADH fluorescence is obtained
at 450 nm with a 350 nm excitation light. A commercial probe, like the
Ingold fluorosensor, illuminates the sample with a mercury lamp at 360 nm
and measures the intensity of the back-scattered ﬂu.orescence at 450 nm.
The signal obtained is a measurement of the NADH-concentration within
the cell influenced by the number of viable counts, the reducing state of
the cells and the environmentaf;gffects (pH, temperature, etc.). Despite the
complexity of the interactions, some significant correlations between the flu-

orescence signal, the biomass concentration and the metabolic activity have

been shown (cf. Figures 2.5 and 2.6).

A few problems can arise from the direct implantation of the probe
in the fermenter, mainly due to bubbles. The sensing side of the probe
can be covered by bubbles or they can reduce the fluorescence by their
scattering. Since the dissolved oxygen can also influence the measurements,

stirrer speed and aeration are critical in fluorescence measurement as shown
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rescence signal during a batch cultivation of Z. mobilis (from Scheper
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in figure 2.7. o

-
»

The tremendous variation of the fluorescence signal with the stirrer
speed is explained by ocheper and Schigerl as follows : “ Without any aer-
ation the fluorescence signal increases with a stirrer speed up to 370 rpm,
since possibly produced bubbles will be washed away from the monitoring
part of the sensor. When the revolution rate becomes higher than 370
rpm, the gaseous phase is mixed into the medium and the signal decreases
rapidly. When the bubbie diameter becomes smaller at higher speeds, the

signal increases again. The course of the fluorescence plots is similar for
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different aeration rates. The signal decrease is not as abrupt as before and
starts at lower revolution rates. At high impeller speeds and aeration of
the reactor, the bubble diameter seems to be smaller, for the signals are
higher.” Even if this explanation is not very convincing, it points out a
strong effect of stirrer speed and aeration on fluorescence. This fluores-
cence variation is of prime importance for any application of fluorescence
measurement in fermenter, and it surely requires some consideration in the

data analysis process.
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Chapter 3

MEASUREMENTS

3.1 The experimental setup

All the experiments presented in this study were made at the National
Bureau of Standards facilities in Gaithesburg, under the direction of Hratch

G. Semerjian and John J. Horvath.

3.1.1 Description

The experimental setup, us%i in this research, is designed to measure
fluorescence spectra in the ultra-violet and visible region. The choice of the
setup configuration has been made keeping in mind a possible application of
the sensor. This idea led us to choose a front surface detection geometry. In
this configuration, the fluorescence is measured on the illuminated surface,
in the opposite direction of the excitation beam as shown on Figure 3.1.
This configuration allows measurement in very opaque or turbid solutions.
Furthermore, the design of a probe with fiber optics is very simple, so this

geometry is likely to be the one selected in any industrial device.

24



dN1IS TV.ININI-EdXH

wdenydeip
Jojewal
doys ureaq doys weaq  guo wil sy sua[ b
= 2D o] | Ausuap [ennay “OUOW
D T | — e [Bidynoioi s 00
R ns , '
MvAR) zuend !
ww o{xpl :
wsud
T AN ¢ LA 1 omBsuQg
: ARt Jolsdaw poreny
i : sy RS At
: ; Aususp [eanou — 7
! - U Jopesouad
: I Bnd [
: wesydeip
; ww ¢
(w087} “ " \ew& © DA WEL
1EIsA10 Suygqnop Loudnbasy iy \ ’ .
. : WA TES
\\ovc_vo,c_& H g ﬂ__c WU $36-76S
uqnop Asudnbaiy SUHUEDO
spsind o1 sV aAa

wu 901 DVAPN YISV]

Laser induced fluorescence experimental setup.

Fig.3.1.
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The ultra violet light beam, generated by a laser, hits the surface of
the cuvette with less than 10° of incidence. The fluorescent light emitted
by the sample is then collected perpendicularly to the illuminated surface
by a set of lenses, and directed into the slit of a monochromator. The
monochromatic light is measured by a photomultiplier tube. The excitation

light intensity is also measured by a photodiode.

Each part of the setup is described more precisely in order to allow a
complete understanding of the specific features of the measurements pre-

sented below.

3.1.1.1 The light source

The light source is composed of two lasers. The first one, an Nd : Y AG
laser, generates pulsed light at 1064 nm. After frequency doubling, the light

at 532 nm excites a dye laser which produces light at a tunable wavelength

between 552—584 nm. Another fréjuency doubling gives the ultra violetlight

usually tuned at 280 nm.

a) The Nd:Y AG laser

This laser is a Quantel YG581C laser. The active part in this kind
of laser is the Neodymium ion Nd*t3. This ion is incorporated in a crys-
tal known as Y AG (for yttrium aluminum garnet). The Neodymium ion
possesses the interesting property of having four levels usable to create the

laser oscillations. This property greatly facilitates the pumping.
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“Energy

Fig.3.2. Four-level laser {from Young|1986])

As in any optically pumped laser, first a strong light irradiates the
laser medium which absorbs this light in band 3, shown in Fig.3.2. How-
ever, this band is never populated, because some very fast non-radiative
processes allow the transition to the level 2. Then light emission occurs
in the transition from level 2 to level 1. This level is also non-populated

because of the fast non radiative decay to the ground level 0. Therefore,

’.~

an inversion of population between level 1 and 2 appears as soon as level
2 is populated. This four-level electronic structure is much more efficient
than the three-level one where more than the half of the population should

be pumped to the level 2 to produce inversion.

The Nd:Y AG laser works in pulsed mode. It generates 10 pulses per
second, each one being nearly 10 ns long. The energy of each pulse is
1.2 J. This means that the average light power is 12 W, but the peak

power is 120 MW. Such a high peak power is obtained by Q-switching.
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gence like KDP (potassium dihydrogen phosphate), the efficiency of con-
version to second-harmonic waves can be increased by phase matching the

incident and second-harmonic waves, up to 15-20% for an input power of

100 MWem™2.

The light coming from the dye laser is frequency doubled in order to get
the 280 nm ultra violetlight that is used in the experiments. The output
power after this operation is reduced to 12 mJ per pulse. The diameter of

the beam is approximately 5 mm.

3.1.1.2 The sample illumination

The beam which leaves the laser, crosses a quartz plate, which reflects
4% of the light to a photodiode used to record the laéer power. The light
is then directed to a 1 X lem quartz cuvette which contains the sample.
The incidence is approximately 10°. A high quality quartz cuvette is in-
dispensable because ordinary gla;gs absorbs the light at 280 nm and even
quartz may absorb a little and fluoresce at the wavelengths used in the
experiments if it contains any impurity. The fluorescence is collected by a
set of lenses. The first lense collimates the light coming from the cuvette
in a parallel beam. The focal point of the first lens is the middle of the
cuvette. A 14 mm diaphragm is placed in the beam path before a set of
neutral density filters used to reduce the intensity of the light to a value
acceptable to the electronics. Another lens focuses the beam on the slit of

the monochromator. It is easy to compute the efficiency of the fluorescence
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collection. The focal length of the first lens is 6 inches. The solid angle out-
side the cuvette can be computed as 27(1—cosa) where tana = 7/(6x 25.4)
or a = 2.63°. But due to refraction, it is the angle inside the liquid which
should be considered. So ¢; is computed by n;sin oy = nsina which gives
o = 1.98°, Therefore the solid angle is 3.7410~3 str which represents an

efficiency of the light collection of 0.03%.

3.1.1.3 The measurement devices

The measurement of the fluorescence is made by a monochromator and

a photomultiplier, and the laser intensity is recorded through a photodiode.

a) The monochromator

A monochromator GCA/McPherson EU-700 was used. Its optical sys-
tem is composed of two parabolic mirrors, one for collimating and the other

for focusing.

-

The wavelength dispersing element is a plane diffraction grating, which

has three main characteristics :
* Fixed-focus scanning

* Linear relationship between mechanical movement and wavelength selec-

tion through the use of a sine bar
* Wavelength dispersion is constant over the entire scanning range

The grating is a piece of glass very finely ruled. The interferences between

the different diffracted light beams result in a dispersion of the light with
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Fig.3.4. GCA/McPherson EU-700 monochromator (from
GCA/McPherson instrument manual)

an angle depending on the wavelength. The grating equation is :

mA = d(sint + sin §)
where t is the angle of incidencg‘, 0 the angle of diffraction, d the distance
between two rules, m the order"of the interference and A the wavelength.
One can see in this equation that the different orders of interference are su-
perposed. In the measurements where the excitation wavelength is 280 nm,
the second order harmonic will begin to interfere at 560 nm. This super-
position is not a problem since such large wavelengths are usually not scan.

The chromatic resolving power of such an instrument is given by :
A/AX=mN

where N is the total number of lines. The grating of this instrument is
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a 48 x 48mm ruled area at 1180 lines/mm. Since the first order of in-
terference is used, the theoretical resolution is 0.1 A. But considering the
slit width used in the measurements (0.5 mm), the resolution is limited by
the dispersion to 1 nm, which is not very good, but sufficient since no fine
structurle appears in the spectra of the biological components studied. The

scanning speed of the monochromator can be varied between 0.05 A/s and

20 A/s.

b) The photomultiplier tube

The monochromatic light comming out of the monochromator is mea-
sured by a Hamamatsu R955 photomultiplier tube. The photomultiplier is
a photosensitive device consisting of a photoemissive cathode followed by
focusing electrodes, an electron multiplier, and an electron collector. When
light enters the photocathode, the photocathode emits photoelectrons into
the vacuum. These photoelectrof;i are then directed by the focusing elec-
trode voltage towards the electron multiplier, where electrons are multiplied
by the process of secondary emission. The multiplied electrons are col-
lected by the anode as an output signal. The photomultiplier tube used
has multialkali (Na-K-Sb-Cs) photocathode which, combined with a fused-
silica window, gives a very wide spectral response from the ultraviolet to
the near infrared region with a quantum efficiency varying between 15-25%

and a sensitivity of 6U-70 mA/W in our range of measurement. The elec-

tron multiplier is a 9 stage circular-cage, giving an amplification of 107 for
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a rise time of 2.2 ns.

c¢) The photodiode

The laser output intensity is recorded by an ITT F4018 photodiode
which has a sensitivity of 30 uA/lumen and a quantum efficiency of 10 %

at 280 nm. This is a very fast device with a rise time less than to 0.5 ns.

3.1.14 T}\e electronic processing

The photomultiplier tube and the photodiode described earlier, are con-
nected to a boxcar integrator. This electronic system performs an inte-
gration of the two signals over the time period of a pulse, approximately
30 ns. A photodiode, installed in the Nd : YAG laser, triggers this in-
tegration. The boxcar also allows to make an averaging of 3, 5, 10 or
30 measurements. The averaging reduces the noise on the measurements
but has some drawbacks. Indeed,}ince the monochromator keeps scanning,
the averaging is made with measurements taken at different wavelengths all
shorter than «he one the average value is affected at. This method of aver-
aging results in a shift of the measurements towards longer wavelengths. If
v is the scanning speed of the monochromator in nm/s, the step between
two flashes of the laser is v/10 nm . Therefore if the boxcar averages N
measurements, the computer can take a sample every Nv/10 nanometer.

This rate of measurement allows that every pulse of the laser is used for

one and only one measurement, preserving the independence of the mea-
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surements and taking advantage of all the information available. When this
averaging procedure of the boxcar is used, one should take care to shift all
the measurements by —Nv/20 nm in order to get an unbiased spectrum.
The amount of noise is then reduced by VN.

This reduction of noise is only obtain by a reduction of information (the
number of measurements is divided by N) and is with this respect similar
to smoothing techniques described below, even if it is directly accomplish
by the electronics.

An IBM AT controls all the measurement process. The user can choose
the scanning speed of the monochromator and the rate of data acquisition
through a program written by researchers in the National Bureau of Stan-
dards. The data acquisition rate is limited to 10 readings per second since

the measurements are integrated over one pulse and there are 10 pulses/s.

3.1.2. T}le measurements prbsently done

-«
>

The setup described above is used for fluorescence measurement. Since
one purpose is to determine concentration measurements in a fermenter,
a wavelength of 280 nm was chosen for excitation. At this wavelength,
many organic molecules absorb. This is true for the aromatic amino acids,
tyrosine, tryptophan and phenylalanine. In particular tryptophan has a
peak in absorption at this wavelength and since it is the most fluorescent
protein component, a 280 nm excitation wavelength seems to be well suited

for measurements in a fermenter.
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Two kinds of measurements have been performed. The first ones were
made on pure and mixed amino acids. For these the 1x lem quartz cuvette
described earlier was filled with the sample each time. The second measure-
ments were made on a fermenter using a flow cell. The fermenter solution
was continuously pumped from the fermenter into the cell. Measurements
were taken at regular intervals on the flowing liquid. The operating condi-

tions were slightly different in the two cases.

a) The amino acid measurements

The fluorescence was recorded between 260 and 460 nm. This range
allows having all the intesting peaks (tryptophan at 340 nm, tyrosine at
305nm, etc.). The scanning speed was usually 10)4/3 which made our mea-
surements length 3 min 20 sec. Sometimes the internal averaging of the

boxcar was used. In this configuration 30 measurements were averaged and

2 readings per second were taken. More often the maximum rate of data
acquisition of 10 readings per second was selected. Naturally no averaging

was made at this rate.

b) The fermentation measurements

For the fermentation measurements, the fermentation broth was pumped
from the fermenter through a flow cell where the measurements were done.
The flow cell was a 7xX10 mm quartz cuvette and the broth was pumped at

approximately 10 m!/min. Some bubbles were circulating in the cell but it
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has been checked that they did not influence the measurements. Indeed the
probability of interaction with a bubble is small because the laser pulses
are very short. The fluorescence was recorded between 250 and 550 nm at

10.:1/3 with a data acquisition rate of 10 readings per second.

3.1.3 The other measurements available

This setup can be used to measure some other very interesting fluores-
cence characteristics, which have not been studied in this project but should

be considered in evaluating the possibilities of laser induced fluorescence.

a) Time-resolved fluorescence

The fluorescence signal duration is, as it was said before, nearly 20 ns.
In fact, it varies between 1 ns and 100 ns. The exact duration and the
way the signal is decaying, is directly related to the probability of transition
inside the fluorescing molecules ajld therefore this characteristics will change
depending of the fluorophores present in the solution. Two components
which fluorescence lifetimes differ by 3 nanoseconds can be resolved in a
mixture(Cline Love and Sherer[1980]). A fast photomultiplier allows this

kind of measurements. The figure 3.5 shows a time-resolved measurement

performed at the National Bureau of Standards.

b) Excitation-emission matrix

This kind of measurements developed in the department of Chemistry of

the University of Washington in 1975 using a new measurement device, the
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videofluorometer, which allows one to measure 241 spectra at 241 different
wavelengths in less than 20 ms (Warner{1975]). It presents the great advan-
tage to fully described the fluorescence. The fluorescence matrix obtained
by the videofluorometer is composed as follows :

*» Each line is an emission spectrum at the excitation wavelength A!_

*x Each column is an excitation spectrum at the emission wavelength AJ_,
This means that the term m;; is the intensity of the fluorescence emit-
ted at the wavelength X! when the sample is illuminated at the wave-
length AJ_. The measurement of this matrix is performed by diffracting
the excitation light before it hits the sample and then diffracting the flu-
orescence signal in a direction perpendicular to the direction of the first
diffraction. Therefore each diode of a SIT (Silicon Intensified Target)
vidicon is hit by a beam which is a single wavelength of the fluorescence
emitted by the sample exc:ited at a single wavelength. An excitation-
emission matrix resulting Of this measurement technique is shown in
figure 3.6.

This measurement is naturally impossible to perform with a laser since
the emission is monochromatic. But it is possible by tuning the dye-laser
to obtain measurements at a few different wavelengths in order to get a

matrix of measurements.

c¢) Two-photon excitation

The high power of the laser allows one to consider some measurements

39



Fig.3.6. Excitation-emission matrix (from Warner [1977))

which are impossible with classical light sources. Two-photon fluorescence
is one of these techniques which require a very high intensity source. The
idea consists in illuminating the sample with a light at a frequency half
than that at which it absorbs which produces an excitation of the molecule
by absorption of two photons. This technique increases the selectivity of
fluorescence. Figure 3.7 shows measurements of two-photon excitation fluo-
rescence realized at the Nationz; Bureau of Standards on tryptophan and
tyrosine samples.

Tryptophan clearly exhibits fluorescence in the 340 nm range as it does

under a 280nm excitation. Tyrosine does not show any fluorescence at the

wavelengths at which it fluoresces under a 280 nm excitation.
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3.2. The pure amino acids mecasurements

In order to test the performance of this setup, some experiments have
been made with pure amino acids. The fluorescence of the amino acids have
been studied by many researchers (Teale and Weber[1957], Konev|[1967])
because of its importance in proteins fluorescence. The main results are

presented below.

3.2.1. Fluorescence of the amino acids

Only the three aromatic amino acids exhibit a significant fluorescence.
The fluorescence of cysteine has also been measured but is considerably less
intense than the fluorescence of tryptophan, tyrosine and phenylalanine. As
shown in Figure 3.8, these three compounds have an aromatic ring which is
believed to be responsible for the intense fluorescence. The structural dif-

ferences give nevertheless very .different luminescent properties to the three

g
molecules.
\H, NH,
e CHA CCOO ~_Cliy C—COOH

N ] /j\\\\ R H

HO o
Phenylalanine Thyrosine

NH,

~ - =CH, -C--COOH
. N/})‘ }i

H
Tryptophan

Fig.3.8. Tryptophan, thyrosine and phenylalanine structures.
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3.2.1.1 Absorption

The absorption spectra of the three aromatic amir-lo acids is shown in
Figure 3.9. Tryptophan has a much larger absorptivity than tyrosine or
phenylalanine. Its absorption spectrum is very wide extending up to 300
nm. The main peak is at 280 nm and a small side peak is visible at 288
nm. Tyrosine spectrum has no distinguishable structure, it peaks at 275
with a molar absorptivity approximately three times smaller than the peak
absorptivity of tryptophan. The tyrosine absorption decreases quickly after
280 nm and become almost null at 200 nm. Phenylalanine absorbs even
less, its peak at 257 nm is 15 times smaller than the one of tryptophan.
The phenylalanine spectrum shows three different peaks at 251, 257 and
263 nm and decreases abruptly after the third peak until 275 nm where its
absorptivity is negligible.

-,
-

3.2.1.2 Fluorescence -

>

Although the aromatic ring is the origin of the fluorescence in the three
compounds, tryptophan, tyrosine and phenylalanine, they have very distinct

fluorescence spectra as shown in Figure 3.10.

a) Tryptophan

The fluorescence spectrum of tryptophan in aqueous solution is a broad,
structureless band with a maximum at 348 nm and a half width of 60 nm.

The Stockes’ shift {wavelength difference between the maxima of the exci-
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Fig.3.10. Fluorescence spectra of tryptophan, tyrosine and pheny-
lalanine(from Teale and Weber [1957]).

tation and emission peak) is strong, approximately 70 nm. This strong

shift results in a clear separation of the absorption and emission spec-
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tra. The strong influence of temperature on tryptophan fluorescence has
already be mentioned in Chapter 2. The intensity of the Auorescence de-
creases of 5% per degree Celsius between 20°C and 30°C. The pH of

the medium induces slight changes in the shape of the tryptophan fluores-
R — C — COOH

R—C— -
cence spectrum. U peaks at 347 nm, C|: coo
¢ 00 N
R—C~COO"
at 353 nm and I at 360 nm. (Konev [1967]). The quan-
NH,

tum yield of fluorescence, defined as the ratio of the number of pho-
tons emitted over the number of photons absorbed, changes also with pH.

R — c‘ — COOH .o . high yield of 0.51, R_.(l:-—COO' a yield of

NHj NH;

0.20 and R—C—COO0™  only 0.085.
NH,

b) Tyrosine

The peak of tyrosine fluorescence occurs at 303 nm, a wavelength much

shorter than tryptophan. The half width of the peak is also smaller, only

-
>

38 nm. The sensitivity of tyrosine to temperature is not as important as
the trvptophan one but still reaches 3% per degree Celsius. Tyrosine has a
quantum yield of 0.21 at neutral pH but at pH lower than 4 the quantum
yield is reduced to 0.056 due to the conversion of the carboxyl group to
the un-ionized state. At higher pH, the dissociation of the phenol hydroxyl
(pK=9.7) occurs and creates a dissociated form which is believed to be non

fluorescent (White[1959], Cowgill[1963]).

c¢) Phenylalanine
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The spectrum of phenylalanine presents a main peak at 282 nm and a
half width of 28 nm. Vladimirov[1959] and Vladimirov and Burshtein[1960]
have resolved the structure of the fluorescence spectrum, recording maxima
of the vibrational structure at 282, 285 and 289 nm, and a shoulder at 303
to 305 nm. The quantum yield of the fluorescence of phenylalanine is low,
about 0.04 according to Teale and Weber[1957] and is constant over the
whole excitation spectrum. The fluorescence is slightly quenched in highly

basic or highly acid media.

3.2.2 Amino acid measurements

Measurements of amino acid fluorescence have been made for this study
in order to estimate the performance of the setup and to try to resolve
simple amino acids mixtures. The excitation wavelength was set at 280
nm, near the excitation peaks of tryptophan and tyrosine. However, the
absorption of phenylalanine is aliilost null at this wavelength, and the flu-
orescence peak is hidden by the scattering. Therefore phenylalanine was
not detectable. The rest of the study focuses on tryptophan and tyrosine.
Many measurements have been made on tyrosine and tryptophan at room
temperature, at concentrations varying between 10~3 and 107® mol/l. The
signal of the photomultiplier tube is usually divided by the measurement
of the photodiode in order to get a spectrum corrected for the laser inten-

sity variation (this procedure is justified below). Figure 3.11 presents the

two spectra of tryptophan and tyrosine in aqueous solution without any
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Fig.3.11. Measured spectra of tryptophan 1073M and
tyrosine 1073 M.

smoothing.

3.3 Noise and Reproducibility

The first step in the fluorescence spectra analysis has been to study the
reproducibility of the measurements which is a major concern in any sen-
sor. Repeated measurements of tyrosine and tryptophan have been made in
order to quantify the reproducibility obtainable on the the National Bureau
of Standards setup. It quickly appeared that the shape of the spectra was
very well reproducible but that the intensity was hardly comparable from

a day to another. Indeed fluorescence measurements are always given in

47



arbitrary units because of the lack of reference. This uncertainty on the
exact value of the intensity results in spectra hard to compare from one
day to another. Some changes in the setup cause this lack of reproducibility

observed during the first experiments.

3.3.1 Modifications in the experimental setup

One of the greatest changes which can occur is a variation of laser in-
tensity. The output power of the laser can vary for reasons internal to
the Nd:Y AG laser and this is not very well understood but also because
of the aging of the dye or of a poor alignment of the frequency doubling |
crystals. The laser intensity is recorded by the photodiode and therefore a
correction for the variation of laser intensity should be possible. But the
photodiode measurement is not reliable enough. Slight movements of the
plate which reflects the laser light towards the photodiode could change the
ratio between the photodiode if;giication and the laser intensity. The sensi-
tivity setting of the photodiode as well as the voltage of the power supply
were not always recorded. Any comparison of the laser intensity between
experimental sessions was therefore forbidden. The fluorescence measure-
ment itself could be influenced by moves of the cuvette, changes in the
position and diameter of the laser beam. The sensitivity setting and power
supply voltage of the photomultiplier tube were sometimes changed without
proper recording. Since the setup was used for other measurements, all the

changes cited before are very likely to occur. After some poor results in

48



the first experiments, reference settings for the main pieces of equipment
have been defined in order to improve the reproducibility. However the
reproducibility from a day to another is weak and, therefore a set of stan-
dard measurements should be done at the beginning of each measurement
session or only the measurements of a single session should be used in the

analysis.

3.3.2 Degradation of the sample

The first experiments of reproducibility gave poor results. A degrada-
tion of the fluorescence signal was occurring during the measurements. As
example Figure 3.12 shows a set of measurements done every 10 minutes
on a sample which stayed irradiated by the laser during all the length of

the experiment.

-
N

-
>

A significant decrease of the fluorescence signal is observed. Two reasons
can explain this variation : temperature variation and photodecomposition.
Indeed under the very intense laser light, the sample can warm up as well
as undergo chemical transformations. Such a transformation seems to hap-
pen on the tyrosine samples which exhibit a yellowish color after a long
irradiation. These experiments of degradation were not very reproducible.
On Figure 3.13, a second degradation experiment on tryptophan sample is

presented and compared with the first one in Table 3.1.
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Fig.3.12. Spectra of tryptophan fresh and after 10 and 20 minutes
of irradiation. Data recorded with a 30 measurements averaging.

The correlation coefficient used in Table 3.1 is computed by :
281 x 83

A
\/E(sm x 3°(s3)?
A A

where s} and s} are the two spectra. It is a measure of the linear

dependence between two signals which takes the value 1 when the two

are proportional and O when they are independent. The proportionality

coefficient is computed by :
Y281 x 83
A

)
>_(s1)2
A
It gives the ratio of the two signals when they are proportional and is the
least squares estimation of this ratio in any case.
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Fig.3.13. Second example of tryptophan degradation. ,

1%t tryptophan sample

Sample . Ratio Correlation
Fresh sample =1 1
After 10 min ~ 0.65 0.999
After 20 min 0.50 0.997

2"¢ tryptophan sample

Sample Ratio Correlation
Fresh sample 1 1
After 10 min 0.73 0.998
After 20 min 0.68 0.998

Table 3.1. Degradation of tryptophan under irradiation. The two
columns give the correlation and proportionality coeficients with the
fresh sample.

Table 3.1 shows that the degradation occurs in the two cases at differ-

ent rates. Some free convection circulation of the liquid inside the cuvette
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is probably responsible for these changes. Since only a part of the lig-
uid, approximately a tenth, is illuminated by the laser beam, differences
of temperature as well as composition (in case of photodecomposition), are
susceptible to appear inside the cuvette. It can result in convection currents
which can replaced the liquid in the fluorescence collection volume by non
irradiated liquid. The results of the experiments would greatly change in

such case.
To avoid the effects of the degradation, fresh samples are used for every

experiment. With this precaution the reproducibility of the measurements

is much better as shown in Table 3.2.

Sample Signal Signal Intensity |Correlation Ratio
Mean Variance Mean

Trp3a 1.043 0.58 3.43 0.998 1.029

Trp4a 1.053 0.59 3.24 0.998 1.020

Trpb5a 1.035 0.63 3.10 0.998 1.019

Trp6a 1.070 0.62 2.81 1 1

Table 3.2. Study of reproducpbility on 4 samples of tryptophan
10~% M. Correlation and proportionality coeflicients are computed
with respect to TrpGa.

Table 3.2 shows that the measurements can be reproduced with a cor-
relation higher than 0.99 which is satisfactory. The intensity seems to be
reproducible only within 3%. This means that even the concentration of a
pure compound can not be estimated better than 3%. Since a mixture is
much harder to resolve, one can expect a poor precision of any multicom-

ponent mixture analysis due to this poor reproducibility.
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3.3.3 Noise in fluorescence measurement

As it appears at the first look, the spectra obtained with this setup are
very noisy. Indeed, fluorescence measurements are subject to three kind of

noise : dark-current noise, flicker noise and photon noise.

a) Dark-current noise

Dark-current noise originates in the photomultiplier tube. Due to the
high potential difference between anode and cathode, some electrons are
emitted from the cathode even when no photon is received. These electrons
produce a current, called dark-current because it exists even in the complete
darkness. The electronics can correct the signal by subtracting the average
of the dark current but its noise can not be corrected. In the National
Bureau of Standards setup the dark current noise was typically of 0.02
volts for a signal of 5 volts which means 0.4% of noise.

>

b) Flicker noise

Flicker noise is due to the variation of the intensity of the light source.
The laser light monitored by the photodiode gives a signal similar to the
one shown in Figure 3.14. The signal to noise ratio is close to 25 (4% of
noise).

But since the intensity of the laser light is recorded and each measure-
ment is normed to a constant light power, one could expect a correction of

maybe 90% of the noise and therefore the resulting noise should have one
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Fig.3.14. Intensity of the laser during a measurement.

order of magnitude less, 0.4 % approximately.

c) Photon noise

N

Photon noise is another nois’z resulting from the functioning of the light
detector. The interaction between the photons and the detector is proba-
bilistic, due to the nature of light itself. Therefore the signal coming from
the photomultiplier tube depends of the number of photons which reach
the cathode in a statistical way. Only the integration over a long period of
time allows to reduce this white noise inherent to any light measurement.

One can estimate the photon noise as follows :

Iy = \/eBM/[t VI (1)
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B=1+1/g+1/¢*+---

where I is the intensity of the signal, Iy the intensity of the photon noise,
e the charge of an electron 1.6 x 107!°C, M the amplification of the photo-
multiplier tube 107, g the amplification per stage 6, t the integration time

3 x 10~8 s, therefore :

Iy =8x1073V1

The intensity used in the measurements is in the order of 2 mA therefore
the resulting noise is 0.36 mA which represents 18% of the signal. This
level of noise is very high for fluorescence measurements. It is due to the

short integration time.

3.3.4 Smoothing

In order to get a signal eas';Sr to analyze, one should try to remove the
noise as much as possible. The signal is smoothed using a low pass filter.
The filtering is done using a Fourier transform. A fast Fourier transform
is performed on the spectrum and the high frequencies are set to zero. An
inverse transform gives the smoothed spectrum. Many experiments were
recorded with 2000 points. The scattering peak is removed from the spec-
trum and then a 2048-points fast Fourier transform is used. Figure 3.15

shows half of the real part of a transform.

Since the original signal is real, the real part of the discrete Fourier
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Fig.3.15. Real-part of the Fourier transform of a tryptophan spec-
trum. Only half of the real-part is shown since it is symmetrical.

transform is symmetrical. The lower frequencies are represented by the
extremities of the transform axi.il the higher ones are in the center (the right
side on Figure 3.15 since only half of the transform is plotted). On Figure
3.16, the thirty first values of the transforms of two differents tryptophan

measurements are plotted.

One can see on Figure 3.16 that only the first terms are reproducible.
After the eighth point, the two transforms are completely different and do
not seem related in any way. Therefore all the data after this point are
assumed to be due to noise only and are discarded. A reverse transforma-

tion gives then a smoothed spectrum. Figure 3.17 shows the result of this
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Fig.3.16. First terms of the Fourier transform of two different tryp-
tophan measurements.
smoothing.

Let us consider how the smoothing process influences the reproducibility

-
>

of the measurements. Table 3.3 gives the correlation and proportionality

coefficients of two tryptophan spectra before and after smoothing.

Sample Ratio Correlation
Original spectra 0.969 0.989
Smoothed spectra 0.980 0.999

Table 3.3. Correlation coefficients and proportionality of the

smoothed and original spectra (computed between 340 and 360 nm).

The noise removal does not change the correlation and proportionality

factors, just a slight improvement can be seen. Figure 3.18 shows that the
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Fig.3.17. Raw and smoothed spectra of tryptophan.

two smoothed spectra are still different. The noise of the measurement can
be derived from the smoothed spectrum by subtracting it from the original
spectrum. Figure 3.19 shows tHle noise computed by this method on two

different tryptophan measurements.

The correlation coefficient between the two signals is -0.058. This very
low value shows that the two signals are independent. Therefore one can
conclude that they do not contain any information and that the smoothing

process keeps all the significant information and removes only noise.

3.3.5 Analysis of the experimental noise

The noise of the experimental spectra can be separated from the signal
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Fig.3.19. Noise extracted from two different measurements.
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as explained in the preceding section. One can then study its amplitude

and correlation.

The standard deviation of the noise computed between 340 and 360 nm

on a tryptophan spectrum is 0.32 for a signal of 4 which means a signal

to noise ratio of 12.

a) _Correlation with the intensity fluctuations

The intensity of the excitation light was recorded during every measure-
ment. The variations of the laser intensity during a typical run 3 min and

20 sec long, have been represented on Figure 3.14.

The laser intensity can be smoothed in the same way than a spectrum.
This procedure gives a fairly constant signal. The noise of the laser intensity
signal can be obtain by difference between the raw signal and the smoothed
one. Figure 3.20 shows the result of this process and Table 3.4 gives the

<

characteristics of this signal. o

Laser intensity mean value = 1.25
Intensity noise variance = 0.0024
Standard deviation = 0.049

Signal to noise ratio = 25.5

Shift (nm) 0.1 0.2 0.3 0.4 0.5
Correlation 0.328 0.157 0.048 0.016 -0.047
Shift (nm) 1 2 3 4 5
Correlation 0.113 -0.026 0.102 -0.097 -0.124

Table 3.4. Characteristics of the laser intensity noise.
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Fig.3.20. Laser intensity : smoothed signal and noise.

This signal is very close of a white noise. The values of autocorrelation

do not show any significant corrélation. This result is in agreement with the

-
>

theory. The correlation between the laser intensity noise and the spectrum
noise can then be computed. Figure 3.21 shows these two noises extracted

from a tryptophan measurement.

The correlation coefficient between the two is 0.257. This small number
means a weak correlation. One could have expected this result since the
noise on the fluorescence measurements is more than two times higher than
the laser intensity noise. Therefore there is another source of noise which as

shows the small correlation coefficient is not correlate to the laser intensity.
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Fig.3.21. Laser intensity noise and spectrum noise.

If the spectrum is corrected for intensity fluctuations and then smoothed,

the correlation coefficient decreases to 0.169.

b) Autocorrelation of the noise

As seen on Figure 3.21, the noise on the measurements looks very differ-
ent than the laser intensity noise. The laser noise effectively seems to take
values at random, every value is independent from the preceding one. The
noise which appears on the fluorescence measurements, varies much more
smoothly, often taking many positive values before it changes sign. Table

3.5 effectively shows that this noise is highly correlated.

A very high autocorrelation exists for wavelength shift less than a nano-
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Shift (nm) 0.1 0.2 0.3 0.4 0.5
Correlation 0.973 0.919 0.857 0.795 0.734
Shift (nm) 1 2 3 4 5
Correlation 0.371 -0.259 -0.467 -0.244 -0.057

Table 3.5. Autocorrelation of the spectrum noise (computed between
340 and 360 nm).

meter and the correlation stays strong up to 3 or 3.5 nanometers. The
same computation can be made with a spectrum corrected for the intensity

variation. Table 3.6 shows the autocorrelation of the noise in this case.

Shift (nm) 0.1 0.2 0.3 0.4 0.5
Correlation 0.809 0.717 0.634 0.565 0.519
Shift (nm) 1 2 3 4 5
Correlation 0.341 -0.173 -0.329 -0.187 -0.009

Table 3.6. Autocorrelation of a corrected spectrum noise (computed
between 340 and 360 nm).

A significant decrease is observed. However one can wonder why the
noise is highly correlated. Dark-current noise, flicker noise and photon noise
are theoretically white noises an__‘d the resulting noise on the fluorescent mea-
surements is supposed to be dncorrelated. The autocorrelation is due to
an electronic low-pass filter which decreases the noise. From the preced-
ing calculations, one would expect 18% of photon noise plus 4% of flicker
noise which results in 22% of noise. The filter reduces it to 8%. But this
smoothing correlates the noise and decreases the effect of the laser intensity

correction.

c) Signal to noise ratio improvement

One can try to reduce the intensity of the different noise. The photon
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noise relative intensity can be reduced by acting on the parameters of the
formula 1 (page 54). Intensity and integration time are the two influent
parameters which allow to decrease the photon noise. Since the photon
noise is proportional to the square root of the intensity, the signal to noise
ratio is inversely proportional to the square root of the intensity. Therefore
the intensity should be increa;ed. It can hardly be increased by increasing
the excitation light intensity since it is already very high. An increase of the
volume of fluorescence collection can also increase the intensity but is not
easy to realize. An easy way to increase the intensity consists in removing
the filters often placed on the fluorescent beam. If the photomultiplier can
stand the increase of intensity, the removal of these filters would decrease
the photon noise by 3 to 10 folds on many measurements. The integration
time is hard to increase on this setup. An interesting way would be to
use a photodiode array for thé light detection. In this type of detector an
array of a thousand of diodes™s used as detector. The light is diffracted
by a grating and each diode measures the light at a single wavelength.
At each pulse every wavelength of the fluorescent light is measured instead
of a single one in the monochromator-photomultiplier system. For a same

observation time, the signal to noise ratio is multiplied by the square root

of the number of detectors.

3.3.6 T}le measurement procedure

Due to the multiple reasons explained before in the paragraph 3.3.1 the
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measurements are hardly reproducible from one day to another. Neverthe-
less an attempt has been made to define a set of reference parameters which
were used during every experiments if possible. All the measurements made
when these reference settings were used are more or less comparable. Many
parameters of the experiments could not be tuned (intensity of the laser,
etc.) but the use of the same main settings for all the experiments allows
to improve the reproducibility. These settings are :

* Monochromator slit width : 500 um

*

Photodiode sensitivity : 100 mV

*

Photomultiplier tube : 10 mV
* Boxcar integration gate : 30 ns

* No Boxcar averaging : position ‘last’

*

Scanning speed : 10 As~!
The laser power that was usually available gave a 3 V reading on the
photodiode when a 4.0 and a 15 neutral density filters were placed in front

of it. As said before the sample in the cuvette was changed before each

measurement so that no degradation could interfere with the measurements.
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C}lapter 4

SpecProc : A Program For Spectrum Analysis

4.1 Purpose

The laser induced fluorescence measurements made at the National Bu-
reau of Standards produce a lot of data. Sometimeé 3000 different wave-
lengths are used to record a spectrum which means that a spectrum is
represented by 9000 real numbers plus some numbers to characterize the
measurement. The format of t:be files used to store the data is explained
in appendix C. SpecProc was written to analyze the spectral data recorded
at the National Bureau of Standards. It is a menu-driven program with
good graphic capabilities which allows the user to see the results of his
analysis at each step. The program consists of 3500 lines of TurboPascal
and is listed in appendix D. TurboPascal has been chosen for this appli-
cation because it is one of the most convenient, most powerful and fastest
languages presently available on the IBM PC. In the next section, the main

functions of the program as well as the interaction with the user will be
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described and, in the subsequent section, the internal structure and the

variables will be presented.

4.2 Main features

When the program is started, it reads the file specproc.dat and displays

the main menu which offers :
- Load a spectrum from a disk
- Linear combination of spectra
- Smoothing
_ Statistical analysis
- List, save and delete
- Quit
Each one of these possibilities :‘can be selected by typing a single letter.

The six procedures defined in the main menu are described below.

4.2.1 Loacl a spectrum

The first thing to do is to load some spectra. The program works only
with spectra loaded in main memory. This mode of work gives very fast
access time to the data after they are loaded. Depending on the main
memory of the computer and the size of the spectra, a variable number of
spectra can be loaded. Computers with 256K of memory are too small to

work with big spectra. Only five to ten spectra can be maintain in memory
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and then the program may crash in some procedures. On computers with
500K of main memory, the user has enough space for all applications. Ten
to fifteen spectra can be kept in memory without any limitations on the

work of program.

When one enters the spectra loading menu, two lines are displayed show-
ing the default directory and the type of loading. Type of loading means
with or without a normalization of the fluorescence signal by the laser in-
tensity. Alt T changes this type and Alt D changes the default directory.

Then the user is asked for a file name. The computer looks for this file

with the following assumptions :

* If no directory is given by the user in the file name then the default

directory is assumed.
* If no ending of the file name is given, ‘.dat' is assumed.

If the computer does not find the file, it asks for another name. If it does,

-
>

then it asks for a local name. Indeed each spectrum is given a name when
it is loaded. This name is its only identification ins.de the program, and
it will always be accessed by this name. If no name is given by the user,
the file name is taken as default name. If the user gives a name already

existing, the computer asks another name.

If the file to be loaded has never been loaded, the program will ask the
user to input all the information available about this measurement. The

program creates then a file with the same name as the data file but which
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ends with *.tex' rather than ‘'.dat’. This file contains all of the details
about the data that the user wants to give. The purpose of this file is
to store all the information that are not included in the data file itself
but which are important for the analysis. The user can later consult this
file and rﬁodify it. When the user is finished with this step, the program
loads the spectrum. It should be noticed that spectra of any length can be
loaded as long as they respect the format given in appendix C and that
there is enough memory available to store them. The program asks the
user if he wants to load another spectrum. If so the program goes back
to the beginning of the loading procedure; if not it goes back to the main

menu.

4.2.2 Linear combination

This procedure allows the user to create new spectra by linear combi-
nation of existing ones. The us%r is asked spectrum names and coefficients
until he answers by a blank at the spectrum name question. The computer
performs the linear combination and asks the user a name to give to the
new spectrum. If the user does not give a name, a default value combn
where n is a number large enough, is taken. The particular interest of this
linear combination procedure is that it allows one to add spectra which do
not have the same format. Indeed spectra which do not start at the same
wavelength and which are not recorded with the same wavelength step, can

be added. In these two cases, the new spectrum starts at the higher of the
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two beginning wavelengths and has the larger increment. In case of differ-
ent increments, values of the spectrum of smaller increment are averaged
over the larger increment in the addition process.

After having given a name to the new spectrum, the program asks if
the user wants to make another linear combination. If so the program

returns to the beginning of the linear combination procedure; otherwise it

goes back to the main menu.

4.2.3 Smoot}ling

The smoothing is done using a Fourier transform. First the user is asked
for the name of the spectrum to smooth and for the wavelength interval
on which the smoothing should be performed. Nexf the program asks if
the user wants to smooth the fluorescence signal or the laser intensity.
Only one at the time can be smoothed. Then the program computes the
Fourier transform. The progra;ll chooses the number of points needed and
transforms the signal using a fast Fourier transform of the TurboPascal
Numerical Methods Toolbox. The real part and the imaginary part of the
transform are displayed on the screen. By typing F10, the user enters a
menu where he can redefine the axis of the plot. The program asks then
the frequency at which the user wants to cut the transform for the low
pass filter. The reverse transformation is performed on the transform with
all the frequencies higher than the one given by the user set to zero. The

result is displayed, and the computer asks if the user is satisfied. If not, the

70



program goes back to the Fourier transform display and asks for another
frequency. If yes, the program asks if the user wants-to save the Fourier
transform and the smoothed spectrum. Each time the user answers yes, he
is asked a name for the saved spectrum. The last question of the computer
asks the user if he wants to smooth another spectrum. Depending on the
answer, the program goes back to the beginning of the smoothing procedure

or to the main menu.

4.2.4 Statistical analysis

The statistical analysis procedure starts by asking the user the name
of the spectrum to analyze. After the user sets the wavelength interval of
analysis, the program gives the mean value and variénce of both the fluo-
rescent signal and the laser intensity over the preset interval. The program
asks then the name of another spectrum with which correlations will be
studied. If the user answers byi_a blank, the computer skips this step. If
the user answers by the name of a spectrum, the program asks a wave-
length shift which defaults to zero. The correlation coefficients between the
two fluorescent signals and the two laser intensities are computed and dis-
played as well as the proportionality constant between the two fluorescent
signals. The program directly returns to the correlation step by asking the
name of a spectrum with which to compute the correlation. A blank an-
swer takes the user to the last question of the statistical analysis procedure.

Depending on the answer, the program goes back to the beginning of the

71



procedure or to the main menu.

4.2.5 List, save and delete

This part of the program takes care of the management of the spectra
list. When the user enters this procedure, the list of all the spectra present
in memory is displayed on the screen. The name, size and title of the
spectra is listed. Using the arrow keys the user can choose one of the four
possibilities offered : List, Save, Delete, Exit. The first function allows one
to type the text file associated with a selected spectrum when it exists (cf.
4.2.1). Save and Delete work on the same principle. The user can select
some spectra in the list by using the arrow keys and the return key. When
he has selected all the spectra he wants (the selected spectra are preceded
by a star), he presses the escape key and all the selected spectra are deleted
or saved on disk. If some spectra are to be saved, the computer asks for
a file name. In the two cases;Save or Delete, the program directly goes
back to the main menu at the end of the procedure. The Exit function

just returns to the main menu.

4.2.6 Quit

The Quit function first asks if the user is sure he does not wants to
save anything else, and then, if the user answers no, saves some settings of
the program like default directory, default values for the wavelengths used

in the statistical analysis as well as in smoothing.
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4.2.7 Graphic capabilities

The most interesting feature of the SpecProc progrém is its graphic
mode. In any part of the program, the user can access the graphic mode
by simply pressing the escape key. In the graphic mode, up to nine curves
can be plotted on the screen. Each of these curves is in fact a set of
attributes associated with a key 1 to 9. Any loaded spectrum can be
associated with one of the nine curves. The function keys F1,..,F9 give
access to nine menus in which the user can specify all the parameters of
the corresponding curve. In these menus the user can :

* change the spectrum associated with the curve
* turn the curve on or off

* turn the laser intensity curve on or off

* define a title

* shift the curve along the X of Y axis

-

»

* scale the curve along the X or Y axis

* scale the laser intensity curve
As soon as one enters the graphic mode, all the curves which are “on” are
plotted. Then the user can access the parameters menus through the keys
F1..F9 , change the axis through the key F10, or return to the main menu
through the escape key. The F10 key gives access to a menu where the
user can define the maximum values of X and Y, the label of each axis as

well as the title of the plot. When the curves are displayed on the screen,
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the user can switch any curve on and off by using the corresponding key

1 to 9. Any letter key turn all the curves off.

4.2.8 Advanced operation

In order to prevent an obliged return to the main menu each time the
user finishes a function, some direct moves from any procedure to any other
are allowed. The main questions asked by the computer in every procedure
accept other answers than the ones offered. They are :

* Esc to go to the graphic mode

* F1..F9 to go to the curve parameter definition
* F10 to go to the axis definition menu

* Alt 8 or Alt 1 to go to the save-list procedure
* Alt q to quit

* Alt 1 to go to the main menu

* Alt 2 to go to the loading px"bcedure

* Alt 3 to go to the linear combination pfocedure

* Alt 4 to go to the smoothing procedure

* Alt

[+4]

to go to the statistical analysis

Thus an advanced user can quickly access a desired function.

4.3 Internal structure

4.3.1 The variables
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Many new types of variables have been defined in order to manipulate
easily the spectra. The main data structure used is a linked chain of spec-
tra. Each spectrum is defined as a record possessing a pointer to another
spectrum. This structure allows one to load as many spectra as there is
space in the memory. For any new spectrum to be loaded, a new record is
dynamically created and added to the list in first position. The spectrum
type is defined as a record containing the name of the source file from
which it comes, the number of measurements, the minimum wavelength,
the wavelength increment, two pointers to data arrays, a record containing
information used for the plots and a pointer to another spectrum. The
fluorescence spectrum and the laser signal are both represented in a linked
chain of record containing one dimensional real array. The choice of a

linked chain was directed by the need to work with data of unknown size.

Some other special types of V';x:iables are also defined for the menu sys-
tem and for the axis definition. All the menus appearing in the program
are done by a procedure called Menul which input is a variable of type
menutab. This data type is a one dimensional array of records. Each of
these record contains a line of text to be typed in the menu, a‘x code of
the type of answer expected, a boolean, a real and a string. The answer
expected by the computer can be of four types : real, boolean, string of
characters or nothing. The function Menul displays the menu given as

input and stores the answers of any of the four types in the record and
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returns to the calling program.

4.3.2 T}le structure

The program consists of a main program and nine main procedures.
The only function of the main program is to go from one of the nine
procedures to another. A character variable called MainCh, which is an
output parameter of every main subprogram is used by the main program
to select a procedure or to stop the program. This structure allows to
access directly any one of the nine procedures. The hierarchical structure
between the main menu and the other subprograms is done by giving to
MainCh the value corresponding to the main menu at the end of each
subprogram. The nine procedures are the following :

* Specplot : opens a graphic screen and plots the axis and the curves.

The procedure plotcurve is called for each plot.

* Save : lists, saves and delet%ls the spectra. It calls the procedures spec-

B

save, specdel, listdel and listsave.

* Characterize : displays the menu of the settings for a plot and allows
to change it. The procedure menul is called for the menu display.

* Axisdef : displays the menu of the axis settings and allows to change
it. It calls menul.

* Define : loads a spectrum. Mkspec is called to load a spectrum, specre
to insert the new spectrum in the list and curveaflect to assign it to

one of the nine curve.
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Lincomb : performs the linear combinations. It calls the procedures
mult and add. The procedure “Add” calls “convert” to make spectra
with the same format from spectra with different ones.

Smoothing : performs the low-pass filter. Smfft is called to filter the
specfrum. A Borland software RealFFT is used to actually compute the
Fourier transform.

Stat : performs the statistical analysis. mv and correl are called to com-
pute the mean, variance and correlation coefficient. Correl calls convert
when two spectra have different format.

Mainmenu : displays the main menu and allows the selection of a func-

tion.
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C}lapter D

Deconvolution Techniques

5.1 Modelization of fluorescence

The relationship between concentration and fluorescence intensity has

been longly studied. The simplest and most commonly used relation is the

Beer-Lambert law.

5.1.1 The Beer-Lambert law

When a monochromatic ligfﬁ; passes through a solution of concentration
¢ and molar absorptivity ¢, it is absorbed proportionally to its intensity. If
I is the intensity of the light beam, then the light absorbed in a slice of

thickness dz is given by :

dl = —ecldz

The integration gives :

= Ipexp(—ecl)

where | is the path length, Iy the initial intensity and, I the transmitted
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intensity. The light absorbed by the solution is therefore :
Io — I = Ip(1 — exp(—ecl))

The fluorescence emitted is related to the absorbed light by a factor called
the fluorescence quantum yield or efficiency :

_ number of photons emitted

"~ number of photons absorbed

Therefore the total fluorescence is :
F = Iy(1 — exp{—ecl))®
For low value of the absorbance, a first order development is used :
F = Ipecl®

The linear equation obtained is called the Beer-Lambert law. It is used very
often in the estimation techniques because it is linear and easy to compute.
The validity of this equation is :l;i.mited to absorbance of the order of 5%.
For higher absorbance the behavior is not linear any more. The first order
approximation is not valid and the model itself is not very useful because
of the spatial variations of the fluorescence intensity.

As shown on Figure 5.1, the fluorescence intensity varies tremendously
inside the cuvette for high absorbances. The Beer-Lambert law estimates
" the total fluorescence emitted which is not the quantity measured. In fact,
the measurements depend greatly of the position of the detector at high

concentration as shown in Figure 5.2.
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Fig.5.1. Repartition of the fluorescence emission (from Undenfriend

[1962]).
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Fig.5.2. Effect of the detector position (from Undenfriend [1962]).

When multiple components absorb and fluoresce, one usually assumes
that the components do not interact. Therefore, each component should
absorb and reemit light as if it was alone in solution. The spectrum of the
mixture is then the sum of the spectra of the components. This approxima-

tion is sometimes true but often interactions occur between the components.
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Figure 5.3 shows the spectrum of a mixture of tryptophan and tyrosine and

the sum of the pure components spectra. The assumption of linearity indi-

cates that both are identical.
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Fig.5.3. Mixture and sum of the pure components spectra.

The difference of shape between the two spectra is striking. The in-
teraction can be due to simple optical effects or to more complex energy
transfer. The optical interaction between the components can be due to
reabsorption of the fluorescent light by others components or difference of

absorptivity between components. This kind of effects can be modelized.
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5.1.2 A more sophisticated model

To take into consideration possible reabsorption of the fluorescence sig-
nal, Simmons and Wang [87] have developed a model of fluorescence in
multicomponent mixture. This model requires the knowledge of the entire
absorption and fluorescence spectra of the components in order to estimate
the fluorescence spectrum of the mixture. The detection system they con-
sider, is a NADH probe which measures the back-scattering fluorescence
light using a circular detector. For n components excited by a monochro-
matic light at A.;, they found that the fluorescence signal received by their

detector can be estimated by the formula :

o DT (fua?re)
Z?:l(a?" + a?‘"‘)cs +S

where f*<m is the fluorescence at the wavelength A.m,

Ip is the intensity of the excitation light,

a?" and a;\‘"‘ are the absorptfgn coefficients at A.; and A.,, respectively,
¢; are the concentrations,

and S is a factor that theoretically varies but is assumed constant due to
its small variations.

The fact that S is constant and that the fermenter is deep enough to
neglect a term exponential in the path length, are the two main assumptions
of the model. The result is strongly non linear, but for low concentrations

a first order development gives the linear relation commonly used.

The particular configuration of the National Bureau of Standards setup
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does not allow to use exactly the same model. The approximations used
by Simmons and Wang are not valid any more.

Let us consider a more general approach. If a monochromatic beam at
wavelength M. and intensity Io enters a cuvette or any volume containing
a fluorescent mixture, then the intensity of the light can be written in any

point (z,y,z) of the volume as follows :

I= IOg(:C, Y,%, AA“)

Where A*ez is the absorption of the mixture and ¢ a function of the
geometry of the equipment. This formula is just an extension of the clas-
sical I = Ipexp(—zA*=). A component i present in a volume dv at the
concentration ¢; will absorb some light. Assuming that this absorption is

proportional to the intensity, the light absorbed is dI given by :
dI = af‘"c,-I(:z:,y,z,A‘\")dv = a?“ c;Iog(:r,y,z,A’\“)dv
The fluorescence emitted as the wavelength A.,, is proportional to the ab-

sorbed light in a ratio f‘f\”‘ :

dF}em = f?"" a?“ cilog(z,y, 2, Al )dv

1

This fluorescent light is emitted at the point (z,y,z) in every direction.
Only a small part of the fluorescence will reach the detector. The amount

of fluorescent light reaching the detector depends of the geometry of the
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setup as well as the absorbance of the solution at the emission wavelength.
If h represents the ratio of fluorescent light reaching the detector, one can

write :

dF‘.A"" = f{\"" a:\" cilog(z,y, 2, A*=)h(z,y, z, A*m)dv

The integration over the volume of fluorescence gives :

F‘-'\"" =/ f,-’\""a;\"c,-Iog(:z:,y,z,A’\“)h(x,y,z,Ak”‘)dv
v

Fhem = ft.’\"'a;\"c,-Io/ 9(z,y,2, A*=)h(z,y, z, A*m)dv
v

A new function T can be defined as :
I‘(A’\",A)‘"") =/ 9(z,y, 2, A)‘“)h(:z:,y, z,A"‘"‘)dv
v

This function I' is a function depending only of the geometry of the mea-
surement system. It is independent of the wavelengths, components, etc..
It is a characteristic of the setup. It can be measured or calculated in

simple cases as it is explained below. It is supposed known in the analysis

presented now. The fluorescence of the component ¢ gives a signal :

F‘Acm — Iof‘Acm a?sz c{l“(AA,, , AAem)

The total fluorescence signal is obtained by adding the fluorescence of the

n components :
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erm — IOI‘(AAez , Akcm) Z f‘Aem af‘ez c;
=1

This can be rewritten :

Fhem e A
F(Aku,A,\m)—Io;fi a; ¢

On this equation, the non linear dependence of the fluorescence signal from
the concentration is clear since the absorbances are function of the con-
centrations. However this formula proves that the measurement of the ab-
sorbance of the solution would allow to get a corrected spectrum linearly
dependent of the concentrations. In particular, if the pure component flu-

orescence and absorbance spectra at concentration ¢;, are known, one can

write :
Sem N
= Lof}*ma}=c,
Aez Acm 1 1o
F(Aio ,A,o ) t
And L
[ T T !‘
,' FA"" ST i Cs S‘_ACM ‘ )
H = 0 —_— .
. I‘(A’\e: ’ AAcm)? i1 C,'o F(A?ocz R A?ocm) \!

model. This model is very general and is applicable to any setup. The
only limitations are :
* Saturation of the absorption if the light is too intense. The proportion-
ality between the excitation light and absorbed is not valid any more.
* Reemission of the absorbed fluorescence.
* Changes in the optical properties of the components due to chemical or

physical effects.
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This model shows the dependence of the fluorescence signal from the ab-
sorption of the mixture at the excitation and emission wavelengths. One
way to solve the preceding equation would be to express the absorption
as a function of the concentrations of the fluorescent components and re-
solve it by a non linear technique. This method would be complex and
also will fail in analyzing mixture containing absorbing species which do
not fluoresce. A direct measurement of the absorbance would give a much
more accurate and simpler system. The measurement of the absorbance at
the excitation wavelength is very easy since it can be measured directly
with the excitation light. The simple addition of a photodiode to the setup
can give this measurement. The correction of the spectra for absorbance
can greatly improve the linearity of measurements as it will be shown in
Chapter 6. The measurement of the complete absorbance spectrum is much
more complex but would be a great improvement for the fluorescence signal

&~

analysis. ~

The last difficulty of the model is the evaluation of the function I'. 1t is
generally hard to calculate. The volume of fluorescence, the ratio of fluores-
cence collected by the detector are usually difficult to estimate accurately.
However an experimental estimation is very easy. If three components have

the following properties :
* the first one absorbs at A.. and fluoresce at A.,,

= the second absorbs at A, but do not fluoresce
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» the third absorbs at A.,, but not at ..
One can measure I' by measuring the fluorescence of three component mix-
tures. Indeed if some mixtures are prepared with a constant concentration
of component 1 and different concentrations of components 2 and 3, one
can write :

FAem — Ioflkcm a?czclr(Akcz ,Akcm)

The variation of the concentrations of components 2 and @//jail_lfo\.ﬁ to vary
the absorbances. Since the concentration of the components 1 is constant,
the fluorescence signal is proportional to I'. In the preceding equation (2),
all the terms are divided by I' therefore any function proportional to T’
can be used as well in this equation. In particular the fluorescence signal
measured can be used as I' in this equation. The calibration of T for

any setup is thereforefy(é very easy. The application of this model to the

National Bureau of Standards setup is now considered.

had
)

Iy |
Laser beam \

\.

Fig.5.4. Reference axis.

Using the convention defined in Figure 5.4, the absorption law gives :
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r

AG:
os 0A )

I = Iyexp(

Therefore the function g defined in the preceding section is :

x

Ae; — — Ac:
9(z,y,2,A%*) = exp( ot )

The arﬂount of fluorescence that reaches the detector depends of the posi-
tion of the fluorescing point with respect to the geometry of the detection
system. A general way to define this proportion of fluorescence is to use
a function $(z,r) where z is the coordinate already defined and r the
distance to the optic axis of the system. The fluorescence signal can be
reabsorbed by the solution itself. Since the solid angle of light collection
is very small, one can assume that the path length. to exit the cuvette is
z. The absorption of the signal is proportional to exp(-—:cA’\""). Therefore

the function h is :

h(z,y, 2, A*%) = ¢(z,r) exp(—z A )

And T is given by :

Aex

Acs Aem) — x,r)ex ——:zA
r(4*, 4 )—/V¢(,) p(—a

AG"I
cos +4 ))

Therefore one can see that the function I' is in fact a function of one

variable only ﬁ::; + A%em. The calibration of the function is in this case

very easy.
In order to check the model on an application in Chapter 6, an analyt-

ical formula of I' is needed. ¥(z,r) and V, the volume of fluorescence, are
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very difficult to estimate. The simplest model is chosen. (z,r) is assumed
constant and V is assumed to be a cylinder in the direction of the axis z.

The equation is much simpler with these two assumptions :

AAe=
cos 8

[(A%e=, Arem) = k/ exp(—z( + A*em))

Where k is a constant. %lntegration gives :

k A/\cz - E { 7= ot AN
I\(A)\u,Az\m) _ (1 — exp( + A)\m)) P- = Lk )
Axez -~ ‘
A< + Adem cosd
R
This value of I' can be used in the model equation 2 which is then com-

pletely determined. An estimation of the validity of this model is given in

Chapter 6.

5.2 Multivariate analysis techniques

In order to resolve a mixture, many multivariate analysis techniques
have been considered. Three <;£ them are presented below. The problem
addressed by these methods can be stated as follows :

* Estimate the concentration of the main fluorescent compounds in a mix-
ture.
* All the fluorescent compounds are known.
* The spectra of the pure components are known as well as the spectra
of some reference mixtures if needed.
These assumptions are reasonable for the analysis of fluorescence in fer-

mentation processes. The important fluorophores are known and often well
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studied. It is not a problem to get the spectra of the pure components as

well as some mixtures spectra.

5.2.1 Multiple linear regression

’

Multiple linear regression is the most classical way to analyze exper-
iments when one variable y is related to a number of x variables. The

model is written as follows :
y=Xb+e

In the present study, y is a column vector of length n representing the
spectrum of the mixture, X is a n X m matrix which columns represent
the pure components spectra. b is a column vector of m coefficients. These
coefficients are the ones of the linear combination of pure components spec-

tra :
y=bizy +baza+ - + bnzm + e

e is a residual vector. Using The hypothesis of linearity for the mixture
spectrum, the b; should be equal to the concent.ra.tion of the component 1
in the mixture divided by its concentration in the pure sample z;. Since
the spectra are defined with up to 3000 points and only Vz,f?i 3 components
are considered, m < n and there is 7\no exact solution. Blll; one can get a

solution by minimizing the norm of the residual vector e. The problem is

then an optimization problem :

n
mbin E e?

=1
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e=y— Xb
The solution of this least squares problem is well known :
b= (X'X)"1X"y

The limitations of this method are the assumption that the matrix X
is exact and the inversion of X’X. Indeed as soon as m gets large some
collinearity problems appear and the matrix inversion is impossible. To
overcome the collinearity problem, some rank reducing methods such as
principal component regression or partial least squares regression are needed.
The two methods presented below are slightly different from multiple lin-
ear regression in the way they use the data. They use a set of reference
measurements rather than only the pure componenté spectra. These refer-
ence measurements are done with mixtures of known concentration of each
component. The pure components spectra were the reference measurements

of multiple linear regression but no mixture spectra could be used in this

ad
>

method due to collinearity problems which would appear. Since the other
methods do not have this problem, the use of mixtures data to build the
model is possible. Some non linear effects can be taken into account by
these two methods due to the use of mixture data.
New notations are used for the two next methods. Now Y is a ma-
.Y, AN
trix n x p, each line)b}{vwhich is a vector of fluorophore concentrations in

a reference mixture. X is a n X m matrix which lines ’are the fluorescence

spectra of reference mixtures. For the two methods, the variables are usu-
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ally mean-centered and scaled to unit variance before processing.
e e

5.5 shows the effects of the two operations.

(e]

-

——

Fig.5.5. Effects of mean-centering and variance scaling. The data
for each variable are represented by a variance bar and its cen-
ter.(A)Most raw data look like this.(B) The result after mean cen-
tering only. (C)The result after variance scaling.(D) The result af-
ter mean centering and variance scaling (from Geladi and Kowalski

[1986]).
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Mean-centered variables are ;obtained by subtracting to every data point

z;j or y;; the mean of its column. The unit variance scaling is obtained by

dividing every data point by the standard deviation of its column. These

two processes improve the conditioning of the data. If some variables are

less important or significant than the others, one can reduce the variance

of the corresponding column by multiplying it by a weighting factor.

5.2.2 Principal component regression

In principal component regression, a reduction of the rank of the system

is done using principal component analysis. The idea consists in decompos-
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ing the matrix X in a product of two matrices T and P of lower rank.
The decomposition is done such that the maximum of the variance of X

@y the decomposition of X in T and P. The model can be

expressed by :

X=TP'+E

where T is a n X @ matrix, P a m X @ matrix and F a n X m matrix. a is
the number of vectors (principal components) used in the model and can
be determined by cross-validation as explained below. In order to explain
the variance of X as well as possible, the column vectors of T are the
eigenvectors found in the singular value decomposition of X. The algorithm
to recursively compute the matrices T and P is the following :
(1) take a vector z; from X and call it tp : th =z,
(2) calculate p}, : pj, =t X/t}ts
(3) normalize pj, to length 1 :°p} =p} /I ph .|
(4) calculate tp : tp = Xph/p;‘;;h
(5) compare the t, used in step 2 with that obtained in step 4. If they
are the same, stop (the iteration has converged). If they still differ, go
to step 2.
(6) compute the residual Ej : Ep = X — tpp},
(7) return to step 1 with X =E; and h=h +1
The number of components one keeps in the model is very important.

Figure 5.6 shows the influence of the number of principal components on
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Fig.5.6. Power of the model and validity of the results in function
of F the number of components (from NATO Proceedings [1983]).

the residual as well as the prediction capability of the model.

An accepted method to determine the number of principal components use-
ful in the analysis is cross-validation. This method consists in quantifying
the predictive power of the model with different number of principal compo-

nents and therefore find the nimber of components optimal for prediction.

-
»

It has been described by Wold[1978], Eastment and Krzanowski[1982] and
is realized as follows :

A few data elements are kept out from the data matrix X each round,
and the principal component model with different number of factors is fit-
ted to the remaining data.ﬁb many rounds are made as needed to keep

5
each data element out once[Aand only once. The values of the kept out

elements are calculated from the resulting models with different @ and the

deviations between calculated and predicted values are formed. The squares
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of these deviations from the separate “rounds” are summed up and given
an estimation of the predictive power for each a. The number of compo-
nents giving the smaller sum of the squares of the deviations is chosen to
be the one used in the model.

For .the regression, the model obtained, X = TP’, is reported in the

X-Y relation and gives :

Y=TB+FE
p a P D
Enline

Y =|T|o . £

Fig.5.7. Principal component regression model.

Figure 5.7 shows graphically the matrix equation. The solution of this

equation is obtained by multiple linear regression :
B=(T'T)"'T'Y

The matrix inversion is easy since T has a small rank and its column
vectors are orthogonal. The concentration estimation for a new spectrum
S consists in getting the T values corresponding by multiplying S by P,

then the result is multiplied by B to get the raw vector of concentrations.
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It can be simply written :

yv=SPB

Principal component regression is much more powerful than multiple linear

regression but is very sensitive to outliers in the data. Also, as pointed

out by Jolliffe[1982], in applying principal component regression there is
a risk that numerically small structures in the X-data which explain Y
disappear in the principal component modeling of X. In this case, principal
component regression will give a bad prediction of Y. A new method,

partial least squares regression tries to overcome these difficulties.

5.3 partial least squares regression

Partial least squares modeling, which has been developed by H. Wold
et a@.[1982], is a rank reducing technique like principal component analysis.
The difference between partial least squares regression and principal compo-
nent regression is that the Y da.;:.; are used to determine a decomposition
of X in lower rank matrices which is optimal for prediction. The complete
model uses three equations, two for the decompositions of X and Y called

outer relations, and a relation between the two preceding decompositions

called inner relation. The three equations are the following :

X=TP' +E

Y =UQ +F
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U=TB

Where B is a diagonal axa matrix and the others are répresented in Figure

5.8.

m g m m
X = T}{a + £
n n n
p a [ p
Kl
Yy |=jula + | F*
n n n

Fig.5.8. The two outer relations of partial least squares model.

In this model, the matrix T is a projection of X as in principal com-
ponent regression but is calculated both to approximate X and to predict
Y. The algorithm is given in ngure 5.9.

The properties of the partial least squares factors are the following :

* p) and g; have unit length

* tp and uy are centered around zero for each h

* wp and t, are orthogonal
The algorithm was developed upon more or less intuitive arguments and
its theoretical interpretation is not completely clear yet. Many papers try
to clarify the theory of this algorithm (Lorber et alt.[1987]). The main

part of the algorithm (steps 2 to 7) consists in a power method to find the
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eigenvectors of XYY

The PLS algorithm
It is assumed that X and Y are mean-centered and scaled:

For each component: (1) take ug,,y = some y;.

In the X block: (2) w' = u'X/u'u
(3) Whew = Waia/llWgall (normalization)
4)t=Xw/w'w

In the Y block: (5) @' =t'Y/t't
(6) Qhew = Qoid/I1951all (normalization)
(T)u=Yaq/q'q

Check convergence: (8) compare the t instep 4 with the one from the preceding iteration.
If they are equal (within a certain rounding error) go to step 9, else go to step 2. (If the
Y block has only one variable, steps 5—8 can be omitted by putting ¢ = 1, and no more
iteration is necessary.)

Calculate the X loadings and rescale the scores and weights accordingly:

(9)p' =t'X/t't
(10) ppew = Powd/IPoiall (normalization)
(11) tpew = toidliPoial
(12) Whew = Wolall Pordll

(p', q' and w’ should be saved for prediction; t and u can be saved for diagnostic and/or
classification purposes).
Find the regression coefficient b for the inner relation:

(13) b=u't/t't
Calculation of the residuals. The general outer relation for the X block (for component
h)is
Ep= Ep—1—thphi X = E,
The mixed relation for the Y block (for component k) is
Fp=Fp—1—bpthahi Y=F,

From here, one goes to Step 1 to implement the procedure for the next component.
(Note: After the first component; X insteps 2,4 and 9 and Y in steps § and 7 are replaced
by their corresponding residual m:trices E, and F,.)

Fig.5.9. The partial least squares algorithm (from Geladi and
Kowalski [1986)).

’ .
X and therefore it proves a relation with the singular

value decomposition of X’Y. The method used to compute the eigenvectors

is not completely safe.

close eigenvalues.

Indeed the algorithm can diverge in case of very

However it converges fast for almost all the matrices.

The use of Y in the computation of the eigenvectors gives to the method

a higher predictive power than principal component regression (Frank and
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Kowalski[1984], Lindberg et al.[1983]). The number of components to take
into account in the model is computed by using a cross validation technique.
The prediction step is very easy. p,q,w and b from the calibration step have
been saved for this purpose. The algorithm for prediction is :
1.LEob=X Y=0
2.‘for h=1to a
th = Ep_iwn
En = Ep_1 — trp},
Y =Y + batrg),
where a is the number of components to be included in the model. Appli-
cations have shown the power of partial least squares and its wide range
of application. Lindberg and Persson[1983] used it to analyze spectrofluo-
rometric data from mixtures of humic acid and ligninsulfonate, and Frank
and Kowalski[1984] applied partial least squares modeling to the prediction

of wine quality and geographic®origin from chemical measurements.
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Chapter 6

Application To Amino Acid Mixtures

Some of the ideas presented in the last chapter have been applied to

the amino acids mixtures measurements given in Appendix B.

6.1 Multiple linear regression

The first try to resolve a multiple components mixture has been made
using a simple multiple linear regression. Table 6.1 and Figure 6.1 show

the results.

Sample tryptophan tyrosine tryptophan tyrosine
Real * Real Estimated Estimated
Mixla 0.5 0.5 0.778 0.239
Mix2a 0.5 0.5 0.747 0.217
Mix3a 0.75 0.25 0.798 0.071
Mix4a 0.75 0.25 0.851 0.097
Mix5a 0.25 0.75 0.517 0.459
Mix6a 0.25 0.75 0.502 0.461
Mix7a 0.1 0.9 0.297 0.698
Mix8a 0.1 0.9 0.273 0.836

Table 6.1. Multilinear estimation of the composition of some tryp-

tophan -tyrosine mixtures. All the concentrations are given in mM.

The pure components reference spectra used in the regression are
-3

10 M.
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Fig.6.1. Results of a multiple linear regression on amino acids mix-
tures. The circles represent the true composition and the crosses
represent the estimates of the composition.

The interesting part of the results is that they are aimost all repro-
ducible within 10 %. The negative part is that the estimates are all wrong,
the errors varying between 10% and 300%. The direction of the errors is
clearly the same for all the measurements. Therefore the errors are system-
atic, and it should be possible to figure out the cause of this very poor
analysis. Figure 6.2 shows that tyrosine is really less represented in the

mixture than it should from the pure component spectra.
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The tyrosine peak is higher than the tryptophan one in pure solution
but in a mixture the tyrosine peak is much smaller ‘than the tryptophan
peak. What can produce this effect ?

The reabsorption of tyrosine fluorescence by tryptophan is a possibility. But
in fact the absorption by tryptophan in the 300 nm range is too low for
this, only a tenth of its absorbance at 280 nm. Also if tryptophan would
absorb the tyrosine fluorescence, then it should reemit approximately 20% of
the absorbed light; this would give a tryptophan peak only slightly higher
than the one predicted by the linear combination. Therefore another reason

than reabsorption should be found. For this purpose, let us consider the

model obtain in Chapter 5.

6.2 Correction for absorption

The mixture spectrum can be written as a function of the pure com-

-

ponents spectra as follows :

F Cc1 FlO c2 F20

T(A) ~ c10T(A10) = c20 [ (Az0)

The concentrations ¢; and ¢; can then be deduced by a simple linear re-
gression. As a matter of fact, this is the same regression that was done in
the multiple linear regression. The multiple linear regression gives the two

coefficients @ and 8 such that :

F = aFio + fF20
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Therefore :

_ I'(Ai0)
c1 = acyo T(A)
c2 = ﬁczo—-—rr(“(‘i:)))

In order to estimate the performance of this model on the mixture mea-
surements presented before, an estimation of I' is needed.

The estimation of I' made in Chapter 5 can be simplified by neglecting
the absorption at the emission wavelength. Indeed the absorptivity of the

two amino acids is weak in the range of wavelengths considered. Therefore :

r(4) = 2201 exp(— =)

cos @

Since 6 is a few degrees, cos@ is 1 for all practical purposes. Therefore :

T(4) = 501 - exp(~4))

}

S I |

——

For the pure components a.r}d mixtufes ﬁe&urements presented before,
an estimation of the absorbance is possible from the known concentrations
and therefore an estimation of T is possible. From Lakowicz[1967], one
can estimate that the molar absorptivity of tryptophan is 5000 and the
one of tyrosine is 1500. The concentrations of both are 10~2 M, therefore
the value 5 and 1.5 are obtained for the absorptivities. But these values
are given for absorptivities computed from decimal logarithm, therefore they
should be multiply by 2.3. The absorptivities of the mixtures are calculated

by linear combination. Table 6.2 presents these estimations.
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tryptophan tyrosine Absorbance I'(A)
(1072 mol/i) (1073 mol /1)
1 0 11.5 0.087
0 1 3.45 0.28
0.75 0.25 9.49 0.105
0.5 0.5 7.47 0.134
0.25 0.75 5.46 0.182
0.1 0.9 4.26 0.231

Table 6.2. Estimation of the absorbance of some mixtures of trypto-

phan and tyrosine.

Using these values of T', it is possible to compute the concentrations

of the mixtures from the results of the multiple linear regression given in

Table 6.1. Table 6.3 and Figure 6.2 present the new results.

Sample tryptophan tyrosine tryptophan tyrosine
Real Real Estimated Estimated
Mixla 0.5 0.5 0.51 0.50
Mix2a 0.5 0.5 0.49 0.45
Mix3a 0.75 0.25 0.66 0.19
Mix4a 0.75 0.25 0.71 0.26
Mix5a 0.25 0.75 0.25 0.71
Mix6a 0.25 . 0.75 0.24 0.71
MixT7a 0.1 0.9 0.11 0.85
Mix8a 0.1 0.9 0.10 1.01

Table 6.3. Multilinear estimation of the composition of some trypto-
phan -tyrosine mixtures corrected for absorption. The concentrations
are given in mM. The pure components reference spectra used in the

regression are 1073 M.

The quality of the results is surprising when one considers the numerous
approximations made in the computation of I' and in the estimation of the
absorbances. The estimates of the concentration are as good as they can

be considering the precision of the measurements. The errors are almost all
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Fig.6.3. Results of a multiple linear regression corrected for absorp-

tion on amino acids mixtures. The circles represent the true compo-
sition and the crosses represent the estimates of the composition.

under 10% and seem random. It proves that, in these amino acids mixtures,
the non linearity is mainly introduced by the absorbance at the excitation

wavelength. The simple model developed can eliminate this non linearity if

a measurement of the absorption at the excitation wavelength is provided.

A limitation of the model is the assumption on the law of absorption
and fluorescence. In particular, the high intensity of the laser can produce

a saturation of the absorption. For example, let us compute the number
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of photons crossing the cuvette and the number of photons absorbed in
a tryptophan solution during a laser pulse. The laser pulses obtained on
the National Bureau of Standards setup have usually an energy of 12 mJ.
Since the wavelength is 280 nm, each photon has an energy % =710"1° J.
Therefore a pulse contains 1.7 10!® photons. In the cuvette, the intensity to
be absorbed in a slice dz is given by : 2.3ecIdz. The number of molecules
in this slide dz is : 6 1023csdz where s is the section of the beam and c the
concentration. Since the beam has a diameter of 5 mm, s = 19.6 mm?2. In
order to use the molar absorptivity, z should be expressed in centimeter and
¢ in mole per liter, therefore s should be expressed in liter per centimeter
or in tenth of meter square, so s = 1.96 10~*. The number of molecules
in the slice is therefore : 1.18 102°cdz. Considering the first slice hit by
the beam, the intensity to be absorbed is 2.3ecIpdxr or expressing this in
term of photons, 2.3ec1.7 10'®dz photons should be absorbed. Since ‘he
molar absorptivity of tryptoph;n is 5000, 1.96 10%%cdz photons should be
absorbed. Since the photons are emitted in time frame of 10 nanoseconds
which the same order as the fluorescence lifetime, a molecule can only
absorb one photon and there are more photons to be absorbed than there
are molecules. Therefore the linear relation for absorption does not apply,
there is saturation. This saturation occurs mainly on the side hit by the

beam. Assuming that every molecule absorbs a photon, the intensity in

the cuvette will decrease as : I = Iy — 1.18 10~2%¢cdz. Therefore in a
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1073 M solution the number of photons to be absorbed becomes equivalent
to the number of molecules after 6 10~ 2¢m. This effect is very local but

its consequences are hard to estimate.

8.3 Application of partial least squares regression

A partial least squares regression program has been written using the
algorithm presented by Geladi and Kowalski[1986] and used to estimate the
concentrations of the mixtures already studied in the preceding section. The
spectra of the two pure components and eight mixtures shown in Appendix
B are smoothed as described in section 3.3.4. From each smoothed spec-
trum, thirty values are taken, one every 5 nm from 285 up to 430 nm.
The reference spectra set needed for partial least squares is composed of
the two pure pure components spectra, a mixture 0.5 mM tryptophan 0.5
mM tyrosine, a mixture 0.75 mM tryptophan 0.25 mM tyrosineand a mix-
ture 0.25 mM tryptophan 0.75 ‘mM tyrosine. The five spectra are stored
in a 5x30 matrix and the corresponding concentrations in a 5x2 -natrix.
Each variable is mean-centered and scaled to unit variance. The partial
least squares algorithm is then used to determine a model at the maximum
order 5. The p, q and w vectors are saved for the prediction. The tables

6.4 to 6.8 show the estimates of concentration of the five spectra included

in the model as the order of the model increases.

Table 6.9 shows the sum of the squares of the errors of prediction as
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Real |Order 1|Order 2| Order 3| Order 4 | Order 5
Tryptophan 1.0 0.868 0.957 0.993 1.0 1.0
Tyrosine 0.0 | 0.132 | 0.043 0.007 10~16 1016
Table 6.4. Partial Least Squares estimation of the composition of a
millimolar tryptophan solution. The concentrations are given in mM.
Real | Order 1 | Order 2 | Order 3 Order 4Order 5
Tryptophan 0.0 -0.090 -0.006 0.004 0.0 0.0
Tyrosine 1.0 1.09 1.006 0.996 1.0 1.0
Table 6.5. Partial Least Squares estimation of the composition of a
millimolar tyrosine solution. The concentrations are given in mM.
Real | Order 1 | Order 2 | Order 3 |Order 4|Order 5
Tryptophan 0.5 0.630 0.501 0.515 0.5 0.5
Tyrosine 0.5 0.370 0.499 0.485 0.5 0.5
Table 6.6. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real | Order 1| Order 2 | Order 3 {Order 4|{Order 5
Tryptophan 0.75 0.723 0.802 0.754 0.75 0.75
Tyrosine 0.25 0.277 0.198 0.246 0.25 0.25
Table 6.7. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real |Order 1| Order 2 | Order 3 {Order 4|Order 5
Tryptophan 0.25 0.368 0.246 0.234 0.25 0.25
Tyrosine 0.75 0.631 0.754 0.766 0.75 0.75
Table 6.8. Partial Least Squares estimation of the composition of a -
tryptophan-tyrosine mixture.
Order 1 Order 2 Order 3 Order 4 | Order 5
Error 0.114 0.0092 0.0011 0.0 0.0

Table 6.9. Sum of the squares of the estimation errors at different

orders.

the number of components included in the model increases.
the accuracy of the estimates increases with the order of the model and

the exact values are obtained when the order is equal to the size of the
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reference set.

mixtures non included in the reference set.

the results of this estimation.

The tables 6.10 to 6.15 show

The model can be used to estimate the concentration of

Real |Order 1| Order 2| Order 3| Order 4| Order 5
Tryptophan 0.5 0.621 0.536 0.509 0.496 0.502
Tyrosine 0.5 0.379 0.464 0.491 0.504 0.498
Table 6.10. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real |Order 1|Order 2|Order 3| Order 4| Order 5
Tryptophan 0.75 0.720 0.727 0.732 0.743 0.742
Tyrosine 0.25 0.280 0.273 0.268 0.257 0.258
Table 6.11. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real |[Order 1|Order 2| Order 3| Order 4| Order 5
Tryptophan 0.25 0.351 0.292 0.294 0.297 0.313
Tyrosine 0.75 0.649 0.708 0.706 0.703 0.687
Table 6.12. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real | Order 1| Order 2| Order 3 | Order 4 | Order 5
Tryptophan 0.1 0.152 0.128 0.149 0.151 0.148
Tyrosine 0.9 0.848 0.872 0.851 0.849 0.852
Table 6.13. Partial Least Squares estimation of the composition of a
tryptophan-tyrosine mixture.
Real | Order 1| Order 2| Order 3| Order 4 | Order 5
Tryptophan 0.1 0.116 0.039 0.094 0.089 0.076
Tyrosine 0.9 0.884 0.961 0.906 0911 | 0.923

Table 6.14. Partial Least Squares estimation of the composition of a

tryptophan-tyrosine mixture.
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Order 1

Order 2

Order 3

Order 4

Order 5

Error

0.057

0.0162

0.0096

0.001

0.0137

Table 6.15. Sum of the squares of the estimation errors at different
orders.

The prediction with 3 components is the best one. The errors in pre-
diction are l‘in the order of 0.03 mM and are within the measurement errors.
Therefore the result can be considered as very satisfactory.

The algorithm performed very well on this example. The computation of
the model was very fast. The convergence in the loop (steps 2 to 8 of the
algorithm) was generally obtained in 2 iterations. The prediction requires

only vector and matrix multiplications which are almost instantaneous on

a personal computer.
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Chapter 7

Conclusion

The purpose of this study is an estimation of the capabilities of laser
induced fluorescence in fermentation monitoring. The analysis of simple

amino acids mixtures is a first step.

This study has shown the difficulties of fluorescence measurements and
suggested some approaches to resolve multicomponents mixtures. More pre-

cisely, it has been shown that :

* The measurements are not very well reproducible.

-

% A degradation of the fluorescence signal appears after a prolonged illu-

mination. .

*» The photon noise is very intense on the National Bureau of Standards

setup.

* Strong non linearities appear even in simple two components mixtures

due to purely optical reasons.

* Absorbance measurements should allow to get ride of the optical non

linearities.
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* Saturation of absorption appears in some part of the cuvette.

* Partial Least Squares regression gives good concentration estimates de-

spite the non linearities.
From this results, some axis of research seem particularly interesting to

improve the experimental setup as well as to improve the data analysis.

7.1 The experimental setup

The noise reduction and the improvement of the measurement repro-
ducibility are of major interest. One can not think to develop much further
a sensor if these two problems are not solved in a satisfactory way. Even
the most complex and sophisticated data processing technique will fail in
analyzing data if the reproducibility is not sufﬁcient’;. From the study, it
appearé that the noise is mainly a photon noise. Therefore an increase of
the signal to noise ratio can be obtained by increasing the efficiency of the
fluorescence collection or by using a multichannel detector. A photodiode
array would probably permit to reduce the noise as well as the length of
the measurements. Presently the measurement ot a spectrum takes 3 to 5
min. It is long for an on-line measurement.

A much more accurate control of the environmental conditions like tem-
perature, pH and po, should allow to improve the reproducibility of the
measurements. A correction for the instruments characteristics would be
also interesting. Indeed such a correction would give to the measurement

a constant sensitivity over the whole range of frequency and improve the
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significance of most of the calculations. When working at low concentration
such effects as Raman peak and background fluorescence appeared. It is
very important if one want to work in this domain to make a background
correction, by example by measuring a spectrum of water and subtracting
it from every spectrum. The implementation of absorbance measurement
simultaneously to the fluorescence measurement is also a very interesting
idea. The improvement of the linearity should tremendously help the data

deconvolution.

7.2 The data analysis

The data analysis is the key of the improvement of fluorescence mea-
surement analysis. The high data acquisition rate allows to investigate so-
phisticated methods to resolve the mixture spectra. The sensitivity of fluo-
rescence to environmental conditions and its lack of selectivity give a high
complexity to the fluorescence measurements. Only computer aided data
analysis can handle this large amount of complex data. Principal compo-

nent analysis and partial least squares are good starting points to improve

the fluorescence spectra analysis as shown in Chapter 6.

The great possibilities offered by fluorescence measurements have been
recalled during this study. A good deconvolution of two components mix-
tures has been performed and as it is shown in Appendix A, fluorescence

gives some information about the fermentation. However a lot of research
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is still to be done in order to increase the understanding of the fluorescence
processes, to improve the reliability and accuracy of the measurements and

to analyze the data.
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Appendix A

Fermentation Measurements
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Fermentation measurements have been done at the National Bureau of
Standards. The fermentation studied is a production of invertase by the
yeast Saccharamyces cerevisiae. Fluorescence measurements and sampling
were regularly performed during the fermentation. On the samples, the
biomass concentration was measured. Figure A.l1 shows a spectrum at the
beginning. of the fermentation and Figure A.2 one at the end.

One c?m clearly see the difference although no peak appears. The fluo-
rescence in the 300-360 nm range is due to the tryptophan present in the
proteins of the cell’'wall. Therefore it varies with the biomass concentration.
The fluorescence in the 380-440 nm range is due to the pyridoxine present
in the nutrient. To analyze these measurements a very simple procedure
has been elaborated. An integration of the spectrum over the 300-360 nm
interval and over the 380-440 nm interval is performed. Since the global
intensity is not very reliable the two integrals are expressed as a ratio. Fig-

ure A.3 shows this ratio and the- biomass concentration measured on the

sample.
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Fig.A.1. Fluorescence spectrum of a fermentation broth at t=5h.
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Fig.A.2. Fluorescence spectrum of a fermentation broth at t=71h.
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Appendix B

Amino acids mixtures measurements
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The next pages present the two pure components spectra and the eight
mixture spectra used in Chapter 6. Figures B-1 to B-10 show the spectra

corrected for the variation of the laser intensity.
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Appendix C

Format of the data file
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The measurements are recorded on an IBM PC AT in an ASCII file with
the following format :
_ On the first line 3 numbers representing :
. The number of measurements (integer)
. The speed of the monochromator in A/s (5,10 or 20,real)
. The number of measurements per nanometer (integer)
- On the second line a string representing :
. The title with 20 characters
. The time
. The date
- On the third line 2 reals :
. The higher wavelength
. The lower wavelength
- On the fourth line 2 reals :
. The range of the measurements (0 to 10 volts)
- The measurements given with 3 reals on each line :
. The wavelength in nanometer
. The intensity of the fluorescence

. The intensity of the laser output
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Appendix D

Listing of SpecProc
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The listing of SpecProc, the spectrum analysis program written for this
study, is given in this appendix in the order of the files included in the

main program.
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R AR N RN R R NN AN N AN SN NN RN R NS N E RN NN NNNEREY ¥ N

[ 1)
(= Mo Ink FR0EsesM FOR SEECTUM PR U TR - .
e )

AR RS2 R RN R SRR E R R R R R RN R R R L AR R A R RS RS R AN N R A N NN RN NE NN AN

I 128 L compller option for creave and s ook ing )

s

program SpecFrocessing;

(FXEATRAARE NP AT O TR R IR RN AT R R I NN N AR SR I R ant b s dn oyt db i ynny)

(2 CONSTANT DECLARATION $)
const MaxMeasHumber = 20003 { Maximum cize of the spectrur file
DataArraySice = 4Q0; { Size cf the linted arrayc us-al to sto-e
the datal} -
TNarraysice = 047 { Sire ot the arrays used i1r tthe FFT
H TYFE VALUE FOR THE DATA FILE ¥
Fluarescance 1z
NormedfF lua = 2t
L aserFower = T
Continue = o2
FourierTe = 113
N FILE FJIR THE DEFAULT VALUE 2
Defile = ‘SPECFROC.DAT" 2
R IR R ST AN R AR AR A R N S R N SR R A R R N R AR N A AN A R RN A AR L A R I
Lt TYHE DEFINTI'ION . ¥,
tvpe Labelvtring = strargl];: Covsed for the s —oabtiere b
3}
Name = cstrima(>0]: R for the Tarlaiiame

Line = strang(707; HEEE “or S oscreer tirae )
FigStraing = straing[255]: U usdd by some straing procedure
Menul ine = record { uged far the m2nu procedure’
Title : Name:
Typel. H integer:
Fool H boolean:
Re H real;
Str H Name g
end;
MeryvTab = array [1,.23) of Menuline; Canputfoutput of the meru
rrocedure’}
DataTab = array [1..DatadrraySicel ot ~ecl: | uged tc <« tore tie “a
ta)
{ TVFE SFECTRUM USED 10 STORE THE ECTRA )
Grdata = record Oownfarmat:o -~ a2t lc

t the spectrum)

OnGff ,Fower : boclean:
PowScale : real:
Trtle H than ey
Xmin,.Xma. ,Xshi1f% Xecale H real:
ymin,yma,¥Yshift Yscale : real:
end:
Dpoint = Data; LopGInter to data ]
Data = reccrd L Uce. to sto7e the Jarta ]
DataType :oantegers
Lata : PataTab:
Datat.aint : Dpoants

end



Fointer = “GSpectrum;

.
<

prointer

Spectrum = record i\ scurce
ot a spectrum}
Source.lLocalName : Name;
MeasNumber : integer
Xmin,Increnent : reals
Measurel : Dpoint:
Measureld H Dpoint;
Graph : Grdata:
Link : Fointer;
end;
TNvector = arrayl{0..TNarraysire] of real;
TNvectorFtr = “TNvector;
A<Def = record
18 )

A Title,Label:,Labely : Name:
Xmin,Xmax,DeltaXx : real;
Ymin,¥Ymax,Deltay 2 reals

end;
Gtype = record
Int,Re,Chr,Esc boolean;
end;
Gans = record .
Int : ianteger:
Re > real:
Chr : char;
Str T Name:
Typ : Gtypes
end:

to spectrum

tile. “crmat ane e,
{ used for FFY

{ used to draw the ax
{ wused for inpul 3

T ovsed tor 1naput )

SRR S AN R AR L PR R A R R SRR N R R R SN S R S R R R R S R S R R AN 2 S AN S RN AR AR AR ER R LR D

(®
var

inked list)
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VARTARLES DECLARATION

Current_Dar
Head

Name
Fointer;

CurveNum :

Axis : Axdef;
MainCh : char:
Iord,a : 1nteger;

arrayl(1..9] of Pointer;

rscreenscalae,Xori1g,YscreenScale,Yorag :

Default Tyge t booleang
Ganswer : Gane; .
SY¥otart.Srend. bavele=ngthShat L
Fxstart,Fxend,yQ,yn
Textcol (Ansce ]l Ract ground

rteal:
real;
integer

real:

H

{head
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BEGINNINMNSG OF THE CODC A

beqgin
head := ra1l:
FNARS &1
MainCh := Chr(1Z70);
repeat

lord := Qrd(MainCh):
1f lord = 27 then Specflot(MainCh)

else
1f Iord = 31 then Speclist(MainCh)
else
if (lord >~ 9B8) and (lord 68) then Characterize(lord-SR ,MarnCt
else
1t lord = 6B then A:nisDef (MainCh,fuiag)
else
1f lord = 171 then Define(MainCh)
else
1t Jord = 122 then LinComb(MMainCh)
else
1f¥ lord = 123 then Smoothang(MainCh)
else

At lord = 124 then Stat{tainCh)
else Marn~ernu(MainCh):
untyl ¢ Gerd(MainCh) = 16 ) 3
auits
end .



-~

«

func*tiun Minf.,v : nteager) : 1nteqer

THIS FUTE TraN G0t UTES T MINTIMUM OF T 15T

beoin

min H

1f oyt then mini=vg
end:

functaizn Mav(x,v : 1nteger: 1 inteager:

THIS FUNCTION COMPUTES THE MINIMUM OF TWO IHTEGERS

function FowerQOfTen (1 ¢ real) : real;

{
THIG FUNCTION COMFUTES 10X WHERE X 10 REAL
3
begin
powerDfTen = exp(xln(1d)):
end;
function Log(xn:real) : real;
{
THIS FUNCTICN COMPUTES THE DECIMAL LOGARITHM Of A Fual X
3
begain
Lag = lIn(x}/1n(10):
end;
(_—.__.,__.___._-_-___._____—____.__._ e e e e m e o e el mem . e =t my e ae . e - e e ————
function dividei{11,12 : integer) @ beolean;
THIS FUNCTIGN TESTS IF 11 DIVIDES 12
tegin
divide = ({(s1ls7121v~ 20 div i1) 7 1.e-T717;
endc;

[

furciicn pged(11,22 @ 1nteger: : 1rteqer;

THIS FUNCT LGN COMPUTES THO L AFGEST COMewtl DIVIDEA OF (0 AND

var 11,)2.F :santeqer:
eyt ¢ btemcleang

beqin
31 = man(il.al g
32 = mas(211.,10):
N I I I
repeat
1t dividei(bh. a1 then
11 gdivide(l 32 then
began
catd 1= b
el T o true;
end s
o= -1
until et
end;



function ppcm(11,12 : 1nteger) : anteger:

(
THIS FUNCTION COMFUTES THL SMALLEST COMMON MULTIRLL OF 11 AND
3
tbegin
ppom = (1318.7) dav pged(11,120);
end;
e o s O
function Valid (SpecName : Name) : boolean:
¢ .
THIS FUNCTION TESTS iF A NAME IS ACTUALLY THE NAME OF A SHYETCTRUM
2
var point : pointer;
validZ : boolean:
begin
valid2 := false:
po1nt := head:
while (point n1l) and not val:dX do
beaqln
1t point .LocalName = BpecName then validl 1= true;
point = Forst . lant e
erd;
valid 3= validl:
end;
faces o ra Spezindic (SpecNams o Mo i'oontl PR Tl WA ST
TIS PROCEDURE YINDS ThHE FOINTER ¢ OINTING ON THE SIECTRUM
WHOSE MAME 1§ S-ELMAME
3
ovar  foaet o opoantiers
ve 13d7T : pooleany
begin
valid2 := talse: *
point 1= head;
while (point "> nil) and not validl dco
begin
1f point .LocalName = SpecName then
begain .
poantl = prant:
validl := trve;
ends:
pouint := Foant .Lank g
end;
end;



prev s dure stringlis o realivar o o labelctrangir torvorgd e farrd later
L i - ST e e e Rt c - )
function Upstrang(Dource @ MigStrang) : bHaigStrang; forward: dotined later’
U e e e e e
(R AR AR R R R AR RS R SR R R R SR AR S A PR R R R RN PR R N R N RN SRR N )
(r GRAFIICAL SROCEDURES ¥)
procedure les:
tegin
tevtcolor(teitcol )
end;
et e i e e ininteb it - 3
procedur-e Ane:
begin
tetcolor(anicol )
en-t;
s s s e bbbt b S =)
procedare WrateTinie(S«<rTitle : Nome:: : 1nteger’;
beorn
tetmade(3)
reuthecrground{bact cround)
clrecrs
tentcolorfy=low';
sotaxy (. 8) ¢
wrate(lpstringi{act-title)):
tex:
end;:
( ________________________________________________________________________________________
procedure wraitemem:
begain
testecolor(lightred) s
gotoxy(&60.1)iwrrte( MemAvarl = ', Memavail);
gotoxy(b60,2)iwrite( 'ManAvall = ' ,MaxAvaill;
tex;
end;
e e e e - 3
procedure PlotAris(axis : andef);
{ THIS FROCEDURE DRAWS THE AXIS H
var iil.yl 1 real: N
1. v2.y2yn1start : integer:
11 : straimaflT]:
{ e e e e e - e met e — e m
=)

procedure Arrow(x,.v,.tetarirteger);

{ THIZ PROCEDURE DFAWS THL ARFIWS ON THE AXIS
X Y nRE THE COORDINATES OM THE SCREEN

TETA 1S THE ANGLE WITH THiC x~-AXIS }
war . 1 Qe

woot'el it realy
heuLn

ai.ple 1= tataspi/IR80+ 70 /4
11 ¢ (Z-dRkabsicoscancled) )
1o trunc () lkconvarcle) Ve
vyl =2 trvnoiystltzin(enygle)
araw{ "1 opt tayai)s

etigle 12 tatad i/ IEO-"apsdy
11 = (2-3sabsfco (aprcle) )V
H U] truncir+llscesiargle) Vs
S1oar truen vl itssniangie ) ;

draw/ " 1,.ylat,yel)g
er ds



orocedure Bar( (y,.trtazintegar);

TH1S FROCEDPURE DRAWS 4 LAk AT THE COURDINATIS XY WITH AN ARGLL 101D

var x1.y1,»2,y2 : integers:
angle, 11 3 real:
begin

angle := tetaspi/180;:

11 := (2+4sabsf{cos{angle;i);

w1 1= trunc(x+ll¥xcos({angle))

t= trunc(y+ilss:n(angle))

%2 1= trunc{x-ll&cos{anqle))
y2 = trunc(y-litsin(angle))}
draw({x1l,yl . 22.yZ,1);

end:

a

{ procedure PlotAxis : beginning of the code

begin
XScreenScale := 540./(Axis.xmax—Axis.:min}iYScreenScale := 160./(A1s.Ymin—-A
xis.Ymax);
Xorig:= Axis.Xmin- 40/ /X¥ScreenScaleiYoraig := Auis.Yman-10s y=scr eenccale:
draw(40,170,640,170,1)arrow{(639,170,0)
wle= (trunc(Axis.:min/Axics.deltex)+l)xAxis.del tax;
repeat
%2 1= trunc((xi-xoraigl¥XescreenScale):
bar(x2,170,90):
xistart 1= trunc(uT/8);
stringI(xL,il1)s
gotoxy{xistart 23)jwrite(11);
x1 = x1 + Axis.deltax;
until(xl > Axis.Xmax¥1.001);
gotoxy(trunc ((BO-length(Anis.Labelx))/2),I0) twrite(Aic.Labelr )

draw(40,170,340,0, 1) tarrow(40,0,270) 3
Yl:= (trunc{Az1s.ymin/Axis.deltav)+i)*Axis.deltay;
repeat
yZ := trunc((yl-yorig)tY¥screenscale);
bar{40,yZ,.0);
ristart := trunc(yl/8+1}3
gotoxy({Z.xr=tart)iwrite{yl1:2:C )

yl o= vl 4 Avaa.dellay:
vntiliyl A o1z.vmavet (OOE g
for 21 := 1 to length({Axis.labely) do

begin

gotoxy (l,sranc((25-lengthfAxic.labely))/Z+1)ijwrite(copyiA . is. labeiy.1,10)
ond
gotoxy (T, B)iwrate(Uretringia 1. t2tle)):

end;

LT e e it I



procedure Inatg
THISG FROCEDURE INITIALIZE THE VARIABRLLS ULUD I & oF Bl b

var inputfirle : text;

error,1 1 wnteger;
Dtype i 1nteger:
began
assign(inputtile.Defile);
(s1-)

reset(inputfile);

erraor := ]JoResult;

{$1+}

It Erraor = O then

begin
readin{inputfile):
readln(inputfile);
readln{ainputfile,Current_Dair):
readln{inputtile,Dtype):
Default_type := true:
1f Dtype = O then Cefault_type := false:
readln(inputfile);
readlin(inputfile,SXstart,SXend, WavelLengthShift):
readin(inputfile);
readin(inputfile,f¥start, fXend)
readln(inputfiie):
readln(inputfile,Nis.Tatle)s
reagln(inputfile.A 1s.Labelx)
readln(inputfileAvas.Labely):
readir{inputfirlieAr1s. Xmin,Axis.Xma: Ais.deltan)
readin(inputfilie.A1s. Ymin Avie . Yma: Avis.deltay):
zleoese(inputrile)

end

ejze began
Current_Dir = "KE:';
Cefault_Tvoe:i:= true:
Axis.tatle ‘Laser Induced Spectrum’ :
Azis.label, := "Wavelength (nm)’ 3

Axaie.labely := "Intencity’;

S nmin = 260:Ax1s.ma = 480 An1s.deltan 1= 208
Axi1s.¥Ymin = O:AMi1s.Ymax = 10:Axas.deltay := 2
exstart = J00:ifxstart = J00Q;
sxend 1= 4&0ifxend 1= 4605 WavetengthShift =0

end;

for 1:= 1 to 9 do curvenum{:1] := nily

end;

procedure qQuit;
THIS FFOCEDURE SAVE THE DATA LUGED IN SPECHROC

var outputtile : texrt:
Dtype : 1nteger;

begin
assigr ‘outputfile.Defile’:
rewr:te (outnuttile):
wiateir{outpatfile,’ SFLUCFROCESS NG TEf it T Sl LURS v e
writeln(outputfile,’ For Spectrum toading’ )
writelrn(outputfile . Current Dir)s
Dtype :1= 1:
1f Default_type - falae then Loype - 03
writeln outiutfile.RType):
writeln/ atputtite, For Srat fnalysac’ )

writelnioutpatfile ,Sratary SYor f Waov.benatt Shyfi g

wraitel- ocutoactile, for F 91 dnalysls )3
writeln/outsetfyle.frotart, fXx2.3);

wr ttedraonticdt file, Tor s o FYlotta g s
At tteddnfoaue e file A s Tetle o
vt laaiout e N R O]

arplelnroat ettt 1 a0 e Lakee]y

o te i Dttt talaed YA an e Pmac (far sl ltan ) g

cLoyma (Fiirnad Lta, r g

- e e s

W LPe Y st ot i e o i e

Sl wecoutput o lan) g



Srovedure Speco e (Sped c Lpectrum)

[y
THIS QCEDURE CREATIS A HIEW FLACE TN Tb J e bt
LIST AHND INSERTS SPELCTRUM
3
var Point : Fointer;
Sy : anteger:
begin
b wherex;
y 1= whereY:
wrltemems:
New(Point);
foint” := Spec:
FPoirt™.Link := Head;
Head 1= Foint:
end:
e e e e et e it e il e
{
procegqure Datadel ( point : Dpoint):
{
ERASES A LINFED LIST OF DATA
h
Hegan
1f point < p1l tren
beg:in
datadel (grint .datalank):
disposedipointiyg
end:
end:
provedursa Specleiisces™ame ¢ Name):
4 .
FIND THE SFETIEIM UatlED SFEOMAGME ND O ERASES TT
3
var paci ,Met i F
Founua H -
(A—- - e m e e e — s = e e s ——— e ——— —— e aam
procedure delete ( specpuint : pointer);
{
DELETH A SFECTHRUM
3
begin
datadel (specpoint ".messurel)
datadel(specpoirt .reassurel)
dispose(specpoint);
end;
(= e e e e g U

{(BEGINNING OF SFECDEL CODED

hegin
1¢ Head .loc~lrame = Yprectiane thon
tegin
tor 1 := 1 to 9 do

1f curvenum{1] = head then curvenum{i1] := nil:
Newt 1= Heaco .Laint g
delete(Head);
Head := Ne:t:
end
else begir
bact = tead;
next 1= Head .Lint ¢

feand = falze:
whrtle t ne t St )Y and not tound do
began
1f next . iocalName - Sneciare tter
beg:in
for 3 = 1 to 7 do
st cueowerw Y - et then curvenum{a) = n1lg
oot 20 trues

Wa. e ".L'nb 3= me U Jiindk g
creternet g
end
nloe henn

't

PP

. T ot Lo g

v
ened
eod:
vnd s
sty

s
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procedure curveaftfect(spec @ spectrum);

LOOrS FOR AN AVALTLABLE CURVE AND IF 11
FINDS OHNE AFFECTS SFEC TO THIS CURVE

var i : integer;
exit : boolean;
Foint : pointer;

begin
¥ = liexit = falee;
repeat
1f curvenum{i] = ni1l then
begin
exr1t := true;
specindic(spec.localname . . point);
curvenum{i1] := Point;
end}
1 o= i+l
untal (( i » 9) or exi1t);
end;

procedure SpecSave({localName: neme)

SAVES THE SPECTAUM CALLED LOCALNAME TO DISEK

var cuirt.test,error : Pooleans
Hayaz : real:
34 Dorntegor,
answer ,defacltnam=s : name:
Nrame . .namefi1le : namey
count @ airleger:
outfsle : trut:
pointl , pointl : Dpoint:
Spoint : pointer:
spec 1 spectrum:

begin
INITIALIZATION OF THE COLORS >
Textcol t= white:
frecol t= lightmagenta:
Bact Ground := blue:
textmode(3) s
textbach ground (backaround) s |

clrscry

Ouit = false;

textcolor{yellow);
gotoxy(30,3);write( SAVE A SFECTRUM Y3
test := false;

tex;

specindic{localname, Spoint)

spec := Spcint’;



reypeat

2oty (T bBYiw Lt "Corrent Directory . T
msigotes, (27 B jwrite'Current _Jdir);

gotery (0L, 28) twrate (O alt O Lo hange the dir-clory )

gotony (T.10)twrite ("Spectrun HEES I

ansiwrite(lod slnase

CetaultName := localrmame + ~.dat °
gotory (Sl twrite( DOG-F1lename -  ,defaul tName, "’ :
s

Gread (40,12 et rar) s te;
1f Ganswer .typ.esc then

begin

11 Banswer.typ.chr then

began
1t Ganswer.chr = Chr(22) then Chanue_dait
else begin

. quit := true:
MainCh := Ganswer.chr

end;

end

else begain
MainCh := chr(27);
Quit = true;
end;
end
else begin
answer := Ganswer.strj
if length{Ganswer.str)=0 then answer := defaul tName;
1f (CountChr(answer, '\’') = 0) and (length{(current_dir) > )
thern Answer E= Current_dir + "\° + Answer:
1t CountChr{(Answer, . '} = O then
begin
Nname := Answer + ' .dat’:
If not exist{Nname)} then
began
Namef:ile := Nname:
Test := true;
end;
end
else beqgin
1f rot exist{answer) Then

begin
NameF:ie = Ansuers
Tasgt = *r.e;
—end:
end;
count := count + 1:
if Count ° S then gquit := true:
enc:

vwntil (test or Qu.t):

f test then

begz:n
ascagn(outtars NameFi1lo)ircwriteioutfile)
count := rouni’l spec..ncrement):
wr;teln(out‘;le.soec.mo%snumber.' B TL.count)
writeln(outf:le . ssec.araph.title):
writeln(outfilie,spec..min + cpec.ircrementé(spec.meacnember-1Y:7:1,° e

ev..onlo-spec.increnuent 71

writeln{outfile 10 [SEDAIN
» 1= round(lotspec . imin) /102
point!l :F spec.Measurel;
pontl = spec.Measurel;

Y T o
for 1 := 1 to spec.MeasNumber do
begin

) 1= j4ly

y 1= pointl .detaf)l:

z 1= pointl.dataly):

writeln{outfile,.»:15:1,y:7:3.2:7:3)
1f 3 = DatuhrraySice then

begin
33=Qg
pointl = pointl] ",datalink:
pointl := pointT _datalint g
end:
$F 0+ spec ancremant g
enc:
Slosp{outfrlen;

end;:
end



R H
procedure Menul (LineNumber @ antegeriTitle : nemeiCh vl ot bkooleanivar Mo Men
uTab;

var an=wer : 1ntegerivar 11,17 @ o inteqrr syvar e ot
: boolean);

L
1HIS FROCEDURE PRINTS A MENU WITH A TITLE AND LineNumber LINEYL
AND RETURIS THE INDEX OF THE MENU CINE CHUSEN BY THE USER
4
var 1.J.n,*1rstlet : integer;
Quat : honleans
Firgt, Ch.cht : charg
begin
Packground := blue;
Te:tCol := White:
Angcol = Whaites
Firstlet 1= yellow:
1i:=0512 KH
error := false;
quit := faiseg
for 3 := 1 to LineNumber do
M[{1].Tatle := UpStyle(M{1].Title):
repeat
WrateTitle(Title J0):
{ WRITE THE 7 FIRST ITEMS b
n = min{(7.LineNumber):
for 1:= L ton do
begin
gotoxy (5,6+2%1) 3
First := chr(é64+1);
Textcolor(FirstLet);
write(fFairst, . );
Tex:
write(M{1]).Title);
1f M{1).Typel > O then
begin
qotony (25,6+ k1) iwrate(” 3 )i
1f M{1]1.Typel = 1 then
begin
1f Ml1).bool then wrateln('On’) else writeln( 0ff° )
end
else bLegin
1f MO1]).Typel = Z then wrateln(M{1]l.Re:15:7)
else writeln(M{il.str);
end 3
ends;
end; .
1 WRITE THE LTHER 17EMS 3
tor i:= ! %o {Linetlumber-7) fo
beq:r
JoroNy LA e s
PRI S S ieds Ty g
Te Tl o fF g et Yy
wrate(f irst, . )3
Yourt s
wrytef 127 ) T3
vt M ) pe O then
Le gtn
Qato (Sh AP ) iwrztel Tra
16 M 1471 Types = 1 then
tegirnr
1t Mli+7).00rl tren wrrteln('0On’ ) elue wrrteln ! Utf )g
end
ie heain
M7 )0 s el 0 T then o wr iteln(M{y 7 her e D)
elae writein(Mir+e7 ). ate) g
end;
eng g
end;



USER INSUT 3

gotoy(9,29)
wrrite( ' Hit The letter Of Your Choice @ ')
read (kFbcd.ChYs
11 ord(ch) = I'7 then
begn
e ror s trues
Al oz= 27y
1f (not ‘eyfresesd) then 12 := @
else beain
read(tbd.chl);
12 := ord{chl);
end;
end
else begin
1f CharBool then

begin
1f ord{(upcase(ch})=65 then
begin
11 =133
error := true;
end
else 11 = Q;
end
else il := O3
end;
gotoxy (5,25);
wrate(” K]
{ MODIFICATIONS OF THE VALUES IN THE MENU 3

1 := ordiUpcase(Ch))-64: j := trunc(i/7.5);
1f (1<1)ar(1 LineNumber) then
tegin
error = true;
end
else begin
17T M[2].Typet. -~ O then

tecin
1t M[:].Typel = 1 then
beganr
M{1].tool := not M{iY.bool:
Gotony (28404 6408 (1-78)3))iwrate(” NIgoter yaIR+400 4
+28(1 7810
1?4 Mlil.bo-l then write('Cn ! else write( Off Vg
end
=ise begin
ot J(TBA ey 6428 (1 k)Y ) swrate( oot (e

1) 5+T8(2-T4,3) )

v ML T el = T othen read(M1l.rel;
it M ). Tyeer = 7 then read(M[1]).st )
and
end
else gt - trues
end:

antil ( errar o oot )
A Swer T
end:



r

{(mmm e m et e ee e

~~

procedure Al

sDet(var MainCh : charivar a:is : A:Def);

THIS FROCEDURE ALLOWS THE USER TO CHANGE
THE AXIS USED IN THE PLOTTING FROCEDURE
var answer 11,17 : integer;
Tab : menutab;
title : name;
error s+ boolean:
Ch : charg

begin

MainCh := Chr

(273

title := ‘PARAMETERS OF THE AXIS ‘;

tak{1].tatle
tabl1l).typel
tabl1].re

tablll.tatle
tabll].tvpel
tab{21.Re

tab[T].tatle
tatv[3]) ., typel
tab{Z).re

tebld].title
teb[4]. typel
tabl[4]).str

tab[H]). . title
tablS).typel
tab{S).str

tab{é6l.tatle
tab{é6]. typel
tablé6).str

tabl[7].t1tle
tabl7]. typel
tab{73.re

tabi8l.tatle
tab[B8]. typel
tabf(B).re

tab[?].tatle
tabl{9].tvpet
tab{9].re

menul({S,tatle

Ar1s.xmin
Arig.xmax
Ax:s.deltax
Acxis.labelx
Aras.tatle
Axis.labely
A orte L deltay
AxNi1sS.yman
AL 1o yma

1= ‘minimum of x°:

AX1s.:ming

‘maximum of X

Axis.title;

:= ‘y-avis label’;
3
:= Axis.labely:

= ‘y-ails step’;
1= 23
=

axis.deltay;

i= ‘minimum of y°g
1= 23

1T oaxis.yming

t= “maxamum of y°;
1= 23

IF AX1S.ymaxs

«talee ,tab.,answer.l1,I12,error};

=tabl[l]).re;
=tab[2).re;
i=teb{3I].re;
:=tabl4l.str;
i=tablS]).str;
i=tablé&).strg
s;=teb{7l.re;
=tab[B8l.re;:
t=tat:{97.re;

if 11 = 27 then

11 212 7 Dt

end;

ben MaxinCh = Chr(12);



procedure plotcorvetIpoint @ Fointer);

{ THIS FROCEDURE FPLOTS THE SHECTRUM AT WHICH IFPJIMT POINTS
AND EVEMNTUALLY THE LASER INTENSITY H

var 1,3.x1,80,yl.y2.21,22 H integers
X, Xacale,Xshi1ft,Yscale,Yshift PowScale : reals
pointl,pointl : Dpoint;

begin
Xscale := Ipoint~.Braph.Xscale;
Xshift = Ipoint~.Graph.Xshift;
Yocale 1= Ipownt™.Graph.Yescale;
Yshift := Ipoint>.Graph.Yshift;
FowScale:= lpoint“.Graph.FowScale:
Fointl := Ipoint*.measurel;
pointl = Ipoint .measurel;
1t (not Ipoant .Graph.Fower) or (lIpoint .measure2 = nil) then
begin

.man + Ipoantt . increment$ (1-1);
{(x+xShift}#XSzale-X0r:qQ)¥XScreenScale):
{{FPointi>.datal) I+YShif:'¥Y¥Scale-YQOriqglsYScreenfcale):
qo hen drewi{l.yl.x2,v2,1})2

vios= xZiyl o vyl

1f 3y = ateArr-aySice then

oot -

pointl 1= poantl .datalankg

venty1! (1 = Tpoint® .MeasNumber ) or ( 1 0 600 )3

poantl =

~ then write(” peointl = nal');
point2 = n
{

11
11 then write(’ pointl = nil’);

trunc ({(Ipoint . Xmin+XShift)drScale-X0rig)x¥ScreenScale):
trunc(((Fointl .datal)]+YShaftl¥YScale-YOrig ' ¥¥YScreenlcale);
trunc ({ (Foant_ ".data()))s¥Y¥scale¥Fowscale-YOrig)¥tScreenScale):

Wt ohon

u
e 4

D on se ve e

I

1+ 13

1 o+ 1 .

Ipcart . xman + Ipeoint (i1ncrement*(1-1):

t= truenc(((x+xSEh1ft)¥1xScale-X0rag)*aScreenScale);

v 1= trunc(((Fointli~.datal;2+YShift)¥¥YScale-¥Y0Ori1g)rVYScreerSralp):
1= trunc(((Foartl-.0atals])¢Y¥scaledFowscale-YOrigyryYScreenScale):

1f (w1~ 40 ) then

porurtl T opintl cgatelant s
porntT = poantT (detalint
end;
vt (1= jroint (MeasMunber ) or o HO0 Vg

end:
N3



racetdura Spectlot(var Ma.nlh @ char)s

THIS FROCEDURF HiLDTS T4t SFECTRA
DEL INED BY CURVENUM

\
3
const Floti'alor = LightGreen:
vear J 3 antegery
1 @ pointery
ch : charg
qurt,eir,cond : bocoleen;:
begin
MarnCh = Chr(27):
Quit := false;
repeat
Hires;
Hirescolor(plaotcolor):
FlotAxis(Ax1s);
For 3 := 1 to 9 do
begin
1 3= curvenum[3]:
it 12 3> n1l then
begin
It 17 .Graph.On0ff then Flotcurve(1i)s
end;
ands
repeat

ex ¥ true:
read(kbd,.Ch);
11 number(ch) then
begin
tscurverum[value(ch) ]l
if 1 - ni1l then
beqin
27.Braph.OnCff = not 17 .Graph.OnOff;
tf i%.graph.CnOff then
tegin
ex := false:
Flotcurve(i):
and g
end;
onds
until(en) i
14 letter(ch) then
Legan
tar 3 = 1 <0 9 do
tegin
1?7 Larvenaan ] nyl thern Zurvernum[d ] .oraph.cnof
end:
2ngd
it crd.ch) = 17 then
begin
Quat 1= traes
1t reyprazsec ther
teln
coend(rndLch g
MainCh := chy
end
else mainzTh 3= chr (170)
end;
e i(quit) g
erd;
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procedure Speclist(var MainCh 3 char);

LISLTS THE SFECTARA AND ALLIWS THE UISLIEC 70 SAVE DR D Lot
£OSEECTRUM OR YO READ THE LTEY FILE ASIOUTIATLS UTTH THE
SFECTRUM N

var 1.3.flag : 1nteger:
ch.chi,chl : char:
poi1nt : pernter:
et : booleans

localnams name:
Str : Tiqastraings
Lert T ame

procedure Listfave(polnt @ poanteristr : Bigstringsivar j @ integer

GAVES THE SHEECTRA SELECTED BY THE USER

begin
J 1= 3+l
1f point L1int Y n1l then Lastsave(point’.lant (str.)):
J = 3y - 1:
1f stri3] = "' then epecrsave(point .localrname);
end;

procedure ListDel(osoint : pointeristr : Rigstringivar ) : integer):

LDELETES THE GSFECTRA SELFCTED LY THE USER

begin
3 3= )+l
1f point .link "nal then taistDel(point™~.lint str.3):
J o= - 13
1f =tr{:3 = "%’ then epecdel (point™.localname);
end;

orocedure ListDetail{point : pointeristr : Figstraing:ivar j : 1inteqger;;
WRITES THE .TEX FILE ASSDOCIATED WITH SHFECTRA SELCCTED
BY THE USER IF 17 EXISTS

beazxn

end:

procedure prchoice{1 : i1nteger: blaintflag : boolean);

USED FC® THE GRAFHIC 3
tegan

14 blicivlag ther

begin

tthastgroundctevtco

textoolor tbhazlh round

&oa

ele begin
tecdthiachrrpund(textcol )
taxtiSioribact yround g

erndy

qQntosny i Toery—-3Y o+ § 15)

cacm 1 of
1 2 writed CAVE Y
Tt owraten DELETE ")
Tt owrated DETATL ‘)
4 : write(”’ EXIT "y
end;
end;

FEGINNING QF S“eCLIST CODE i



~

BUGINNILIL OF SEFECLIST CODE

beaqin

| Te:xtcol = whate:

| Bactground = blue;

MainCh = Unhr(120);
Tertmode(3);

tertback ground(bactground);
Clrscr;

textcolor(yellow):

i Jotoxy(20,8)iwrite( "LISTING UF THE SFECTRA )
gotouy(J.7)iwrate( LOCAL NAML ') ;
gotory(1h, 7)) iwrate( 'MERS., NUM' )
goto.y(27.7)iwrite( TYPE');

' gotory (40, 7Y swrite("TITLE )

1 = B3

Foint 1= head;

whilei( point ™ n1l) do

begin
1= i+l
Jutoxyibil)iwrste(poant™. lucalname) ;
qotoxy(ld,1)iwrite(psint’ .Measnumber):
gotoxy (B 1) jwrite(poant . Heasurel .Natatvpe):
gotoxy(ZZ, 1) swrite{point’ .Graph.Title);
Foant 1= point L laink s

end;

prcheice(lfalse)s

preborce(l.false)s

prchwoice(T.false):

prchoyxce(4,true):

3 1= 4z
exit 1= falses
repeat

read{(bhbd.Ch);
24 (Ordi{Ch) = 27) then
begin
1f not Leyprecsed then e.1t := true
else begin
read(kbd,ch)s
prchoice(j,false};

} 1f Ord{(ch) = 75 then j := j-1:
. 1f Ord(ch) = 77 then ) = j+1;
end:
end

else begain
1f ord(ch)=17 then exat := true;
end;
1t 3 = 5 then 3 1= §;
1f J = O then ) := 4;
prchoice(j.true);
until (exit)g
te: ¢
textbactground(bact ground);
If 3 > a4 then ‘
beg:n
flag := 1

1f flag = 1 then vert ‘save’ :
1t tlag = 2 then very ‘delete’ ;
1f flaq = 7 then serb ‘detarl

chl := Chr(24):chl 1= Chr(29);
str 1=’

uotoxy (4,74

wr itel lMove The Curscr With °“,chl, and " chl. . Hi1* Return 14 sverts
« En. to quit )
BRI - b3 1= f.lse;
aQotony 4,30
reaeat
read(rbd . Ch):
v (L (CH) - D7) then
tregar.

1t nel teypressed then ezt = true
elwe beqin
rendihbdich) g

1f Ord(ch) = 72 *hen 3 = 3-13
s (ird{chY = By then 3 1= j+1:
enf:

end
else beqin
1f oardich) =17 then
beain
antovy(4.,1):
11 str()]1="%" then
tegin
writel Vi
stely) == ° "3
end



else beqgin
1f ordich)=13 then -
begin
qotoxy(4.2)3
1f str{y]="%" then
begin
write(’' ")
str(y] = ° 3
end
else begin
wraite( ' x°);
striy) 1= "%’ 3
end
) o1F 3 +la
enc:
ends
1f ) = 8 then
1f 3 =141 then 3:
gqotoxy(4.0)s
until (ewx1t):

PR
’

3 = 93

1f fiag LI then Laistsave(head.str.3);

1t flaag = T then Listdel(head.str,3):

it flag T then Listdetail(bhead,str.y):
end

else begin
1f Ord{chY = 27 then
begin
1* heypresced then read(kbd.ch)s
Mainch:i=ch:
enc:
end;
ead:

precedure Characterize(lcurve : :ntegerjvar MainCh 1 char)

< THIS FROCEDURE ALLOWS 7O DEFINE THE CHARACTERISTICS
OF THE FLOTTING OF A SFECTRUM 3
VAP answer,I1,1J : integer:
indis s ointery
Tab : menutab;
Ch : cha-g

Title : name;
frvcr : boolean:

begar

v1os= I3

Ma3eTh 1= Che (270

~rte w1 - LU ey

g
Tngig - wrvellum! Icur-vel:
1€ smdic nylotrer
begin

Litle 1 CARGM TERS OF TV E FLOT

Name "

Pliety -roandic TLlrcalname:



tab{2).title := ‘'Spectrum’i
tab{2).typel = 1;
tab[2]).bool 1= 1ndic”.graph.onoff;

tab(3).title ‘Fower’;
tab{3].typel 1z
tab[T]).bool := 1ndic”.graph.power;

tabl{4].title
tabl4]).typal
tab(d8].str

‘Title‘s
33
rndic”.graph.title:

tabl3).tartle := ‘Shift on X axis’:
tab{HB].typeL := 2:
tabl(S].re 1= indic .graph.Xshaft;

tablél.title := "Scaling of X axis”
tablé6l.typell := 23
tablél.re := indic .graph.Kscale;

e

tab(7j.title := 'Shift on Y axis”;
tabl7]).typell 1= 2%
tabl7].re = andic”.graph.Yshaft;

tab{R).trtle := "Scaling of Y axis’
tab[8].typel. := 2
tab[B8l.re := indic .qgraph.Yscale:

tab{?l}.tatle
tab{9]).typel
tab{9l.re :

= ‘'Fower Scale’;
= 23
= indic “.graph.FowScale;
menul (9,tatle,true,tab,answer,11,12,error)

it Valid(tab{1l).str, then

begin
indic”.araph.0OnOff
indic .graph.power
indic.graph.tatle
indic™.graph.xshivt
andic’ .gragh.xscale
indic*.graph.yshift tab(?).re:
indic~.graph.yscale L tablB).re:
indic”.graph.Powscale:= tab{?]).re;
specindic(tabll).str,curvenuml Icurvel);

tat{2).bool:
tabl{3).boolz
tabfal.str;
tab(S).re;
tablé]).re:

end;
11 11 = 227 then
1f 12 G then MasnCh := Chr(x2);
end
else 11 = O3
end:

end:



r-1l)s¥spec . ancrement:

°
hs

-~

ro o edur e corivertivaer cpec !l espec’ 3 e Lrwa
THIs PROZEDUGL CHECKS 1P THL TW) SPESTRA
THE. —AML | OrMaT anND 11 NOT CHANGES TRE F Oottal
O MUE D0 14D SPECTREA I OFLER FUR THEM TU
HAYE THE Samt FORMAT

var pointdl ,.pointcl  pointZi,pointll : Dpointg

spec : Spectrum;
xi,#2.suml ,suml : real:
ANC (XMIN, XMma:’ : real;
140.4 0t : 1nteger:
begin
1t specl.increment = specl.ancrement then
begain
First Case : SAME INCREMENT 3

1f specl.xmin 2 specl.xmin then

begin
spec specls
specl specl:
spec! = specy
end:

wpec 1= specls
new'!cpecl.measurel)
new(specZ.measure)
specl.:min :=
1:=03) 1= O3F

poirtol pec.measurelipoant0l 1= opec.measurel:
Fintl1l:= =pecl.mreasurel;polntll 1= specl.measurel:

repeat
3 ox= 5+l
niz= 4l + spesl.ancrement;
1f i = cpecioxmip then
tegyn
it H
b
it - xma . then
beg:n

peant0l ".dataljls

pointl1l .catalt]:
s=polntdt.datala]l;

poin%22 .datal} ]
end
else begin
pointl1 ".datalt ]
pa1ntl2 (datalt}
end;
1f i = DataArraySize then
beg:in
he=03
rew(pointTlit.datalaink )
poi1ntll = pcintli.datalant
po1ntl1 .datalink := nail:
new(pointlT-.datalint )
pointlZ := pointll°~.datalint;

poant22” .datalink := ni1l:
end:
g
1t 3 = PataArraySaice then
peglir
1:=07
pcintot pointals . datalink
gointal PointOl’ ,datalaink:
end:
vttty = gpecl.measnumber )

end
eloe began

Second Case : DIFFERENT INCREMENT 3

I3

1f specl.increment - specl.increment then
begin
s nec FEEN o121 A
specs. ¥ ospeciy
specl 1= spec:
eind
Syl g e D)

MY (4o [ZATTON 2F SPECD )

Spec.uming umax = spec..mint(spec.meashunbe



¢

{ INITIALIZATION UF SPEC2 )

new(specl.measuref):
new(specl.meacurel)
inc ¥ ospocl.uincrement
wmin = specl.xming
xmax 1= specl.xmin 4+ (specl.MesacNumber - 1)%incg
3:=0;pointll = specl.measurel;;poIntll = specl.measurel;
for i:= 1 to specl.MeasNumber do
begin
) = )+l
point21~.datalil = O;
porntl2-.datalj) := O3
it j = DataArraySize then
begin
J o= 04
new{posntl1i“.datalint )
new(point2.datalint )
pointll := point2i-~.datalint
poantll := pointl2~.datalintk
end;
end;
spec2.xmin 1= specl.imin;
specl.i1ncrement = inc}

spec?,localname = " °;

{ COMFUTATION OF SFEC2 ¥

) = D3k 1= 1t oul o= gpec.xming 122 1= xminisuml = Oisuml = Giplis u;
pointQl: spec.measurel ;pointOl = spec.measurel;
sointlil:=s specl.measurel jpointll = gpecl.measurel’;
while: =D + 1nc/2 < x1) do { 1n1taalazataien:
hegin L of v 3
X HRE IS B
w2 2= rman 4+ (F-1l)kainc:
end:
taor 1 := 1 to spec.MeasNumber do
begin
J oz oy o+ 1
%l:= eprec.umn + (1~-1)fepec.increment;

1t 1 («man~inc/2))and (xl «=(xmax + inc/2)) then
tegin
1t (-1 T D= anc/2) and (1l <= zIZ+ine/T) then
bogan
Sumt suml + pointQl “,datali]:

sumZ ;= sum + pointd2°.datalijl:
nl := ni +1;
end
else begin
1f nl 9O then
tegin
poantll’ .datalk):=sumi’/nl;
poantT2  .datalk):=sumZ/nl;

sumli=poantOl~,.dataljil;:
cowntNl™ . datal 13
13
w2 + incy
i =k o+ 13
11 + = DataArraySire then
begin
LAV
poantll := pointll .datalint:
poLIntl 1= poIntll .datalint;
end:
end;
end g
cnd
11 1 = Datadrravtize Lhen
b»!f] i

ERESRE

1l 0 peantOlCLdatalapt
feantal 5 poIintOlT [ datalral

et g
et -
eyt

[SIRTS
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Turbe Fascal Nomer:ioal Methods Teolbos
-~ (2) Uopyraght 1945 Horland International,

- Versaon Dater To January 1987

rocedure Testinput (NumFolnts : integer:
var MumberdfBEits @ byteg

wvar Crror bvte);

- Input: NurPoints -
= Outpuv*: NumberGfBits, Error -
~ This procedure checks the i1nput. If the number of pointe -
- (NumFeints) 1s less than two or 15 net & multaple of two -~
~ thenr an error is returned. NumberOfRits 1a the number of -
- bits necessary to represent Numffoints 1n binary (e.g. 1f -
~ Numfoints = 16, NumberOfE1its = 4), -
yee

ShortArray = array{1..12j of integer:

var

=

b

Term : 1nteger;

onst
FowersOftTwo : ShortArray = (2, 4, 8B, 16, 32, &4, 176, 256,
S12, 1024, 2048, 4064, 8192):
egin
Error := 23 { Ascume NumFoints not a pawer of lwo 3
1f NumfFoints <« 2 then
E-ror = 13 { NunFoaints < O h
Term := 1:
while (Term .= 13) and «Error = 2) do
beqgan
1f NumFoints = FowersQfTwolTerm]l then
teagin
Mumber OfBrts 1= Termg
trror = O3 ¢ Numioints i1s a power of two
end;
Term := Succ (Term);
end:

endy { proecedure TestInput

rcoequre MareGinCeosTableiNumFoint: : 1nteger;
va- SinTable : TNvectorfFtr,
var CeosTable : TNvectorPt) g

- Input: "waFouints
- vt put: TaeTonle, Chstable -

- The 1o i table with sin and Tosine -,
o~ values to pull dsts cut of thes -
- table tran cloulnte the ey AN oslnes. -
R e e e e e e I

var

hea'tactor, ImagFactor : real;

Term : 1nteger;

TermMinusl : i1nteger:

lpperLimit ¢ 2nteger:
neg:in

Realbactor = (os{(l % 1 7 NumFoante)dy

ImagfFactor := -Sg-t(l - Sqri{RealfFactcr)):

Coslable [0] := 1:

SinTable (O] := Of

CosTable [!] := Realtactorg

SinTable {11 1= lmacfactor;:

Uppertamit - Nuofuinte she 1 - 1

tor Term = 0 te Uppert amit ao

Degin

TermMinuel = Term - 13

e

CorTable [Tarm] 1+ CosTable [ Tere*inusl )l ¢ feall wctor -
¢inTable [Term“irusl ] ¢ Imagfactor s

SinTable [Term? = CosTable [TermMinusl ) 2 Imagfactor ¢
“inTable (TormMirusl! ¢ healf actor:

nd; procedar . *aebinf{osTable )

[ R WY

w

[RFENDEN



procedare FENOGeber Sttt 0 brtes

Nume” yata :oanteger:
Inverse : boolean;
var aReal : Thvectoritte;
var tlaag r Thivectortttr;
var Sintable : TMNvectorFtr:
var CosTable : TNvectorFtr):
(i o e e e e - n e — 3
{~ Input: NumberOtBEits, Numfoints, Inverse, XReal, -3
{- XImag, S:nTavble, CosTable -3
{- Dutput: XReal., XImag -3
{- -
{- This procedure i1mplements the actual fast Fourier -3}
{—- transform rcoutine. The vector X, which must be -3
(- entered 1n bit-inverted order, 1s transformed in -~
{-- place. The tramnsformation uses the Cooley-Tultey -}
{~- algorithm. ]
(e e e e e e e e e mmem e — H
const

RootTwoOverTwo = (0,7071(67811B8&6548;

var
Term : byte;
CellSeparation : integer;
NumberOfCells : integer;
NumElementsInCell : 1nteger;
NumElInCelliescsl @ integer:
NumEl InCeliSHR1 : integer:
NumE)l InCell1SHR2 : 1nteger:
CosTerm, SumTerm, DifTerm : real;
Element @ integer:
CellElements : 1nteger;
ElementInNextCell : 1nteger;
Index : irteger;
RealDummy, ImagDummy : realg
Durmyl, Dummy2 : realj

procedure Eitlnvest (NumberQriits @ bytes

NumFeointe s inieger;
THeal : TNvectorbFtrg
Y Imac : TNvectlorbtr):

- Input: NumberQOfRitz, NumfFoints
Gutput: xFeal, XIlmag

- Thuis procedure mt i1nverts the order af data in the

{- vector X. Bit i1nversion reverses the order of the

{— bainary representation uf the indices: thus T indices

(- will be switched. For r ample, 1t there are 1& poin's,
{- Inde: 7 (tanary ©111) would be switched with Inde:: 13
(- (binary 1110). Tt 15 necessary to bit 1nvert the order
{- of the data so thatl the transformation coemes out 1n the
{— correct order.

(m e e VU
var

Term : 1nteger:

Invert : integer;

Hold @ -eal;

NumFointsDivl, ¥ 1 1nteger;

beqain
NumFointeDiv2 := NumFoints shr 1
Invert := 03

tor Term := O to NumPoints - T do

begin
1t Term X Invert then { Switch these two indices M
beqin

Hold := XReal "{Invert]:
xfeal”fInvert] = xReal *(Terml:
XFeal”{Term] := Hold:
Hold := XImag (Invertl:
¥"maa [ Invert] := YImag {Term]:
vimang ' [Term) :- Hold:

ond s

e N LANS s NS s s s

L



Yo NamForntsDhavly

while + ~= Invert do
began
Invert := Invert - &;
¥ o= k shr t:
endz:
Invert = Invert + K3
end;

end; { procedure Hitinvert 3

begin { procedure FFT .
{ The data must be entered in bit 1nverted order 3
{ for the transform to come out in proper order }
EitInvert(NumberOtEits, NumfFoints., XReal, XImag):

if Inverse then
4 Conjugate the input 3
for Element := 0O to NumPoints - 1 do
XImag™[Element] := —XImag [Element];

NumberDfCells := NumPoints:

CellSeparation = 1:

for Term := 1 to NumberOfHits do

begin
{ NumberQfCells halves; equals 2 (NumberOfBits - Term) Y
NumberQfCells := NumberOfCells shr 1;
{ NumElementselnCel! doubles; equals 27 (Term—-1) 3
HumClementsinCell := CellSeparationg

-~ i LellSeparation docubles: equats 2 Jerm 3}

CellSeparation := CellSeparation SHL 1:
NumElInCelllessl := NumElementsInCell - 13
NumEl InCellSHRLI := NumElementsinCell shr {:
PumE1IINCel I1SHRTZ := Num&1InCellSHRL1 shr 1:

-

{ Special case: ReeotOfunity = EXF(-i O)

Element := O

while Element | NuxPoints do

began
{ Combine the r[tlement] with the element ain ]
{ the i1dentical location i1n the next cell 3
ElementintextCell := Element + NumBlementsIinCell:
FealDumny := XReal [ElementInNe:tCelll:
lmagDumm, := XImag [ElementInNextCell]:
YReal™~ElementIinfNextCell])] := XReal“[Elem=nt] - RealDummv:
Ximag "{£iementlriextCell] := XImag~[Element] - lmagDummv:
XReal {Element] := YReal “[Element]} + RealDummyj
XImag~{tlement] := XImag'{tlement] + Imaglummy;

Element := Element + CellSeparationg
end;



1o Celltlements

begin

Index ==
CosTerm
SumTerm
DifTerm
Cleament

1 toy Numb ) InCel ) SHKD

Celitlements & NumberOfCells:
LosTable {Inde::]:

CosTerm + SinTable~{Index];
SinTable [ Index] - CosTerm:

1= CellEiementss

while tlement v NumPoints do
begin

.

L

the

Dummy L

{ Combine

ImagDummy

1 do

the X[Element] with the element in )
1dentical location in the next cell M
Clementlnientleil := Element + NumtlementsinCell:
{XReal~[ElementInNextCell] +
XImag {E€lcnentlinNextCell])) ¥ CosTerm:

Dummy =
HealDummy

XReal “[ElementinNextCelll %

DifTerm:

1= Dummyl - Xlpag®[ElementInNe:xtCell]

:= Dummyl + Dummy233:

t SumTerm;

ImagDummy

YFeal (ClementinNextCell] 1= XReal “[Element] - RealDummy:
Ximag [(ElementinNextCell] := Xlmag~(Element] -
YReal [(Element]) : XReal "(Element] + RealDummyst
XImag {Element] 2= XImag [Element] + I[nagDummy;
Elemant ::= Element + CellSeparation:
end:
end: { for ;
{ Special case: RootQfUnaty = EXF(~a1 FP1/4) 3
1f Term T then
begin
Element := NumE1llnCellSHRY:

while Element < NumfPoints do
begin

{ Combine the

.
i

the identaical

X{Element]) with the element 1n 3
lccation an the nent cell 3

£lementInNextCell = Element + NumElementsIniell:

RealDumny

ImagDummy

xR

end:
end;

eal

:= RootTwolvertwo ¥ (XReal [ClementinNeostCell] ¢

Ximag [ElementinNe:tCelll):
1= RootTwoOverTwo ¥ (XImag [ElementinNe:tCell] -

XReal [ElementInNe»tCell]):
[ElementInNextCell] := XReal“[E
XImag [ElementInNextCell]l := Xilmag {E
XReal”(Element] := XReal " (Element] + RealDummy:
¥Ilmag {Element] := Xlmag”{Element] +
Element

= Element + CellSeparation:

lement] -
lementl -

ImagDummy;

RealDummy;
imagDummy :

for CellElements 1= NumElInCel 1SHRD 4 1 to Numb, InCellSHKL - 1 do

1z

4 LuamTerm,

tealbumry g
I nxgluiemy 2

beagin

Index 3+ (ellElements ¥ NumberDfCrllss

CosTerm :- CosTabie {Indexl;

SumTers ;= SinTanle [Index] + Coslerm:

DifTerm := SinTahle (Indexx] — CosYerm;

Element := CellEleoments:

while Elorent thanFoints do

teqan
( Coatire the 'iElement] with the element o0
{ the identical location in the next cell }
Clemcn LInNextlorl 1= Element + NumE lementslinCel
Letemy § «XFe- ' [Clemert:nNez+Telll +

{lma ) [ElemontinNex+Cell])) ¢ Coslierm:

Parrey S i XRe, ! (ElementIinNextluv11]) & FrftTerm:
rpaliummy - Dommyt - Xlsawg [ElementintextCell]
Imag®™ me, 2= DNoamyl ¢ Dumayls s
YEeal (i lemoernticoNe tlell] := YFeal lElement]
«ina; lrirmentlicoNe tCell] = YImag {tlement ]
¥ ual {(Dlemer ) 0 XReal TElemiit) + Re alDummy;
riray TE'ementl 1= dlmag (Tlement] +« Imeaqlunmy
i lemen: Elerent ¢ JTellSeparation:

ends

end g for 3



{ Special case: RKoolDftUnity = EXf' (-1 FI/T) }
1f Term ~ 1 then
begin

Element := NumElInCellSHR1;

while Element { NumFoints do

begin
{ Combine the X{Element] with the element 1in H
{ the identical location in the next cell 3
ElementinNextCell := Element + NumElementslInCel

RealDummy := XlImag [ElementlnNeutCelll;
ImagDummy := -XReal™“{ElementInNextlelll;
XReal~{ElemerntinNextCell] := XReal [Element]} -
XImaag~“[ElementinNextCell] := ¥Ylmag [Element]} -
xReal " [Elenent] = XReal“[Element] + RealDummy:
XImag [Element] := XImag (Elementl + Imaglummy:
Element := Element + CellSeparaticn:
enrd;

end;
for CellElernents = NumElInCellSHY! + 1 to

NumElementeInCeril - NumELlIrZellSHRI -~ 1
Teguinr

Indes = CelliElermente ¥ NumberO+Celle:
CosTerm = CosTanle [ Inde
CunTerm 1= CinTatle [ Inde

1+ CosTerm;

DifTerim := ZainTavle[Inde:] - CosTerm:

Element 1= Celliflements:

while Element - Numfoints do

Leogan
{ Combine *+he Y[Element] with the element 1n 3
{ the identical location in the neut cell 3
ElementInNextCell := Element + NumblementsInCel

Dummyl := (XReal “[(ElementInNextCelll] +

iz

RealDummy :
ImagCummy :

J

1z

Ximag~{ElementInNextCell]) *» CosTerm:

DummyZ := XReail [ElementlinNextlell] x Diflerm;
RealDummy := Dummyl ~ Xlmag“[ElementIniNextCell)
Imaglummy := Dummyl + Durmy 233
Yiea! "[ElemeriInNextCell] := xiteal {Element]
Alwmay {ElementinNextCell] := slmag [Element] -
XxFeal " [Element] := XReal [Element] + FealDummy;
YImag [Element) :1= XImag [Element) + ImaqDuwmy:
Element := Element + CellSeparaticn;
end;
end; { for ;

* SumTe2rmg

Aoallarmy g
ImagDummy



{ Bpec1al cases hootOftinity = ExF(- 1 WH'174)

1f Term ~ ' then
begin
Element 1= NuoElementsinCell - NumEl InCel 1SHRL:
while Elenent - NumFoints Jdo
beyain
{ Combine the X[Element] with the clement yn ]
{ the identical location in the next cell 3

ClementInNextCell := Llement + NumZlementsInCel
RealDummy := ~RootTwoOverTwo & (XReal”[Elementl

XImag-[Clement]
ImajyDummy := -RootTwoOverTwo * (XReal [Element]

Yimag [Clementl
XReal~[ElementInNextCelll := XReal "(Element] -
XImag *[ElementInNeutlell] := XImag™liilement] -
XReal~[Element] := XReal“[Element] + RealDummy:
YImag~f{Element] := XImag [Element] + ImagDummy;:
Element := Elemnent + CellSeparation:

end:
end;
for CellElements := NumElementsInCel]l -~ NumiElInCell
NumE} IrCel
begin

Index := CellElements % NumberUCfCells;
CosTerm := CosTable“{Index]:

SumTerm SinTable [Index] + CosTerm;
DifTerm SinTable“[Index] —~ CosTerm:
Element := CellElements:

while Element < NumPaoints do

beain
Combane the Y{Clement] with the eiement 1n ]}
« the i1dentical location in the next cell 3
Tlement]nNeutCell := Llement + NumElementslir(Cel
Dummyl 1= (¥XReal [ElementIniextCell] +

1;:
AaNetCell] -
niextCell]):
AN v tCall) +
nNe::tlell });
RealDumny
ImaqDummy g

SHRZ + 1 to
liexzsl do

1z

“Imag "[ElementinNextCell]) ¥ CosTeorm:

Duammyl 1= XRes! "[ElementlnNe:xtCelll ¥ DitTorm:

KealDummy := Dummyl -~ XImag 'TElementInNextCell)]
Imaglummy := Dummyl + Dummyl3::

“Real [ElementInNextCell] := XReal“[Element] -

XImag (Elem2ntinNextCell] := XImag ' {Element! -

YReal "[Element] := XReal [Element] + RealDummy:
Yimag (Element] := XImag"[Element] + ImagDummy
tlement := Elcment + CellSeparation:

endy
end: { for ;
end;
~ Divide all the values of the transformation -

- by the sguare root of NumFoints. If tataino the -
- inverse, conjugate the output.

1t Inverse then
ImagDummy := -1 / Sgrt(NumFo:nts)

else

ImagDummy := 1 / Sgrt(Numfoints);:
RealDummy := ABRS(ImagDummy);
for Element := O to NumFoints - 1 do
begin

YReal ‘[Element] := XReal [Clement] ¥ FealDummy;
XImag ‘(Element] := XImag [Element] # Imaqlummv:
end;
end; { procedure FFT

¥ SunTers:

Roal Dummy ;
ImagDummy



s Rep PP T itlurf oints

Trsirse

integer
boclean:

R

cor Mheal INvectort tr
var tlmag TNy ector Ptrg
vor Lrror byte):

comple: data) which are on

ly half the size of the oriuginal

{

L

- Turbe ffascal Nuarnarical Methods Toolbox

- (CY Copyright 1986 Forland International.

:_

{- Input: NumFoints, Inverse, XReal. XlImaq.

{- Output: XReal. XiImag, Error

(_

{- Purpose: Thic procedure uses the comples Fourier transform

{- rontine (FFT) to trancform real data. The real data
{- 15 1n the vector XReal. Appropriate shueffling of 1nd:ices
{- chaonges the real vector inteo two vector:s (representing
{

{

.

N I RN I PR I N SR W R SN S e

- vector. fppropriate unshuffling at the end produces the
{- transfcrm of the real data.
(.-
{~ User Defin=d Tvees:
i- TNvector = arraylO..TNArraySicel of real
{- ThNvectorftr = “TNvector
{~
{- Global Variables: NMumFoilnts : anteger Number of data
{- points in X
{- Inverse : toolean False =: forward transform
{- True ==. inverse transform
{- XReal .,XImag : THvectorPtr Data po:ints
{~ frror ¢ byte Indicates an ervor
{_
- Frrore: 0O: No E€rrors
{- 1t NumFcaints < 2
{- Z: NumFoirnte not a power 0f twn
{- (or 4 for radix-4 transforms)
(-
-~ Version Date: 246 January 1987
{...
: ____________________________________________________________________________________
Vat
JinTlabtle, CosTeble : TNvectorFtr: { Tables of sine and cosine velues
NumberOfR:rts : byte: { Number cof btite necessary to 3
{ represent the number of poirtis 3

proc2dure ManeReallataClomplex {NumFoints
var Xkeal
var XImag

integer;
TNvectorFtr:
THvectorPtr)g

{ommmme oo b
- Input: Nuafoints. (Rec!l -3
{- Tutput: XReal, 2imag -3
- -3
{- "hie preocedure stafflee “Fre real Jdate. There 2ro -
{—- 2¥NumPelnts real data polnts in the vector YReal. The -3
(- data 15 shuffled o that there are Numf'oants complev -3
{- date points. The real part of the complex data as -3
{- made up of those fFoints whose original array Index was -3}
{- even; the imaginary par* of the complex data 1< made -3
{~ »p ot etner points whom cregyinel array Indos wem odd. -3
{ ~ e e e —e s o)
var
Index., Newlnde: : integers:

Dumnylieal, Dunnylmag @ ThvectorFtr:

begin
New(DummyReal ) :
New{DummyImag)

for Indev = 0 Lo NumFoints - 1 do

began
NewInde> := Index shl 13
DummyReal " [ Index) 1= YReal "[Newlndexl:
Dummylmaq ‘{Index] := XFeal [Newindex +

end;

Yheal ™ o= DurnyReal

X ITmag := Dumm, Imaqg 3

Drspmse{DammvReal )
A

ond

spose (Dummy Imag: s
! orocedure MateflsallataComple: )

1]



praCedor e hvse ramn laComele:Oontput i Nunb oints @ anteger;
var SinTable s Trlvec toefrte
var CouTable Do IMvec tarbrtery
var XReal : o Tibvec tor bt
var XImay T TMvectarfFer)

- Toput: RumFoant . SinTable, CosTable, Xheal, Xlmaq
Qutput: XReal, Xlmag

|
1
1
|
I
i

f

- This procedure unshuffles the complev transform.

-~ The transtorm has NumFoints elements. This procedure
-~ unshuffles the transtorm so that it 1s Z#Numfoants
elements long. The resulting vector 1s symmetric

- about the element NumFoints.

- Both the forward and inverse transforme are definoed

~ with a 1/8qrt(NumPoints) factor. Since (he real FiT
- algorithm operates on vectors of length NumFoints/2,
- the unscrambled vectors must bte divided

i

1
2 K P s s s d ad wh D mp md s

t

P e R R
| B

var
Fi10verNumFoaints : real;
{ndex : 1nteger:
1indexSHRY : 1nteqger:
NumnForntstinusInde: @ integer:
Symmetr iclnde t @ rnteger;
Multiplier @ real:
Factor : real:
CosFactor, SinfFacter : real;
FealSum, ImecSum, RealDuf, ImagDaf @ real: .
tealDummy . IragDummy 1+ ThivectorFerg .
HiumfFointsSHLY @ inteaer:

teglin
Hew (Rea i Dummy b
Nev{ Ima zOumn, )
HaalDummy™ 1= Yhaal
imagDunny™ 1= YXlman *;
P.0verNumPeints = F: 7 NumfPoints:
NumfFoln tsSHLU Mumboints shl g
figal Dummy T [0 cotdbosl [0 ¢+ YImag L[] S Gactt(DY g
InagDu-nmy [0} ]
realDues o [N w7 o ted 1o (XReal (1) Nimay U003 0 G-t Do
magbumey [Nomrointey = g
for Irde- = ! to NumfFoints - 1 do
begin
Multiplier := O.5 s SqQrt(2):
Factor := F:3.erNunFnints 3 Inde::

Numb'cinteMinusInde ¢ := NumFoints - Inde:;
Symmetricinde« := MNueFointsShL1l - Inde«::
1t Odo{lInde:) then
begin
Costactor : Cos(Facter)
SinFacter 1= -Sin(Factor):
end
else
begain
andexSHRL : Index shr 1;
CousFactor := CosTable [1inde:xSHi-17:
SinFactor := SinTabie !indenSHINI ]
end:
RealSum := xkeal {index) + Xfeal [(NumbointsMinuslnde:];
ImagSum := YImag [lnde:] + XlImag [NumFointsiinuslnde.
FKealD:f := MReal [Index] - Yheal {Hunt cantsMinuelnge: 1;
Imaglif := XImag ' [Index]) - Xlmag [(NusmfointsMinuslnde: 1;
RealDummy [ Inde:] := Multaplier * (RealSun » Cosfactor ¢ lLaoegbum
+ SinFactor % RealDif):
Imaqlummy [Incde:] = Multaplier ¥ (Imaglit + S:nfactor ¢ Imagiur
~ LosFactor ¢ KealDhirf):
Reallnimmy " (BSymmete rcIndet] @ NealDummy {Indoes ]
1 1= - lmeaDumey, { Inder i

1magDumm,  [S,mmetraicindesx
, N

ondds t for 3

rReal” 1= Reallummy”
Yimag 1= Imaghumay
tiopose (KealDummy Y
Prspaee !t Tmagbommy Vg
T oprocedur e dincramblelomplse Lot put )

. s

wnd g



begin { procedure RealfFfT 3}

L
.
8

NumFoints 3

TestInput (Numtoints,

1f Error =
begin

Q

The number of complex
be half the number of real data points

NumfFoints shr 13

t.hen

Hew(SinTable)
New({CosTable);
tat elkeaiDataComplex (NumfFoints, XReal, XImagi:

Mat.eSi1nCosTable(NumFoints,

FFT{NumberOfRits, NumFoints,
UnscrambleComplexOutput(Nngoxnts. SinTable, CosTable., xReal, XImag):

NumFoints

NumFoints shl 13

Dispose(SinTable)}:
Dispos=(CosTahle):

end;

end; | procedure RealFFT )

data points witl

()

NumberQftits, Error);

SinTable, CosTable);

Inverse, Xheal. XImag. Binija

The number of comple:
1n the transform will
seme as the number of
polnts in 1nput data.

s e

ble, CosTable):

points
be the
real

(PR



o e
prosedure CompleskFFT (Numboints @ inteqgers

Inverse : boolean:

var Xheal : TNvectourftr:

var XImag : TNvectorftr;

var Error i byte);
- S T ittt e bt
- -3
{~ Turbo Pascel Numerical Methods Toolbox =3
{- (C) Copyriatt 1986 Horland International. -
{- =3
{- Input: Numfcints, Inverse, XReal, XImag -3
{- Qutput: Xkeal, ¥YImag. Error -3
- -
HE furpose: Thn.s procecdure performs a fast Fourier transform -3
{- of tre complex data XReal, XImaaq. The vectors Zheal H
HE arnd yIirag are transformed 1n place. -3
& -3
{ UL«er Defined 7.,pes: -3
{- INvertor = array[0O..TNArraySwze] of real 3
i TNvectorftr = TNvector H
{- -3
¢+ Clcbhal Variables: Numtoints @ i1nteqer Nunber of data H
{- points in X -3
(- Inverse : BOOLEAN FALSE =" Forward -3
- Transform -3
e THUE =" laveree -3
- Transform -3
- XReal, -3
{- XIr.ag : THNvectorFtr Data jointe 5
{- Error : bvte lndicates an error -3
[ 2
{~ Errors: 01 No E-rors H
e 1: NurfFointe ~ T -
e Z: NumfPoints not @ power of two -3
¢ -3
{~ Versiopn Date: 26 January 1987 -3
{- )
e ettt et H

VAar
SinTable, CosTable : ThNvectorFtr
NumberOfBits : byte:

Tables of sin and cosine values ]
Number of hits to represent the
number of data pointe.

..

o

begin { procedure ComplexFFT }
TestInput (NumFoints, NumberOfBits, Error):
1f Error = O then
begin
New{SinTable);
New(CosTable):
Mat eSinCosTable(NumFoints, Si1nTable, CosTable):
FFT (NumberOfHite, NumFoints, Inverse, XReal., Xlrag., SinTable, CosTable):
Dispose(SinTable):
Dispose(CnsTable):
end s
ends | procedure Comple: FFT )



gV g

procedure emfft (lMeasklr : Dpoantilstart.end @ 1~tegervar NumPoints @ 1ntege
Lais
¥real,Xamag @ TaVectorfPtr (sar vO,vn 2 real )

-~

FROCESGES THE SFECTRUM IN ORDER TO TRANSFORM IT

3
const averagenum = bi
var 1.J,ist : integer:
error H byte:
Spec i spectrumg
Ptr ,Ptr1,Ftr2 H Dpoint:
Suml, Sumz : real;:

begin
{ COMPUTE THE NUMBER OF FOINTS QF THE FFT

i = trunc(lnf{iend-istart}/1n(2) +1);
Numfoints 1= round(exp(i¥ln(2}));

{ INITIALIZATION >

For i:= 1 to Numpoints do
xreal~{1—-13 = Q3
ist t= istart;
Ptr := MeasPtr;
while(ist > DataArraySice) do
begin
H ist - DataArraySize:’
FPtr := Ptr-.datalint

15t 1= 1s5t~1:
{ CONVERSICGN OF THE LINFED LIST TO AN ARRAY 3
for i := O tc iend-istart-! do

ist = ast+4i:
sreal”(i] 1= ptr .datalist]:

:f 3st = DataRrraySace then
beg:n
15t = Oy
Ftr Ftr .datalink g
end;
end;
{ SHIFTING TO MALE TwE FUNCTION FERIODIC 3

for 1 1= G 1o averagenum-i do
begain

suml 1= suml + xreal- {i]:

suml = suml + xreal [1+1encd-1start-a.eragenun]:
end;

yO 1= suml/averagenum;
yn = suml’/averagenum;
for i 1= O to 1end-istart-1 do
vegin
wreal {11 1= real [1)-yvO-(vn-y0)e/({rend-asta t-13;
end;
gotonLy(S,148);
writeln( Number 0Of Fointe : ~ NumfFuoints);
gotoxy(S,17)3
writeln( yD @ " L,y0," yN 1 T,yn)t

CALL OF THE FFT 3

.

Feal FFT(Numfoants . False,Xreal . Ximag,error )
end;
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procoedure Detinegvar MoaanMenuw @ char )

var

DSED 10 LOAD 4 SFECTHUM FHROM DISH

ch : char g

spec T ospec trum;

Juit,. test,errar et : booiean:

answer Mname namefile,defaultname: MName:
coaunt UVl : anteger;

v : real;

infile stents

str H

bargetring:

frocedure Mhspec (FileName : Namesvar Spec : Spectrum):

var

HIS FROCEDURE READS A TMILE AND MAYLC A SFHLCTRUM

InputFile : tevt:
TesxtfF1leName : Name;
YZ.u:1,v2 il lman, Increment,suml,,sum : real;
1,1t y.lerr,Error X U,Nmeas : wnteger:
Answer : char:
LPstore,Fointl ,Fo1ntl : Dpoaint:

procedure te: tfilemate(FrleName : Name):

THIS FROCEDURE MAKES A FILE WHERE ALL THE E«FLANATIONG
ABOUT THE DATA OF THE FILE “FCILENAME, DAT™ SHOULD BE PUT

var tutfile : text:
str : bigstring:
begin

Assagn(t ttile.FileName);
Rewrite{tutfile):

Qotoxy (S 1B)Yswrrteln("Write All The Inforrcation #vallabhle Gbout

writeln(’ ( Hit KRETURN twaice when you have finishod Y ‘g

repeat

)
until(lergyth(stri=ul

c!
ends:

{

begi

o

1

readln(ctr)
write(t:tfile,str

H

vee(tuttile);

proced . .re MESpes J

n
{ CRFATE A TEYT FTLE T IT DIDNTT EVICT

e tfLl tlaaie 3= o
trot @ et i T
AL

py (F1leiame. i lenath (. tiel.amer- 2+ t

D Thi, THARACTER ISTIZE CF 1A DATA

aszoantirpe thale b leName)

"

vset(InnDutFale

resdinglng atifitlo Y, V)

-

eadlan(inputfile.Spec.Graph.tatie:

readIn(Inputkyle Yy, g

r

cadln(lnputFiled s

qotaxy (D, ThH)jwrate!l”

Qnto Yy (D 00)rwry te (] Chlpace binyt g
Nnew (s

)

neasurel)s

Auw(Cper .measurell) s

S

<

Spec.measurel . datatype

S

1

,
.

pec.measurel .cdatalind
Foc savesurel Joatalant

3%
[AF S I
flucresoand o

v cmeat it 0T s datat y e 2 - Jeserpower |

¢ Default Type then Spec.measurel .Jatatype:-nnrmed’ luog

De:finttson oof the record daraitoriastics

‘t
1ilelame’ the= je- tkiler. e 'n {1 10N ang)

T WF1leNam



,

! Paetinition of the record characteristice J

Spec.source :: Filename;
Spe .MeasNumber = U 3
1f ¢ > MaxMeasNumber then -
tearn

te ‘tcoulor(Laightred):

gotoxy (5,22):

wi.teln( ' Unable To i'rocess These Data ‘)3

gotony (5,27) s

wraiteln(’Only’ MauMeasNumber ' Measurements considered )

Saec.MeagNumber := MaxMeasNumber;
2nd s
mncrement s= 1/
spel.Increment = i1ncrements
H SPEM TRUM DEFAULLT CHARACTERISTICS H
Spet.graph.xshift: =0
Spec.graph.ynecale:
Spec.graph.ysbift:
Spec.graph.yscale:
Spe..granph.0On0ff :
Spec .Graph.Fower :=
Spec.Graph.Fow3cale
Spec.Graph.Xmin 3=

,

{ Read the spectrum )

$1-3

readln(inputile,.»1.x2.43)3

1t loresult <« O then writeln( Errcr Code = *,10result):
{1+

Spec.Xmin = vl

1¥ DPefault_Type then .2 := nl/x3:

Spec.Measurel . Data{1l :=
Spoec . .Measurel .Datal1]
1 o:= 1y ) = lipoant! =
1f Default_Type then

hd
Spec.Measurel 1pointl 1= Spec.Measurel:

begin
while (i < Spec.MeasNumber) do
begin
i:= a+l13:=3+413
{$1-3
readln(lnputfFile. i 2 x3):
1f loresult > O then writeln( Error Code = ',10result};

fRTE



If (31 - Spec.Xxmy 1N e =n
begin
Fointl .Dataly]) :=
Foint? .Datafl)) :=
end
else begin
11 := round(x1)g
textcolor(lLightred):
writeln:
writeln( Inconcistency In The Data At .11, am V3
ierr = 13

end;

{ CREATE NEW RECDORDS IF MECESSARY 3
1f 3 = DataArraySice then
hegin

new{pointl .Datalink}l:
new(pointl’ .Patalank):
pointl := pointi~.datalink;
pointl = point2 .datalink;
pointl ‘.datalink :¥ nil:
point? ‘.datalank = n1l;
fointl . DataType : Continues
Fointl .DataType : Continue;
) = 02
end;
endy
enc
else btegin
while (1 Spec .MeasNumber) do
te2gin
1= 14l3ji=3+12
(%[~}
readlr(JoputFile.»1l .52, )
If Iocresult | O then writeln( Errcr Code = "~ (IDresult);
{81+
If ((x1 - Spec.Xmin —(i1-1)%kincrement) ¢ 0.Q01) then
begin
Foint!l .Datall] :=
Foint2 .Dataly] :
end
else begin
1} 1= round(x1);
textcolar(l1ghtred);
writelns
writeln( ' Inconcistency In The Datas At “.:1.° nm’):
err := 13
end;
{ CREATE NEW RECORDS IF NECESSARY
if 3 = DataArraySize then
begin
new(pointl . Patalint ):
new(pointl .Datalink )
pointl = poantiT . datalaint :
pointl = pointlT.datalink
Forntl~.DataType := Countinue;
Faintl .DataType := Zontinue:
53w 03

end:

#

4

L}

-




{ prcocedure define }

beain
backgrovnd = blue:s
textcol 1= whiteg
anscol 1= lightcyan:
MainCh := Chr (120}
quit := false:
repeat

WriteTitle( load a spectrum’ ,27)3
gotoxy(5,8):write( Current Directory H
gotory(S,10)itexiwrate (‘Default Type

gotoxy (26,10)1:ans;

1t Default _Type then wraite( Waith Laser Fower’

elee write ("Withouvt Laser Power’);Te::

test := falsejcount:=0;
gotoxy ($,29)iwrite(” "Alt D> to change the d
type ) )
repeat
gotory(9,12)iwrite( DOS-Filename H

Gread (26,12 ,errcr)itex;
1f Ganswer.t,p.esc then

rrectory . NLE T

“Jiansiwrite(Current _dir):

)

to change the

_dir

s Teon s
fiexs

begin
1 f Ganswer.typ.chr then
began
it Ganswer.ch- = Chr(22) then Change
else begin
11 Gangwer.chr = chr(20) then
tegin
Defavlt _T.pe := not Default _Tyre
goto y{(9,l0)iwrrte ('Defauit Type

geto y(25,10) 1Ans;
1f Default_Type then write{ W:th

else write (‘Without taser Fower
end
else begain
quat 1= true;
MainCh := Ganswer.chr;
end;
end;
end
else begin
MainCh = chr(27);
Quit = true:
end;
end

else beg:n
answer =
af

Ganswer.str
(CountChr (answer . '\ "}
then Answer
1f CountChr(Rnswer., . )
begin
Nname
If exist(Nname)
begin
Nametfile
Test
end;
end
else beqin
1f e:ist(answer) Then
tegin
NareF1le 17
Test :=
vod s
end;
count
1t Cournit
end:
vntal ftest or

) and
Current_dar

then

QO
1= fAnswer + ' .dat’:
then

Nname;

true;

Answer :
truas

count +
3 theo

13
Quait

= YTrue;

auit):

(length{current_dir)

Laser

Fower )
) iTexn: ’

)
+ N7+ Answer;



1f test then

begin
assign(infileNeacFiie)jreset{intale);
readin(Infile,u,y.s)jreadln{infile,.str);
close(antile)
gotony(5.14) (Lo
Defaultname := copy (NemeFile,l,.Leng“h{Namefile)-4);
Whale (countchr(Defauliname, " \")} ~ ) do
Dafaultname := copy (defaultname,l,length(defaultname)-1):
repeat

swrite('Tatle T )sansiwrate(uter )i Te:

gotoxy(5,16)jwrite( Local Name - ' . defaultname,’ > : 'Jjansiread{ancwer)

11t length(answer)= O then
begin
answer := defaultname:
writel{answer)?
end;
until {(not validlanswer))g
Spec.localname 17 answari
Mrepec (Namefile,spec);
Speccre(spec);
curveaffect(spec)

repeat
gotoxy(S,28)iteniwrile( 'Do You Want To Load An Other Spectrum

read{kbd.ch);
uwntil((ord(ch)=27Yor{ard(Upcase (Ch)Y=78)or{ord(Upcase{Ch) Y=039) 1§
1f ord(Upcase(ch)} = 78 then quit = true;
1t(ord{ch)=27 Ythen

begin
quit := true:
HainCh:= ch:
1f keypressed then read(ybd MainCh)s
end:
enag:

wntiligait):
end:

(v ™



trocedure Maltispec: e trumivar opecout @0 ospe:s tr v tLoealy g
.
{

MULTIPLIES ALl THE DATR OF A SEETCITIROM LY COLf

AL FETURNG THE RESULT TN SFECOLT

var L.) 3 integer:
peintl,.pointoat]
pointZ.pointout’”

Dpoint:
Dpoint;

beqgin
specout 1= specy
new{specout.measurel);
new(speccout.measurel);
specout.measurel “.datalinbk := ni1lg
specout.measurel” .datalint = nil:
i 2= O;):=0z:pointl := spec.Measurel;pointoutl := speccut.measurel:
pointl := spec.Measurelipointoutl := specout.measurel;
repeat
1 = i+4l:y3=)+1:
pointoutl” .dataljl := coefxpointli~.dataljl;
pointout2”.datals] := coefxpaintl”.dataljl:
it 2 = DatafrraySize then
begin
3= Q3
new(pointcutl~.datalink);
pointoutl := pointoutl “.datalini;
pointl:= pointli®.datalaint
pointoutl~.datalaink = nil;
new(pointout?s ".datalank);
pointcut? = paintoutt.datalant g
po1ntl:= poirntlt.datalink;
pointoutl t.datalint = n1l:
enr;
ant1l( i = Spec."MeasNumber):
end

preocedure fAddispecl.specl @ spectrumivar specout : spectrum):

ADDS TWR SFEZTRA AND KRETURNS THE Zum (0 S™ECOUT

)
var 1,1 : intecer:
pointil . ocoant2l . poantout! @ Dpoantg
pointil.pownt22,.roxntoutl : Dpoint:
begin
convert(specl.specl):
specout :1= specl;
speccut /MeasNumber := min(epecl.MeasNumber,cpecl.MeasNumboer)
+f (especl.increment <> specl.:ncrement) o~ (specl.xmin -~ specl.:min} the
n

writeln( 'Error in the additinon procedure” )
new(cspecout.measuvrel):
newl{cpecovt.measurel)
specaut . measurel” .datalint nyl
cppCccut . .maactr @2 (dataiant nil

P AR ] Mircintll 1= gpecl.leasurolipoirntll i T ospeci Measure
point2! := specZ.Measurel;pointll = specl.Measurel; -
pointoutl := specout.measurel:pointoutl := specout.measurell;
repeat

1 1= i+33j):=3+13

poantoutl (datall) = poantll .datalyl + poin+J1 .datal]:

polntoutl . dataly ] = powint!l .da%al:1 + St T Ldatola]:

1t 3 = TPetadrraviate then

begin

1= O

cew(porntoutl L latalarnd )
poitntout! = rointoutl T.catalant g
porntl1l:r poantil t.datalant g
poi1ntil po1n* il . datalaintb g
poantact! S .datalink 3= a1l
cew{pointoitl L Jatalank)
peantectT =E potntoutl T idataiint g
proantlirs oot Cldatalinkgg
point T ot XU N datalied g
pointowtl sdatariank o= nxl
end:

vt = 2con U MeasNumber e

dataital (Spe weaserel)s

datatiollap. T oveas -l )

andg
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procedure Lincombx{var MainCh @ char);

Vet

MakkS LIREed COMBRINATION 4 GFRECTRA

apPUC SPL. L ep e et
po.nt

cnef

i)

answer fefans sty
quit.,exit,.error
ch

Lpectrurm;
pointer;
real;
integer;:
name;
boolean;
char:

P T

begin

Backaronnd @ - Llues
tesitcao!l 1= laightred;
anscol 1= lightgreeng
exit 1= ‘alse;

repeat

MainCh := chr (120);

WriteTitle(

writemem;
repeat

gotouy (5. 7)iwr1te(
Gread(30.7,errar);
1f Garnswer .typ.ecsc
begin

o1t 1= true;g

linear combination” ,30);

Name Of The Spectrum 1

then

1f Ganswer.typ.chr then Mainch := Banswer.chr

end

else Mainch = chr(27)1;

answer = Ganswer . strg
untrl(({vali1d(answer )
if not exat then
begin
specindic(answer,polnt)jepec = pointTj

qotoxy (40 ,7) iwrite(
Gread(55,7,error);

CcRe s 1 Ganzwir ey

cr 2x1ti:

‘Coefficient ¢ ");

nuit{sper . =peccut coef)ispec = specout:

1= 13
repeat
1:= 1+l
quit := false;
repeat
writemem;
gotoxv(S,5+42%1)

qotoiy(5,5+2x1)
writei( MName 0Of
1t Ganswor, typ.
vegin
exit 1= true:s
qQuit = true:

1t Ganswar.tve.chr then Mainch

end;
ol SwWe

iwrate(’

The Spectrum ° (i, : ) :Gread(l0.547%1 ,ervor);

esc then

:= Ganswer.chr
eise Mainch = ch-(27)3

Sancswer.strg

1f length{answer) = O then

hegir
Quit 1= trues
qotoe (L, 0+
end s

1)iwrate(

untrl(valrd(answer) or guit )



-~

1f not quit then
begin
qotoxy (40 . H+42%1) 3
write( Coefficaent : ");
Gread(55,5+7%1 ,error)jcoef := Ganswer.re;
specindic{answer,.point);
mult{poirnt ,spec, coef);
add {spec.specl,.specout) 3
datade! (¢pec.measurel)
datadel (spec.maasurel) s
datadel {(specl.measurel);
datadel (specZ.measurel) s
spec 1= specout;
end;
until (quit)s:
1t not exit then
begin
repeat
3 o= 0
repeat
SiTa+4g
defans := “comb’+ chr( j + 48) :
until (nc+ valid{defans)):
gotoxy (S,.7+2%i)
write( Namne O0f The Linear Combaination - .defans.’ H

gread (46.7+2% ) error )z
1f lengthiGanswer.str) = ¢ then
begin
answer := defans;
write{arswer):
end
else answer := Ganswer.strj;
until ( not valid(answer));
.spec.LocalName := answer:
spec.source :=""‘;
spec.graph.title :="LINEAR CUOMERINATION' :
speccre(spec):
curveaffect(spec):
gotoxy (S.20)iwrite( Do You Want To Mare Another Lainpesr Combinataon o

read{(kKbd,ch);
If ord(Upcase(ch))=78 then erit := true;
1f ord{(ch) = Z7 then
begin
exat := true;
mainCh:= Chr(27);
1f teypressed then
began
read(kbd,ch):
MainCh:= chy
ends;
end;
end;
end;
until{exit):
end;
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Rroes eour saec thiag{var Mawnh schar )
M3

ALL DRSS THE VD SER 10 EMODTH GEECTRA

const  plotcelor = lightgreeng

var GSPeC : spectrung
st Lerror s boolean;
NLO Yy O, ¥y : reals
fifta:as 1 avdef;
1start 1ond i integers
Npointe,tcut i integer;:
MeasFtr : Dpoint:
Aanswer : Nameog
ch 3 chary

Yreal ,Ximag.Yreal . Yamag : TnVectorftrg
SpecFtr,SpecoulfFtr SmSpecFtr : pointer;
byteer T byte:

‘procedure fftsave(:ireal .ximag : TnWectorfFtr; stype : integer);
SAVES A FOURIER TRANSFORM INTO A SFECTRUM 3

var specl : spectrum;

i, : 1nteger;

Ftrl,PtrZ : Dpointg:

answer : names

begin

Specl.source := Spec.source:
Specl.localname := ‘sm’ +spec.lcocalname:
Speci.MeasNumber := Npoints 3
Specl.xmin := fxstart:
Specl.Increment 1= spec.increment:
< SPECTRUM DEFAULT CHARACTERISTICS 3
Specl.graph.xshaft:=0;
Specl.grapb.iscale:=1
Specl.graph.yshaft:=0
Specl.zraph.yscale:s
Specl . graph.Ondff 1= true:
Specl.Graph.Fower := false;
Specl.braph.FPowScale 1= 13
Apecl.Brank.Xmin 1= fuxstart:

Specl.Graph.tatle := "'Smoothed Spectrum "+ spec.localnames
1f stype = FourierTr then
tegin
Specli.localname (= "fft® + cgpec.localname:
Specl.qQraph.trtle := ‘Fourier Transform ' + spec.localname:
end;
repeat

gotoxy (1,28 iwrite(”’

goto:y (9. 28)iwrate( Lecal Nane ' specl.localname,’ ™

L)

goto.y 't JS)ransread(answer i
1f length{answer)= O then

beain
ancwer = cpecl.localname;
writeloncwer):
end;
antr) (rut L ladieT twer ) g

specl.localname := answer:
INITIALIZATION 3}

new(specl.measurel):
rewl{spoecl . .measurel) s
ptrl 1 apez!l _moasurel;
plrl = specl.measarel;
31=00

CONVERSION  ARRAY TO LNttt D LILT

[}

“for 11 O to Ntoante—-1 do
negin
1otE 3+l

Flri.data{1]) := nreal L[1]:
trl Jdatally] = ximeg [1]:
1t 3 = DataarraySite then
bhegin

RN O
rew(b o i dtalanb)g
ceng (b U Lfatalang g

pirl - prel Jdatalant g
ptel 1= ptrl . datalant
end:
[ATSYD ]
i ctors e 1o

Corrveat e v e acl)y
©rets



procedure plotffu

(hArrayPLr

TrVectorFPtr ; Increment (Xshift Y=t @ roald):
{ THIS FROCEDUKE FLLOTS THE CURVES DEFINCD IN SFECTRUM H
var 1,%1,x20,yt.y2 : integer;
began
x1 1= trunc({Xshaift - XOrig¥XScreenScale);
yi = trunc{{(ArravFPtr™[0)+Yshift)-Y0Oriqg)¥YScreenScale):
for 1 := 1 to Npoints-1 do
began
X2 1= trunc((1t1ncrement*xghift—XDrxq)tXScreenScale):
y2 = trunc({((ArrayPtr (i )+YShift)-Y0Orig)x¥YScreenScale);
if(x1 > 40) then draw(xi,yi . x2,y2.1):
%1 1= xQDiyl 1= yli
end;
end;
Ty gy O U
{ SMOOTHING : PEGINNING OF THE CODE 3}
begin
Ractground := blue:
textcol = lightred:
anscol := lightareen;
exit 1= falseq
repeat U LOO" UNTIL CUIT THE SMOOTHING 3
repeat { LDOOF ON THE TINFPUT
Ma:nCh = chr(170);
. USERE INFUT )
Write’:tie( smouvthirg’ ,30);
WraiteMem:
G . - T RIS [T N '
farr@ad FEUE-T S T
2 Gar twe2r Lty cec then
Lergan
ev1t = trues
1f TG zwerotenLchr then Mainch = Ganswer chr
eise Mainch :1= chr (27}
end;
answer 1= Ganoswer . steg
untal(tvalid(answ2r)) or exit);

1f not

© 1t then

begain

cpecindic (answer Sp

eckFtr):

epec s Specftr 3

gotoxy (5,10 iwr-ote( Starting Foint Jfustert:T1,
error);

1f Banswer.typ.re then fiustart := gansver.re

else wrate(frstart:;T:1);

goto ., 19 1) vrttel "Indang Foint CaTrend: i) 0
ror};

1f Gancwer.typ.re then fxend 1= Qanswer.re

else write(frend:3t1);

gotoxy(S,14)iwrite{ Do You Want The iransfc-e Of The
ER R

read(*bd.ch)s

MeasfF tr := spec.mejcsurel;

if upcacsel(ch) =YY" then MzaskFtr := cpec .measurel:

goto:xy{Iu.28)iwr1te( Flease Wait ):

1start := trunc{{f~clart-spec. min)/ sc.ancrement)

rend 1= trunc({ frend-spec, smainl/cpec.1ncrenent !
< COMFUTE TritT Tt ANLFORM 3

{ DEFINE

new(d:rvall;
new{Yircogls

Sttt Mea B e o0t

THE ~XIs SOR FLOTT

tirend Npoante Ve

iNe

cal Xamag.yo.ynite

L acer



DEFINE THE AXIS FOh FLOTTING

tftaris.tatle = "FOURIER TRANGFORM® 3

fftaxis.Labelx
‘1s.labely t=""3
1s.xm1n 3= Of
1s.xXmax 1= npoints;
s1s.deltax
vis.ymin
HAS.yma i
nis.deltay 1= 0,23
repeat
repeat

hires;

hirescolar(plotcolor);

plotaris(fftaxis):

plotfft(Xreal,1,0,0);

glatfft(Ximag,1.0,1);

gotoxy(5,Z0)3write( ' Frequency
1f ganswer.typ.esc then

tegin
exit 1= true:

MainCh 1= Ganswer.chrg
1t Ord(maanch) = 5B then

btegin

a.aacdef{(Marinch,fftatis)
deinch = chr(120)

et s talges
end;
end:

until { € 1t or Ganswer.typ.aint

11 Ganswer .Lyp.int tnan

1t rot el Lhen

bejin
rew(yvrealinewiyimag)

eer 1 37 U to Npoants-1 do
teqin
yreal {.1] wreal {137

T ) iBread{20,25%,errar) s

)3
Ganswer.anty
O INVERSE ThANS OhM

Npointe/Z) then

yimag (1] : imag tfals
ends
1f (1cut oY and (1cut
begin
for 2 ¥ 1cut to Npoints-icut—-1 do
beqgin
vreal
yimaq
end;
end;

gotony (30, 25)iwrite( ' Flease Wairt' )
ComplexFFT(Mpoints, true,yreal ,yimag,byteer);
fur 1 1= 0 teo vend astart-1i do

beqgan

yreal 1) = yreel (1] + yo + ( yn - yo ¥/ (aend-istart-1 o1

end;
repeat
hirec;

hirescolor(plotcolor):

plotarie(anis}):

plotftt{vreal,spec.inucrement,.fustart 0);
plotffe( 1mag,snec.increment  fustart,1):

repeat

gotenvy (1, 28)iwrate’

aoto L, 0D Yswmmate(

Nowr Lhatie ty (Y SHY 7 Ve



ot A . T swrate( Are You Sataafy (YN B
read(¥bd,ch);
ental{fard i) =TT or (ordiUcas s (Chy ) =B Y gr o b Ty e
1frordian}="7)then

begin

et 1= trued

Masnlhe= chy

1t Voypresced then read(rtd MainClh) s
1f Urd(mainch) = 68 than

teagin
arisdef{Mainch,axie)
mainch = chr(120):
e1t = false:
end;
end:
cntil (evat or{Upcace(Ch)= "N Yor{Upcase(Ch)="Y" "))
end;
ant:l ( exait or (upcase(Ch) = "¥Y') )
1f nct et then
begin
clrscr;

gotorxy (S, 17 twrate( "Do You Want To Save The Fourier Transform = (V/N
Y )

read(tbd  Ch)g

1t upcase(Ch)="Y " then fftsave(ireal . .ximag.FourierTr):

dispese(rreal)idisposc(amaq);

gotory(S.14v;write( Do You wWant To Save The Smocthed Spcctrum © (Y/7#)
)R ]

read(rbd,Chig

1f upcase(Chli="Y" " thern fftsaveiyreal,yimao.NormedFluo?;

disoose(yrecl)idispose(yimag);

oot

oto y (T

Yijwrrte( Do vau Want To Mate Ancther Toanform (Y0,

read o Wbdooh) g
rtaliorgioty =T Yor(ord{Upcase(ChY ) =7 ar (o o fliprare
1 ord(Upcare{zh)) = T8 ther exit 1= true;

1tror ek Yy T Y hen

DRgIn
woar t = btruey
“ainChe= chyg
1t veypr gesed then read{trbd.MairCh);

erd;

end;
end

until{exit);
end




proceditre Stet (v "MainCh @ char )
FEMTEDURE OF STATISTICHE aNALY

var aAnsSwer
speclt,specl
MEeAany (VAr 1ancey
meanI,variance:
coeffl coeffl  cprop
scprad
1
specname
gquit,esi1t,error
ch
Speoint

Name ;
Cpectrum;
real;
real;
real;
real;
integer;
name:
boolean;
char:
pointer ;

T e LT e et T — = O,

procedure mv(spec s ne 1 oreall;

{ TIH1S FROCEDURE CALCULATES THE MEAN VALUE AND VARTANCE
COF THE TWG SI1GHNALS

-~

var 14n1.3 i integer
Mlysum?! (suml varl,varl : real;
pdintl.roant> @ Dpoint:

W1 o= gpec.amin Nl 3= Ozeuml:s Oiseml
srec.Measurel;

corntl srec.Measurel;

far 3 = 1 to =ZpeI.MeasNumber do

"

Ddivarl v Grverl 1= O p=lg

Joamosery

wsland{ul = e

ni
Sl

vard

nl + 1

suml + pointl .datal3]:

vart * Sgr(pointl .datall]i!:
sum + pointlC.datalyd:

varl r Sur{poantl .datalsl)i

Sum’

2f 3 = DatefrraySire then

1T pointl™.datalank;
po1ntl := poantl~-.datalink;

1= v1 ¢ cpec.ancrement;

my := suml/nlg

vy = wvari /(nl-1) - sqr(my);
mz i sumZ/ni;

vz ot var2 /(ni=-1)- sgr(mz);
endi

(= m e o g

nrocedure correl{ epecl.specl @ spectrurni.stact wond deltawireasl v,
oet+*Z , cprop.scalprod @ real):

H THIS FREGCEDISE COMFUTES THE CORRTLATION COUFFEICTIENTS RLTRETH
TwO SHFECTRA

var 1.nl,3 : 1nteger:
varll,vart2,var2l varll @ real;
sliterilcorl 3 oreals
pontil,poantll,. poant 1, printll ¢ Dpoint:
tea:
e Lt nn + deltew; .
et e e

[P I VYA | = gvarl)l = gL oar Il 1= 0y
veel : t= ogpecl.,rming
RIS RIR4 B H
porat il o= H
pusntll - T H
TS S W tarasur 7
tove H Tty oW Meanhantor do
e
vz o
Vo ‘ Lo
i} = tande 1
tHr o benot
il = n M
wardl v st or Srapeantll Jcatoal 1Y
varli s Aar 2t 4 Ggriperatll tLaatef gl
var 12 L over d. 1 Ggr (puaanatll Ldartai vy
L L T a4 GG poant DD Ldato by b
Cord et vt 1t Ldetal v g eyt Dy Ty
Cor T e w4 poant 1T Jdatala dapaant T Lot al )y



3f - = DatalorraySice thenr

beﬂxn
3 oie ug
pointid =opoantll codataling g

pointll 1= powntllyl T idatating g
pOINLLIT 1= pear t17 Jdatalant g

polntTd 1: poant 2T Ldatalint
end;
end:
coeffl corl/iaegrtivarilyvarll )
coefil corZ/sqrit{varilévar2l); -

.proup 1= cori/varlly
elalprud = corl:
datedel (specl.meacsurel) s
datadel{speal.measurel) s
ends

o

STAT : BEGINNING 0OF THE CGDE)

begin
quit := fal:e:
repeat
Ma1nCh 1= “hr{iT0);
wrlteiitie! statistical analysis’ (J0):
repeat
writemem;
gqotowy(S.8)write! "Name Of The Spectrum s Ca
gread (T B,error )
1f Qansue~.typ.es- then

tegin

quit = truce:

ttainCn = paAnSwer chrg
ends

cotili( o val:idiganswer sstr) or quat Y
11 valid {ganmswer.ctr) then

vegin
ceppcirdrc‘Qanswer 2t [ Sanint g
spe !l 1= Tpoint 3
eng g
:f rot gurt then
aan
gotoxy (9,30 iwrate("Starting Foant ounrar b Tty T i e e
)3
1f Ganswer.typ.re then s)start (= ganswer.re
elsa write(sxstart:i3I:l):
gotoxy{9.,12)twrite("Ending Foaint esxend: Ul 1 T ligread(Io il ,error?
1f Ganswer.typ.re then sxend = gansweor.re
else write(sxend:3:1):
gotoxy(S.18):
mv(specl . meany.variancey.meanz,variancez,sictart.s.end):
writeln { Mean Value of Y : TJMeany:1&£:3)
gotouy(S,19)
writeln ('Variance of ¥ H TL.variancey:b6: )
gotoxy(9,146):
wraiteln { Mean Value of 7 : C.MeanTibil)g
gotory(5,17);
writeln ("Variance of 2 H "WNVaryances:é6:0) 8
enrt 1= falses
repeat
repeat
gotoxy (S, 20 ywrate('Correlation With D
gread(23,l0,error);
1f ganswe- .typ.esc then
begin
quit = truey
MainCh := Ganswer.chrg
end
11 lengthlgwnswer.str}=0 then ot 1= trueg
antily validiganswer ,utr. ar qQquit or ovitd:
1¢ validi{ganswer.ztr ther
heain
cpecindiciganswer sty JIpoint) g
epgl 1= Snoziat g
a. Lo (5,210
write! Wavelength Shatt CLWavelengtnhtho 1 1. nm H
Yidreas 7 (Ul,errordg
11 Ranswer,typ.re tren wWavelLengtthtm it 1o Bancwer Jowe
>l wror b (Cvavelenatt o fle Tol )
Cotrelinfe Lespet s o tart joend Wi et Sy nt oonee ot (oot r e e g
AR
et o, Dyl
write s (0 rerelation cantficient:, H cioetfroa T, ST R
Qu 'Y
e L E Ve apctionnal ity Coetficient o oy to el

Loopeois
end:
vt o goert o or et ) g
ond 2




1f not quit then
begin
repeat
Goloay (e Zhyswr oty " Tay Yoo Jdont To sannl o daiathes
readibthd.ch)
until{{ordich =Z7)or {ord{UpcacetCh) - T orordgittpeasa (L =8G9 4

o Lrom (YD)

1t ord(Upcase(ch)) = 78 then quit rue
1f({ord(ch)=27)then
beqgin
curt 1= true;
Ma1nCh:= ch;
1 beypr o sed then read rbd MaanCh) g
ends
ond;
untiliquat);
end s
[ o o o e e e e o e e e - e
: e e e e e e e e o R . - B
MAIN RN T CRECTUM FEDIESSING
proceaur s Mar Messc(var HaanCh oo char g
o E.o1e : boolean:
| P o ;o Menctab:
! . oint Qer g
1 hoolean:
tis 1
‘ Maarchi=chr 1 100) g
i aar oy [1T0title == ‘load a spectrum frem a fale s
marray{1Y.typel = 0y
marrav{Tl.ti1tle = ‘Linear combination’:
marray {3 . typell ¢ [AH
narravyiTl.talle ‘emoottiing g
* me-rayl 7] . typel 1= w3
V mar-ay(4].title 3 ‘statisvical analysig’
marray(4].tyrel = O3
marray{S].title ‘list .save or delete’
‘ marraviS) typel @ (A1
marray{é&l.title := "Quit’;
marrayféel.tvpel = O3

Menul (5, MAIM MENU' (false,marray.answer. 11 12,error)
caze ancwer of

1 : MaanCh :=chr{1l1):
2 i ManCh s=chr (172Y
3 : MainCh :=chr 1173}
4 : MainCh s=chr (173
b} : MoanCh scher (710
& : ManCh t=chr(i&):
LR oIS
30t = T thes
bein
Marnchrmohe (31) 8
ol PO W A TR Mainehy - cbor (s

3



Appendix E

Listing of the PLS regression program

172



The partial least squares regression program used in this study has been

written from the algorithm given in Geladi and Kowalski[86].

173



4 SO FROGIKAM v RTTITERN M THE ALGAORTIIHM GIVER
e GELADT AMND FOWaLLSH T IN ANALYTICA CHIMICA
ACTA, 183(1984)1-17

conet ns = 103 {numtrer ot spectraj}
n: = 03 {number of data per spectrum)
ny = T3 {rumber of y-detaj
type vectorny = arrayf{l..ny] of real;
vectorns = arrayl{l..nc] of real;
vectorn» = array(l..nx] of real;
var WS (DS arrayfl..ns) ot vectcrnx;

us,ts : arravlii..rs] ot vectorns:
w,p.xp.meanx,sdx : vectorn:;
u,t,told : vectorns;
q,yp,vest,meany,sdy : vectorny:

Qs : arrayll..ns] of vectorny;

] : array[l..ns] of real;

N,e : arrayl{il..ns.l,.nx) of real;
vy, T : arraylt..ns,1..nv] of real;

a,1,ir,ia,ip,3,3a,h * integer:
infile,infi1le2 : text:
filename,filepls:string{15]:
cuit : booleang
norm3,norm2,norm,r,tpireal;
ch : char;

count @ integerg

amodel :integer;

epsilon:real:

begin
{DATA INFUT}

quit := false:
h o= 1
repeat
clrscry
gotoxy{(5,10)twrate( file name :°)3
read!filepls)yg
it falepls="" then qu:it := true
a2lse negan
ass:gn{infilel,tvlepis);
reset{in*:1lel):
readin(infitel,frlename)
wraiteln{tilename):
while(fil=zname } do
beg:in
readiniinfalel (N 11yl 20s
assagn{antfirie,“rlaname)
recset(anfile):
for 1 1= 1 to T do
begin
readln{intiie,.~ . tp);
end;
4or 3 17 1 to e do
beqgin
readintinf:rle.r,lh3]):
end;
close(infile;
writeln(yfth.1l.yth,2)):
h 1= h+1y
readin{(infilel.frlename):
end:
quilit:=truey
close(anfilel):
end;
until(guit=true);
he=h--13
writelns
wrttelnt h=" (hjg




TMCAn- L ENtering aivd varty e scalaingd

tor 13 17 1 to g U
began
ceanifrlali=0g
10¢ 1a - 1 o h o meanal oo lt=aneen[1al4{)a,1a):
meanx{1a): meanx1¢)/h;
for ja := 1 to h > wf{2crali=x[rara)l-aeanslial:
eni;

for 1a 3= 1 to ny do
begin
meany{ial:=0g
for ja := 1 to b ¢ meanrylirali=meany{i1al+y[1a,1a)3
meany(i1al:=meanyli1al/h:
for ja := 1 to h go ylia.aal:=y{sa,1al-meanylials
end;

for 1a := { to nx do
began
sdx{ial H
tor Ja& @ 1
edx(1al:=sqrt(sdulial/(h-1})
for ja : 1 to h do x[J)a.1a)
end;

slya.1al)/asdxlaial:

begin
sdy[ial:=0y
tor sa : 1 to h do sdylsali=sdy{ial+y(3a.r1al¥y{ra.1al]
sdy{ial:=sqrt(sdyl1al/(h-1));
for 3a := 1 to h do ylsa,
ends

{FLS algorithm]

writelnj

write( order- of the model : )3
readln(amodel )

wrilte( Epsilon = “)sreadln(epcilon):

while(amodel * 0O) do
began
for i:= 1 to h do told{il:=0¢

e3=x7
fi=ys
writeln(’ MATRIX
foe o1y =1 to m
writelniell,1al:c Zeel
writeln( MRTRIYX ¢ 70
for 1a - L toe ny Zo
atstelri Tl aniiér T fllraliesd tiT,ca:6:T7 f0A2adé
fo- 3 17 1 te ansodel 3°
negir
count = o0y
(etenl]
tor ta:=1 to " do alsad 1= Ylara,tjt
repeat
Toun = couvrt +1: wrrtelny count=",zounti;

tor Ja
end;
(ctep]
Aorm:=0;

1 to h go wliad:=wlsalsuljalrtol(ia.1al;

for sa 1 2 nn do norm nrern > wlireltwlizals
norm = sqrtinorm);

a to nx do wliadiswlral/norm:

4

a to h oo

-
o]
a
C
-
-
—
-
-
~

+wilaltel tagrals

to h do sdx[i1al:=sdx[1al+*x(3a,1alxxlja,ial:

"
b
‘o
2
(2]
n
b
v
o
o
;
1
n
~
o
-
o
o
o
[



.
{
Tar 2a := 1 to ny do

1 *> rvdo glreali=alradd4tligalef{ae,val:

frar 12 1% 1 Lo oy do norm 2= norm o+ Qlratsglrals
1= sygrt(rorm)y
= 1 to ry do glial:=qlial/nurmg

fur 2 := 1 to h do
vegin
wli1al):=0y
for ja := 1 to ny do ulral:=vi{r2ad+airal*f(ra,.jal;
end;
norm: =03
for ia := 1 to ny do norm t= norm + qgliralxqlials;

norm := sqrt(norm);
for ia := 1 to ny do ulial:=ulial/norm;
{step8)
norm:=Q;
for ia := 1 to b do norm := norm + (t{iaJj-t2idlial)¥(tl{ral-toldl2al):
norms=
for ia := 1 to h do norml := norml + tlial¥%tl[ial:
ri=sqrt(norm/norm2):
for 1a := 1 to h do
begin
told{ial:=t{1als
end;
writeln('r=",r):
unt:rl({r<epsilon)or{count>100) )
writelnfa ,"vector t found 1n “,count,” 1teratinon’ )
for 1:= 1 to B do writeln(tla1l))s
read(bbd.ch)z

{step7:]
for 1a&a = 1 tao nv co
begin
rlial:=0:
for fa := L1 to b do glaral:=plaial+tijalsef{ra.1al:

end;

norm:

for 123 = i to b 2o rorm 1= norm o+ tf{ialvtl2a]s
for 2 1 tc n. do plira] := pliral/norme:

fotep 123

HoTm;3

for ie = vV ot s 20 narm 1= norm + pliajxpla=1;
norm tirc-m):

fur 1a I otoor dc olial:=pli1al/nourm:

Tt 1A 1t do wlile jiswilal¥morm:

four 12 1 ote b do tfiadi=ttralvnorms

votept

SoNrme

faar 31 - b e o reaem 1= narm + tlralrt{rats

do norml = neeel + wlialitlaals:

1cn of the resaduals?

+
tor ia:=1 to b o>

begin
for 2a 1= 3 to o nc do efragaltisefiaaeictliraligfaal;s
end;
for 2a = 1 to b ogo
hegan

tor jJa:= 1 Lo nv do f{xagal:i=flaazal-bl it 1atleqlral:
end;
writelny  MATRIY X ) s
for ia :=1 *u 0 dao

veateln(eltaaT:t0:T, el allOr e T 1alln: cjald,v iy "t Dot T

~tatelny ~MOTRTY Y )3
for 1a 1= Y 2 oy dn
PYIER TS FTTIE & 55 GAESrE IEN RA TRt & LGNt IS RIS B I W I R IEE & (- BRI IS I

v



IPRELDICTION
Quit = falseg
repeat

clescrg

gotoxy (S, 1C)swrtr{ ‘complete dos file name @ ):

real{tilaname)3

1t frlename=" " tren qurit = true

else begin
assign(infile,filename):
reset{infile):
forr 1 := 1 to 7 do
begin

readln(ainfile,r,tp);
end;
for 1+ := 1 to nx do
began
readln(anfale,roxplil):

enag;
close(infile);
for 1:=1 to nx do xpliJ:=(xpli)-meanx[1))/sd:lil;
ypl1]:=0
ypl2]:
writeln;
for 1p = 1 to amodel do

beqgin
tp:=03
for 1 to e do tp 1= tp+:plaidaws(iplla]:
for 1 te ni do spl2] 1= upli) —tpapsli1o0l}lils
for 1 to ny do yplr]:

vplid+biand¥tp¥gslapl[ vl
vest{ll:=ypltlesdy{1] +mecany[i]:
yestlIli=ypllldsdy[Z] +meanvy({2):
writeln(ip,yest{l),yvest[2]);

end:
read(tbd,ch);
ano e
urtiliquit=true);
writelng
arite(Courder of “*he model @l
reaclnlamadel)
wrate(Er=silon T ) ireadln(epsilend:
end;

=N .
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