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A novel cooler utilizing thin Film Evaporation on micro-Enabled surfaces and
fluid Delivery System (FEEDS) is embedded into silicon die with the goal of achieving
the metrics proposed by the Defense Advanced Research Project Agency’s (DARPA)
ICECool fundamentals program: a heat flux of 1 kW/cm? at superheats below 30 K,
vapor qualities above 90%, pressure drops below 10% of absolute pressure, and heat
densities of 1 kW/cm?®. Preliminary models were used to investigate the various physical
phenomena affecting two-phase flow in manifold-microchannels, including nucleate
boiling, flow regime, annular film evaporation, void fraction, single-phase fully
developed and developing forced convection, intra-microchannel flow distribution, and
fin conduction. The various physical phenomena were then combined into a novel “2.5-
D> microchannel model, which uses boundary layer assumptions and simplifications to

model the 3-D domain with a 2-D mesh. The custom-coded microchannel model was first



validated by comparing single-phase thermal and hydrodynamic performance to a 3-D
laminar flow simulation performed in ANSYS Fluent with errors of less than 5% as long
as the flow remains two-dimensional. Two-phase validation was conducted by comparing
past experimental data to model predictions, and found to provide heat transfer
predictions that were qualitatively accurate and correct in order of magnitude, and
pressure drop predictions accurate to within 30%. A parametric study was then performed
in order to arrive at a baseline geometry for meeting the ICECool metrics.

A system level model was created to select the working fluid, and a manifold
model was created to evaluate manifold flow configuration. A novel flow configuration
capable of providing an even inter-microchannel flow distribution in two-phase mode
was proposed, and a working manifold designed for the baseline geometry. Experiments
with a press-fit FEEDS chip were then conducted, obtaining heat fluxes in excess of 1
kW/cm? at 45% vapor quality. The volume of the FEEDS assembly was then reduced by
bonding a chip directly to a FEEDS manifold. A bonding apparatus capable of providing
a uniform and conformal clamping force was designed, fabricated, and used to
hermetically bond the manifold to the chip. Three bonded chips were then tested,
obtaining a maximum heat flux of 700 W/cm? at vapor qualities approaching 30% and a

heat density of 220 W/cm?,
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1 Introduction

1.1 Motivation

For the past 50 years, the famous prediction of the co-founder of Intel, Dr.
Gordon E. Moore—that the number of transistors on integrated circuits will double every
two years—has held true, increasing from 1000 transistors in the early 70’s to the billions
we are familiar with today. However, as the number of transistors increases, the total
power dissipation does as well, leading to an unprecedented increase in heat flux and heat
density in electronic systems. Heat fluxes in power amplifiers and laser diodes already
have surpassed 1 kW/cm?, prompting new research initiatives, such as the DARPA
ICECool program [1], and, in fact, heat fluxes in Gallium Nitride (GaN) High-Electron
Mobile Transistors (HEMT) can theoretically approach heat fluxes in excess of 300
kW/cm? [2]. Since the operational temperature of these devices is often limited to
minimize thermomechanical stresses and maximize reliability, more efficient heat
removal systems are needed to cope with the ever-increasing power densities.

The governing equation of heat transfer is given by Newton’s law of cooling [3]:

Q=UAAT (1.1.1)
where Q is the dissipated heat, U is the overall heat transfer coefficient, A is the area
undergoing heat transfer, and AT is the effective temperature difference. Since Q has
been increasing, A has been decreasing, and AT has remained constant, significant
increases to the overall heat transfer coefficient, U, are required.

However, recently, a new trend towards parallel processing with GPU’s and
multicore CPU’s has commenced. This is in part due to an inability to obtain heat transfer
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coefficients large enough to sufficiently cool the electronic components operating at
increasingly faster clock speeds. Thus, even while the total number of transistors
continues to increase, the clock speed and dissipated power has peaked at around 4 GHz

and 100 W, respectively (see Fig. 1.1.1) [4].
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Fig. 1.1.1: History of Intel CPU trends. While number of transistors continues to
grow exponentially (Moore’s Law), the clock speed and power dissipation have
peaked, in part, due to an inability to adequately cool electronic components,
resulting in the recent trend of multicore processors [4].




1.2 Embedded Cooling

Increasing the overall heat transfer coefficient is not a simple task due to the
presence of additional thermal resistances in the system. The chip package consists of
several layers—the silicon active surface, where the integrated circuits are placed, the
chip package (die base), a thermal interface material to join the chip package to the heat
spreader, a heat spreader, a second thermal interface material to join the heat spreader to
the heat sink, and the heat sink itself (see Fig. 1.2.1(a)). From the heat sink, two
additional thermal resistances remain: the convective heat transfer coefficient between
the fluid and the walls of the heat sink, and the bulk (caloric) thermal resistance due to
the changing temperature of the fluid. The thermal resistance network is shown in Fig.
1.2.1(b). The convective heat transfer coefficient, h, is therefore just one of the many

serial thermal resistances obstructing heat flow from the active surface (junction).
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Fig. 1.2.1: Conventional cooling paradigm: (a) diagram of a conventional silicon
microchip; (b) accompanying thermal resistance diagram.



To effectively reduce the overall thermal resistance, the thermal resistance of each
component should be reduced or eliminated. One way to significantly reduce thermal
resistance is to embed the heat sink directly in the silicon die (see Fig. 1.2.2(a)), thereby
removing the heat spreader and the need for thermal interface materials (TIMs), which
can account for a significant portion of overall thermal resistance. The thermal resistance
would then contain three terms: the thermal resistance of the die itself, the thermal
resistance of convection, and the bulk (caloric) thermal resistance of the fluid, as shown

in Fig. 1.2.2(b).
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Fig. 1.2.2: Embedded cooling paradigm: (a) diagram of a silicon microchip with an
embedded heat sink; (b) accompanying thermal resistance diagram in single-phase
mode; and (c) thermal resistance diagram in two-phase mode.



1.3 Single-Phase vs. Two-Phase Cooling

For air-cooled integrated circuits, the thermal resistance of convection would be
too large to make embedded cooling of integrated circuits desirable. One alternative is
liquid cooling, where water or a dielectric fluid is used to capture and reject the heat. Due
to the higher thermal conductivities and specific heat densities of liquids over air, liquid
cooling produces higher convective heat transfer coefficients, lower bulk resistances, and
reduced pumping power than air cooling. However, there is an intrinsic limitation on
single-phase operation: all of the heat must be removed by an increase in the fluid
temperature. This has a few important effects. First, it serves as an additional thermal
resistance—known as a bulk thermal resistance—in the thermal resistance network (see
Fig. 1.2.2(b)). In addition, at moderate to high heat fluxes, single-phase cooling requires a
large mass flow rate to keep the surface temperature uniform, resulting in large pressure
drops and pumping powers, reduced COP, and high liquid jet velocities, which could lead
to surface erosion and reduced reliability. These problems are further exacerbated in
applications where only dielectric liquids may be considered, due to the reduced specific
heat densities of these fluids compared to water.

Two-phase cooling, on the other hand, has a few advantages over single-phase
cooling. First, for low relative pressure drops, saturation temperature remains constant,
allowing for more surface temperature uniformity, thereby improving reliability. In
addition, reduced liquid velocities, mass flow rates and pumping powers can be
expected—even for dielectric liquids—due to the use of the latent heat of evaporation to
transport energy. Finally, reduced thermal resistance can be expected due to two

independent effects: the elimination of the bulk thermal resistance, simplifying the
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thermal resistance network to that shown in Fig. 1.2.2(c), and an increase in the
convective heat transfer coefficient due to the presence of nucleate boiling and thin film
evaporation, the latter of which is can provide order-of-magnitude higher heat transfer

coefficients than the state of the art.

1.4 Thin Film Evaporation vs. Nucleate Boiling

A further discussion of the advantages of thin film evaporation is warranted.
Fundamental studies of phase change mechanisms reveal a substantial potential to
increase heat transfer coefficients by switching from nucleate boiling to thin film
evaporation. Nucleate boiling occurs on superheated surfaces that are submerged in a
sub-cooled or saturated liquid [3]. Microscopic cracks—or nucleation sites—along the
superheated surface trap vapor, creating a liquid-vapor interface where evaporation
occurs. Evaporation drives bubble formation, expansion, and departure in a cyclical
process, but requires a significant superheat to enable the bubble to overcome the
capillary and/or static pressures suppressing bubble growth [3]. A schematic diagram of
nucleate boiling appears in Fig. 1.4.1(a).

Rather than evaporate into a bubble—which must grow against capillary and
static pressure and must rely on buoyancy or a flow field to detach the bubble and carry it
into the vapor bulk [5]—it would be more efficient to evaporate directly into the vapor
bulk. However, in practice, this will not occur unless the thermal resistance from direct
conduction through the liquid bulk is less than the thermal resistance from nucleate
boiling. Since thermal resistance is proportional to conduction length, as the liquid film

thickness decreases to the scale of the nucleation sites, its thermal resistance will become



less than the thermal resistance from nucleate boiling, resulting in direct evaporation into
the vapor bulk. This is known as thin film evaporation. A schematic diagram of thin film

evaporation appears in Fig. 1.4.1(b).

Nucleate Boiling Thin Film Evaporation
Vapor
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Fig. 1.4.1: Schematic diagrams of (a) nucleate boiling vs. (b) thin film evaporation.

Thus, flow boiling is, in essence, thin film evaporation into a bubble, and
accordingly, is less efficient than thin film evaporation directly into the vapor bulk.
Moreover, whereas thermal resistance in flow boiling is a complex phenomenon
governed by many parameters—such as superheat, vapor quality, pressure, Reynolds
number, and Prandtl number [3]—thermal resistance in thin film evaporation is relatively
simple: it is directly proportional to the film thickness. As such, thin film evaporation is
easier to understand and model, and provides the potential to increase heat transfer
coefficients by orders of magnitude, since thermal resistance drops to zero with film
thickness. A summary of the advantages of thin film evaporation over nucleate boiling is

givenin Table 1.4.1.



Table 1.4.1: Comparison between flow boiling and thin film evaporation

Category Flow Boiling Thin Film Evaporation
Evaporation Into bubble Directly into vapor
Effect of subcooling Bubbles collapse Longer developing
length
Minimum superheat Large Small
Heat transfer _ ~
coefficient hep, = f(AT, X, Psqy, Re, P1) hife = ki /6

1.5 The Difficulty of Thin Film Evaporation

While thin film evaporation might be more efficient than nucleate boiling, it is
difficult to realize in practice, due to the complexity of maintaining and organizing a thin
film on a superheat surface. There are two main approaches that utilize thin film

evaporation: spray cooling and capillary flow.

1.5.1 Spray Cooling

Spray cooling utilizes an atomizer to spray micron-sized droplets directly on top
of superheated components in hopes of achieving a thin film for superior cooling [6].
However, in practice, this is often difficult. For instance, if too little flow for the given
power level is supplied, large regions of dryout will form next to evaporating droplets,
creating large thermal gradients on the surface (see Fig. 1.5.1(a)). Conversely, if too
much flow is supplied to the surface, the droplets will coalesce into a thick film of liquid,
resulting in nucleate boiling and subsequently, reduced heat transfer coefficients and
elevated surface temperatures (see Fig. 1.5.1(b)). The challenge, therefore, is to carefully
monitor the film thickness and properly control the flow rate in order to achieve a thin

film [6]. As expected, this is often more difficult in practice, especially if the superheat
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surface possesses surface area enhancements, such as pins or fins, which have been
shown to improve heat transfer performance in spray cooling. Thus, in practice, often a

combination of thin film evaporation and nucleate boiling is present in spray cooling

systems.
Low Flow High Flow
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< Expanding Liquid Film < fighting
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Heat Flux Heat Flux
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Fig. 1.5.1: Schematic diagram of spray cooling: (a) flow is too small such that large
regions of dryout occur; (b) flow is too large such that a thick film of liquid forms
resulting in nucleate boiling.

Moreover, spray cooling possesses a few additional undesirable qualities: first,
increasing the flow will not always reduce the surface temperature—such as in jet
impingement—due to the transfer of thin film evaporation dominated regime (high heat
transfer coefficient) to nucleate boiling dominated regime (low heat transfer coefficient)
via the increase in flow; second, the liquid supply arrives in discrete droplets, leading to
an unsteady and unstable liquid film which can rapidly dry out; third, the liquid and vapor
lack clear paths, and often impinge on one another, leading to increased liquid
maldistribution and increased pressure drops; and finally, the maximum surface heat flux

is limited by the critical heat flux, due to the use of nucleate boiling [6].



1.5.2 Capillary Flow

Capillary flow occurs in channels smaller than the characteristic capillary length
and relies on a combination of liquid wall adhesion and the surface tension of the liquid
to wick liquid toward the liquid-vapor interface, where thin film evaporation occurs [5,
7]. Initially, a wetting liquid fills a groove, as shown in Fig. 1.5.2(a). Upon application of
a heat flux, the liquid meniscus begins to recede into the microgroove, at which point
capillary action wicks fluid toward the heat flux to replace the evaporated fluid as shown
in Fig. 1.5.2(b). Eventually, a steady-state meniscus profile is reached based on the
particular balance of capillary forces and frictional pressure losses [8].

Microgroove Microgroove

(Liquid-Solid Wetting Combination) (0) (1) (2) (3) (4) (5)

i1 XYY

No Heat Flux Heat Flux
(a) (b)

Fig. 1.5.2: Schematic diagram of capillary flow in a microgroove due to a heat flux
at the base: (a) completely wetted grooved in absence of heat flux; (b) after the
application of the heat flux.

Upon examining the microgroove cross section, the trend appearing in Fig. 1.5.3
is observed: far from the heat flux, the liquid completely fills the groove, corresponding
to an infinite meniscus radius (Fig. 1.5.3(a)); as the meniscus begins to recede, the radius
decreases while remaining attached to the top of the groove wall (Fig. 1.5.3(b)-(d));
eventually, the meniscus detaches from the top of the groove wall and recedes into the

groove at constant radius (Fig. 1.5.3(d)-(f)) [8]. Thus, capillary flow is very well
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organized—especially when compared to spray cooling. Due to it this, a stable thin film
naturally forms along the interline between the liquid-vapor interface and the solid wall

[5,7,9]

Ry R, <R, Thin Film Profile

Ry = Ry <R,R, =R;Rs =R,
¥
\
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| o o o

Heat Flux Heat Flux Heat Flux Heat Flux Heat Flux Heat Flux
(a) (b) (c) (d) (e) (f) (g)

Fig. 1.5.3: (a)-(f) Cross sections of capillary flow in a microgroove at various
positions along the flow direction; (g) close-up of thin film profile near grooved
wall.

However, while capillary flow naturally forms a thin film, the fraction of total
area undergoing thin film evaporation relative to the total heat transfer area is usually
small, diluting any benefit from the order-of-magnitude larger heat transfer coefficients in
the thin film region. Accordingly, capillary flow does not directly benefit from surface
area enhancement, since the thin film area does not increase with microchannel aspect
ratio. Finally, capillary flow is also subject to the capillary limit [5, 7]—the upper limit to
the dissipated heat beyond which the meniscus will fully recede. Thus, the heat flux

and/or heat capacity of such systems is intrinsically limited.
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1.6 FEEDS Technology

One way to avoid the drawbacks of spray cooling and capillary flow is a new
technology called “FEEDS:” Film Evaporation on micro-Enabled surface and fluid
Delivery System. A schematic diagram of a FEEDS system is shown in Fig. 1.6.1.
FEEDS utilizes an array of manifolds oriented perpendicular to a microgrooved surface
to convert an array of long microgrooves into a system of short, parallel microchannels. It
has been shown analytically in Cetegen et al. [10] that single-phase FEEDS has the
potential to reduce pressure drop and pumping power by a factor of n?>—where n is the
number of divisions—due to the simultaneous reduction of flow rate and flow length,
both of which are linearly correlated with pressure drop and pumping power. Meanwhile,
reduced flow length enhances heat transfer by taking advantage of the higher heat

transfer coefficients present in thermally developing flow.
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Heat Flux

Fig. 1.6.1: Schematic diagram of FEEDS system. A system of manifolds arranged
perpendicular to a microgrooved surface is used to divide an array of long
microchannels into a system of parallel ones, reducing pressure drop and pumping
power and increasing heat transfer coefficient.

In two-phase flow, FEEDS possesses additional benefits. Rather than rely on
careful monitoring and controlling of film thickness to create a thin film, the thin gaps
between the fins can be used to directly create a thin film, since the upper limit of the
film thickness is geometrically limited by the channel width (gap), as shown in Fig.
1.6.2(a). Moreover, the manifold pitch can be used to guide the fluid distribution such
that sufficient wetting occurs, as shown in Fig. 1.6.2(b)-(c). Furthermore, high aspect
ratio microchannels can be used to enhance surface area and further reduce thermal
resistance. Since liquid feed channels and vapor venting channels are separate, liquid and

vapor do not impinge on each other and have clear paths, reducing flow maldistribution
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and decreasing pressure drops. Finally, since thin film evaporation is used rather than
nucleate boiling, the heat flux is not limited by critical heat flux, and due to the use of an
active pump, the system is not limited by the capillary limit. Thus, FEEDS technology

possesses numerous advantages over other means of obtaining thin film evaporation.

- Wen 0 Manifold

r 1

Heat Flux Heat Flux Heat Flux
(a) (b) (c)

Fig. 1.6.2: (a) Geometric limit of film thickness in a microgroove; (b)-(c) use of
FEEDS manifold pitch to control intra-microchannel flow distribution.

Using FEEDS technology, previous researchers [10] were able to obtain 1.2
kW/cm? heat flux, and total base conductances as high as 330 kW/m*K at moderate

pressure drops (< 100 kPa) and low vapor qualities (10-20%).
1.7 1CECool Fundamentals

Recently, the Defense Advanced Research Project Agency (DARPA) launched a
new initiative entitled “ICECool Fundamentals” to study fundamentals of two-phase high
heat flux heat transfer in embedded microchannels. In particular, DARPA laid out strict

objectives that are summarized in the table of metrics, below [1]:
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Category Parameter Metric Units
Coolant details
Quality;y.: and Qualityye Proposer defined (inlet) % of mass flow
> 90 % (outlet) in vapor
AP intet.outien, Pressure drop < 0.1 P, kPa
. Coolant flow rate Proposer defined cm’/s
Evaporative - -
Coolin Heat removed _ _
g Heat flux (removed) > 1 kW/cm®
Heat density (removed) > 1 kW/cm®
Total heat (removed) Proposer defined W
AT across heated chip AT<10 K
Temperature rise above inlet AT <30 K
Manifold and connector details
Flow Hermetic connector leakage < 1% % per year
o Power Considerations
Manifold . -
Pumping power (consumed) Proposer defined W
Thermofluid CoP =30 -
Hot Spot Hot spor details i I
ries o Hot spot flux =5 kW/cm
Mitigation —— . —— -
Temperature rise of hot spot AT <5 K
Physics of failure Induced functional description
failures in chip
Erosion and corrosion Proposer defined Lm per year
Reliability | Lifetime
Design for reliability (MTTF) 10* hours
Demo of thermal components 10° on/off cycles
Demo of thermal system 10° hours

Fig. 1.7.1: Summary of metrics required by ICECool Fundamentals for the
background heat flux. Table taken from DARPA-BAA-12-50 [1].

Thus, while heat fluxes in excess of the 1 kW/cm? required by the program have
already been achieved with FEEDS microchannels, the corresponding vapor qualities did
not meet the requirements; similarly, while heat transfer coefficients on the order of 333
kW/m?-K were achieved in the past, the corresponding vapor quality and heat flux were
not on par with the ICECool metrics. Accordingly, more work is required to achieve all
of these metrics simultaneously. In addition, it is worth noting that in addition to
specifying heat flux, ICECool has strict requirements for power density. As the reader
will see later on, (see Fig. 2.4.1), the experimental apparatus in the previous work would

not meet these objectives, since the manifold is orders of magnitude larger than chip
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being tested. Accordingly, further work is required to reduce the manifold size without
sacrificing performance in order to meet the ICECool metrics and allow integration of a
FEEDS system into a real-world system.

Finally, it is worth noting that in addition to requirements for thermal and
hydrodynamic performance of the embedded cooler, ICECool also lays out requirements
for hotspot mitigation and reliability. However, while a multidisciplinary team was
established and collaborated with to ensure those requirements were met, they are beyond

the scope of this work and will not be explicitly discussed.

1.8 Objectives

Thus, the objectives of this project are:

(1) To understand and model the governing physics dictating the observed FEEDS
trends;

(2) To assemble those physics into a comprehensive model in order to design a
system to meet ICECool requirements;

(3) To design a system with a form-factor compatible with ICECool requirements,
without sacrificing flow distribution and while still cooling a full 1cm X
1cm chip;

(4) To experimentally test the designed FEEDS embedded cooler and validate the

model.
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1.9 Dissertation Outline

The dissertation continues with Chapter 2, which provides a review of recent
works in manifold-microchannels, embedded cooling, and single-phase and two-phase
high flux cooling. Chapter 3 presents preliminary modeling used to understand the
various physical phenomena that are thought to contribute to two-phase FEEDS thermal
performance, while Chapter 4 details a custom-coded 2.5-D microchannel model which
combines all of the preliminary models into one master model. Chapter 5 discusses
experimental design, and details a system level model to aid in evaluating fluids for
working fluid selection, and a 1-D manifold model used to select manifold flow
configuration and design. Chapter 6 details the experimental test loop and the
experiments performed with a press-fit FEEDS test section, while Chapter 7 details the
experiments performed with bonded FEEDS test sections. The dissertation concludes
with Chapter 8, which summarizes the work conducted in this dissertation, highlights the

major contributions, and provides recommendations for future work.

17



2 Literature Review

This chapter will review relevant literature pertaining to single-phase and two-
phase manifold-microchannels, embedded cooling, and single-phase and two-phase high

flux cooling.

2.1 Manifold Microchannel Heat Exchangers

Single-phase manifold-microchannels have been extensively studied in the
literature. Manifold-microchannels began with Harpole and Eninger [11] as a 2-D
analytical model assuming fully developed flow and Nusselt numbers. The authors
demonstrated cooling of 1 kW/cm? using water as a coolant. Next, Copeland et al. [12]
used 3-D Computational Fluid Dynamics (CFD) to parametrically analyze the effects of
the various geometric variables associated with manifold-microchannels. The authors
neglected the effects of conjugate conduction (i.e. the solid domain), assuming instead an
isothermal or isoflux boundary condition on the solid-liquid interface. Since then,
numerous numerical [13-15] and experimental [15, 16] studies have been conducted with
water [14, 15], air [16], and nanofluids [17], including the effects of nanoparticle
diameter and volume fraction on Nusselt number, pumping power, and entropy
generation.

In particular, our research group has extensively studied manifold-microchannels,
conducting both multi-objective optimization and experimental validation for single-
phase flows. Cetegen et al. [10] conducted multi-objective optimization on single-phase
manifold-microchannel heat sinks, and experimentally validated select test points. More

recently, Arie et al. [18, 19] conducted numerical modeling and optimization for a single-
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phase liquid plate heat exchanger. Optimization work was also performed using air as a
working fluid [20]. Moreover, optimization has been performed for an air-to-air heat
exchanger fabricated using 3-D printing [21].

Work has also been conducted using manifold-microchannels operating in two-
phase mode. Jha et al. [22, 23] experimentally tested and characterized a manifold-
microchannel tubular evaporator. Boyea et al. [24] tested and characterized a manifold-

microchannel tubular condenser.
2.2 Embedded, Manifold-microchannel Cooling

Embedded manifold-microchannel cooling has become increasingly popular in
recent years. Kermani et al. [25, 26] tested the applicability of embedded manifold-
microchannel coolers for concentrated solar cells. Manifolds and microchannels were
etched using DRIE in silicon wafers, and bonded together using Ag-Sn solder. Heat
fluxes of 75 W/cm? were obtained using water as a working fluid.

Similarly, Boteler et al. [27] investigated the potential of manifold-microchannels
to cool power electronics. Manifolds and microchannels were etched from Si wafers
using deep reactive ion etching (DRIE), and bonded together using Au-Sn solder. In a
separate work, the authors also conducted a numerical analysis on the effects of various
geometric and operational parameters [28].

Escher et al. [29] experimentally investigated manifold-microchannel coolers for
liquid-cooled chips. They tested six different geometric designs and characterized
pressure drop and thermal resistance response to changing flow rate, achieving 0.09 cm?

K/W with a pressure drop of 0.22 bar on a 2x2 cm? chip.
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2.3 Single-Phase High Flux Cooling

High flux cooling began with Tuckerman and Pease [30], who were the first to
propose utilizing microchannels. A high aspect ratio microchannel device was designed
and tested, achieving 790 W/cm? with a corresponding thermal resistance of 0.0898
°C/W, and the results compared to a model, with good agreement.

Zhang et al. [31] tested single-phase water and galinstan—a liquid metal eutectic
alloy of gallium, indium, and tin. Microchannels were utilized for water and
minichannels were utilized for galinstan, due to the order-of-magnitude higher thermal
conductivity of galinstan over water. A heat flux of 835 W/cm? was obtained with water
at a thermal resistance of 0.09 °C/W. After optimization via a first-order model, a heat
flux of 1003 W/cm? was obtained with a thermal resistance of 0.071 °C/W. A peak
thermal resistance of 0.077 °C/W was obtained at a heat flux of 1214 W/cm? at a 209 kPa
pressure drop. A peak heat flux of 1504 W/cm? was achieved.

Ditri et al. [32] tested distributed microfluidic impingement jets utilizing 40%
propylene glycol/60% water mixture. The design was first simulated and then
manufactured using an additive photolithographic process. A peak heat flux of 1000
W/cm? was obtained at 0.0031 cm?-K/W at 765 kPa pressure drop.

Altman et al. [33] modeled and micro-fabricated an intra-chip cooling structure
composed of GaN-on-diamond with integral manifold-microchannels fed using an Si
manifold. High aspect ratio microchannels were micro-fabricated into a CVD diamond
substrate with a width of 25 um and a depth of 191 um. Heat fluxes in excess of 1
kW/cm? were obtained by a monolithic microwave integrated circuit (MMIC) while

simultaneously, heat fluxes in excess of 30 kW/cm? were obtained by a high electron
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mobility transistor (HEMT), all while operating below the required peak junction
temperature.

Finally, Campbell et al. [34] conducted simulations for single-phase embedded
cooling of GaN-on-diamond MMIC’s with heat loads up to 30 kW/cm? and average heat
fluxes of 1 kW/cm? using S0EGW as a working fluid. Their work optimized manifold-
microchannel design, and, unlike most other references, considered non-Cartesian
microchannel form-factors. They experimentally verified their work, and were able to

obtain thermal resistances of 0.0224 cm?-K/W at 124 kPa pressure drop.

2.4 Two-Phase High Flux Cooling

Much experimental work has been conducted in the field of two-phase high flux
cooling. Adera et al. [35] etched 84 um tall, 8 um diameter pin-fins into a silicon
substrate over a 1 cm? area. The pin-fins were capillary-fed, and heat fluxes up to 20
W/cm? were obtained at 100% thermodynamic outlet vapor quality, and 0 W pumping
power, due to the use of capillary flow.

Palko et al. [36] utilized a diamond heat sink with laser-micromachined triangular
grooves approximately 500 pm deep and 250 um wide, and coated in a conformal 5 pm
copper porous wick structure. Fluid was supplied via a manifold fabricated from
polymide layers, which was designed to vent the vapor flow. A peak heat flux of 1340
W/cm? was obtained with subcooled water at approximately 0% thermodynamic outlet
vapor quality (due to extreme sub-cooling) and 42 kPa pressure drop.

Kanlikar et al. [37], and more recently, Kalani et al. [38] tested 200 um wide, 200

pHm deep microchannels with a 6% tapered gap manifold. The gap between the manifold
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and the microchannels allows vapor to escape from the microchannels, while the inertia
of the flow due to the high mass fluxes (2300-5000 kg/m?-s), ensures the liquid enters
and stays in the microchannel. A peak heat flux of 1070 W/cm? was obtained using water
at 14% thermodynamic outlet vapor quality, and 30 kPa pressure drop.

Houshmand et al. [39] utilized microtubes of diameters ranging between 150-265
um to test saturated and subcooled flow boiling. Mass fluxes between 2000-7100 kg/m*-s
were tested at qualities ranging from -4-14% thermodynamic vapor quality. A peak heat
flux of 1000 W/cm? was obtained using methanol at -4% thermodynamic outlet vapor
quality.

Li et al. [40] tested 300 pum wide by 1000 um deep pin fins in spray cooling over a
9 cm? area. Mass fluxes ranging from 22-41 kg/m?-s were tested at thermodynamic outlet
vapor qualities ranging from 14-34%. A peak heat flux of 326 W/cm? was obtained using
R134a at 16% thermodynamic outlet vapor quality.

Drummond et al. [41] tested a manifold-microchannel array of 300 um deep and 30
pum wide microchannels. Mass fluxes ranging between 600-2070 kg/ms and
thermodynamic outlet vapor qualities between -7-25% were tested. A peak heat flux of
500 W/cm? was obtained using HFE7100 at 5% thermodynamic outlet vapor quality and
70 kPa pressure drop.

Table 2.4.1 summarizes the two-phase high flux cooling survey.
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Table 2.4.1:

Summary of Two-Phase High Heat Flux Cooling Survey

Author(s) Fluid Mass Channel Sub- Vapor | Optimal | Performance | Picture of Test Section
Fluxes Width/ | Cooling | Quality | Vapor at Max Heat
[kg/m?2-s] Height [°C] Range | Qualities Flux
[um/pm] [%] [%]
Adera et al. Water 1.15-2.3 14/84 0 100 n/a 20W/cm?z @ ) " ©)
[35] 100%, & 0 &
kPa
(capillary-
fed)
Palko et al. Water 14-43 500/500 75 -13-13 n/a 1342 W/cm?
[36] @ ~0%, & 42
kPa
Kandlikar et Water 2300- 200/200 10 0-14% 14 1070 W/cm?
al. [37] & 5000 @ 14%, & 30
Kalani et al. kPa
[38]
Houshmand | Methanol 2000- 150-265 6-42 -4-14 n/a 1000 W/cm?
etal. [39] 7100 /(n/a) @ -4%
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Author(s) Fluid Mass Channel Sub- Vapor | Optimal | Performance | Picture of Test Section
Fluxes Width/ | Cooling | Quality | Vapor at Max Heat
[kg/m?2-s] Height [°C] Range | Qualities Flux
[um/pm] [%] [%]
Li et al. [40] R134a 22-41 300/1000 <4 14-34 n/a 326 W/cm? -
@ 16% .
Drummond | HFE-7100 | 600-2070 | 33/318 5 -7-25 2-11 500 W/cm? “IEE
etal. [41] @ 5% & 70 (MDA -
kPa ===
Wmﬁ
Cetegen et. R245fa | 200-1400 22-60/ 0-13 0-70 10-30 | 1200 W/cm?
al. [10] 406-483 @ 20%, 36
kW/m?-K, &
62 kPa
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Finally, Cetegen et al. [10] conducted experimental testing of two-phase
manifold-microchannel coolers, obtaining impressive results. The apparatus used to

obtain these results is shown in Fig. 2.4.1.

8cm
<3 ml Manifold

-
\

26 cm

:] Top and bottom frames - Compression springs
|:] Header |:| Thread nuts

Heater assembly [ ]Glass

B Thrcaded bars

Fig. 2.4.1: Apparatus used by Cetegen et al. [10].

Heat transfer coefficients as high as 330 W/m?-K and heat fluxes above 1.2

kW/cm? were achieved at moderate pressure drops and low vapor qualities [10]. For wide
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channels (60 um), heat transfer coefficient was found to increase monotonically with
heat flux regardless of mass flow rate, as shown in Fig. 2.4.2(a). For small channels
(20 um), an optimum heat flux was observed to produce a maximum heat transfer
coefficient and was found to be dependent on mass flux, as shown in Fig. 2.4.2(c).
Meanwhile, for moderate channel widths (40 um), the former trend was observed for

higher flow rates while the latter trend was observed for reduced flow rates, as shown in

Fig. 2.4.2(b).
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Fig. 2.4.2: Heat transfer coefficient vs. heat flux for various channel widths in
order of decreasing channel width: (a) 60 um (b) 40 um (c) 20 um. Figure taken
from [10].
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In addition, the data were compared to the available correlations, and a
quantitative lack of agreement was found for high Reynolds numbers, and a qualitative
and quantitative lack of agreement was found for low Reynolds’ numbers, as shown in
Fig. 2.4.3(a) and Fig. 2.4.3(b), respectively. Despite the available correlations being
slightly out of range with respect to hydraulic diameter and formulated for a standard
microchannel flow configuration (rather than FEEDS), this qualitative and/or quantitative
lack of agreement suggests some new physics are at play—due to the smaller hydraulic
diameters and the FEEDS flow configuration—which are not included in the available
standard feed correlations. Accordingly, correlations cannot be used in FEEDS design,

and novel modeling work is required to understand and arrive at improved FEEDS

designs.
A S#12-G=1200kg/m2s emmmwChen A S#C-G=400kg/m2s e====Chen
—Tr a0 e andlikar Tran o K 30 hk ar
| azarek and Black N arrier et al
e Lazarek and Black eV arrier etal

120000 4
100000 A

100000 -

x = 80000
E ~
£ 60000 E
= = 60000
= =
240000
= }wooo
20000 20000
0 0
15 30 45 60 75 90 105 120 135 0 20 40 60
Q" watt [W/cm?] » Q" et [W/cm?]
(@) (b)

Fig. 2.4.3: Comparison between experimental data and correlations for (a) high
Reynolds numbers; and (b) low Reynolds numbers. Figures taken from [10].

Further still, two-phase flow visualizations and data analysis [10] have indicated
the presence of many complicated phenomena, including

(1) Nucleate flow boiling
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(2) Annular film evaporation

(3) Single-phase forced convection

(4) Intra-microchannel flow distribution and dryout

(5) Fin conduction and efficiency.

It should come as no surprise that standard flow boiling correlations failed to
match previous experimental data, since the governing physics in FEEDS systems are not
accounted for in standard correlations. Accordingly, much computational modeling work

is needed to understand the complexity of FEEDS, in order to arrive at improved designs.

2.5 Research Opportunities

From Table 2.4.1, it is clear that while heat fluxes in excess of 1 kW/cm? have
been obtained using FEEDS and other methods, the corresponding vapor qualities have
been far below the ICECool metric of 90%. Accordingly, much work is needed to
increase vapor qualities in order to achieve the ICECool metrics. Furthermore, while
previous FEEDS research has yielded impressive results, the governing physics is not yet
well-understood, and much opportunity for modeling work to understand the physics of
FEEDs exists. Further still, the previous FEEDS system occupies a large volume, and its
heat density is far below the ICECool metric. Accordingly, work is needed to reduce the
volume of the FEEDS system without sacrificing intra-microchannel flow distribution

and resulting performance.
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3 Preliminary Microchannel Modeling

The approach towards meeting the project objectives began with creating
reduced-order numerical models to probe the physics and understand how each of the
five aforementioned physical phenomena affects the FEEDS system. The five physical
phenomena are

(1) Nucleate flow boiling

(2) Annular film evaporation

(3) Single-phase forced convection

(4) Intra-microchannel flow distribution and dryout

(5) Fin conduction and efficiency.

In total, five such reduced-order numerical models were created, each of which
investigates one or more of the aforementioned five physical phenomena. The five
models are

(1) First-order correlation comparisons

(2) Flow regime mapping

(3) Annular film evaporation with physics-based void fraction model

(4) Single-phase forced convection model

(5) Flow tube (“streamline’’) model.
3.1 Preliminary Model Domains

Since simulating the entire manifold-microchannel array is computationally
expensive, all of the models simplify the domain. The symmetries inherent in a manifold-

microchannel system are utilized to arrive at a “unit-cell,” which is the smallest
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repeatable pattern that can be used to model a manifold-microchannel system [10, 12, 25,
42, 43]. The unit-cell of a manifold-microchannel system is shown in Fig. 3.1.1. The

definitions of the geometric variables used throughout are also given in Fig. 3.1.1.

Lin/2 =] k‘Lman'ﬂ [ Lowe/2

- A -
_ Vapor
Inlet | i Manifold
hf EFihi . i
o Microchannel Wall i
v i '
hy |

Microgrooved Base

""" FETETETE S

Z

Heat Flux

Fig. 3.1.1: Unit cell of a manifold-microchannel system with geometric definitions.

Due to the preliminary and first-order nature of this preliminary modeling work,
the models discussed in this chapter will further simplify the domains, taking only a 1-D

slice of the domain, as shown in Fig. 3.1.2.

31



A e T
_ 5 Vapor
Mo taudd o ot
Inlet | i Manifold !
4 ! ! |
AR B i 1 ""*--’&
0 H ! Sl 1 ! Wf/z
P Domain of Preliminary Models ]
hf i Fin il:-—-'l.-_'————< ____ "~ --'t::-N-t:"-t::__*-:__"::__'is‘\
P Microchannel Wall _ |
vy i
hp | i
v i Microgrooved Base Py
R e e BT
z
Heat Flux

Fig. 3.1.2: Domain of preliminary models, excluding the flow tube model.

The basic modeling approach is now outlined. First, the effect of nucleate boiling
was investigated by comparing past experimental data [10] to the available flow boiling
correlations in the literature. Flow regime maps were then used to predict the expected
flow regimes for the past experimental data. Next, annular film evaporation was
investigated using a 1-D mixture model which computes the void fraction and subsequent
liquid film thickness using the Young-Laplace equation. Third, the combined effects of
single-phase fully developed and developing forced-convection on an evaporating,
annular film was investigated using a 1-D model. Finally, the effects of intra-
microchannel flow distribution and fin conduction were investigated using a flow-tube
model, which divides the manifold-microchannel unit cell into a system of parallel, non-
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interacting, evaporating streamlines and computes wall temperature using a 1-D fin

equation. The preliminary modeling effort is summarized in Fig. 3.1.3.
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System Level

Physical Phenomena

Preliminary Model

Final Model

1. Nucleate
Flow Boiling

Nucleate Flow
Boiling
Correlations

2. Annular
Film
Evaporation

Physics-Based
Void Fraction
Model

3. Single-
Phase Forced
Convection

Single-Phase
Forced
Convection
Model

2.5-D Microchannel CFD Model

4. Flow Distribution

&

5. Fin Conduction

Flow-Tube
“Streamline”

Model

Fig. 3.1.3: Summary of preliminary modeling effort, indicating the physical phenomena that each preliminary model
attempted to probe.
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3.2 Flow Boiling Correlations

Although many flow boiling correlations exist in the literature, with more recent
correlations improving on older ones, the most widely used correlations will be described
here. Databases of two-phase experimental data were used to develop empirical
relationships between dimensionless parameters and heat transfer rates. Two robust and
widely used and cited correlations, the Chen correlation (1966) and the Kandlikar
correlation (1990), will be reviewed here.

For both correlations, local heat transfer coefficient is given (either explicitly or
implicitly) as a function of operational conditions and fluid properties. Since local heat
transfer coefficient is given by the correlation and the average value for the heat
exchanger is often desired to directly compare the performance, the correlation must be
evaluated over various points in the heat exchanger and a suitable averaging scheme must
be used. For the purpose of this work, an average heat flux was assumed such that the

average heat transfer coefficient could be computed by averaging the local values.

3.2.1 Chen Correlation

As reviewed in Zhang et al. [44], the Chen correlation [45] assumes that the heat
transfer coefficient is the sum of two components, nucleate boiling and single-phase

convection:

h=F hg +S Ry (3.2.1)

The parameters, S and F, are defined as:
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0.736

F =235 (0.213 + —) (3.2.2)
Xtt
g 1 (3.2.3)
1+42.531076 Re}Y’
where X;; is the Martinelli parameter defined as
X = (25) 7 (2) () (324)
“ X p) ity
and the Reynolds number is defined for the fluid only
_GA-X)Dy (3.2.5)

Rel
2]

While hg, is usually taken from the Dittus-Boelter correlation for turbulent flow,
since liquid flow here is laminar, a fully developed, constant Nusselt number was

assumed, and h,, was taken as

ki 3.2.6
hsp == SX ( )

Finally, h,,;, is taken from the Forster and Zuber correlation [46] for nucleate pool

boiling:

k?.796p0.45p?.49

0.5,,0.293024 0.24
aH hlv Py

h,, = 0.00122 < )(ATsat)O'z“(APsat)O” 3.2.7)

where ATt = Twau — Tsar and APy = P(Twall) - P(Tsat)-
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3.2.2 Kandlikar Correlation

Another widely-used correlation is that of Kandlikar et al. [47]. The Kandlikar
correlation assumes that the heat transfer coefficient is the larger of two components:

nucleate boiling-dominant and convective boiling-dominant.

h = max(hppa, hepa) (3.2.8)
Two correlations are given for h,;,4 and hgpg4:

hpa = 0.6683 Co™°2(1 — X)*® hg, + 1058 Bo®7 (1 — X)*8F; h, (3.2.9)

and
hnpa = 1.136 Co™0%(1 — X)°8 hy, + 667.2 Bo®7(1 — X)°8F; kg, (32.10)

where Co and Bo are defined as
co= ()7 (4" (3:2.11)
P X

and

Bo = q" /(G hy) (3.2.12)

The fluid-solid coefficient, Fy,, is a value usually between 0.5-3 meant to take into
account fluid-solid wettability and surface tension effects. Since the authors do not
provide a value for R245fa on copper, the lower limit of 0.5 was selected, which was
found to match best with experimental data. Finally, the Dittus-Boelter correlation is
recommended for hg, for the case of turbulent flow, and since the liquid flow is laminar

here, a constant Nusselt number was used, as recommended by [48]:

k
hyy = 8L (3.2.13)
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3.2.3 Comparison to Experiment

The Chen and Kandlikar correlations were then compared to experimental values
obtained in Cetegen et al. [10]. Since local values for heat transfer coefficient are given
by both the Chen and Kandlikar correlations, but average values across the heat
exchanger are reported in Cetegen et al., an averaging scheme must be used when
comparing correlations to experimental data. The averaging scheme in the present work
assumes uniform heat flux in the manifold-microchannel unit cell. In addition, even
though two-phase flow in manifold-microchannels is very complex, in the absence of a
better approximation, an average or characteristic path must be assumed. In the present
work, the chosen fluid path travels along the centerline of the manifold-microchannel, as
shown in Fig. 3.1.2(a).

The Chen and Kandlikar correlations were then compared to experimental results
obtained by Cetegen, and the results are shown in Fig. 3.2.1. Immediately, it is apparent
that the Kandlikar correlation over-predicts heat transfer trends for the entire range of
channel widths and mass fluxes. In addition, the Chen correlation provides increasingly
accurate predictions as mass flux and channel width are increased (i.e., larger Reynolds
numbers). Thus, for low Reynolds numbers, the Chen correlation might be inaccurate due

to the presence of new flow regimes.
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3.2.4 Summary of Flow Boiling Correlations

Two widely-used flow boiling correlations—the Chen correlation (1966) and the
Kandlikar correlation (1990)—were used to compare past experimental two-phase
results. It was found that while the Kandlikar correlation significantly over-predicted the
heat transfer coefficient in FEEDS channels, the Chen correlation was observed to
provide sufficiently accurate results for high Reynolds numbers, potentially indicating the

presence of new flow regimes or physics under these conditions.
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3.3 Flow Regime Mapping

Before preliminary modeling can begin, it is important to know what flow
regimes can be expected, since the modeling procedure and equations heavily depend on
the expected flow regimes. Flow regime maps use databases of visualization experiments
to establish useful maps to determine proper flow regime given the geometric and
operational inputs. Many flow regime maps are available in the literature. In the present
work, two select flow regime maps are investigated and used to determine the expected
flow regimes of the system tested by Cetegen et al. [10]. The two flow regime maps are

those developed by Taitel (1976) and Harirchian (2010).

3.3.1 Taitel (1976)

Taitel [49] developed a dimensional and non-dimensional flow regime map based
on force balances of the assumed transitioning mechanisms. These transitioning criteria
are assumed to be universal, and to not significantly change from the macroscale to the
microscale or from regular microchannels to manifold-microchannel flow configuration.
The flow map defines four transition boundaries resulting in five distinct flow regimes, as

shown in Fig. 3.3.1.
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Fig. 3.3.1: Flow regime map proposed by Taitel and Duckler [49].
The five distinct flow regimes are
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)
(2)
3)
(4)
()

stratified smooth,
stratified wavy,
intermittent,
dispersed bubble,
dispersed annular.

Due to the small length scales involved in the present work, it is assumed that

gravitational forces are negligible, and therefore stratified flow, which requires a body

force such as gravity to exist, is not possible. Instead, it is assumed that the flow is in

either annular or intermittent/dispersed bubble; accordingly, the transition between

annular to dispersed bubble/intermittent flow—shown as boundary B-B in Fig. 3.3.1—is

of primary concern. As detailed in Taitel and Duckler [49], the transition between annular

to dispersed bubble/intermittent flow regime occurs when the liquid and vapor occupy

50% of the channel area, such that the liquid wave trough hits the bottom of the

channel—thereby sustaining annular flow—before the liquid wave crest hits the top—

which would otherwise cause a transition to intermittent and/or dispersed bubbly flow.

As shown in Taitel and Duckler [49], for horizontal, stratified, fully developed

smooth flow, the non-dimensionalized momentum equations take on the form

2 SUAL o _ SolAg tS/AS/A
@)™ (@, D,)™ ’

(3.3.1)

where the accent  indicates non-dimensionalization by D for length, D2 for area, and uj

and u;, for liquid and vapor velocities, respectively. The parameter, y, is the Martinelli

parameter, defined as
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dp* g;(ufD)'"zn(uf)z

2 ﬁl . D Vv 2 3 3 2
T &(u5D>‘m Py US)? (33.2)
dx, D\ v, 2

where the superscript 5, refers to the superficial values, and C;, C,,, n, and m are liquid
and vapor friction factor constant and exponent, respectively. Taitel and Duckler [49]
then proceeded to derive the non-dimensional geometric relations for the geometric
variables using a circular channel. However, because the present work is concerned with
rectangular channels, the geometric relations will have to be derived.

A smooth, stratified flow between parallel plates of width b and gap height

h = D /2 is shown in Fig. 3.3.2.

Liquid

— ph ——
Fig. 3.3.2: Smooth stratified flow between parallel plates.

The non-dimensional geometric identities take on the form

=5 =5% (33.3)
s=ts_2b b (3.3.4)
7D " 2n h o
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_ S, 1b
S = (3.3.5)

‘"D 2h

—_A_ bh_bhy _1bh _1b
LT DT GnE R ahh  aR T (3:3.6)

A, b(h—h) b(h—h) 1b(h—h) 1b
AMShiTTamr T Tamr Can h an® @30
F_A _ b _1b
~DZT (2R ah (33.8)

where a« = (h — h;)/h is the vapor void fraction. It is worth noting that Egs. (3.3.3)-
(3.3.8) contain b/h. Since the ratio between S and A is always taken (see Eg. (3.3.1), the

solution of Eq. (3.3.1) is not sensitive to the exact value of b/h.

The non-dimensional liquid and vapor hydraulic diameters are defined as

_ 1b
o 4Al_4ZE(1_a)_21
1= S b =2(1-a) (3.3.9)
2h
_ 1b
_ 44, “4zp«
Dy=—s-=—p—=a (3.3.10)
h

It is worth noting that the term b/h cancels as well when calculating hydraulic diameter.

Similarly, the non-dimensional velocities for the liquid and vapor phases can be

calculated as

w A bh h 1
= (3.3.11)

ul=u_l5_A_l=b_hl=h_l=1_a

u, A bh h 1
=—= = (3.3.12)

WE T A, bth—h) (h—-h) a
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Recalling that the vapor void fraction is required to be 50% for the transition from
dispersed bubble/intermittent to annular flow, Egs. (3.3.3)-(3.3.12) can be directly
computed using a = 0.5.

For laminar liquid and vapor flow between parallel plates, the friction factor
constants and exponents are given as

¢, =C,=96 (3.3.13)
n=m=1 (3.3.14)

Thus, Eg. (3.3.1) can be solved for y using the definitions given in Egs. (3.3.3)-
(3.3.12) and n and m from Eq. (3.3.14). It is worth noting that the solution for y holds for
all laminar liquid and vapor flows between horizontal parallel plates. The solution is
found to be y = 2.828, which is larger than the y = 1.6 reported in Taitel and Duckler
for horizontal turbulent liquid and vapor flow in a circular channel.

Finally, using Egs. (3.3.13)-(3.3.14) and the identities G(1 — X) = p;u; and

GX = p,u;, Eq. (3.3.17) can be simplified to

X’ = (%) (%) (%) (3.3.15)

where X is the thermodynamic vapor quality. Since y represents the value of the
Martinelli parameter, whereupon bubbly-dispersed/intermittent flow transitions to
annular flow, solving Eq. (3.3.15) for X vyields the critical vapor quality whereupon
transition occurs from bubbly-dispersed/intermittent flow to annular flow. Solving Eq.
(3.3.15) yields X = 3.383%. Accordingly, since outlet vapor qualities far exceed this

threshold, annular flow is likely to be the dominant flow regime.
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3.3.2 Harirchian (2010)

Noting that vapor confinement plays an important role in flow regimes and flow
regime transitions in microchannels, Harirchian et al. [50] provide a dimensionless flow
regime map specifically for microchannels, which can be used to establish the expected
flow regimes for a given set of geometric and operational conditions. The authors of the
work also compared their map to experimental data points, with good agreement. Their

flow regime map appears in Fig. 3.3.3.
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Fig. 3.3.3: Flow regime map proposed by Harirchian et al. [50].

Based on their experimental results, the authors noted four distinct flow regimes

and two transition lines. The first transition line follows the line of
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Bo%°Re = 160 (3.3.16)

The second line follows

where

(1)
)
(3)
(4)

BlRe = 0.017 (Bo®*Re®7) (3.3.17)
— D32
Bo = M (3.3.19)
o
Awall
Bl =
G hy, (3.3.20)

As shown in Fig. 3.3.3, there are four zones.

Bo%°Re > 160 & Bl Re > 0.017 (Bo®*Re®”) = Churn annular
Bo%°Re > 160 & Bl Re < 0.017 (Bo®*Re®”) = Bubbly

Bo%°Re < 160 & Bl Re > 0.017 (Bo®*Re®”) - Confined annular
Bo%°Re < 160 & Bl Re < 0.017 (Bo®*Re®”) = Confined slug

The flow regime map described above was then compared to the data from

Cetegen [10], and the results shown in Fig. 3.3.4. The geometries tested by Cetegen are

significantly out of range compared to those simulated by Haririchian, despite Harirchian

specifically focusing on microchannels. Moreover, the expected range of dimensionless

parameters expected to be tested in the present work is even farther away than Cetegen et

al. In addition, the critical vapor quality, upon which the flow shifts from confined-slug

to confined-annular is noted on the figure. The results show that flow regime becomes

annular even for vapor qualities between 3-6%. Accordingly, for the present work, it

appears that the annular flow regime is dominant.
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Fig. 3.3.4: Plotting of points from Cetegen [10] on flow regime map proposed by
Harirchian et al. [50]. The data points tested by Harirchian are encompassed in the
cyan parallelogram. The data points tested by Cetegen are shown in green, red,
and yellow. The expected range to be tested in the present work is shown in blue.

3.3.3 Flow Regime Mapping Summary

Two flow regime maps—those of Taitel (1976) and Harirchian (2010)—were
investigated to determine the predicted critical vapor quality under which the annular
flow transition occurs. Both flow regime maps predict transition to annular flow occurs at
vapor qualities between 3-6%. Since outlet vapor qualities far in excess of 6% are

targeted, annular flow can be assumed to be the dominant flow regime.
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3.4 Annular Film Evaporation with Physics-Based Void Fraction Model

With annular flow determined to be the dominant flow regime, understanding
annular film evaporation is of prime interest. Since this film thickness is inversely
proportional to the fully developed wall heat transfer coefficient, correct determination of
the void fraction is crucial. Accordingly, a model was developed to simulate annular film
evaporation using the Young-Laplace equation to compute the vapor void fraction

directly from the physics.

3.4.1 Model Domain

Due to the preliminary nature of this model, only a 2-D slice of the 3-D manifold-

microchannel unit-cell was simulated, as shown in Fig. 3.1.2.

3.4.2 Model Assumptions

The model makes the following assumptions:

(1) 1-D steady-state, thermally fully developed, laminar, annular, diabatic two-phase
flow between parallel plates;

(2) Quadratic velocity profiles for liquid and vapor, resulting in an algebraic friction
factor;

(3) Constant wall temperature;

(4) Constant liquid and vapor properties.
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3.4.3 Control Volumes & Equations

In the interest of brevity, the detailed derivations of the equations provided here
can be found in Appendix A, and accordingly, only the final results will be presented

here. The control volumes used in the derivation are given in Fig. 3.4.1.

S t PU P‘U
._i ymmetry_ .. o — ... _?1.’ ............ =
ay -Vapor Uy F‘},’—L). - Uz F | |
_I ....... 1 ...... I I UE I —
Liquid-Vapor Interface L _f L. .. .. _! :
- d.. . . Am ETW i || Wen/2
- _— A L e — e — i — -
| |_ ..... ... =)
Bw :Liquid Ul | am
l ..............
! W gL Br4 Up Fl—!r—> Ul |
[ wall | ¢ ‘ E - (B
e = e ¢ ¢ — e — —n m—h — — -
I_. X PW Twall PP

Control Volume for Momentum (staggered) -------.
Liquid-Vapor Interface —--—

Fig. 3.4.1: Control volumes used for discretization in the annular film evaporation
with physics-based void fraction model.

Using the control volumes found in Fig. 3.4.1, the governing momentum and
continuity equations for the liquid and vapor phases can be derived. The mixture
momentum equation can be derived by adding the liquid and vapor momentum equations
together, and an equation for volume fraction can be derived by subtracting the liquid
momentum equation from the vapor momentum equation so that the pressure drops per
unit length cancel. Finally, a simple convection equation can be derived to calculate the
liquid quality, which enforces conservation of species. The final forms of these equations

are given below:
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Liquid Momentum
abUh = al, U}, + aLUL + bt
+A' Ry — F)
ab = al, +ak + S}
ay = Dy, + [F,, 0]
aé‘ = Dé + [_Fel: 0]
b' =S¢

Vapor Momentum

apUp = ay Uy, + agUE + b?
+ AY(Py — FY)

ap = ajy + af + Sp + Am

ay = Dy, + [Fy, 0]
ag' = Dg + [_Fev, 0]
bY = Ari Up + S¢

Mixture Momentum
aPUp = awUW + aEUE + b
+PB,—FP,
ap = ab + aj
ay = aly + aly,
ap = ak + a¥
b = b' + b + ak, Ul, + a4, U},
— ayw Uy
+ aLUL + a%U}
—agUg + apUp
—abU}p — abUp

(3.4.1)

(3.4.2)
(3.4.3)
(3.4.4)
(3.4.5)

(3.4.6)

(3.4.7)
(3.4.8)
(3.4.9)
(3.4.10)

(3.4.11)

(3.4.12)
(3.4.13)
(3.4.14)
(3.4.15)

Where:
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Uy =

F,=F'+F’
F! = p,BUf
F’ = pyo;Uf
D; = D} + D}
Df = Biuy/Ax
D{ = a;p,/Dx
6S,Ubap + 3UEBp
4‘Slap + Bﬁp
24u;Ax
sk=" ol
ﬁPWch
ol — 48u;Ax
Bpw,
o — 12u,Ax
€ apwi, v
v _ 12u,Ax
g aP'chzh
l
S1=—
N

(3.4.16)
(3.4.17)
(3.4.18)
(3.4.19)
(3.4.20)
(3.4.21)
(3.4.22)

(3.4.23)
(3.4.24)
(3.4.25)
(3.4.26)

(3.4.27)



Volume Fraction
ApPp = AwPw + Agfr + B

AL AY )
Ap = r+ —
’ (ﬁpz (1-B)°

Ay A

AW:(E?+6?55%

p _<&+A_z>
E EZ (I_E)z

B Bw Bs
(1—2Bp)
— | AY —
( (-5
, (1= 2Bw)
w —
(1=Bw)’
_,a —ZBE)>
E —
(1-F)
b b
* (F‘E)
Where:
Al _ all' Fil
i_EE
v ai FY
i FP_U

(3.4.28)
(3.4.29)

(3.4.30)
(3.4.31)

(3.4.32)

(3.4.33)

(3.4.34)

Liquid Quality

ajYp = a} Yy + af¥s + b9
al =aj, +aj
ay, = [y, 0]
aj = [~F,, 0]
b1 = —Am
Where:

Am
=min [Ampotential' Ammax]

Ammax = ag,YW + ag-YE
Ari’l;{)otential
k; 2Ax
= gmhfg (Twau — Tsat)
Wen
S =
Br—
And:
F. =alYy + (F, —al)Ys
F} = (F, +a})Yp —alVg
— l
F‘,},’ =F,—F,

FP=F —F
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(3.4.35)
(3.4.36)
(3.4.37)
(3.4.38)
(3.4.39)

(3.4.40)

(3.4.41)
(3.4.42)

(3.4.43)

(3.4.44)
(3.4.45)
(3.4.46)
(3.4.47)



3.4.4 Model Inputs and Solution Procedure

Inputs to the model include the fluid properties, width of the channel, w,;, length
of the channel, L., channel mass flux, G, and wall superheat, AT. In general, the channel
superheat was calibrated such that a dryout point would occur somewhere between the
channel halfway point and the outlet so as to compute the full range of vapor qualities
and fully utilize the mesh. It is worth noting that due to the 1-D nature of the problem,
continuity can be solved sequentially and provides the velocity field. In addition, the
mixture mass flow rate, F, is constant in all cells, and the momentum equations serve
only to provide the pressure fields.

The solution procedure is as follows: starting with an initial guess of single-phase
liquid flow, compute the liquid, vapor, and mixture pressure fields using Egs. (3.4.1)-
(3.4.15). Then, Egs. (3.4.28)-(3.4.34) are solved and the liquid volume fraction updated.
The evaporation rate can be computed using Egs. (3.4.40)-(3.4.43), and Egs. (3.4.35)-
(3.4.39) solved for the liquid quality. The face phase fluxes can then be updated using
Egs. (3.4.44)-(3.4.47), and the momentum coefficients updated using Egs. (3.4.16)-
(3.4.27). The momentum equations can then once again be solved for the liquid, vapor,
and mixture pressure field, and the process is iterated until convergence is obtained.
Convergence is assessed by measuring the residual in the Young-Laplace equation based
on the computed pressure drops in the liquid, vapor, and mixture. In general, a

normalized tolerance of 1e-6 was used.
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3.4.5 Results

The annular film evaporation with physics-based void fraction model was then
run for two limiting cases: G — 0 and G — oo. The results are presented in Fig. 3.4.2. The
liquid and vapor average velocities are visible in Fig. 3.4.2(a)-(b). For both limiting
cases, as liquid evaporates, both the liquid and vapor velocities are observed to increase.
The vapor velocity increases due to evaporation, while the liquid velocity increases
because the fractional reduction to liquid volume fraction is larger than the fractional
liquid lost due to evaporation. For the limiting case of G — 0, at some point along the
channel, the liquid velocity peaks and begins to decrease once the evaporation rate is
large enough to remove liquid faster than the liquid volume fraction is reduced.
Afterwards, the liquid velocity decreases, gradually approaching zero at dryout due to
viscous forces which act to dampen changes in velocity. However, for the limiting case of
G — oo, the liquid velocity instantaneously drops to zero after it peaks, since inertial
forces dominate.

Fig. 3.4.2(c)-(d) shows the liquid, vapor, and mixture pressures. However, only
the vapor pressure is visible, due the liquid, vapor, and mixture pressures being equal. For
the limiting case of G — 0, the magnitude of the gradient of the pressure is observed to
increase slightly along the channel. This is due to the increased friction factor at high
qualities characteristic of annular, fully developed flow (this will be described in greater
detail in Section 4.3.2; see Fig. 4.3.3). However, for the limiting case of G — oo, the slope
is observed to rapidly steepen as vapor quality is increased. This is due to the acceleration

of the evaporating liquid as it changes to vapor.
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Next, the vapor quality, void fraction, and slip profiles are observed in Fig.
3.4.2(e)-(f). For both Ilimiting cases, the slope of the vapor quality increases
monotonically due to reducing film thickness and increased evaporation. The profile of
the void fraction is more complicated. For both limiting cases, the slope of the void
fraction at zero vapor quality is infinite, since the matching void fraction is zero, which
would otherwise result in an infinite vapor velocity and an infinite pressure drop.
Similarly, at large vapor qualities, the void fraction slowly approaches unity; otherwise,
the liquid pressure drop would approach infinity. However, for the limiting case of
G — oo, the observed slope is steeper due to inertia being more dominant over friction.

Finally, the void fraction vs. vapor quality relationship from this simulation can
be compared to correlations available in the literature and the one derived in Appendix A.
This comparison is shown in Fig. 3.4.2(g)-(h). From the figure, it is apparent that the
limiting case of G — 0 matches the annular, fully developed void fraction correlation.
This should come as no surprise, since frictional forces dominate, and those frictional
forces were implemented in the present model. However, in the limiting case of G — oo,
the void fraction is very close to the Zivi void fraction correlation. This is not enforced by

the simulation in any trivial way, and therefore serves to validate the model.
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Fig. 3.4.2: Sample results from annular film evaporation with physics-based void
fraction model with R245fa at 30°C in 10 um channel: (a) liquid and vapor mean
velocities vs position; (b) liquid, vapor, and mixture pressures vs. position; (c)
vapor quality, void fraction, and slip vs. position; (d) void fraction vs. vapor quality
and comparison to Zivi and annular void fraction correlations.
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Next, the effect of mass flux on void fraction correlation was observed and is
shown in Fig. 3.4.3. For large channels (see Fig. 3.4.3(a)-(b)), the effect of mass flux is
small, since inertia already dominates over frictional forces, and accordingly, the void
fraction is determined by balancing the accelerations of the liquid and vapor phases due
to evaporation. Thus, the annular Zivi void fraction correlation is accurate for these cases
regardless of mass flux, corresponding to Surface #12 (60 um gap) and Surface #17 (40
p1m gap), as defined by Cetegen [10].

For medium channels (see Fig. 3.4.3(c)), the effect of mass flux is more
pronounced, as both frictional forces and inertia forces are important. Accordingly, an
increase in mass flux shifts the void fraction from an annular, fully developed correlation
to the Zivi annular void fraction correlation. However, because the curves rapidly
approach and are closest to the Zivi annular void fraction correlation, this correlation will
be used for Surface #C (20 um gap) as defined by Cetegen [10].

Finally, for smaller channels (see Fig. 3.4.3(d)), the effect of mass flux is very
important, and frictional forces dominate until high mass fluxes are achieved. Once
again, an increase in mass flux causes a shift from the annular, fully developed void
fraction correlation to the Zivi annular void fraction correlation. However, for this case,
for the range of mass fluxes of concern, the annular void fraction correlation provides a

better estimate of the proper void fraction, and accordingly, will be used for Surface #E

(10 pm gap).
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Fig. 3.4.3: Effect of mass flux on void fraction correlation for R245fa at 30°C in
channels of various widths, corresponding to those tested by Cetegen et al.: (a) 60
pum (surface #12), (b) 40 um (surface #17), (c) 20 um (surface #C), and (d) a new
surface designed in the present work (surface #E).
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3.4.6 Model Summary

In conclusion, the annular film-evaporation with physics-based void fraction
model provided numerous insights into the physics governing FEEDS systems, including:
(1) the void fraction correlation is always bounded between the annular, fully
developed void fraction correlation (limit of G — 0) and the Zivi annular void
fraction correlation (limit of G - );
(2) for all other cases, the physics based model is required to predict the void fraction
correlation;
(3) for the surfaces tested by Cetegen et al., the Zivi annular void fraction correlation
is an excellent approximation, while for the surfaces tested here, the annular, fully

developed void fraction correlation more closely approximates the void fraction.
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3.5 Single-Phase Forced Convection Model

After establishing the proper void fraction correlations to use, the role of forced-
convection in annular film evaporation was investigated. A new model was created to
investigate the combined effects of forced convection and evaporation for a FEEDS
system tested by Cetegen et al. [10]. Like the annular film evaporation with physics-
based void fraction model, this model simplifies the FEEDS setup by converting the
complicated 3-D flow into a 1-D convection problem in the direction parallel to the flow
and a 1-D conduction problem in the direction normal to the flow. Thus, the entire
temperature distribution can be solved sequentially, by marching along the length of the
microchannel solving for the 1-D temperature distribution in the direction normal to the

flow.

3.5.1 Modeling Domain

As mentioned above, rather than simulate a computationally expensive and
complicated flow and heat transfer problem present in a FEEDS system, the domain was
simplified into a 2-D slice, consisting of just one microchannel, the length of which

corresponds to half the pitch of the manifold structure, as shown in Fig. 3.1.2.

3.5.2 Model Assumptions

The following assumptions were made to simplify the model:

(1) The velocity profile in the z-direction is uniform.
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(2)

3)

(4)

()

(6)

3.5.3

Convection effects dominate in the direction parallel to the flow (x-direction),
while conduction dominates in the direction perpendicular to the flow (z-
direction).

All phase change takes place on the liquid-vapor interface (no nucleate boiling).
Void fraction correlations can be used to determine the void fraction and
subsequent liquid film thickness.

The liquid vapor interface temperature, T;, is constant and equal to the saturation
temperature, T, (evaporation resistance is negligible).

A uniform heat flux is applied on the wall.

Model Equations

The control volumes used in this model are shown in Fig. 3.5.1.
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Fig. 3.5.1: Control volumes for the forced convection model.

To begin, the local total liquid mass flow rate must be calculated:
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m; = m;_q — Amy (3.5.1)

The local vapor quality, X;, can then be calculated from:

m;
Xi=1- o (3.5.2)

A void fraction correlation can then be used to relate the local vapor quality to the
local void fraction, «;. Based on the result of the annular film evaporation with physics-
based void fraction model, the Zivi void fraction correlation was used and is of the form:

1
a; = 2/3
. (%)

+—
Xi \p

The film thickness, §;, is geometrically related to the channel geometry by:

_ (1 - ai) Weh

i >

(3.5.4)

The x-direction spacing, Ax, can be calculated by dividing the total length, L.,
by the desired number of nodes in the x-direction, N,:
Ax = L, /Nx (3.5.5)
Similarly, the y-direction spacing can be calculated by dividing the film thickness,
8, by the number of nodes in the z-direction, Nz:
Az; = §;/Nz (3.5.6)
It is worth noting that the while x-direction spacing is uniform and constant (and
does not need to be calculated from each i coordinate), the z-direction spacing, Az, varies
in the x-direction, since it is dependent on the local film thickness, §. Accordingly, it

must be calculated for each i coordinate, as indicated in Eq. (3.5.6).
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Since convection is assumed to be dominant in the x-direction and conduction is

assumed to be dominant in the z-direction, conservation of energy about an internal

control volume, L takes the form:

i+ — Am;

C m; J . Tiqj+Tij+Tiqje1+Tija
P\\Nz & T NzT 4

j—1 e Ti_qjo1+Tij1+Tiqj + Ti,j))
4 (3.5.7)

A_X<Ti—1,j—1 —Ti_q,j 4 Tij-a—Tyj Ticyy—Ticajer Tiyj— Ti,j+1>
) Az; Az; Az; Az;

The equations for the bottom and top control volumes are slightly different. For

the top control volume, conservation of energy takes the form:

T  Tiawg + Ting + 2T,
Cp <(N—Zl Tinz + Ay ———— = ")
Ty,
- (3 Tioan
+ Ni{; 1 Ari, Ticinz—1t Ti,NZ—41 +Tioinz t Ti,Nz>> (3.5.8)

E <Ti—1,Nz—1 —Ti—1nz n Tinz—1—Ting _ Tioanz — T _ Ting — Tlv)
b2 Az; Az; Az; /2 Az; /2

Similarly, for the bottom control volume, conversation of energy takes the form:

m; 1 Ti_11+T;i1+Ti_1,+T; m;_
Cp ((N_;Ti,1+_Ami i-1,1 1 i—1,2 l,2>_ i 1Ti—1,1>

N 4 N
z z (3.5.9)
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1" Ax (Ti—11—Ti1p2  Tin—Tip
qwallei_kZT( l Azil +— Az, l )

The wall temperature can be calculated retroactively from the heat flux as

Qwau A7
Tiw=Ti1 + M,;—(llz—l (3.5.10)

Finally, the evaporation rate, Am;, is determined by applying an energy balance at

the liquid-vapor interface:

_ ﬁA_x (Ti—l,Nz + Ti,NZ — 2 Tlv)

Arin; =
"y, 2 Ay;/2

(3.5.11)

3.5.4 Boundary Conditions

The desired total liquid mass flow rate, m, initial liquid mass flow rate, 1, and
initial temperature distribution, T, ; are needed.
The total liquid mass flow rate was selected to enforce the desired microchannel

mass flux,

G= (3.5.12)

since m is given per unit width.
For the conditions tested here, m, was always selected to enforce quality of zero
at the inlet; that is,
m = (3.5.13)
and T, ; was selected to be uniform, and usually equal to the saturation temperature—in
this case 300 K. Finally, the wall heat flux must be converted from the desired base heat

flux using conservation of energy:
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Gwau = Abase(Wen/2 + wyr/2) /Ry (3.5.14)
3.5.5 Data Analysis Equations

A few definitions are needed to conduct data analysis. First, the forced convection

heat flux is defined as

1 G,

Nz Nz
Afci == | ™Mi ) Tij—mi—y ) Tioqj; + Amy(Ty — Tsar) (3.5.15)
Nz Ax - -
j= j=

The evaporative heat flux is defined as
Am; h
evap,i = Alx 19 (3.5.16)

3.5.6 Mathematical Formulation and Solution Procedure

Due to the sequential nature of the solution procedure, all variables with index ;_,

are already known, leading to Nz unknown temperatures and one unknown evaporation
rate, Arh. Thus, in total, Nz + 1 equations must be solved at each x-coordinate. Due to
the non-linear nature of this system of equations, the equations must be linearized, put
into matrix form, solved, and iterated until the residuals approach zero. A custom
numerical linearizer was created to do this using finite differences; however, a
commercial non-linear equation solver—such as fsolve in MATLAB—could have been

used instead.

3.5.7 Results

The model was then run for various conditions from Cetegen [10]. For all cases
shown, the thermodynamic outlet vapor quality (as calculated from an energy balance)
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was set to be 10%, and the results are shown in Fig. 3.5.2. For convenience, the flow
boiling correlations presented in Section 3.2 are presented side-by-side with the results
from this simulation. Two regimes are observed, corresponding to the two cases observed
by Cetegen, and shown in Fig. 2.4.3. For the widest channel (see Fig. 3.5.2(a)), it is
observed that little to no evaporation occurs, except at the lowest mass fluxes. This is due
to an inability of the boundary layer to reach the center of the channel where the liquid-
vapor interface resides and evaporation occurs. This is a direct consequence of the fact
that the flow is still thermally developing. Accordingly, single-phase forced convection is
the dominant form of heat transfer, and the surface becomes significantly superheated. It
is worth noting that in reality, the superheat would be lower than predicted by the model,
due to the presence of nucleate boiling, which the model does not simulate. Thus, it
should come as no surprise that the flow boiling correlations provide reasonable estimates
of heat transfer coefficient for this surface.

However, as mass flux or channel width is reduced (see Fig. 3.5.2(b)-(c)), the
boundary layer more easily reaches the channel centerline, causing evaporation on the
liquid-vapor interface. Thus, significant film evaporation occurs. It is no surprise that the
correlations do not provide an accurate prediction of heat transfer coefficient, and that
this prediction becomes increasingly worse as mass flux or channel width is decreased.

Moreover, the model shows a delicate balance between forced convection and
thin film evaporation. For the smaller channels and lower mass fluxes, a maximum wall
temperature is observed in the middle of the channel (see Fig. 3.5.3(a)). This is because
in the beginning of the channel, the flow is thermally developing, resulting in large heat

transfer coefficients on the wall; conversely, by the end of the microchannel, high heat
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transfer coefficients are obtained not by developing flow (since the flow is already
developed), but rather due to the thin film. Thus, the minimum wall heat transfer
coefficient—corresponding to the highest wall temperature—is obtained in between these
two regimes, where the sum of these two modes of heat transfer are minimum. This trend
is noticeably absent for higher mass fluxes and wider channels, when the flow is still
thermally developing and the boundary layer never reaches the channel centerline (see

Fig. 3.5.3(b)).
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This idea is effectively illustrated in Fig. 3.5.3(c)-(d), where the input heat flux,
evaporative heat flux, and forced convection heat flux are shown as a function of x-
coordinate. From Fig. 3.5.3(c), it is apparent that forced convection dominates in the
entry region of the microchannel, until the boundary layer begins to reach the liquid-
vapor interface and evaporation becomes dominant. Interestingly enough, under the
conditions tested here, the evaporation heat flux actually exceeds the input heat flux, and
the forced convection heat flux becomes negative as the liquid releases heat and reduces
in temperature. However, in Fig. 3.5.3 (d), this trend is absent. The input heat flux is only
dissipated via forced convection, and evaporation barely takes place.

Accordingly, it should be apparent that forced convection is an important factor in
determining the behavior of FEEDS systems, and could explain the sensitivity of the
thermal performance of such systems to mass flow rate. Therefore, for the CFD model to
be accurate, it would need to include fully developed and developing forced convection

heat transfer.
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3.5.8 Model Summary

In conclusion, the forced convection model with evaporation provided numerous
insights into the physics governing FEEDS systems, including

(1) the delicate interplay between forced convection heat transfer and thin film
evaporation in FEEDS systems and the dimensionless parameters that govern this
behavior;

(2) developing flow exhibiting nucleate boiling and little thin film evaporation, due to
the inability of the boundary layer (by definition) to reach the liquid-vapor
interface at the center of the channel. This helps us understand the reasons for the
qualitative behavior observed in previous two-phase FEEDS experiments;

(3) the necessity to model developing forced-convection in the CFD model.
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3.6 Flow Tube “Streamline” Model

Utilizing the knowledge gained from the annular film evaporation with physics-
based void fraction model and the forced-convection model, the role of thin film
evaporation in the FEEDS system was investigated. However, rather than begin with a
complicated 3-D volume of fluid (VOF), CFD-based approached, a simpler, first-order
approximation was desired to see if thin film evaporation could explain the observed heat
transfer coefficients. Because of this, a concession was made that the flow-tube model
would be accurate only at low mass fluxes, when flow is fully developed, inertia is
negligible, and film evaporation is dominant over nucleate boiling.

The heat transfer surface area was divided into parallel, non-interacting flow-
tubes, and the quality, void fraction, film thickness, heat transfer coefficient, heat flux,
and pressure drop were calculated sequentially along the flow-tube. The mass flow rate
through each flow-tube was adjusted in order to obtain the specified pressure drop, and
the value of this pressure drop was adjusted in order to obtain the desired microchannel
mass flux. Finally, the average wall heat transfer coefficient was calculated, and the
temperature profile in the fin was adjusted to correspond with the analytical 1-D
temperature distribution of a thin fin with an average wall heat transfer coefficient and
specified base superheat. The average wall heat transfer coefficients predicted by the
model were then compared to the available experimental data with sufficiently good

agreement with a wide variety of geometries and working fluids at low mass fluxes.
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3.6.1

Model Domain

As with the previous models, the domain was reduced to a unit-cell of a manifold-

microchannel system. However, the domain for the flow tube model is not the one shown

in Fig. 3.1.2. Instead, a diagram of the unit cell appears in Fig. 3.6.1.
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Fig. 3.6.1: Domain for flow tube (“streamline”) model.

Model Assumptions

The following assumptions and simplifications were made in the model:
The fluid flow is steady-state, laminar, homogeneous, and hydrodynamically and
thermally fully developed.

The fluid flow follows assumed flow-tubes and is one dimensional.
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(3) Flow distribution is governed by maintaining uniform pressure drop for all flow-
tubes.

(4) Pressure drop is caused by viscous stresses in the z-direction only (momentum,
gravity, and shear forces between flow-tubes is neglected).

(5) Liquid remains attached to wall and forms a thin film with vapor passing through
the center of the channel (negligible liquid droplet entrainment).

(6) All heat is transferred through 1-D conduction through the liquid film (no
nucleate boiling or forced convection heat transfer).

(7) Conduction in the fin is 1-D due to the effect of heat spreading.
The justifications for these assumptions and simplifications, as well as their

implications, are detailed in the sections describing the model equations.

3.6.3 Meshing and Flow-Tubes

In order to impose flow-tubes, a specific mesh is needed. The meshing process
begins by dividing the finned surface into three regions: the inlet, manifold, and outlet
region, as shown in Fig. 3.6.2. Each domain was then meshed into a K x K grid of cells,
where K is the number of flow-tubes. Thus, the size of the mesh is 3K x K. A sample
mesh is shown in Fig. 3.6.2(a). It should be noted that only three flow-tubes are shown
for clarity; however, to obtain mesh independent results, approximately 25 flow-tubes
were found to be needed.

Thus, the presence of flow-tubes essentially converts a 2-D flow into a series of
parallel 1-D flows with known paths. The pressure drop and heat transfer characteristics
for each flow-tube can be calculated independently based on the flow rate in that flow-

tube.
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The first flow-tube for this mesh is then created by following the outer-most path;
subsequent flow-tubes are then created following the next outer-most path, until all flow-
tubes have been assigned. For instance, the first flow-tube consists—in i and j
coordinates—of cells (1,3), (1,2), (1,1), (2,1), (3,1), (4,1), (51), (6,1), (7,1),
(8,1), (9,1), (9,2), and (9,3), as shown Fig. 3.6.2(a).

It can be shown that for the mesh described above, the number of cells, Ny, in the
k., flow-tube is equal to

N, = 5K — 4k + 2 (3.6.1)

Thus, after applying the flow-tubes, the 3K x K mesh in the i and j coordinates is
essentially converted into a mesh in the n and k coordinates consisting of K vectors with
N, elements. A sample mesh with elements indexed in the n and k coordinates is shown
in Fig. 3.6.2(b). It should be noted that the n and k coordinates are most convenient for
wall heat transfer and pressure drop calculations, while the i and j coordinates are most

convenient for wall temperature calculations.
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Fig. 3.6.2: Sample mesh diagram with three flow-tubes shown for clarity. To obtain
mesh-independent results, approximately 25 flow-tubes were found to be needed.

(a) i and j coordinates (b) n and k coordinates.

3.6.4 Wall Heat Transfer Equations

As mentioned above, the model is designed for accuracy at low mass fluxes.
Based on the results from the forced-convection model, the flow is thermally fully
developed, and film evaporation dominates over nucleate boiling and forced-convection.
Accordingly, it will be assumed that all heat is transferred via conduction through the
liquid film. Finally, since conduction through the liquid begins from the first cell attached
to the inlet, the entire domain is two-phase.

To obtain the liquid film thickness, a void fraction correlation was employed.
Although many void fraction correlations exist in the literature, a computationally
efficient and physically realistic one is desired. In this model, the Zivi annular void
fraction correlation was selected based on the result of the annular film evaporation with

physics-based void fraction model. This correlation is of the form [51]:
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Ank =

’ 1-X 2/3

14 nk (Pv (3.6.2)
Xnk (Pz)

This equation relates the local void fraction, a,, ,, to the local vapor quality, X, x,
and the density ratio between the vapor and liquid.

Due to the low Weber numbers, surface tension forces are assumed to dominate
over inertia, preventing liquid droplet entrainment and allowing the liquid to remain
attached to the wall where it can then form a thin film. Under these conditions, the local
void fraction is geometrically related to the local thickness of the liquid film by

Onk = (1 — Qi) Wen /2 (3.6.3)

Since the liquid film is assumed to be steady-state and thermally fully developed,
and the effect of forced convection is neglected, the temperature distribution in the liquid
film varies linearly from the wall temperature, T,,,;, to the liquid-vapor interface
temperature, T;, [9, 52, 53]. However, except for the thinnest of films—where disjoining
pressure from Van-der-Waals forces act to suppress evaporation—the liquid-vapor
interface temperature, T;,, is approximately equal to the saturation temperature, T,y [52,
53]. Although thin films have the highest potential for heat transfer, the amount of heat is
usually limited by the amount of liquid available for evaporation, as will be discussed in
more detail below. Accordingly, even though accounting for the effect of disjoining
pressure on evaporation suppression might act to reduce the amount of evaporated liquid
for a given superheat, the amount of liquid evaporated was almost always still found to be
larger than the amount of liquid available. Since a check is included to limit the

evaporation rate to the available liquid, this effect can be neglected. The local mass flux
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of evaporated liquid, (m;’vap e can therefore be calculated from 1-D conduction

through the liquid film:

( 7 ) _ Al (Twall)n,k - Tsat (3 6 4)
m evap )y i - 6nk hlv .0.

The local wall heat flux, (q,yq;)nk, and wall heat transfer coefficient, (hyq)n k.

can be calculated from Egs. (3.6.5) and (3.6.6), respectively:

(q\;’/all)n,k = (m”evap)n‘k hy (3.6.5)
(i = etk (3.6.6)

(Twall)n,k - Tsat
The resulting local quality after evaporation, Xy, ., can be calculated by adding the

newly-evaporated liquid flow rate, (rhevap)n . into the mass flow rate of vapor entering
the cell and normalizing by the total mass flow:

kan—l,k + (mevap)nk (mevap )nk
X‘I,l,k = mk L = Xn—l,k + m—k' (367)

where (me”ap)n,k and (Mfyap o arerelated by the area of the control volume:

1

(mevap)n,k = 20xpy Ayn,k(mevap nk (3.6.8)

The resulting local quality after evaporation is substituted back into Eq. (3.6.2),
and Egs. (3.6.3)-(3.6.8) are solved sequentially until the local quality before evaporation,
Xk, €quals the local quality after evaporation, X, .. This repetitive process essentially
serves as an iterative method for the simultaneous solution of Egs. (3.6.2)-(3.6.8).

It is important to ensure that the evaporation rate is limited by the liquid available
to the cell in order to ensure conservation of mass and energy. For moderate to high local
vapor qualities and correspondingly thin liquid films, the mass flow rate of evaporated

liquid causes Eq. (3.6.7) to produce vapor qualities larger than one. When this happens, a
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correction is needed: the cell is assumed to have evaporated all of the available liquid,

and the mass flow rate of evaporated liquid, (me,,ap)nk, is reset to equal the mass flow

rate of liquid entering the cell,(111;),, ., Which can be calculated from the definition:
(mevap)njk = (Mg = (1 = Xn1x) Mg (3.6.9)
where X;,_, j represents the quality upwind of cell n in flow-tube k.
If a correction is needed, there is no need for an iterative solution of Egs. (3.6.2)-
(3.6.8). Instead, Egs. (3.6.5)-(3.6.6) should be recalculated with the new value of

(me"ap)n,k from Eq. (3.6.9). It is worth noting that upon local dryout, the vapor quality is

constant and equal to unity; accordingly, no additional heat transfer can occur in this
flow-tube, and the evaporative mass flux, heat flux, and average wall heat transfer

coefficient equal zero.

3.6.5 Pressure Drop Equations

Even though the pressure drop through the flow-tubes is not the primary concern
of this model, since it is thought to affect the two-phase heat transfer characteristics of
manifold-microchannels based on the results in Cetegen [10], it is desirable to obtain a
first-order approximation of pressure drop in order to assess the flow distribution through
the flow-tubes. To accomplish this, the most dominant pressure drop term—the fully
developed, viscous pressure drop due to shear in the z-direction—was used. Although the
bending and acceleration of the flow due to evaporation contribute significantly to the
pressure drop—especially at high flow rates and outlet vapor qualities—these terms were
neglected because this model was designed primarily for accuracy at low mass fluxes.

Likewise, the flow is also hydrodynamically fully developed due to the low mass fluxes.
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Furthermore, due to the omission of the additional pressure drop components, the
pressure profiles created were treated as being relative only, and not used as a physical
value with which to update saturation temperature.

The pressure drop was calculated assuming laminar, homogeneous, fully
developed, two-phase flow. Under these circumstances, the pressure drop can be written

as

1fui G
AP, = S I
nk = 3D oy Xk (3.6.10)

Due to the large aspect ratio, the hydraulic diameter can be assumed to be
equivalent to the case of parallel plates. The hydraulic diameter can therefore be

calculated as

Similarly, the local friction factor, f;, ., can be calculated as

fo= 96 (3.6.12)
nk Ren,k

where the local two-phase Reynolds number, Re,, x, can be calculated as

Rey, = Gk Dn (3.6.13)
' Hn,k
Substituting Egs. (3.6.11)-(3.6.13) into Eg. (3.6.10) and simplifying yields the

simpler relationship for the local pressure drop:

AP _12/'[n,k% /
nk — Wczh Pk Xn,k (3.6.14)

where the local, homogenous, two-phase density and viscosity can be calculated from

[51]:
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Pk =T X, ¢ X (3.6.15)
pl pv
B 1
Mk = T X Kok (3.6.16)
U Uy

The local mass flux, G,, x, can then be calculated based on the total mass flow rate
of the flow-tube, m,, and the local cross sectional area of the flow, A,, ;:

_ e
Gnyx = o (3.6.17)

It is worth noting that the flow area, A,, x, is the area perpendicular to the flow, the value
of which changes along the flow-tube due to a change in flow direction and meshed
region. The changes in flow area need to be accounted for in order to obtain the correct
mass flux. In addition, it is worth noting that Ax;, , represents the distance in the flow
direction, which changes along the flow-tube.

Finally, the total pressure drop in the k" flow-tube can be calculated from a

summation of the local pressure drops for all cells in the flow-tube:

N
AP, = z AP, (3.6.18)
n=1

3.6.6 Wall Temperature Equations

Due to the small Biot numbers for the range of conditions expected of the model,
conduction in the fin can be neglected in the z-direction and treated as 2-D. Furthermore,
due to the presence of a thick base, which acts as a heat spreader, the fin might be more
accurately modeled as having a uniform base fin temperature rather than a uniform base

heat flux. Accordingly, conduction in the fin can be approximated as 1-D in the y-
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direction. For a 1-D rectangular fin with a known base superheat, AT},s., and average

=

base heat flux, q,,. (defined in Eq. (3.6.24)), the average wall heat transfer coefficient,

hyau, fin efficiency, I], and parameter, m, can be calculated implicitly from Egs.

(3.6.19)-(3.6.21) [3]:

N _ qgase Wep + Wy
hyan = ATyoee <2 Mh + Wch) (3.6.19)
tanh(m hf)
= m—hf (3.6.20)
2h
m= |—xt (3.6.21)
Wf As

Upon the solution of Egs. (3.6.19)-(3.6.21) for h,,4;, 11, and m, the temperature
distribution in the wall as a function of y can then be calculated from

cosh (m(hf - yi,j))

3.6.22
oy (3.6.22)

Ti,j = Tsat + ATpqse

The temperature distribution in the fin can therefore be calculated for the 2-D
mesh by substituting the y-value of the cell centroids into Eqg. (3.6.22).

Furthermore, for a known wall heat flux profile, (qyyq;); ;, the total heat, Q., and
the average base heat flux, , g,,., Can be calculated from Egs. (3.6.23) and (3.6.24),

respectively:

K 3K
Qcn = Z Z 2 quaur; j DXij Ay (3.6.23)
j=1i=1
C_I” — Qch
base (Wch + Wf) Lch (3.6.24)
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3.6.7 Data Analysis Equations

Some additional definitions are needed. If all the flow rates, m,, through the
flow-tubes, K, are known, the average mass flux through the microchannel area can be
calculated by summing the flow rates through each flow-tube and dividing by the

microchannel area:

K
_ 1 ,
Gep = won 7 ;mk (3.6.25)
In addition, the average outlet vapor quality can be calculated from the definition,

S Qch

Kpr = ——1
ot G T o (3.6.26)

3.6.8 Solution Algorithm

A process flow diagram of the solution algorithm appears in Fig. 3.6.3. To begin,
two operational conditions are needed: the desired base superheat, AT},s., and
microchannel mass flux, G.,. Then, a number of initial guess values are needed: the mass
flow rates through each flow-tube, m,, the pressure drop, AP.,, needed to create the

desired microchannel mass flux, G.,, and the average wall heat transfer coefficient,

hwall .

The algorithm then proceeds as follows:

(1) Using Egs. (3.6.21)-(3.6.22), compute the temperature distribution from the base
superheat, AT}, and average wall heat transfer coefficient, h,,q;;.

(2) Starting with the first cell in the flow-tube, solve Egs. (3.6.2)-(3.6.8)

simultaneously to obtain the local vapor quality, film thickness, evaporative mass
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(3)

(4)

(5)

(6)

()

flux, wall heat flux, and wall heat transfer coefficient using the upwind value of
quality, X,,_1 &, as an initial guess of vapor quality.

Repeat step (2) for all N, cells in a flow-tube. The local pressure drops, AP,, ;, are
then calculated from Eqgs. (3.6.11)-(3.6.10), and the total pressure drop through
the flow-tube, APy, is calculated from Eq. (3.6.18).

Adjust the mass flow rate through the flow-tube, m,, in order to achieve the
desired pressure drop, AP,;, and return to step (2).

Repeat steps (2)-(4) for all flow-tubes, K, and calculate the average microchannel
mass flux, G.p, from Eq. (3.6.25).

Adjust the pressure drop, AP,;, in order to achieve the desired microchannel mass
flux, G, and return to step (2).

Calculate the average bass heat flux, g;,.., from Egs. (3.6.23)-(3.6.24), and the
average wall heat transfer coefficient, h,,q;, from Egs. (3.6.19)-(3.6.21). Return

to step (1) until the value of the average wall heat transfer coefficient converges.
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3.6.9 Results

The manifold-microchannel apparatus described in Cetegen [10] was used to run
experiments in order to compare them to the model. The surface and manifold geometric
specifications appear in Cetegen [10]. Various surface designs and working fluids were
tested with the same manifold design. A comparison between the average wall heat
transfer coefficient predicted by the model and that obtained experimentally appears in
Fig. 3.6.6. It is clear that the model presented here matches well with experimental
results—both qualitatively and quantitatively—especially when considering the lack of
agreement between experimental results and conventional two-phase heat transfer
correlations, shown in Fig. 2.4.3. Accordingly, the model does a more accurate job at
representing the essential physics than the available correlations.

Furthermore, the model implies that film evaporation alone is capable of
achieving the high heat transfer coefficients observed in Cetegen and provides some
insight into experimental trends. First, it is worth noting that most surface/working fluid
combinations produced a trend of increasing average wall heat transfer coefficient for
low average outlet vapor qualities, and a decreasing average wall heat transfer coefficient
for average outlet vapor qualities larger than some optimum value. The trend of
increasing average wall heat transfer coefficient was found to be due to an increased area
of a thin liquid film. However, once the average outlet vapor quality became too large,
large regions of dryout were found to develop directly underneath the outlet on the
bottom of the microchannel due to the asymmetric liquid feeding and heating, as shown
in Fig. 3.6.4. These large regions of dryout acted to dilute the effect of the thin film and

ultimately caused the average wall heat transfer coefficient to decrease.
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Fig. 3.6.4: Contours of vapor quality at various outlet vapor qualities: (a) 20% and
(b) 50%.

In addition, the model also predicts the effect of varying the liquid-vapor density
ratio. Due to the appearance of this ratio in the void fraction correlation (see Eq. (3.6.2)),
the void fraction is dependent on liquid-vapor density ratio. The Zivi annular void
fraction correlation is plotted in Fig. 3.6.5 for the two working fluids tested here, R245fa
and R134a. The results show that for the same vapor quality, R245fa produces a higher
void fraction, and subsequently, a thinner film. Accordingly, heat transfer coefficients

with R245fa were expected to be higher, and this expectation was met, as shown in Fig.
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3.6.6. This is in stark contrast to the effect of liquid-vapor density ratio on nucleate
boiling, where lower density ratios involve higher system pressures, which, from Forster

and Zuber’s correlation [46], will result in an increased heat transfer coefficient (see Eq.

(3.2.7)).
: /—
s 0.8 /7
o
0 0.6
8. [/
© 04 -
s / —R245fa
Tg 0.2 - R236fa
> —R134a
0 | I I I I |
0 0.2 0.4 0.6 0.8 1
Vapor Quality, X [-]

Fig. 3.6.5: Void fraction vs. vapor quality from the Zivi void fraction correlation.
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Fig. 3.6.6: Comparison of experimental results with those predicted by the model for various surfaces and working fluid
combinations. Experiment design and surface design details are given in Cetegen [10].
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3.6.10 Model Summary

A simplified flow-tube model was developed to predict the two-phase thermal
performance of manifold-microchannels. It was found that the model

(1) shows significantly improved accuracy when compared to the available
correlations in the literature;

(2) suggests that two-phase heat transfer on the walls of thin-gapped microchannels is
governed by conduction through the thin liquid film;

(3) indicates that partial dryout on the walls of the microchannels is responsible for
the experimentally-found optimum outlet vapor quality;

(4) predicts that higher density ratio fluids will produce higher heat transfer
coefficients in film evaporation, in contrast to the effect of increased density ratio
on nucleate boiling, where decreased density ratio (increased system pressure)

results in increased nucleate boiling heat transfer coefficient.
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3.7 Preliminary Modeling Summary

First, the available flow boiling correlations in the literature were surveyed and
compared to past experimental data. It was found that while the Kandlikar correlation
over-predicted heat transfer coefficient, the Chen correlation provided increasingly
accurate predictions for high Reynolds numbers. In addition, flow regime maps were
reviewed and used to predict flow regime transitions. These maps revealed that the
transition to annular flow occurs at very low vapor qualities (< 6%), thereby highlighting
the need to focus on annular flow modeling.

Next, annular film evaporation was investigated using a 1-D mixture model that
computes the void fraction and subsequent liquid film thickness using the Young-Laplace
equation. In the end, a significant effect of mass flux was found: for low mass fluxes, the
volume fraction matches that predicted by the analytical solution for laminar, annular,
two-phase flow between parallel plates; for high mass fluxes, the liquid volume fraction
approaches the solution from the Zivi annular void fraction correlation. Since liquid
volume fraction is directly related to film thickness, knowledge of the correct liquid
volume fraction is critical for determining the correct heat transfer coefficient.

Third, the combined effect of single-phase, fully developed and developing forced
convection on an evaporating film was investigated. For low mass fluxes (i.e. thermally
fully developed flow), the thermal boundary layer quickly reaches the liquid-vapor
interface, resulting in significant evaporation and little forced convection; however, for
larger mass fluxes (i.e. thermally developing flow), the thermal boundary layer never
reaches the liquid-vapor interface, resulting in little evaporation, and consequently the

heat transfer is dominated by forced convection and nucleate boiling. Accordingly, the
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balance between single-phase forced-convection and annular film evaporation is critical,
and should be modeled.

Finally, the effects of intra-microchannel flow distribution and fin conduction
were investigated using a flow-tube model, which divides the manifold-microchannel
unit cell into a system of parallel, non-interacting evaporating streamlines, and computes
wall temperature using a 1-D fin equation. In the end, it was established that due to the
asymmetric liquid feeding and heating, dryout occurred on the wall of the microchannel
at vapor qualities below 10%, resulting in extremely thin film and a heat transfer
coefficient that increases with increasing outlet vapor quality. However, as outlet vapor
quality is increased, a significant area of the microchannel wall becomes dry, resulting in
a decreasing wall heat transfer coefficient and an optimum vapor quality significantly
lower than that of straight microchannels.

The preliminary modeling effort highlighted the roles of nucleate boiling, single-
phase, fully developed and developing forced-convection heat transfer, liquid and vapor
volume fraction, intra-microchannel flow distribution, and fin conduction in accurately
predicting heat transfer coefficients in FEEDS systems. Accordingly, the final model,

presented in Chapter 4, will include all of these effects.
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4 2.5-D Microchannel Model

Computational fluid dynamics is a powerful tool for simulating thermal and
hydrodynamic performance of complex heat exchangers. For single-phase laminar flow
of a Newtonian fluid, few assumptions and simplifications need to be made, and the
Navier-Stokes equations can be solved using a finite-volume or finite-element method.
For two-phase flows, the interface between the separate phases must be tracked, often
requiring very fine meshes to obtain mesh-independent results. In addition, the need to
track the interface of the phases puts a limit on the time step for numerical stability [54-

56]. This limit is called the Courant number, and is defined as:

At
€ =u7 = Cnax (3.7.1)

For explicit numerical schemes, C,,,, = 1. Since the Courant number is inversely
proportional to mesh spacing, Ax, for smaller geometries, the time step must be reduced.
In addition, because fine meshes are often required to obtain mesh-independent results,
the Courant number constraint would require smaller time steps, which would then
require more time steps for the same simulation time. Accordingly, two-phase
simulations run with the volume of fluid (VOF) method often require fine meshes and
small time steps—with Courant numbers as low as 0.05 [55] and time steps as low as 107
s [56]—and it can take weeks to perform enough iterations to arrive at a solution.
Therefore, other approaches, if they can be found to provide sufficiently accurate
predictions, are highly desirable.

Accordingly, an alternate approach was taken here. The preliminary models

presented in the previous chapter provided the foundation for a master model, capable of
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taking into account the physics simulated in each of the preliminary models. However, in
the interest of understanding the effects of the physical phenomena as well as
troubleshooting the model, the model was formulated so as to keep the various physical
assumptions independent. In addition, due to the non-standard assumptions and model
couplings, a custom numerical code was developed in-house. The governing 2-D Navier
Stokes equations were discretized using the first-order upwind scheme and solved using
the SIMPLE algorithm. These equations were coupled to the VOF via the fluid mixture
density, and the VOF equation was coupled to the liquid and wall temperature via two-
phase heat and mass transfer.

The custom code was first validated by comparing single-phase thermal and
hydrodynamic predictions in fully developed and developing flow to those obtained using
3-D ANSYS Fluent. Then, the effect of the various two-phase physics options was
investigated, and past two-phase experimental results [10] were compared to the model.
Finally, a parametric study was performed on the effect of various geometry variables,

and a baseline design was obtained to meet the ICECool metrics.
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4.1 Model Domain

Like previous models, the symmetries inherent to a manifold-microchannel
system were utilized to simplify the domain down to a unit cell. This simplification relies
on the assumption of an even inter-microchannel flow distribution. This assumption is
valid if the manifold is designed properly, such that an even inter-microchannel flow
distribution is obtained. Since a manifold model (described in the next chapter) will be
used to properly design the manifold, this assumption was considered to be valid.

However, unlike previous preliminary models, this model is not intended to
merely to probe the physics, to be accurate only at low mass fluxes, or to predict only
heat transfer coefficient. Rather, it is intended to provide an as accurate-as-possible
prediction of heat transfer and pressure drop. Accordingly, the domain was simulated in
two dimensions: two parallel, aligned 2-D meshes were used—one to simulate the fluid

and to simulate the solid. The domain and sample mesh are shown in Fig. 4.3.7.
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Fig. 4.1.1: Model domain and sample mesh for the 2.5-D microchannel model

4.2 Model Assumptions

(1)
(@)

(3)

(4)

The following assumptions and simplifications were made in the model:

The fluid flow is 2-D, steady-state, laminar and can be modeled as a mixture.

A friction factor and Nusselt number can be used to simulate the effect of the
third dimension (z-coordinate), which is not simulated.

Liquid remains attached to the wall and forms a thin film with vapor passing
through the center of the channel (no liquid droplet entrainment).

Wall temperature distribution is 2-D in the x- and y-coordinates (Biot

number<<1).

100



(5) The effect of base spreading on the temperature distribution at the base of the fin

is ignored.
4.3 Model Equations

The equations used in the 2.5-D microchannel model will be presented in this
subsection. The term ‘“2.5-D” is used here to highlight the assumptions and
simplifications made to the model, which allow the 3-D domain to be simulated by a 2-D
mesh. Two adjacent 2-D meshes—one for the fluid domain and one for the solid
domain—were used to simulate fluid flow and conjugate conduction, respectively.
Boundary layer assumptions in the third dimension provided realistic flow resistances
and heat transfer coefficients, and void fraction correlations provided an estimate of
liquid film thickness and volume fraction in two-phase mode. Due to the unique physics
and model couplings, commercially available codes were not used. Instead, a 2-D CFD

code was developed in Matlab.
4.3.1 Continuity Equations

The steady-state continuity equation for the mixture is given in [54] as

V- (pmim) =0 (4.3.1)
where

n -
5 k=1 APr

% EE— 4.3.2
" Pm (4.32)
n
Pm = Z Ak Pr (4.3.3)
k=1
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This partial differential equation can be converted into an algebraic equation

using the control volumes shown in Fig. 4.3.1.

Continuity
Py
E, A
Fe
PW —1> Pp —> PE

E, A

i
P

Fig. 4.3.1: Control volumes for the continuity equation (pressure).

The continuity equation can therefore be written as

Fy+F,—F —F =0 (4.3.4)

It is worth noting that the continuity equation for the mixture does not depend on
the phase change rate, since, an equal mass of liquid becomes vapor. Therefore, the phase
change rate does not appear in the continuity equation for the mixture. In addition,
following the SIMPLE algorithm for pressure-velocity coupling, these control volumes
can be used to derive an equation for pressure, as detailed in Patankar [57]. Accordingly,

those equations will not be given here.

4.3.2 Momentum Equations

The steady-state momentum equation for the mixture is given in [54] as
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V- (pmﬁmﬁm) =—Vp+V: (.um(vam + Vﬁ‘;t)) + ﬁvol +

n (4.3.5)
V- (z akpkﬁp,mﬁp,m>

k=1
where
ﬁp,m = ﬁp — Uy, (4.3.6)
S Yk=1 Ak Pi Uk (4.3.7)
Vyp=———m——
Pm
L (4.3.8)
Pm = z APk
k=1
n
Hm = z Ak Mk (4.3.9)
k=1

and F,,; is the volumetric force representing the shear stress force on the fluid due to the
microchannel wall.

This partial differential equation can be converted into an algebraic equation
using the control volumes shown for x- and y-momentum equations in Fig. 4.3.2(a) and

(b), respectively
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Fig. 4.3.2: Control volumes for (a) x- and (b) y-momentum equations.

where a staggered grid was used in accordance with the SIMPLE algorithm. The upwind
discretization scheme found in Patankar [57] can therefore be used to obtain coefficients
to form an algebraic system of equations. However, due to the use of the mixture model,
an additional source term is required, which is similar in form to that found in the annular
film evaporation with physics based void fraction model (see Eq. (3.4.15)). Moreover, the
momentum coefficients themselves are, in fact, the summation of the liquid and vapor
momentum coefficients, as in the annular film evaporation with physics-based void
fraction model. Accordingly, after expanding the annular film evaporation with physics-
based momentum equations to two-dimensions, the momentum equations take the

following form:

X-Liquid Momentum
abyUb = abyx Ul + aky UL + aky  Us + abxUf + bl + AL (PL — PHAy (4.3.10)

4.3.11
aby = alyy + aby + aly + aby + Shy (4.3.11)
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Ay
all/VX = Bwly Ax

Ay
all:"X = Beﬂl E + [_Fel, 0]

+ [E:, 0]

1 Ax 1
Agx = Bt E + [Fs , 0]
1 Ax 1
anx = Bl E + [-F;, 0]
bt =0
X-Vapor Momentum
apxUp = ayxUy + agxUg + asxUs + ayxUy + by + Ax(Py — P7)Ay

apy = Qyx + apx + aly + akx + Spx + Amy

Ay
avWX = aw.uvA_x + [FMI;, O]
v Ay v
Apx = aeﬂvﬂ + [_Fe ,0]

v Ax v
asy = asﬂv@"’ [F, 0]

Qhix = antty e+ [<F2, 0]
Ay
by = Ay U}
X-Mixture Momentum
apxUp = awxUw + apxUg + asxUs + anxUy + by + (B, — B)Ay
apy = Apy + apy
awx = Ay + aiyx
apx = gy + agy
asy = asy + agy
anx = aix + afx

— nl v l l v v l l v v
by = bx + by + al{l/XUlW + ayxUy — aWXUWl'l' a}l:"XUE + apxUgp — agxUg
v v v v
+ agxUs + agxUs — asxUs + ayxUy + ayxUy — ayxUy
l l v v
+ apxUp —apxUp — apxUp

Y-Liquid Momentum

apyV} = apyyViiy + agyVi + aby Vi + aly Vi + by + AL (P} — PDAx
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(4.3.12)
(4.3.13)
(4.3.14)

(4.3.15)

(4.3.16)

(4.3.17)
(4.3.18)

(4.3.19)
(4.3.20)
(4.3.21)

(4.3.22)

(4.3.23)

(4.3.24)
(4.3.25)
(4.3.26)
(4.3.27)
(4.3.28)
(4.3.29)

(4.3.30)

(4.3.31)



l (4.3.32)

_ 1 l l l l
apy = Qyy + agy + asy + ayy + Spy

alyy = Buwly % + [FL, 0] (4.3.33)
aky = Beulﬁ—z + [-FL 0] (4.3.34)
agy = Bty ﬁ—f] + [EL, 0] (4.3.35)
iy = Bni i—i +[~E}, 0] (4.3.36)
b'=0 (4.3.37)

Y-Vapor Momentum

apy V¥ = abpyy Vi + afy V¥ + a¥y V& + afy Vi + by + AV (P — BY)Ax (4.3.38)

apy = ajyy + afy + aly + afy + Spy + Arity (4.3.39)
ayy = “W“”% + [FY, 0] (4.3.40)
agy = Aelhy % + [<F2,0] (4.3.41)
asy = asuvi—; + [FY,0] (4.3.42)
any = iy i—i +[-F?,0] (4.3.43)
bY = Arivy V (4.3.44)
Y-Mixture Momentum
apyVp = ayyViy + agy Vi + asyVs + ayyUy + by + (P, — By)Ax (4.3.45)
apy = aby + aby (4.3.46)
Qwy = alyy + alyy (4.3.47)
gy = aby + aly (4.3.48)
agy = aky + aZ (4.3.49)
ayy = aky + aky (4.3.50)
by = by + by + awyViy + aiy iy — awyVw + @iy Vi + aiy Vi — agy Vg (4.3.51)

l l v v l l v v
+ agyVs + agy Vs — asyVs + ayyVy + apyVy — anyVy
l l v 14
+ apyVp — apyVp — apyVp

Three friction factors are available to simulate the effect of finite thickness in the

z-dimension: homogenous friction factor, annular fully developed friction factor, and

106



developing flow friction factor. Homogenous friction factor is similar to that found in the
flow-tube (“streamline”) model presented in Section 3.6, and assumes laminar,
homogenous fully developed flow. The annular friction factor is derived in Appendix A,
and assumes laminar, annular, fully developed flow. Finally, the developing friction
factor is derived in Section 4.3.6 and assumes laminar, annular, developing flow. The
friction factors can be expressed as:
(12, LpAxAy

W,
24u, PEAx Ay

Homogenous Friction  (4.3.52a)

Sl — d - Annular Friction 4.3.52b
P = WE GG B (4:3:520)
244, BEAX AYCrre) Develoning Fricti
- - eveloping Friction 3

(12p,apAxAy (4.3.53a)

— Homogenous Friction

w,

24S N aiAx A (4.3.53)

Sy =4 21Hv —F 24 e Annular Friction

wg, 3ap+ (251 —3)(ap)
2

2481, *pAX Ay C(fRe)fd Developing Friction (4.3.53¢)

\ w2, 3ap+ (25, —3)(ap)?

It is worth noting that the accent * in this section is used to indicate fully
developed value: that is, the solution of Egs. (4.3.112) and (4.3.113c), as described in
Appendix A.

A comparison between the pressure drops obtained using the homogenous friction
factor and the annular friction factor for a given total (liquid and vapor) mass flow rate as

a function of vapor quality is given in Fig. 4.3.3.
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Fig. 4.3.3: Comparison between pressure drop assuming homogenous and annular
friction factor.

Pressure Drop / Mass Flow [N,r‘m3 s/kg]

At low vapor qualities, annular friction factor is observed to give a lower pressure
drop than homogenous friction factor; however, at high vapor qualities, annular friction

factor predicts a higher pressure drop than homogenous.

4.3.3 Conservation of Liquid Species

The steady-state conservation of species equation for the mixture is given in [54]

as

V- (apppim) = =V (apppPpm) + 5 (4.3.54)

It is shown in Appendix B that Eq. (4.3.54) is equivalent to
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V- (YppmVm) =S (4.3.55)
This partial differential equation can be converted into an algebraic equation

using the control volumes shown in Fig. 4.3.4.

Liquid

Yy
Al Fng

N R
YW —+ YP —+ YE
E, A
. IFS
Amevap Yo

Fig. 4.3.4: Control volumes used to derive conservation equations for liquid species.

The upwind discretization scheme found in Patankar [57] can be used to derive
the algebraic system of equations. However, it is worth noting that based on the results of
the preliminary modeling, two phase-change mechanisms are present: nucleate boiling
and film evaporation. Two phase change source terms—Arm,;, and Ari,,q,—are
therefore included to represent the phase change rates due to nucleate boiling and
evaporation, respectively. Since phase change is from the liquid phase to the vapor phase,
these source terms are negative. In addition, since the control volumes are assumed to be
of unit width, the source terms must be divided by the microchannel width. The
conservation of species equation therefore takes the form:

alYp = al, Yy + afVp + alYs + alYy + b4 (4.3.56)

al =aj, +al +al +aj (4.3.57)
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al, = [F,,0] (4.3.58)

al = [-F,,0] (4.3.59)

ald = [Fs, 0] (4.3.60)

al = [—Fy,0] (4.3.61)

b9 = —(Atiyy, + Atitgyap) = —Arh (4.3.62)

Nucleate boiling is assumed to act directly on the wall, carrying away heat via
phase change, and thereby couples the wall temperature to the saturation temperature.
The nucleate boiling phase-change rate is modeled using the relationship recommended

by Forster and Zuber [46]:

2 AxA k0.79C 0.45 ,0.49
A8, = 0.00122 y( ]

0.5,,0.293,1.24 ,0.24
o2 pphy py

) (TI\JN _ Tgat)1.24(AP5at)0.75 (4363)

Wcn
where APy, = Py (TY) — Py (T5Y).

Film evaporation takes two forms, depending on the selected physics options. If
the flow is considered to be thermally fully developed, then the evaporation rate is
assumed to be the result of direct conduction from the wall through the liquid film to the
liquid-vapor interface; in this case, film evaporation is similar to nucleate boiling in that
it acts directly on the wall and couples the wall temperature to the saturation temperature.
If the flow is thermally developing, then the evaporation rate is the result of direct
conduction from the liquid bulk to the liquid-vapor interface; in this case, film
evaporation acts on the liquid, cooling the liquid to saturation temperature. Both of these

cases can be modeled as:
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(k; 2 AxA N
j Kl woh > (T — T5%) Thermally, Fully Developed (4.3.64a)
] h''fg
AT g, = c
k; 2 AxA
- ! - Y (T} — T5) Therm. Dev.or Dev.Nu (4.3.64b)
/2 Wenhyg

The total potential evaporation is therefore the sum of the two components:

ATR® = Arihyqp + AT, (4.3.65)

Similar to the annular film evaporation with physics-based volume fraction
model, the phase change rate needs to be limited to the amount of liquid entering the cell.
The total liquid entering a cell is given, conveniently, by:

Aipgy = al Yy, + al¥, + al¥s + al Yy (4.3.66)

Defining the wetted-fraction, 4, as

0 <1 =min [Amf’l‘”‘ , 1] <1 (4.3.67)
Amn®
The phase change rates can then be corrected
Atitgygy = ANy (4.3.68)
Ay, = A, (4.3.69)
A = AAm° (4.3.70)

Finally, the effective nucleate boiling heat transfer coefficient can be computed by
scaling the corrected phase-change rate. However, the selected value depends on the
selected physics options. If the flow is assumed to be thermally fully developed, then, as
mentioned above, the film evaporation and nucleate boiling components both act directly
on the wall; accordingly, the proper phase-change rate is the total rate (nucleate boiling

and film evaporation). For thermally developing flow, only the nucleate boiling acts
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directly on the wall, and therefore, only the nucleate boiling phase-change component is

considered when computing this term. Mathematically, this can be written as:

Wen___Mw (4.3.71a)
. 20xAy TW — Tsat Am Thermally, Fully Developed
f R — (4.3.71b)

20xAy TW — Tsat Amy,,  Thermally Dev.or Developing Nu

4.3.4 Conservation of Energy in the Liquid Domain

The steady-state conservation of energy equation for the mixture is given in [54]

as

n
v Z PV CTie =V (kepfVT;) + S (4.3.72)
k=1

where S is a volumetric heat source term, and

n

ey = Z a0k, (4.3.73)

k=1

It is shown in Appendix B that after neglecting the heat capacity of and heat

transfer in the vapor phase, Eq. (4.3.72) can be simplified to

V- (Pmbn¥yCpiTy) = V- (a;k,VT) + S (4.3.74)
This partial differential equation can be converted into an algebraic equation

using the control volumes given in Fig. 4.3.5.
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Fig. 4.3.5: Control volumes used to derive conservation of energy in the liquid
domain.
where the volumetric source term, S, is made up three components—¢gS¢sible, Jevap, and

g rc—as described in more detail below.

Upwind discretization can be used to derive the algebraic system of equations, as
described in Patankar [57]. However, it is worth noting three source terms—g3¢nsible,
Jevap, and qg.—Wwhich correspond to the sensible heat load due to nucleate boiling (heat
is added to the liquid phase, since the liquid is assumed to cool to saturation before
vaporizing), the total (sensible and latent) heat loss due to evaporation, and the heat load
due to forced convection on the wall. The heat load due to forced convection on the wall
is linearized using a forced convection heat transfer coefficient, and an implicit and an
explicit source term are added to the algebraic system of equations. The heat load and
heat loss due to nucleate boiling and evaporation, on the other hand, are treated as
explicit source terms, and two explicit source terms are added to the algebraic system of
equations. This is because the liquid evaporation rate is often limited by the wetted

fraction (see Eq. (4.3.67)). Accordingly, under this condition, the evaporation rate is no
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longer linearly proportional to liquid temperature, but rather held constant. Accordingly,
an explicit source term was always used.

In addition, it is worth noting that diffusion is also present due to the thermal
conductivity of the liquid. Patankar [57] provides simple formulas for diffusion.
However, due to the presence of a two-phase mixture, those formulas must be scaled by
the liquid volume fraction (liquid level height), since no diffusion occurs when no liquid
IS present.

Thus, the liquid temperature equation takes the following form:

abTh = aly T}, + akTE + abTé + ay T} + b (4.3.75)
ab = al, +ak +ak +al, +ap (4.3.76)

4y s 4.3.77

aly = k' = Bu + Gy Y[R, 0] 4377

Ay 5 4.3.78

ai" = klEBe - CpYE[Fe’ O] ( )

Ay 5 4.3.79

aé = klaﬁs + CpYS[Fs; 0] ( )
(4.3.80)

Ay .
ay = k' = Bn = Cp¥ylFy, 0]

bl=¢ﬁy+Amwa;U$—rm)—mg+Amm(@U$—Tm0) (4.3.81)

10

20AxAy
ap =

Weh

hye (4.3.82)

The forced-convection heat transfer coefficient couples the wall temperature to
the liquid temperature and depends on the selected physics options. For the case of
thermally fully developed flow, forced-convection is neglected; for the case of thermally
developing flow, forced convection heat transfer coefficient is computed using the fully
developed Nusselt number, Nu = 7.54; for the case when Nusselt number is assumed to

be developing, the local value of the Nusselt number is used (see Section 4.3.6 for a

114



discussion on how the local Nusselt number is computed). It is worth noting that for
consistency, the forced convection heat transfer coefficient is scaled by the liquid wetted

fraction, 1. Mathematically, the relationship can be written as:

0 Thermally, Fully Developed  (4.3.83a)
l .
hye = A 15 7.54 Thermally Developing  (4.3.83b)
k; .
UEN” Developing Nu  (4.3.83c)

Finally, it is worth noting that both the nucleate boiling and film evaporation
phase-change rates appear in the source term for the liquid (see Eq. (4.3.81)). However,
whereas the film evaporation rate provides a sensible and latent term, the nucleate boiling
phase change rate provides only a sensible term. This is due to the fact that for nucleate
boiling, the latent heat is assumed to be provided by the wall, whereas the sensible term is
assumed to be provided by the liquid, in order to maintain an overall energy balance in

the liquid.

4.3.5 Conservation of Energy in the Solid Domain

The governing equation for conservation of energy in a solid is given by

V- (kVT,) +S =0 (4.3.84)

This partial differential equation can be converted into an algebraic equation

using the control volumes shown in Fig. 4.3.6.
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Fig. 4.3.6: Control volumes used to derive conservation of energy in the solid
domain.

Since no convection is present, only the diffusion formulas found in Patankar [57]
were used to discretize the solid domain. In addition, two source terms are present—
glatent and qr.—the heat loss due to latent heat from nucleate boiling, and the heat loss
due to forced convection on the wall, respectively. Both of these terms are linearized
using a heat transfer coefficient (see Eq. (4.3.71) and (4.3.83)), and an implicit and an
explicit source term are added to the algebraic system of equations.

The wall temperature equation therefore takes the form:

ayTp' = awTy + ag Ty +ag'Ts" + ayTy + b% (4.3.85)
ap = ay +ay +ay +ay +ay®+af? (4.3.86)

at = kW% (4.3.87)

a = kWi—z (4.3.89)

at = kWi—z (4.3.89)

a = kWi—z (4.3.90)
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bY = al TS + a'T¢ (4.3.91)
2AxAy

4 == hye (4.3.92)
20%A
apt == Y b (4.3.93)

It is worth noting that the forced-convection heat transfer coefficient acts to couple the
wall temperature to the liquid temperature, whereas the nucleate boiling heat transfer
coefficient acts to couple the wall temperature directly to the saturation temperature.
Moreover, as with all the previous equations, since the mesh is assumed to be of unit
width, the source terms that act upon the frontal area must be normalized by the width of

the fin, as shown in Eq. (4.3.92)-(4.3.93).

4.3.6 Streamline Equation

One of the major findings of the force convection model is the important
contribution of thermally developing flow to the forced convection heat transfer. While
correlations exist which relate the average (apparent) friction factor or Nusselt number as
a function of microchannel length, obtaining local values is often more difficult.
However, the local value can be computed with knowledge of the average value using the
definition of an average value. For instance, the average friction factor [58] and Nusselt

number [3] for developing flow between parallel plates are commonly correlated as:

—_ |344 (4.3.94)
fRe = \/<\/x_+) + (fRe)?,
Nu = 7.54 + 0.03/x (4.3.95)

1+ 0.016 /(x*)2/3

where:
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S

ot = (4.3.96)
ReDh Dh
N N (4.3.97)
Rep, DyPr

where S is the distance down the streamline.
Using the definition of average, f(x) =%f0xf(x)dx, the local value can be

computed from:

d = . _
£G) = (xf(0) = F@) +xf'@) (4.3.98)

Therefore, the local friction factor and Nusselt number can be computed as:

1 3.44% + 2*(fRe)2fdx+
Re ==
fRe >

(4.3.99)

\/3.442x+ + ((fRe)sq x*)°

0.02 * 0.016/(x*)%/3 (4.3.100)
(14 0.016/(x*)2/3)2

Nu =754+

Since two different correlations will be used to compute friction factor, it is useful
to normalize the developing friction factor by its fully developed value so that any
correlation can be used. Noting that for parallel plates, fully developed friction factor can

be computed as (fRe)sq = 24, we can define a developing flow friction multiplier as

fRe 1 3.44% + 2x242x*

e - (4.3.101)
(fRe)ra  48.[3.442x+ + (242 x*)?

C(fRe)fd =

However, as of now, it is still unclear how to compute x* and x* since they
depend on the distance the fluid has traveled along the streamline, S. For a 2-D flow, it is

not immediately obvious how to calculate the length along the streamline.
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With only a few lines, an equation for the length along the streamline can be
derived as a partial differential equation. By definition, any field function, S, must satisfy

the identity,

gs =95 4. .98 (4.3.102)

In addition, the formula for the length of a curve is

ds = |vldt = Iuﬂdx = %dy (4.3.103)

Substituting these two equations into each other, one arrives at the following

partial differential equation:

u—x+v—y= 4 (4.3.104)

The form of this partial differential equation is a convection equation with a
source term equal to the velocity magnitude. Following Patankar [57], Eq. (4.3.104) can

be discretized using the upwind scheme as:

a3Sp = ajySy + a3Sg + asSs + ai Sy + b* (4.3.105)
a; = aj, +ag +ad +ay (4.3.106)

a; = [F,, 0] (4.3.107)

ag = [—F, 0] (4.3.108)

a$ = [Fs, 0] (4.3.109)

ay = [—Fy, 0] (4.3.110)

(4.3.111)

bS = \/(aivAx)z + (a$ax)? + (aAy)? + (ayAy)?
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4.3.7 Void Fraction Correlation

From the annular film evaporation with physics-based void fraction model, it is
known that the void fraction is always bounded between the fully developed annular void
fraction correlation and the Zivi annular void fraction correlation.

The generic formula for void fraction is given by [51]:

1

- 1-XS (4.3.112)

(0

where X is the vapor quality, S, = p;/p,, is the density ratio of the liquid and vapor, and

the slip, S = U, /U, is given by [51]:

(1 Homogenous VFC  (4.3.113a)
1/3 o
. Sq Zivi Annular VFC (4.3.113b)
|CZ20@7 =3 L Developed Annular VFC
5G-p) ully — Developed Annular (4.3.113¢)

where S; = u;/u, is the viscosity ratio of the liquid and vapor. It is worth noting that the
equation for slip for fully developed annular void fraction correlation is itself a function

of the void fraction. Accordingly, iteration is required to solve for the void fraction.

4.3.8 Face Densities, Fluxes, and Velocities

The face density is given as the area-weighted average of the liquid and vapor

densities on the face [54]:

Px = Bxpi + axpy (4.3.114)

py = Pyp1 + aypy (4.3.115)

where the liquid and vapor volume fractions, £, and a, are computed from Eq. (4.3.112)

and the desired equation for slip from Eq. (4.3.113). In addition, it is worth noting that
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the liquid and vapor volume fractions must be computed on the appropriate faces using a
suitable averaging technique; accordingly, the value in the x- and y-directions are
different.

The face liquid-phase fluxes can be computed in a similar manner to the way they

are calculated in the annular film evaporation with physics-based void fraction model:

F. = al Yy + (E, — al)Yp (4.3.116)
F! = (F, + a})Yp — al¥g (4.3.117)
F' = al¥s + (K — ad)Yp (4.3.118)
E' = (E, +al)Yp — agYy (4.3.119)

The face vapor-phase fluxes are the difference between the total face flux and the

liquid-phase face flux:

RY = F, — FL (4.3.120)
B = F — F! (4.3.121)
R = F — R (4.3.122)
Y =F, — F! (4.3.123)

Finally, the face phase velocities can be computed as follows:

U= % (4.3.124)
pAy
Ul = ;éA (4.3.125)
P1pxAYy
v - ?’ZA (4.3.126)
PvpxRY
V= % (4.3.127)
pAx
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sl Fr (4.3.128)

gy v (4.3.129)

4.3.9 Liquid Film Thickness

Finally, the liquid film thickness can be computed from the geometry as
§=1—-Dwen/2=Pwe/2 (4.3.130)

It is important to note that the liquid and vapor volume fractions, B and &,
respectively, are accented with a  to indicate that the volume fractions computed in this
section for the purpose of calculating the film thickness are separate from the void
fractions computed in the above equations for the purpose of computing momentum and
mixture density. While these void fractions ideally should be identical, in practice, it
might be desirable to decouple the problem in order to troubleshoot, understand the role

of physics, or to increase numerical stability.

4.3.10 Boundary Conditions and Meshing

The boundary conditions are shown in Fig. 4.3.7.
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Fig. 4.3.7: Boundary conditions for 2.5-D microchannel model.

<

However, rather than adjust the equations themselves for cells on the boundaries,

fictitious cells were used to impose the boundary conditions, as shown in Fig. 4.3.8.

1,Ny+2 | Inlet iManifold] Outlet |

i-1,j+1 | Qj+1 | i+1,j+1

T : : used for
Ay Uij —>Pij i+1,] > Boundary
A — i\ /  Condition

! ¢ Enforcement

12 |1 | vy |ivLia

Fig. 4.3.8: Boundary condition enforcement using fictitious cells.
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For instance, to impose a general boundary value, X,, on the interface between

cells a and c, one requires that, for a uniform mesh,

Xqg+X
p= —— (4.3.131)
2
Solving for the value of X,—the fictitious cell—results in:
Xo =2Xp — X, (4.3.132)

Thus, Eq. (4.3.132) can be used in general to impose a certain boundary value.

Similarly, to impose a flux, F;,, between cells a and c, one requires that

Fy = —c, o g, X 43133
where c; is the diffusion coefficient, and Ax is the grid spacing.
Rearranging and solving for X, yields
Fbe
Xo =X+ p (4.3.134)
1

At the velocity inlet, a normal velocity, quality, liquid temperature, and density
were specified as well as zero shear stress for the normal velocity component. At the
outlet, pressure was set equal to zero as well as zero shear stress for the velocity
component normal to the outlet. On the manifold section, a wall boundary condition was
applied. On the side walls, a symmetry boundary condition was applied. At the base, a
wall was applied for flow, and a heat flux was applied for energy. All remaining
boundaries were considered thermally insulated.

The mesh is both Cartesian and uniform in each direction. The grid spacing Ax
and Ay were selected to be as square as possible, for a given geometry and mesh size. To

obtain interfacial values, linear interpolation was used, as described in Patankar [57].
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4.3.11 Solution Algorithm

The SIMPLE algorithm was used to solve the coupled pressure, velocity, and
other conservative equations. Details of this algorithm are given in Patankar [57], and are
not duplicated here. However, a figure summarizing the SIMPLE algorithm is given in

Fig. 4.3.9, below, and the procedure will be briefly described.

Solve
Initial Guesses: Momentum
UV,P,&¢ Equations for U™
and V*

¥

Solve Pressure
Equation for P’

Y

Correct
UV, &P

v

Solve other @

{

Converged?

Fig. 4.3.9: The SIMPLE Algorithm.

Thus, the model consists of seven sets of  independent
variables: U,V,P,Y, T, T, and S, with the ¢ being Y,T;, T,, and S. Starting with initial
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guesses for all variables, the momentum coefficients can be calculated from Egs.
(4.3.10)-(4.3.53), and the momentum equations solved. Then, the pressure coefficients
are calculated using the procedure described by Patankar [57] and the pressure correction
equation solved. The velocities and pressures are then corrected using the formulas in
Patankar, and a mass conserving velocity field is obtained. The procedure continues by
computing the liquid quality coefficients from Egs. (4.3.56)-(4.3.70), and the liquid
quality equation solved. The nucleate boiling heat transfer coefficient defined by Eqg.
(4.3.71) can then be updated using the appropriate physics options. The liquid
temperature coefficients are then calculated from Egs. (4.3.75)-(4.3.83), and the liquid
temperature equation solved. Similarly, the wall temperature coefficients are computed
from Eqgs. (4.3.85)-(4.3.93), and the wall temperature solved. Finally, the streamline
coefficients can be computed from Egs. (4.3.105)-(4.3.111), and the streamline equation
solved. The Nusselt number can then be updated from Eq. (4.3.100), and the friction
factor multiplier can then be updated from Eq. (4.3.101). Finally, the void fraction, face
densities, fluxes, velocities, and film thicknesses are updated using Egs. (4.3.112)-
(4.3.130), and the momentum coefficients can be calculated again using Eqgs. (4.3.10)-
(4.3.53).

The iterative procedure then repeats itself until convergence. A reduction of the
normalized residuals by a factor of 1le-4 was typically used for convergence. Implicit
damping was used for the momentum equations, while explicit damping was used for the
remaining equations. Damping coefficients of 0.7 for velocity, 0.5 for quality, and 0.7 for

liquid temperature were found to be sufficient. No damping was found to be necessary
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for conservation of wall energy and pressure correction. All equations were solved using

sparse linear solvers in Matlab.
4.3.12 Data Analysis Equations

To obtain the pressure drop, AP, and outlet temperature, T.,,, mass flow rate
weighted averaging was used. To obtain fin base superheat, ATy;,, area-weighted
averaging on the fin base was used. The total mass flow rate can be calculated as

m = pinVinWenLin/2 (4.3.139)

To obtain the mass flux, G, the total mass flow rate is divided by the area:

= m
Wenhy (4.3.136)
The total heat can be calculated as
Q= qllalase (Wep + Wf)Lch = q/,‘lin WfLCh (4.3.137)

n

where gy, is the heat flux with respect to the total base area and qy;, is the heat flux
with respect to the fin area. It is worth noting that q;, is used to impose the heat flux

boundary condition when solving conservation of energy, since the conservation of

energy equations are essentially divided by wy.

The outlet vapor quality can be calculated as

out —

Q
m ( hy — Cp(Thue — Tiln)) (4.3.138)

To obtain the fin heat transfer coefficient, the base heat flux, g, . is divided by

base

the fin base superheat, ATy,
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n
_ Upase

hyin = AT, (4.3.139)

Finally, the average wall heat transfer coefficient, h,,4;, can then be calculated

from
_ _ Wen + Wf
hwau = Rgin <2 Nh + Wm) (4.3.140)
where
tanh(m hf)
= m—hf (4.3.141)

2h
m = / wall (4.3.142)
Wf ks

Thus, since h,q; depends on I, which itself depends on h,,q;, EQs. (4.3.140)-
(4.3.142) must be solved simultaneously.
Finally, the effective heat transfer coefficient on the base, h .., Can be computed

by adding in the thermal resistance of the substrate base:

1 h\
4P
hpase = <hfin + ks) (4.3.143)
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4.4 Model Validation

The 2.5-D microchannel model was then validated through a series of tests. First,
fully developed and developing single-phase tests were conducted wherein the 2.5-D
model was compared to a full 3-D CFD simulation, comparing hydrodynamic and
thermal performance. Then, the effects of two-phase physics options were investigated,

and the model was compared to two-phase experimental data.

4.4.1 Single-Phase Validation

To validate the model, the model was first run in single-phase mode for a wide
range of flow rates, manifolds, and surface geometries and fluids relating to those
encountered during the course of the experiments performed in the present study and the
geometries tested by Cetegen [10]. The pressure drop and overall heat transfer coefficient
was then compared to that obtained from a commercial 3-D CFD software.

The test cases can be divided into two categories: fully developed and developing.
The flow rates, manifolds, surfaces and fluids encountered in the present work tend to be
fully developed, while those from Cetegen tend to be developing. The geometries of the
test cases are given in Table 4.4.1. The fully developed comparison is given in Fig. 4.4.1,
while the developing flow comparison is given in Fig. 4.4.2.

For fully developed flow, the 2.5-D model is exceedingly accurate, as the solid
lines (2.5-D CFD) almost always intersect the data points (3-D CFD), as shown in Fig.
4.4.1. In fact, when 2.5-D CFD prediction is plotted against the 3-D prediction, most of

the data points fall within 5% of the 2.5-D CFD prediction, as shown in Fig. 4.4.4(a).
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Table 4.4.1: Summary of manifold and microchannel geometries

Manifolds
Name Lin Lman Lout Lch = Lin/2 + Lman + Lout/2
[pm] [pm] | [pm] [pm]
Ti64SS 100 400 100 500
Ti64S 150 350 150 500
Ti64 200 300 200 500
Half 250 250 250 500
Quarter 100 100 200 250
Cetegen 200 450 500 800
Surfaces
Wen Wy hy hy
Name [m] | [um] | [pm] [jan]
#E 10 10 100 400
#Eb 10 5 100 400
#C 22 40 415 200
#17 42 85 483 200
#12 60 118 406 200

The surfaces tested by Cetegen reveal a more complicated trend, as shown in Fig.
4.4.2. For these surfaces, at low flow rates (e.g. surface #17; G=200 kg/m?-s), the flow is
fully developed, and the fully developed models for friction and Nusselt number (solid
lines) are accurate. However, as mass flux is increased (e.g. surface #17; G=400-600
kg/m?-s), the flow transitions from fully developed to developing, and the developing
correlations for friction and Nusselt (dashed lines) are needed to match 3-D CFD
predictions. As the mass flux is increased even higher (e.g. surface #17; G>600 kg/m?>-s),
inertia acts to cause secondary flows to develop underneath the inlet and below the outlet,
as shown in Fig. 4.4.3, resulting in non-negligible z-velocity component: i.e., a 3-D flow.
The pressure drop and heat transfer coefficient are therefore observed to increase, and the
2.5-D model with developing flow (dashed lines) no longer provides accurate predictions
since this simplified model does not simulate 3-D flow. The accuracy of the developing

flow cases is shown in Fig. 4.4.4(b). For cases where the flow remains 2-D, the 2.5-D
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model with developing flow correlations provides accurate predictions to within 5%.
However, as expected, when the flow is 3-D, the accuracy of the 2.5-D model is reduced
to 20%. Further work is required to characterize under what conditions the flow can be
assumed to remain 2-D, such that the 2.5-D model can accurately predict thermal and
hydrodynamic performance without the need to double-check with 3-D CFD.
Nevertheless, it is worth noting that the error associated with this simplified
model is largely one directional: for both heat transfer coefficient and pressure drop, this
model will tend to under-predict. Thus, this model, in its present form, can still be used to
provide conservative estimates of heat transfer coefficient, and reasonable estimates of
pressure drop, with the understanding that both pressure drops and heat transfer
coefficients might be higher than predicted. Moreover, the model can also be used as a
computationally inexpensive means of obtaining a starting point for optimization using a

full 3-D CFD model.
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Fig. 4.4.1: Single phase fully developed comparison between 2.5-D to 3-D Model with (a) R245fa and (b) ethanol. Data points
represent the 3-D CFD while lines represent the 2.5-D model.
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Fig. 4.4.3: Cross sectional cuts of velocity vectors for Surface #17: (a) G=200 kg/m?-s, (b) G=600 kg/m*-s, (c) G=1400
kg/m?-s. As mass flux is increased, flow becomes increasingly three-dimensional.
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4.4.2 Effect of Physics

Next, the effect of varying the physical models used to predict two-phase flow
was assessed. Surface #17 was selected as a candidate for varying the physics since both
trends were observed in the experimental data from Cetegen [10]. The dimensions of
surface #17 are given in Table 4.4.1. The physical models were changed sequentially, and
all changes were cumulative. The results are shown in Fig. 4.4.6. A summary of the
physics options is given in Table 4.4.2.

Initially, the momentum and friction is set to homogenous, and the void fraction
set to Zivi. Homogenous void fraction was not used since the flow is expected to be
annular, and the homogenous void fraction would predict extremely thin film thicknesses,
which would predict order-of-magnitude larger heat transfer coefficients. The liquid was
also assumed to be thermally fully developed. A plot of the wall heat transfer coefficient
vs. outlet vapor quality is given in Fig. 4.4.5(e). The plot shows that even as the mass flux
is increased from 200 kg/m%s to 1400 kg/m?-s, the heat transfer coefficient is largely
unaffected. In stark contrast, the location of the thin film is observed to change
significantly with mass flux: as mass flux increases, inertia carries the flow toward the
bottom of the channel, as shown in Fig. 4.4.5(a)-(d). However, heat transfer coefficient
remains unaffected since the conductance of the copper fin is much larger than the wall
heat transfer coefficient. Accordingly, the exact location of the thin film is relatively
unimportant, compared to the thickness of the film.

First, physics options which affect the wall heat transfer coefficient were changed
one-by-one. The model was then run with forced-convection turned on, and the wall heat

transfer coefficients were observed to decrease, for the two mass fluxes given in Fig.
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4.4.6. The addition of forced-convection heat transfer acts to superheat the liquid before
evaporating it. This, in turn, results in lower local vapor qualities and subsequently
thicker films, reducing wall heat transfer coefficient. Nucleate boiling was then turned
on, and the heat transfer coefficient was observed to increase significantly. For surface
#17, heat transfer coefficient from nucleate boiling tends to be larger than the heat
transfer coefficient from film evaporation, due to the relatively wide channels of surface
#17. Lastly, developing Nusselt was turned on, and the wall heat transfer coefficient was
observed to increase further. However, the relative increase was larger for the larger mass
flux of 800 kg/m?-s than for the lower mass flux of 200 kg/m?-s, since the lower flow rate
was nearly fully developed.

Next, the physics options which affect pressure drop were changed. The friction
factor was changed from homogenous to annular, and the pressure drop for both mass
fluxes was observed to increase. However, the increase was not nearly as large as one
would expect from the pressure drop vs. quality plot shown in Fig. 4.3.3. This is because
only a small area of the channel was operating at high vapor qualities below 100%, where
annular pressure drop is larger than homogenous (see Fig. 4.3.3). As shown in Fig.
4.4.5(a)-(d), a large area of the channel was actually dry, despite the outlet vapor quality
being only 10%. Accordingly, only a small portion of the total pressure drop is generated
by flow in the moderate quality range, and accordingly, the pressure drop does not
increase as drastically as one might expect. Finally, the friction factor was changed to
developing, and the pressure drop was observed to increase. However, the increase was
significantly larger for the higher mass flux case (G=800 kg/m?-s) since the higher mass

flux was more in the developing regime.
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Accordingly, the most accurate physics options are assumed to be homogenous
momentum, developing friction, Zivi void fraction correlation, and developing Nusselt

number.
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Table 4.4.2 Summary of various independent and mutually exclusive physics options, as well as corresponding equations

Momentum Friction Void Fraction/Slip Liquid Temperature
Homogenous Vo_1d Homogenous, fully Homogenous vo_1d fraction Thermally fully developed:
fraction correlation developed correlation Eqs. (4.3.64) & (4.3.71a) & (4.3.83)
Eq. (4.3.113a) Egs. (4.3.52a) & (4.3.53a) Eq. (4.3.113a) qs- (%2 e e
Zivi void fraction L . . Thermally developing:
correlation | - Annular fuly developed | Zivivold fraction correlation | o (4.3.64b) & (43715) &
Eq. (4.3.113b) as. (%3 o 4. (%2 (4.3.83b)
Full};r(lisl\ile;?ped Developing Fully developed annular Developing Nu
Eq. (4.3.113¢) Egs. (4.3.52¢c) & (4.3.53¢) Eq. (4.3.113c) Egs. (4.3.64b) & (4.3.71b) & (4.3.83¢)
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4.4.3 Two-Phase Model Validation

The simulation results with the most accurate physics options were then compared
to the two-phase results obtained by Cetegen [10], and the results shown in Fig. 4.4.7.
Unlike the results of Cetegen, the trends predicted by the model are more organized. For
all cases, at the same vapor quality, an increase in the mass flux will increase the wall
heat transfer coefficient. In addition, for cases when the flow is observed to be thermally
developing (surface #17 & #12: G>800kg/m?-s) the heat transfer coefficient closely
matches the experiment. This result is in agreement with the result of the preliminary
forced-convection model, which showed that for these conditions, wall heat transfer was
nucleate boiling dominant, and when heat transfer coefficient was nucleate boiling
dominant, nucleate boiling correlations provided reasonable estimates of heat transfer.
However, when flow is film-evaporation dominant, predictive accuracy decreases.

Pressure drop predictions for surface #C and surface #17 are very accurate at low
vapor qualities. However, accuracy decreases as vapor quality increases. This could be
due to a shift from laminar to turbulent flow, which was not modeled. The fact that the
divergence occurs at lower vapor qualities as mass flux is increased seems to indicate that
transition from laminar to turbulent flow is responsible for the lack of agreement. Finally,
it is worth noting that some cases (surface #C, G=1000 kg/m?-s; surface #12 G=800 &
1200 kg/m?-s) do not match well with the model. However, for these cases, the pressure
drop at low vapor qualities exceeds the value predicted by single-phase 3-D CFD.
Accordingly, the accuracy of those data sets is questionable, and those data sets were
removed when assessing accuracy of the model. With these data points removed, the

predicted values matched experiment to within 30% (see Fig. 4.4.8).
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4.5 Discovery of Baseline Geometry & Parametric Study

The CFD model was then used to simulate various surface and manifold
geometries until one was found that could deliver the goals of the project. This geometry
then became the baseline geometry for experimental design. It is worth noting that since
the preliminary annular film evaporation with physics-based void fraction model
predicted that the annular void fraction correlation is more accurate for the channel
widths tested here, the annular void fraction correlation was used instead of the Zivi
annular void fraction correlation. The geometries tested to arrive at the baseline design
are given in Table 4.5.1, and serve as a parametric study on the effects of varying
geometric parameters.

The contours of vapor quality, pressure drop and wall superheat are given in Fig.
4.5.1. For the initial guess, it is observed that a large area of the fin is dry; this, in turn,
causes a large imbalance in the fin temperature, forcing it to spread from the dry side to
where the surface is wetted. In addition, while the pressure drop is below the threshold
for ICECool (10% Pg,; = 18 kPa), the base superheat is above it (30K). Accordingly,
the inlet and outlet widths were reduced. Reducing the inlet and outlet width increases
pressure drop by forcing the fluid through a narrower gap and by requiring the flow to
travel a longer distance through the microchannel. The increased distance between the
inlet and outlet also acts to force the liquid to spread out inside the microchannel, as the
microchannel approaches a straight microchannel, rather than the U-shape of a manifold-
microchannel. This, in turn, increases heat transfer coefficient by causing more of the
microchannel area to be wetted with liquid. These predictions are in line with observed

trends, as shown in Fig. 4.5.1(b).
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Next, since the liquid was observed not to reach the bottom of the channel, it was
thought that the dry region on the bottom of the channel was wasted, and heat transfer
could be improved by reducing the fin height by the length of the dry region: i.e., ~20
pm. However, when this was done, the liquid was still observed to not reach the bottom
of the channel (see Fig. 4.5.1(c)). As the liquid approaches the bottom of the channel
from the inlet side, pressure builds up due to stagnation, causing the liquid to slow down
and turn. Because of the low velocities in this region, the liquid can easily heat up and
evaporate. The rapidly expanding vapor then acts to push the liquid in the opposite
direction. Therefore, decreasing the height of the fin does not improve the wetting at the
bottom of the channel. Instead, decreasing the height of the channel increases base
temperature because of the reduced surface area and increases pressure drop because of
the reduced flow area. Accordingly, decreasing the fin height is not desirable and this
change was not carried to the next trial. Thus, the initial height was restored.

Finally, the fin width was reduced. The base temperature was observed to
decrease slightly, and pressure drop was observed to decrease to below the threshold
value. The base temperature decreases because reducing the fin thickness increases
surface area enhancement faster than it decreases fin efficiency. In addition, pressure
drop is reduced because more flow area is added, thereby reducing velocities.
Accordingly, because the pressure drop is within the specifications and base temperature

is close, this design was selected as the baseline design.
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Table 4.5.1: Geometries tested to arrive at baseline manifold and microchannel geometry

Manifolds
Name Wen | Wr hf Lin | Lman Lout |Len = Lin/2 + Linan + Lout/2
[um]|[um]|[pm]|[pm]| [pm] | [pm] [wm]
0. Initial Guess 10 | 10 |100|100| 100 200 250
1. Squeeze Inlet & Outlet 10 | 10 |100] 50 | 175 100 250
2. Reduce Fin Height 10 [ 10 | 80 | 50 | 175 100 250
3. Reduce Fin Thickness: Baseline 10 | 5 |100] 50 | 175 100 250
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4.6 2.5-D Microchannel Model Summary

A 2.5-D microchannel model was created by combining the physics simulated in
each of the preliminary models. The 2.5-D is designed to provide reasonable predictions
of heat transfer coefficient and pressure drop for all channel widths and mass fluxes. The
2.5-D model was first validated by comparing its fully developed and developing single-
phase thermal and hydrodynamic predictions to those obtained by a commercially
available 3-D CFD program. For fully developed and developing flow where the flow
remains 2-D, predictions within 5% were obtained. However, as inertia increased, the
flow was shown to become 3-D, and the accuracy of the 2.5-D model could no longer be
guaranteed. Further work is needed to determine under what conditions the flow can be
considered to remain 2-D so that the model can be used without needing to validate the
results with 3-D simulations.

The model was then compared to two-phase experimental results obtained by
Cetegen [10], and was shown to predict the correct order of magnitude and trends for heat
transfer coefficient. In addition, accuracy was observed to increase when nucleate boiling
was the dominant two-phase heat transfer mechanism. Pressure drop predictions overall
were observed to be accurate to within 30% for the whole range of mass fluxes, vapor
qualities, and surface geometries, and accuracy could be improved at higher flowrates
and vapor qualities by incorporating a turbulent friction factor.

Finally, a parametric study on the effects of various geometric parameters was
performed, and used to arrive at a baseline geometry capable of achieving the ICECool

metrics.
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5 Experimental Design

With a baseline design defined, the next step was an experiment to validate the
model and demonstrate the potential of an embedded, two-phase FEEDS system. Thus,
this chapter will discuss the design of the FEEDS experiment. First, an analysis of
working fluids will be conducted, specifically as it relates to meeting the objectives of the
ICECool program. Second, a manifold model will be presented, allowing for the
evaluation of different manifold configurations, and design of a manifold to provide an

even flow distribution.
5.1 Working Fluid Selection

One of the first decisions when attempting to design an experiment to meet the
ICECool requirements is working fluid selection. Often, designers are confronted with
two working fluids, each with different favorable properties. To select the best working
fluid, a designer must know how all the working fluid properties, together, will affect
system performance. Accordingly, a system-level model was created, based on the
ICECool operating conditions and requirements, to determine optimal working fluid
selection. Working fluid selection was conducted at room temperature (30°C) for Si test

chips.
5.1.1 System Level Model

A system-level model was created based on the ICECool nominal operational

conditions and requirements. The baseline design presented in Table 4.5.1 was used to
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calculate velocities, flow rates, pressure drops, and fluxes. The definitions of the
referenced geometric variables are given in Fig. 3.1.1.

The fluid properties for various fluids were then obtained from the built-in
database in EES software [59]. Density, p, and viscosity, u, were called assuming
saturated conditions at the chosen temperature. Latent heat, h;,,, was calculated manually
by computing the difference in enthalpy between saturated vapor and saturated liquid at
the specified operational temperature. The outlet vapor quality, X,,;, was assumed to be

90%, and the system power, P,, ¢, was assumed to be 1 kW. The total system mass flow

s
rate, m,s, Was then calculated from energy balance:
Psys = MsysXout My (5.1.1)
Similarly, the power per channel, P,,, and mass flow rate per channel, m,, can
be computed from the geometry,
Pen = MenXoue hiy = Len(Wen, + wyr)q” (5.1.2)
where Py, is related to ¢”' via the footprint area, A, which is always equal to 1 cm?:
Pys =q"A (5.1.3)
Superficial velocities for the liquid and vapor phases, U; and U, respectively, can
be computed via the total mass flow rate, cross sectional area, and densities of the liquid
and vapor phases:
gy, = mep(1 = Xoye) = piwenheUy (5.1.4)
mep = MepXoue = PoWenheUy (5.1.5)
The liquid and vapor Reynolds numbers can then be computed from their

definitions:
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_ pU; Dy

Re 5.16
l Hi ( )
U,D
Rev — PvYylp (5-1-7)
oy

where hydraulic diameter, D;,, is computed from:

The liquid and vapor friction factors, f; and f,, can then be computed for laminar
flow:
fi =96/Re, (5.1.9)
f, = 96/Re, (5.1.10)
The characteristic pressure per unit length for the liquid and vapor phases, dP;/dx

and dPB,/dx, can be computed from:

dP, 1f,

2 _ 22
ax 2D, piU; (5.1.11)
ap, 1f, (5.1.12)
I ED_hp”U”

While these characteristic pressure drops per unit length might not be physically
accurate for the system, they are very useful when comparing working fluids to each
other to give an idea of the relative performance.

The vapor void fraction, a, can be computed using the Zivi void fraction

correlation:
1
a = >
1-X Pv\3 (5.1.13)
1+ out ( Pv
Xout (pl)

The film thickness, &, can then be computed geometrically:
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§=(1—we/2 (5.1.14)
and the expected wall heat transfer coefficient from thin film evaporation, h.s,., can be
computed assuming thermally developed conditions using the liquid thermal
conductivity, k:

hife = k/ 6 (5.1.15)
Similarly, the wall heat transfer coefficient from nucleate boiling, h,;, can be

computed using the correlation by Forster and Zuber [46]:

k°'79C£'45p10'49
_ 0.24 A p0.75
hop = ¢4 <G°'5u?'29h?'24p3'24> ATsqt" APsgt (5.1.16)

v
Finally, the expected change in saturation temperature for a 20 kPa pressure drop,
ATq¢ 20kpa, Can be computed directly from fluid property tables. A 20 kPa pressure drop
was chosen because it is a reasonable pressure drop and roughly corresponds to the

DARPA metric requiring a less than 10% absolute pressure drop across the microchannel

when R245fa is used as a working fluid.

5.1.2 System Level Results & Working Fluid Selection

The results for various working fluids in order of increasing saturation pressure
are given in Fig. 5.1.1. The table is color coded, with green indicating (relatively)
superior performance and red indicating (relatively) inferior performance. Low-pressure
refrigerants, such as water and acetone, are not preferable despite their favorable thermal
properties, due to the low vapor volume and resulting large vapor velocities. This holds
true despite the significantly larger latent heats that these fluids possess, compared to
refrigerants, which would otherwise reduce the volumetric flow rate needed to dissipate a

given heat load. In addition, high pressure refrigerants are less desirable due to
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hermeticity requirements and increased structural support needed. In the end, the working
fluid R245fa was selected for room temperature experiments due to its low pressure and
high vapor density. In addition, the authors of this work also had past experience working

with this fluid, and were therefore able to compare system performances.

Refrigerant P k h_wall_nb|h_wall_tfe |h_lv_bar| V_in |V_out| dp_ldx | dp_vdx |dT_sat_20kPa
[Pa] [[W/m-K][[W/m2-K] | [W/m2-K] | [J/m3] | [m/s] |[m/s]| [N/m"3]][N/m"3] (€]
Water 4246 | 0.6029 | 6554 | L.11E+09 |2.42E+09|0.004593| 677 | 586269 |2.07E+09] 343
Acetone 38057 | 0.16 7572 | 2.62E+07 |4.12E+08| 0.02695 | 105 |1.27E+06|2.57E+08 10.7 Pressure

Too Lt
n-Pentane | 82618 | 0.1154 | 9847 | 8.27F+06 |2.23E+08| 0.04978 | 561 |145E+06|1.23E+08|  6.249 oo oW

sopentane | 109030 | 0.1122 | 9569 | 6.60E+06 |2.08E+08| 0.05349 | 44.75 | 1.75E+06|1.06E+08]  5.049
“R245fa | 177175 | 007966| 10508 | 3.71£+06 |2.48E+08[ 0.04476 | 26.34 [2.706406|8.736407| 3041 |
= n-butane | 283934 | 0.1005 | 17384 | SA2t:06 |2.02E+08] 0.05514 | 19.63 | L 3AL+06|4.88L 07| | 2.289

R42b | 200851 | 0.08906 | 15785 | 2.56E+06 |2.18E+08| 0.0509 | 14.48 |2.66E+06]5.486407]  1.681
Isobutane | 404456 | 0.08739 | 19309 | 2.20E+06 |1.76E+08| 0.0831 | 14.60]1.44E+083.72E407]  1.724
]SulfurDioxide 461976 | 0.1926 | 29935 | 7.82E+06 |4.74E+08| 0.02342 | 112 | 900726 |4.75E+07]  1.325
%! Dimethylether| 634343 | 0.1422 | 37349 | 330E+06 |2.57E+08| 0.04327 | 8905 996401 |2.72€+07|  1.039
Toxic! R152a 590683 | 0.09841 [ 31111 | 2.14E+06 |2.41E+08| 0.04604 | 8562 |1.14E+06(2.93E+07|  1.002 Pressure

\ R134a | 770642 | 0.0808 | 30928 | LA47E:06 |2.06E:08] 0.05404 | 7.696|1.58:+06/3.006:07] 08946 Too High

Ammonia |1.17e+06] 0.4714 | 135949 | 139e+07 |6.816+08] 0.01631 | 4.821] 327622 [1.54E+07]  0.5729

Fig. 5.1.1: Working fluid selection. Fluids presented in order of increasing vapor
pressure. Metrics are color coded with red signifying relatively inferior
performance and green signifying relatively superior performance.

5.1.3 Working Fluid Selection Summary

A system-level working fluid model was created in EES based off the ICECool
metrics. Various working fluids were evaluated. Low pressure fluids—such as water and
acetone—are not favorable, due to the miniscule densities of their saturated vapor phase,
which would result in excessive velocities. Similarly, refrigerants with high saturation
pressures require robust structure to prevent system rupture, and are not desirable.
Accordingly, R245fa was selected as a working fluid, due to its moderate pressure and

acceptable vapor density.
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5.2 Manifold Model & Configuration Selection

One of the main challenges of this project was to scale down the manifold, to
allow for a more compact form factor to enable use of manifold-microchannel technology
in real-world embedded heat sinks. Reducing the form factor of the footprint presents
challenges, since this size reduction cannot come at the cost of flow distribution. This
challenge is especially difficult in high heat flux, high vapor quality two-phase systems,
where unevenness in flow distribution becomes exacerbated by rapidly boiling fluid, and
could result in permanent system damage if large regions of dryout are present.
Accordingly, manifold design is a top priority, and modeling is a crucial tool in ensuring
the manifold provides an even inter-microchannel flow distribution.

Similarly, when modeling an embedded two-phase FEEDS system, it is also
desirable to assume an even inter-microchannel flow distribution in order to shrink the
domain down to a unit cell, or else the entire array of microchannels would have to be
simulated simultaneously, resulting in drastically increased computational cost. Thus, the
aforementioned microchannel models will only match experimental data if an even flow
distribution is obtained. To ensure this was the case, a manifold model was created to
predict the pressure distribution in the inlet and outlet manifolds and resulting
microchannel flow distribution for a given geometry and manifold configuration.

Thus, our approach was to first model the various manifold configurations found
in the literature, and select one that was compatible with the high heat flux, two-phase
characteristics of ICECool. Second, a manifold was designed for the baseline geometry

given in Table 4.5.1.
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5.2.1 Z-Type and C-Type Manifold Configurations

One of the first decisions in manifold design is the manifold configuration. There
are two common types of manifolds found in the literature: Z-type & C-type, each named
for the shape the flow creates as it passes from the inlet, through the microchannel array,
and to the outlet. In Z-type manifolds, flow enters the inlet manifold from one side (left),
where it then turns (downward) into the microchannels, and is subsequently vented in the
outlet manifold in the opposite direction that it originally entered (right), as shown in Fig.
5.2.1(a). In C-type manifolds, flow enters the inlet manifold from one side (left), where it
then turns (downward) into the microchannels, and is subsequently vented in the outlet

manifold in the same direction that it originally entered (left), as shown in Fig. 5.2.1(b).

Inlet Manifold

Microchannel
Array

Outlet Manifold _—_—

Inlet Manifold

Microchannel
Array
<4 Outlet Manifold

(b)
Fig. 5.2.1: Manifold flow configurations (a) Z-type and (b) C-type.
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For single-phase flows with identical inlet and outlet geometry, it is reasonable to
assume that Z-type manifolds would provide a more even flow distribution than C-type,
since regardless of the path the fluid takes, the total flow length is the same for Z-type. In
addition, since pressure drop in the manifold is proportional to velocity, if an even flow
distribution is obtained, the pressure gradient will be steepest near the entrances of the
inlet and outlet and flattest near the ends of the inlet and outlets. For the Z-type channel,
the gradients will be going in the same direction (see Fig. 5.2.2(a)), whereas for the C-
type, the gradients will be going in opposite directions (see Fig. 5.2.2(b)). Accordingly,
the pressure profiles might look something like what is shown in Fig. 5.2.2. Therefore,
from this simple analysis, the Z-type manifold is more likely to provide a more even flow
distribution. However, it is worth noting that the flow distribution in both configurations
is likely to be excellent if the pressure drops in the inlet and outlet manifold are both
negligible compared to the pressure drop in the microchannel array. Thus, a more even
flow distribution can be obtained simply by increasing the pressure drop in the
microchannels. Accordingly, a model is needed to predict the inlet and outlet manifold

pressure drops so that an appropriate design and configuration can be selected.

Pressure 1 . -
Drop Across Steepest 11 Flat at
Microchannel Gradientat 1 : i Cha a |
Channel 1 IAPCh: : '/ anne
1 I Ends
Entrances
Vb=
P L Pout
out . 7 > 7
Z-Type C-Type
(@) (b)

Fig. 5.2.2: Expected pressure drop distribution in inlet and outlet manifolds for (a)
Z-type (b) C-type.
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5.2.2 Model Assumptions and Simplifications

The following assumptions were made in this model:
(1) Steady-state, fully developed 1-D flow;
(2) The flow distribution to each manifold inlet is equal;
(3) Viscous effects can be simulated using a laminar or turbulent fully developed
friction factor;
(4) The inlet is saturated liquid, and the outlet is saturated vapor, regardless of flow
distribution;
(5) The momentum and continuity equations can be treated as continuous, despite the
presence of discrete fins and microchannels;
(6) The pressure drop in the microchannel is assumed to scale linearly with velocity;
(7) The operational conditions match those specified by the ICECool metrics:
a. The flow rate is selected to obtain 100% outlet vapor quality at
1 kW /cm?
b. The average pressure drop across the microchannels is assumed to be
maximum value allowed: 10% of Py;.

It is worth noting that even though the ICECool requirements specify only 90%
vapor quality, 100% vapor quality was used to model the manifold configuration, since
only a rough comparison between manifold configurations is needed to select a manifold
configuration. In addition, using 100% vapor quality simplifies the outlet manifold
calculations, since single-phase vapor flow is more straightforward to model than a two-

phase mixture.
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In addition, since the microchannel flow rate and outlet vapor quality are
decoupled, the accuracy of the model declines when the flow distribution is poor. In fact,
when the model predicts a poor flow distribution, the actual flow distribution is likely to
be even worse. However, when the model predicts a uniform flow distribution, the outlet
vapor quality, if it were coupled to microchannel flow rate, would be uniform as well.
Thus, since we are interested only in geometries and configurations which provide a
uniform flow distribution, this simplified assumption is worth avoiding the added

complexity of coupling the microchannel flow rate with vapor quality.

5.2.3 Model Domain and Variables

The model domain is shown in Fig. 5.2.3. Regardless of configuration, the
manifold length is assumed to be the entire length of the chip, 1 cm. Since an even flow
distribution between manifold inlets is assumed, only one inlet and outlet pair needs to be

simulated, as shown in Fig. 5.2.3.
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Fig. 5.2.3: Manifold model domain.

5.2.4 Model Boundary Conditions

The boundary conditions for the two manifold flow configurations are shown in

Fig. 5.2.4. Although the two different manifold configurations require different couplings

and boundary conditions, the governing physics are the same.

Wall
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Wall

Pressure

Outlet Wall

(b)
Fig. 5.2.4: Manifold model boundary conditions: (a) Z-type and (b) C-type.

5.2.5 Model Equations

The governing continuity and Navier-Stokes equations were discretized in 1-D
using first-order upwind discretization, similar to that presented in the 2.5-D

microchannel model.

5.2.5.1 Conservation of Mass

The control volumes for conservation of mass are shown in Fig. 5.2.5.

Continuity Continuity
wi > pl" > wily wi' >l > wil
v ¥
(pu)™ (pup)™
Nout;
(pull) (pui.)out
v
Wiout__) p?ut__) Wi(]-:llt WI_O_'T_«llQ__ p?ut<—— W{)ut
(a) (b)

Fig. 5.2.5: Control volumes used for conservation of mass for each manifold
configuration: (a) Z-type and (b) C-type.
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From Fig. 5.2.5, conservation of mass takes the form,

pin(Wi" —wity) = pinui" Az/H (5.2.1)
for the inlet manifold, and

out outy _

pout(Wi —Wit1) = poutu?utAZ/H (5.2.2)
for the outlet manifold. It is worth mentioning that for the configurations considered here,
Pin 1S the saturated liquid density—p;—and p,,; IS the saturated vapor density—p,,.

In addition, conservation of mass in the microchannel takes the form,

pinulénWin = poutu?utWout (5.2.3)
5.2.5.2 Conservation of Z-Momentum

The control volumes for conservation of Z-momentum are given in Fig. 5.2.6.

Z-Momentum Z-Momentum
i o]
win —eple—e b, —> win in ——>PrfLM1]l——> D, —> win
i-1 : Pi Wit Wi—1 : b Wit1
] | i
- Vv v v_.
(Aui— )™ |(pu)™ (pu;—1)™ |(pu)™
t
(pui_]l)ou (puli)out (P i_%)out (pu!;)out
¥ v v v
: : t : :
WPt > by > wi | | WPl e B - Wi
w; Wi :
(a) (b)

Fig. 5.2.6: Control volumes used for conservation of momentum for each manifold
configuration: (a) Z-type and (b) C-type.

The governing equation for conservation of z-momentum in the inlet is of the

form,
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in in
wiZy +w;

Pin > wih + iy
wit +wih u, +u"Az . .
I iy g M XD iy i (524
apln
+ Az—
0z

for the inlet, where a momentum source term, dp/dz, has been added to simulate the

friction associated with the 3-D flow:

op 1f 2
Fr ED_hp Wi (5.2.5)

The friction factor, f is taken for laminar or turbulent flow:

f= {96/Re Re < 2300

(0.791n(Re) — 1.64) 72 Re > 2300 (5.2.6)
and the hydraulic diameter, D, is calculated based on the manifold inlet geometry:

44, 2WH
P W+H

Dy, = (5.2.7)

It is worth noting that this source term can be computed for both the inlet and outlet
manifolds by using the appropriate geometry (W, or W,,.), fluid properties (p;, or
Pout), @nd velocities (w/™ or wf¥t).

The governing equation for conservation of momentum in the outlet manifold
takes on two forms, depending on manifold configuration. For the Z-type manifold

configuration, conservation of Z-momentum takes the form,
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out out
w;7 +w;

Pout T Wio—ult + p?lilt
out out
Wiy, +w;
= pout%wiout (5.2.8)
out out out
wiiy +w; Az . . dp
*+ Pout > _ﬁwiou +pf” +AZ£

For the C-type manifold, the flow direction is assumed to be reversed, and so the
upwind scheme requires a slightly different form:

out out
w1 +w;

ot w4 pt
out out
Wit tw;
= Pout %Wﬁgf (5.2.9)
out out out
w1 tw; Az " " op
+ Pout 2 gwlou +plou +AZE

where dp/0z°*t can be computed from Egs. (5.2.5)-(5.2.7) using the outlet manifold

geometry.

5.2.5.3 Conservation of X-Momentum (Equation for Inlet-Outlet Pressure

Difference)

Since velocity components perpendicular to the flow direction are present (despite
the 1-D nature of this model), an additional set of equations is needed to relate the
difference in pressure between the inlet and outlet in order to fully define the system. As
stated above, the pressure drop in the microchannel was modeled as scaling linearly with
velocity. Therefore, the following equation can be used to relate the difference in inlet

and outlet pressure to the velocity entering the microchannels:

P" — P = couf" (5.2.10)
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where ¢, is a constant, the value of which is assumed to be set such that the average
pressure drop between the inlet and outlet manifolds is equal to the metric defined by the
ICECool program. Thus, the model assumes that the microchannel is designed such that

it meets the ICECool metrics for pressure drop under the design conditions.
5.2.5.4 Applying Boundary Conditions

Only four boundary conditions are needed. Two of these boundary conditions are
in the inlet manifold: the initial inlet velocity, wi™ = V;,,, and the velocity at the end of
the manifold, wi, = 0. The other two boundary conditions—the pressure and velocity
at the entrance and end of the outlet manifold, respectively—depend on the manifold
configuration. For Z-type manifolds, the boundary conditions are wf*t = 0 and pg*t =
Ps,:, While for C-type manifolds the boundary conditions are p*t = pg,, and w44 = 0.

The inlet velocity, V;,, can be computed using the geometry and ICECool
requirements. In particular, V;,, may be computed by assuming that all of the flow
entering the inlet manifold is completely evaporated and that the average heat flux over
the domain of the model is 1 kW /cm?:

2(Win/2 + Winan + Wout/2)Lq" = tithy, = piWinH Vig gy (5.2.11)
where hy,, is the enthalpy of evaporation, and L, Wi, Wan, Wous, and H are defined in

Fig. 5.2.3.
5.2.5.5 Mathematical Formulation and Solution

Thus, three sets of variables—w, u, and p—must be solved. The discretized

equations were formulated and solved using EES, a commercial software package
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capable of solving systems of nonlinear equations. EES is also particularly well suited for
this application, since it has a built-in database of fluid properties, and can be used to
implicitly find the value of ¢, needed to make the average pressure drop between the

liquid and vapor 10% of P,,;, as per the ICECool requirement.
5.2.5.6 Mesh Independence and Verification

Approximately 250 cells were found to be required to obtain mesh-independent
results. The model was verified by comparing it to analytical solutions and verifying

conserved quantities.
5.2.5.7 Data Analysis Equations

In order to gauge the inter-microchannel flow maldistribution, a parameter, 3,
was defined as
_ ,in

um ult.
B = w (5.2.12)
umean
which is the difference in maximum and minimum microchannel inlet velocity divided by

the mean. Large values of £ indicate large flow maldistribution, and should be avoided.
5.2.6 Manifold Configuration Results

The model was then run for the geometry shown in Fig. 5.2.3 for both manifold
configurations. The resulting inlet and outlet pressure profiles are shown in Fig. 5.2.7,

below, along with their accompanying flow maldistribution parameter, £3:
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Fig. 5.2.7: Inlet and outlet pressure profiles for all three manifold configurations:

(a) Z-type and (b) C-type. Both configurations have enormous pressure drops on

the outlet due to the confined vapor and consequent large velocities, resulting in
terrible flow distribution.

From Fig. 5.2.7, it is clear that Z-type and C-type manifold configurations are

unacceptable. As expected, the large volumetric flow rates associated with single-phase
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vapor flow causes a large pressure drop in the manifold outlet, while the pressure drop in
the liquid phase is almost invisible by comparison. Thus, the pressure difference between
the inlet and outlet manifolds varies wildly, resulting in excess of 3000% flow
maldistribution for the C-type and Z-type manifolds. This shouldn’t be surprising, given
that vapor velocity peaks at 264.3 m/s at the entrance of the outlet for both Z-type and C-
type manifolds.

Thus, while Z-type and C-type manifolds work well for single-phase flow, since
flow length might be even or pressure gradients might be balanced, these advantages do
not translate to two-phase systems, in which the symmetry between the inlet and outlet is
not present due to changing fluid properties (and in fact, this can be true of single-phase
flow as well if a large enough temperature change occurs between the inlet and outlet

manifolds). Accordingly, a new manifold flow configuration is needed.

5.2.7 L-Type Manifold Configuration and Results

Due to the enormous flow maldistribution from Z-type and C-type manifolds, a
new manifold configuration was proposed and modeled. The so-called L-type manifold
configuration is shown in Fig. 5.2.8(a). Fluid enters the inlet manifold from the left and
right sides, where it then flows through the microchannel array, and vents vertically,
perpendicular to the other two flow directions.

At first glance, L-type manifolds might seem drastically inferior, since they
neither guarantee an equal flow length for all fluid paths nor possess matched pressure
gradients in the inlet and outlet manifolds, since the flow in the outlet manifold is
perpendicular to the flow in the inlet. However, there are a few key advantages that make

L-type manifolds desirable for this application. First, the flow is simpler, since the outlet
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manifold is not coupled to the inlet via microchannel pressure drop; in fact, the pressure
in the outlet manifold is uniform in the z-direction, and the pressure drop through the
outlet manifold acts as an additional pressure drop to the microchannel array, thereby
only serving to improve flow distribution. Accordingly, to obtain an even flow
distribution with an L-type manifold, the pressure drop in only the inlet manifold must be
much less than the pressure drop in the microchannel array and outlet manifold
combined. This is especially important for two-phase systems when the outlet contains
vapor, since orders-of-magnitude higher velocities and volumetric flow rates are likely to
occur, resulting in larger pressure gradients than on the inlet side. Therefore, L-type
manifolds have the added advantage that if the manifold provides an even distribution in
single-phase, it will work for two-phase as well. This is not the case for Z-type and C-

type manifolds, and drastically simplifies design.
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Fig. 5.2.8: L-type: (a) flow diagram, (b) boundary conditions, (c) control volume
for continuity, (d) control volume for momentum, (e) inlet and outlet pressure
profiles. L-type manifold maintains reasonable vapor-side velocities, and therefore
achieves orders-of-magnitude better flow distribution than Z- and C-type
manifolds.
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The boundary condition for the L-type manifold is given in Fig. 5.2.8(b). The
control volumes for continuity and conservation of momentum in the inlet manifold are
given in Fig. 5.2.8(c) and Fig. 5.2.8(d), respectively. Continuity and conservation of
momentum in the outlet manifold are not needed, since the outlet manifold is not part of
the domain. Instead, the outlet manifold is assumed to be at a uniform pressure equal to
the saturation pressure; thus, the pressure drop through the outlet manifold, which could
only result in improved flow distribution for the reasons given above, was not modeled.
The boundary conditions for the inlet are unchanged from the previous formulation,
except that the inlet velocity is half the value given by Eq. (5.2.11) since there are two
inlets (see Fig. 5.2.8(a)-(b)).

The pressure distribution is shown in Fig. 5.2.8(e). The flow maldistribution
parameter for the L-type manifold is shown to be approximately 3%, indicating that this
is the preferred manifold configuration. This should come as no surprise, due to the
simpler flow configuration as well as the reduced vapor velocity in the outlet (see Fig.

5.2.8(e)). Accordingly, all future work will be conducted with L-type manifolds only.

5.2.8 Design of Manifold

Once a manifold configuration was selected, improvements to the model could be
made so that a working manifold could be designed. Since the L-type manifold was
selected, the outlet manifold could be excluded from the computational domain. The
performance, therefore, should not fundamentally change between single-phase and two-
phase operation, and the manifold could be designed for single-phase operation. Indeed, a
manifold which can perform well in single-phase and over a wide range of flow rates is

desirable, since it enables testing the of the system in single phase mode—for which
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conventional CFD software can be used to assess system performance by comparing
system pressure drop and thermal performance to the values predicted by the CFD
simulations.

In order to accurately predict manifold performance at various flow rates, the
response of the microchannels to various flow rates must be known and accurately
modeled. In addition, the assumption that the average pressure drop will always meet the
ICECool metrics was abandoned since we desired to test our system in single-phase
mode and at flow rates not related to ICECool. To obtain a more accurate representation
of the relationship between pressure drop and microchannel inlet velocity, the CFD
model was run for the geometries of interest. It is worth noting that the CFD model is
very accurate for these conditions, since the flow is fully developed, single-phase and
adiabatic (see Fig. 4.4.1). In the end, a quadratic correlation of the form,

dP = (colu;| + ¢y (5.2.13)
where ¢, and ¢, are fitting constants, was found to fit the CFD data. This method is
equivalent to the method used by other researchers, such as Arie et al. [19]. Thus, in the
improved model, Eq. (5.2.13) replaces Eg. (5.2.10). In addition, since the L-type
manifold has been selected, Egs. (5.2.2), (5.2.8) and (5.2.9) are not needed, since they
refer to the outlet manifold, which is no longer in the domain.

Since R245fa was selected as the refrigerant in the previous section, the pressure
drop-velocity relationship for the microchannels was determined with these fluids. In
addition, since ethanol was desired to be used as a single-phase validation fluid,
simulations were also run with ethanol to ensure a good flow distribution would be

obtained even during single-phase tests. The results are presented in Fig. 5.2.9.
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From the figure, it is clear that the flow maldistribution initially decreases with
increasing mass flux until flow maldistribution hits 0%, where it then begins to increase
with increasing mass flux. The reason for this is the balance of viscous and inertia forces.
For low mass fluxes, friction is dominant over inertia. Accordingly, the pressure in the
inlet manifold decreases in the z-direction. However, for very high mass fluxes, inertia is
dominant over friction. Accordingly, the pressure increases in the z-direction due to
stagnation of the flow. Therefore, there exists a critical, moderate mass flux at which the
pressure drop due to viscous forces and the pressure increase due to stagnation perfectly
cancel, resulting in a very uniform flow distribution.

In addition, it is clear that even with a 2 mm-tall inlet channel—a much taller
channel than could be manufactured with a single Si wafer in a MEMS processes—the
250 pm pitch will not allow for a uniform flow distribution for the whole range of mass
fluxes and fluids desired. Accordingly, the pitch was doubled to 500 pum, where a
uniform flow (8 < 2%) would be obtained for the whole range of mass fluxes and fluids
desired. However, as mentioned above, this geometry could no longer be fabricated with
Si using standard MEMS processes. Accordingly, 3-D printing was selected as the

fabrication method.
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Fig. 5.2.9: Flow maldistribution vs microchannel mass flux for R245fa and ethanol:
(@) 250 pm pitch and (b) 500 pm pitch.
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5.2.9 Manifold Model Summary

In conclusion, a 1-D manifold model was developed in support of the CFD model
in order to predict the inter-microchannel flow distribution through the manifold system.
The 1-D manifold model also allowed for the evaluation of two standard single-phase
manifold configurations. In the end, the model showed that for high heat flux two-phase
flow, these two manifold configurations would not provide an even flow distribution.
Therefore, a third manifold configuration—the L-type configuration—was proposed here,
achieving sufficiently low flow maldistribution.

In addition, the model was able to predict the resulting inter-microchannel flow
distribution for the baseline geometry discovered with the 2.5-D microchannel model.
Unfortunately, no reasonable manifold geometry could be found for that pitch which
could provide a uniform flow for a wide range of flow rates and working fluids.
Accordingly, the pitch was doubled, and a manifold which provided uniform flow for a

wide range flow rates and for two fluids was obtained.
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5.3 Experimental Design Summary

A system-level model based on the ICECool requirements was created and used
to select a working fluid for room temperature experiments in Si. Next, a manifold model
was created to assess the applicability of conventional single-phase manifold flow
configurations for a two-phase flow system. In the end, it was shown that the novel
manifold configuration designed in the present work is necessary for proper functioning
of large area (1 cm?) two-phase high heat flux manifold-microchannel systems. A
manifold was then designed with this model to provide an even flow distribution over a

wide range of fluids, mass fluxes, and vapor qualities.
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6 Press-Fit FEEDS Experiment

After modeling the manifold and arriving at a configuration and design that
provides an even flow distribution for single-phase and two-phase flow for a few
different working fluids, the next step was to design and fabricate the remaining
components. To begin, a modular “press-fit” design, in which the test section components
could be dissembled, cleaned, and mixed-and-matched, was selected. Before the final test
section design was obtained, numerous test section design iterations were tried. In the
interest of simplicity, only the final design is shown here (see Fig. 6.2.1), but previous

versions will be briefly discussed.
6.1 Failed Experimental Designs

First, the header and lid were 3-D printed in Ultem plastic, leading to erosion of
the header and clogging of the microchannels at high liquid flow rates. This part was
subsequently fabricated from stainless steel to avoid erosion and allow for operation at
higher temperatures. The lid was also switched from plastic to aluminum to enable high-
temperature operation (~200°C).

Second, initially, the RTD-heater was wired via press fitting the electrical
connections together. Upon experimental testing, excessive temperatures were observed
to cause plastic parts to melt, due to the high current and large contact resistance between
wires. Accordingly, all current-carrying electrical connections were soldered together,
including the chip to the circuit board, and the circuit board to the external power source.
This change necessitated further revisions to other components, in order to allow for test
section to be assembled.
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In addition, numerous versions of the manifold were produced in order to arrive at
a design without broken, wavy, and non-parallel grooves. As mentioned in Section 5.2.8,
3-D printing was selected as the manufacturing method. The selected material was
alumina due to the increased accuracy of the 3-D printing, as well as its ability to be
polished and lapped. The first generation of manifolds arrived mostly in-tact, the
channels were smooth, but the grooves were not straight and parallel to each other (see

Fig. 6.1.1(a)).

() (b)
Fig. 6.1.1: 3-D printed alumina manifold design revisions: (a) first generation with
wavy, non-parallel fins and (b) final generation with braces to prevent warping.

It is thought that thermal expansion during the firing step of the 3-D printing
process caused the channels to warp. Accordingly, the second generation of manifolds
was fitted with “braces” to hold the liquid and vapor channels parallel. However, upon
firing, some grooves fractured due to stress concentrations. Accordingly, in a final
iteration, braces were rounded as much as possible to reduce stress concentrations. These
manifolds arrived intact, without broken grooves, and with parallel and smooth channels

(see Fig. 6.1.1(b)). In addition, the effect of a gap between the manifold and
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microchannel fin tips was investigated with a 3-D single-phase CFD simulation (see Fig.
6.1.2(a)). The results show that sub-micron roughness and flatness is required in order to
prevent any significant flow leakage, which could potentially result in reduced heat
transfer coefficient and pressure drop (see Fig. 6.1.2(b)). Flow leakage would be
especially detrimental to a high heat flux, two-phase system (not shown in Fig. 6.1.2(b)),
where, if the microchannels dried out due to bypassed flow, the surface temperatures

would increase rapidly, potentially damaging the system.
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Fig. 6.1.2: Single-phase 3-D CFD simulation to determine the effect of a gap
between the manifold and chip on heat transfer coefficient and pressure drop: (a)
model geometry and (b) heat transfer coefficient (left) & pressure drop (right) vs.

mass flow rate.

Finally, numerous generations of test chips were fabricated. The first generation
of test chips lacked a thick enough oxide layer to prevent dielectric breakdown due to the
high voltages applied. The next generation possessed a sputtered oxide layer, which did
not sufficiently seal the heater from the Si, resulting in oxide layer breakdown at small
voltages. Subsequent generations of chips possessed either a thermal oxide or a thermal
oxide-nitride-oxide stack. These generations provided sufficient dielectric strength to
prevent oxide layer breakdown, but caused reversible resistance drops upon exceeding
approximately 100 V. To investigate this problem, the extra voltage taps to enable each
branch of the serpentine heater to be used as an independent RTD were removed, and the
heater was placed 0.5 mm from the edge of the chip, but to no avail. In the end, it was
concluded that electrical arcing was occurring from the circuit board to the Si chip

through the refrigerant vapor gap. To prevent this, high-temperature Kapton tape was
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placed over the entire heater, with only small holes cut out for soldering, thereby

blocking the suspected arcing paths (see Fig. 6.1.3).

Kapton Tape

Electrical

ili ov
Silicon Arcing

Oxide-Nitride-Oxide
d
Air/Vapor l

Silver Paste + 300V

Circuit Board

10 pm < d < 100 pm Holes for soldering Arcing Locations Covered

(a) (b) (©)
Fig. 6.1.3: Kapton tape to prevent electrical arcing: (a) suspected arcing location,
(b) Kapton tape placement to prevent arcing locations, (c) soldered chip with
Kapton tape in soldering alignment tool.

6.2 Experimental Design

The final press-fit experimental design was achieved through numerous iterations
of most of the test section parts. The final test section design is shown in Fig. 6.2.1. The
test section consists of six basic components:

(1) the header, which directs the separate liquid and vapor flows,

(2) the shim, which aligns and houses the manifolds and test chips,

(3) the manifold, which directs the liquid and vapor flow into the microchannels,

(4) the test chip with embedded heat sink and thin film platinum RTD-heater, which
is the main focus of this work,

(5) the circuit board, which provides electrical connections to the test chip,

(6) the lid, which houses the circuit board and provides screw-holes for clamping of

assembly.
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Fig. 6.2.1: Final test section design for press fit test secti.

The internal flow path through the header and manifold is shown in Fig. 6.2.2.
The flow enters the header through 1/4" tubing. It then is routed over to the sides of the
manifold (see Fig. 6.2.2(a)), where it enters through small holes on the inlet side of the
manifold. The flow then enters the inlet manifold channels and it is fed into the
microgrooves, where it evaporates, taking heat with it, and vents vertically to the vapor
outlet (see Fig. 6.2.2(b)). This vertical ventilation configuration is a major feature of this
manifold and enables large area (1 cm?) manifold-microchannels to operate in two-phase

flow, as mentioned in the previous chapter.
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Fig. 6.2.2: Internal flow path through the (a) header and (b) manifold.
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The header was machined from stainless steel. Internal plumbing was made with
drill holes, which were later welded closed (see Fig. 6.2.1). The shim was machined in
high-temperature Teflon. The manifold was 3-D printed in alumina. Liquid- and vapor-
side braces were needed for additional structural integrity in order to maintain parallel
inlet and outlet channels after firing, as shown in Fig. 6.1.1(b). Braces were elongated in
the direction of flow (which is different for liquid and vapor side channels) for minimum
impact on the flow. As mentioned above, the alumina manifolds were also sent out to a
third party for lapping and polishing to achieve 1-micron parallelism and 100-nm surface
roughness in order to avoid microscopic gaps between the manifold and heat sink, which
could potentially adversely impact system performance. The circuit boards were made in
both glass and sapphire, and the metal pattern screen-printed in the laboratory. The lid
was machined from aluminum. A gasket was cut from Teflon and placed between the
manifold and header to seal the liquid and vapor sides, and to absorb and spread screw-

tightening force to prevent the chip, manifold, or circuit board from cracking during
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assembly. Viton O-rings were used for sealing and placed in the O-ring grooves (see Fig.

6.2.1).

Microgroove Position on
Reverse Side of Chip

Microgrooves
(not to scale

L e s e s e e e e i e

Serpentine Platinum RTD-Heater

(a) (b)
Fig. 6.2.3: (a) Thin-film platinum RTD-heater and (b) DRIE embedded heat sink.

The test chips were microfabricated from 0.5 mm-thick silicon wafers. A thin
oxide-nitride-oxide stack was deposited on one side of the wafer for enhanced electrical
insulation at high temperatures, and consisted of approximately 80% oxide and 20%
nitride by volume. A thin-film platinum heater-RTD approximately 400 nm-thick was
then deposited onto the oxide, targeting 50 Q at room temperature. A nitride overglass
layer approximately 50 nm-thick was deposited over the heater to protect them from the
elements and prevent melted solder from wicking onto the heater during soldering. The
thin overglass layer covering the contact pads was then removed with a precisely-timed
etch. However, it is worth noting that even if a little platinum is removed during the etch
step, the presence of a significantly thicker layer of solder—approximately 10-20 pum—
will reduce electrical resistance in this area to negligible levels. Finally, microchannels

approximately 10 um x 100 um in cross section were etched into the other side of the
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silicon substrates using DRIE with special care given towards aligning the heater with the

microchannels to a tolerance of 10 um (see Fig. 6.2.3(b)-(c)).
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Fig. 6.2.4: Test loop diagram.

A diagram of the test loop appears in Fig. 6.2.4. The test loop consists of a pump,
a preheater, test section, test section isolation valves, condenser, and particulate filters.
Instrumentation includes refrigerant and water-side mass flow rate measurements,
absolute and differential pressure measurement on the test section, refrigerant inlet and
outlet temperature measurements on the test section, water-side inlet and outlet
temperature measurements on the condenser, and voltage drop and current measurements
for the RTD temperature measurements. Table 6.2.1 summarizes the instrumentation, as

well as the corresponding uncertainties, where applicable.
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Table 6.2.1 Summary of equipment specifications and uncertainties

Equipment Specifications Uncertainty
Refrigerant Coriolis 0-28 g/s +0.25 % FS
mass flow meter
Waterside Coriolis 0-555g/s +0.5 % FS
mass flow meter
Absolute pressure 0-100 psia +0.25 % FS
transducer
Differential pressure 0-15 psig +0.25 % FS
transducer
Pump 0-1760 mL/min, 0-5 V control n/a
Chiller 2.41 kW n/a
Power supply 1.2kW @ 300V & 4A,0-5V n/a
control
Data acquisition 8 Slot USB Chassis n/a
system
Voltage cDAQ card 16¢ch, 10V, 100 kS/s +0.01%
Thermocouple cDAQ | 16ch w/ built-in cold junction +0.8°C
card compensation
Voltage divider 1&30MQ,05W +1%, 200 ppm/°C
resistors
Platinum thin-film ~6250,1kW@4 A +1°C
RTD Heater
Current-sense ~2Q0,32W@4A +0.01 % FS
voltage transducer

Since the platinum RTD also functions as a heater, the voltages were too large to
read directly by the data acquisition (DAQ) card. Accordingly, a voltage divider circuit
was used to reduce the voltage from 300 V down to less than 10 V, which could be
directly read by the card. The voltage divider circuit is shown in Fig. 6.2.5. To ensure
resistive heating and current losses in the voltage divider would be reduced to negligible
levels, resistors between 1-30 MQ were selected. The voltage divider was calibrated
manually by applying a known voltage as an input and measuring the output voltage, in
order to eliminate the effects of uncertainty in manufacturer-specified nominal resistance
values. Because of the high output impedance of this signal, a simultaneously sampling

voltage card was required to prevent signal ghosting. Three 3 Q, 120 W resistors were
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wired in parallel and served as a 1 Q current-sensing voltage transducer with negligible
self-heating effects, as shown in Fig. 6.2.5. Four wire measurements were used for both

RTD voltage drop and RTD current-sense measurements to ensure accurate results.

DAQ 30 MQ

.l_

1 MQ RTD
Power

Supply

10

Fig. 6.2.5: Voltage divider circuit for RTD measurement with DAQ.

A PID-controlled pump was used to supply the desired flow rates, ranging from 2-
12 g/s corresponding to microchannel mass fluxes of 200-1200 kg/m?-s. Chiller
temperature was always set to 30°C as a reference for fluid properties for comparisons to
CFD simulations, and to ensure that the condenser was always above room temperature
for the two-phase tests. A 10 Q coiled nichrome resistance-heater wire embedded into a
Teflon tube served as a preheater. LABVIEW was used for all experimental monitoring,
control, and data acquisition.

The RTD-heater power supply was controlled in LABVIEW to ensure the fastest
possible reaction time upon reaching critical heat flux. The RTD-heater was controlled in
two ways: (1) manually, by adjusting voltage and current limits inputted into the power

supply, and (2) PID to maintain the desired set point temperature. Regardless of the
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control mode used, RTD temperature was sampled at 100 Hz to determine whether it
exceeded the preset temperature limit. Upon exceeding this limit, the power supply
voltage and current control signals would be reduced to zero to prevent overheating and
damage from critical heat flux. The power supply would then remain off until a reset
button was engaged, in order to prevent the control system from automatically

reengaging the power upon RTD temperature dropping below the limit.

6.3 Test Chip Soldering and Alignment

A solder alignment tool was machined out of aluminum to hold and align the chip
and circuit board (see Fig. 6.1.3(c)). The test chip is placed in the recess in the center of
the tool, and then the circular circuit board is placed into the groove on top of the chip.
An Sn3.5Ag eutectic solder (liquidous point of 221°C) paste syringe was used to deposit
a controllable and minute amount of solder onto the chip leads. After solder was
deposited and a satisfactory alignment was achieved, the solder alignment tool was
placed onto a preheated hotplate set to 300°C. Metal tongues were used to apply force to
the circuit board to enhance thermal contact and ensure complete solder coverage on the
pads. Pressure was applied until there was visual confirmation that the solder had melted,
after which the alignment tool was removed from the hot plate and placed on a cold
aluminum brick. Pressure was applied to minimize the gap between chip and board. After
the solder had frozen, the circuit board was hastily removed from the alignment tool to
prevent potential damage to the chip resulting from the board becoming stuck in the tool
due to the larger thermal contraction of the aluminum tool compared to the glass circuit

board.
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6.4 RTD Calibration

The RTD was calibrated using the same equipment and DAQ system
configuration used during testing. The assembled test section was placed on a
temperature-controlled hotplate and covered on all sides with high-temperature
insulation. The RTD resistance was then calibrated using thermocouples embedded into
the test section. A battery was used to apply a 10 mA test current to measure resistance,
producing less than 5 mW of power dissipation and resulting in less than 0.1°C of RTD
self-heating. All resistance measurements were performed upon RTD resistance and
thermocouple temperature reaching steady-state, which was found to take in excess of
one hour per sampling point. Three sampling points were taken to assess linearity. The
obtained calibration curve is given in Fig. 6.4.1, and was observed to be linear.
Uncertainties in RTD temperature from resistance and thermocouple temperature

measurement errors total to a maximum of +1°C.
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Fig. 6.4.1: RTD calibration curve.

6.5 Data Analysis Equations

The heat load is calculated from Ohm’s law:
q" = I*Rgrp/A (6.5.1)
where 4 is the base area of 1 cm?.
The base superheat is defined as temperature rise above refrigerant saturation
temperature:

ATpase = Thase = Tref (6.5.2)
where Tpqs, is the RTD temperature and T,..¢ is a reference temperature. For single-phase
tests, T,.r is the fluid inlet temperature; for two-phase tests, T,. is the saturation
temperature and is determined by computing the static pressure of the inlet and outlet of

the microchannel and averaging the corresponding saturation temperatures,
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Tsat (Pch,in) + Tsat (Pch,out)

Tsat ES 2 (653)

The static pressure in the inlet of the microchannel is computed using the

Bernoulli equation, accounting for the change in area and the pressure loss due to

contraction

1 1
Penin = Py +5 o101 =5 pvin(1+ K. (6.5.4)
where P; is the measured static pressure at the inlet of the test section.

The contraction coefficient, K, can be determined from [58]

K. =0.42(1—-0?) (6.5.5)
_ Wen
Wep + Wy (6.5.6)

and the velocities, v; and v;,, can be determined from mass balance and the appropriate

areas

mref
V1 = 6.5.7
! P11 ( )
mref (658)

Vin =

plAin
nD? 6.5.9
gy 2 (659
Ain = NepWepLin /2 (6-5-10)
Acpi 511
N, P —10,000 (6:5.11)

- (Wch + Wf)Lch

Similarly, the static pressure in the outlet of the microchannel can be computed as

1 1
Penout = P2 5 P2v2 + 5 PoutVour (Ke — 1) (6.5.12)
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where P, is the measured static pressure at the test section outlet, p, is the density of the
two-phase mixture at the outlet of the test section, p,,; is the two-phase mixture density
at the outlet of the microchannel, v, and v,,; are the appropriate velocities at the outlet
of the test section and outlet of the microchannel, respectively, and K, is the expansion
loss coefficient.

The density of the two-phase mixture at the outlet of the test section, p,, can be

assumed to be homogenous, due to the presence of entrained liquid droplets in the flow:

1

p2 = —awp+anpy = 73 —x— (6.5.13)
+
Pv Py

where ay is the homogenous vapor void fraction given by

1
Ay =
T 1= Xoupy (6.5.14)
Xout Pr

The density of the two-phase mixture at the outlet of the microchannel, p,,;, can
be assumed to be computed from the area-weighted average of the liquid and vapor
densities assuming annular flow. For annular flow, the Zivi annular void fraction

correlation can be used, and is of the form

1
a, =
z 1+ L= Xour (p_v)2/3 (6.5.15)
Xout P

Accordingly, the two-phase mixture density of the outlet of the microchannel can

be computed as

Pour = (1 —az)p; + azpy (6.5.16)

The expansion loss coefficient, K, can be computed as [58, 60]

K, =(1-0)? (6.5.17)
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Finally, the velocities, v, and v,,;, can be computed using the appropriate areas

and densities

m
v, = — (6.5.18)
P24,
mref (6.5.19)
Vout = —A
outfout
D? 6.5.20
A, = e ( )
4
Aout = NenWenLoye/2 (6-5-21)

The base heat transfer coefficient (HTC) is defined as

hpase = 4" /ATpase (6.5.22)
The fin heat transfer coefficient (HTC) is defined by removing the thermal

conductances of the oxide-nitride-oxide layer thickness, tg;p,, and silicon substrate

height, hy,, as

1 tsio hb>_1
hein =|——-—2—— 6.5.23
fin < hbase kSiOZ kSi ( )
The wall heat transfer coefficient can be computed from the fin heat transfer

coefficient using the fin efficiency equations:

Wep + Wr
hwan = Ryin ;{—hf (6.5.24)
_ tanh(m hy) (6.5.25)

2 (6.5.26)
kSin
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The temperature dependence of thermal conductivity of silicon was accounted for

by assuming the following relationship [61]:

ke = ag (L)n (6.5.27)
l 27315+ T o

where a, = 152 [W/m-K], a; = 298, and n = 1.334, and T is in °C. The values for the
constants a,, a;, and n were taken from [61] and validated using the EES material
property database [59] to within less than 1%. The thermal resistance of the nitride layer
was neglected, due to its relatively thinner length and significantly higher thermal
conductivity.

Finally, thermodynamic outlet vapor quality is calculated from

CI” - mref Cp,ZATsub

X, . =
out Frrer s (6.5.28)

where the sub-cooling, ATy,;, is defined as temperature difference between saturation
and inlet

ATsup = Tsar — T (6.5.29)

6.6 Uncertainty Propagation

All data analysis was conducted in Matlab, using a custom script to load each test
data file, temporally average the values in the data file, propagate errors using finite
differences, and conveniently plot the results. Uncertainty was propagated using the

standard formula for 95% confidence
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2 2

AU, = (aUlA )2+(6U1A ) + +(6U1A )
1= dxq X dx, X2 dxy, Xi

2 2 2

au, aU, aU,
3= () + (Dan) & oor (Wean)
dx, dx, dxy, (6.6.1)

au; = (g 2+ Ui 2+ + (2% 2
i = \6x, 1 9x, 2 ox,

where U; is a value calculated from one of the above equations for which uncertainty
propagation is desired—for example, Egs. (6.5.1)-(6.5.29)—and x; is a measured variable
with a given uncertainty—for example, Rrrp, I, Tgrp, Tin, P1, P2, and 1h,.qf.

To obtain the partial derivatives, finite differences were used. For instance, to
obtain the uncertainty in q"’, Eq. (6.5.1) was evaluated using the nominal values of Rgyp
and I. Then, the uncertainty in Rz, Was added to the nominal value, and Eqg. (6.5.1) was
evaluated again. The partial derivative was then evaluated as

aq"” _ q" (Rrrp + ARgrp) — q" (Rrrp)
ORgrp ARgrp

(6.6.2)

This process was then repeated for every measured variable with uncertainty—even
those not appearing in Eq. (6.5.1)—in order to make the uncertainty propagating program
robust and easily upgradable, so that it requires no explicit knowledge of how a formula
is computed in order to propagate errors on it. It is worth noting that if a measured
variable does not appear in the formula, the difference in the value of the formula will be

zero, yielding a partial derivative of zero as well, as expected. The total uncertainty in g”’
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was then evaluated using Eq. (6.6.1). This process was then repeated for each formula for
which propagation of errors is desired—for example, Egs. (6.5.2)-(6.5.29).
In general, the finite difference takes the form,

oU;  Uj(x; + Axy) — U (xy)
axi Axi

(6.6.3)

where i is an index that cycles between measured variables with uncertainty, and j is an

index that cycles between calculated parameters for which uncertainty must be
au; . . . .
propagated. Thus, a—Z{ is a 2-D matrix and AU; is a 1-D vector. The uncertainty in U; can
l

be written compactly using index notation as

2
_ |[ZZiA,.
AU; = <axi Axl> (6.6.4)
where x;x; implies Y; x;x;.
6.7 SEM Images of the Microchannels and Manifold

In order to have an accurate geometry to compare to CFD, SEM images and
measurements of the chip and manifold dimensions were taken. The SEM images are
shown in Fig. 6.7.1, and Table 6.7.1 compares the nominal, measured, and simulated
values for the microchannel and manifold dimensions.

When viewed in cross-section (see Fig. 6.7.1(b)), the microchannels were
observed to be wider towards the top (~12 um), and narrower at the bottom (~6 um). Due
to the cubic dependence of pressure drop on channel width for a given mass flow rate,
most of the flow will remain in the wider portion of the channel. Thus, the effective

hydrodynamic and thermal channel width will be larger than that computed using the
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arithmetic average. Nevertheless, the arithmetic average value of 9 um was used for
simulation purposes, keeping in mind that the effective channel width—and therefore
measured pressure drop—should be lower than predicted with this channel width.
However, it is worth noting that a diluted effect on heat transfer coefficient is expected,
due to the presence of additional thermal resistances between the heat source and heat
sink, and the effective heat transfer coefficient is expected to reduce less-than-linearly.

Table 6.7.1 Comparison between nominal and actual values for microchannel and
manifold dimensions of the press-fit test section

Dimension [Variable] Nominal [um] Measured [um] | Simulated [um]
Microchannel width [wep] 10 9 9

Microchannel fin width [ws] 10 11 11
Microchannel fin height [hy] 100 105 105
Substrate base thickness [hy] 400 405 405
Manifold Inlet [Lin] 250 284 300
Manifold Wall [Lian] 250 234 225
Manifold Outlet [Loy] 250 296 300
Manifold Length [Len] 500 524 525

Similarly, the arithmetic average value of 11 pm for fin thickness was also used.
As shown in Fig. 6.7.1(b)-(c), the measured fin height was 105 um, which is close to the
100 pum nominal value. Finally, the substrate thickness was measured to be 405 pm,
which is also exceedingly close to the nominal value of 400 um, as shown in Fig.

6.7.1(c).
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Fig. 6.7.1: SEM images of (a) microchannels, (b) cross-section of microchannels, (c)
cross-section view of substrate, (d) angled view of microchannels with particulate
clogging (e) manifold, and (f) manifold far view.

The manifold dimensions were also measured, and are shown in Fig. 6.7.1(e)-(f).

While the channels are observed to be relative smooth, straight and parallel, some
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deviations from nominal dimensions were observed. Both the inlets and outlets were
observed to be wider than nominal by 14-18%, while the manifold wall was observed to
be approximately 6% shorter. Thus, the pitch of the manifold was observed to be larger
than the nominal value by only 3-5%. The manifold dimensions used for simulation are

given in Table 6.7.1.

6.8 Single-Phase Test Results

After the RTD was calibrated and the manifold and microchannel surface was
characterized with SEM, the assembled test section was placed into the loop, evacuated
of air, and charged with R245fa. Due to the use of a custom-made RTD as a heater and
the use of a voltage divider circuit to scale the RTD voltage down to a value readable to
the card, it was desirable to validate system performance by comparing it to some known
metric. Since single-phase CFD is much simpler and more accurate to perform using
commercial software, single-phase tests were conducted before two-phase tests in order
to compare pressure drop and heat transfer coefficient to CFD to validate system
performance.

Single-phase operation was achieved by constricting the valve on the outlet-side
of the test section, thereby increasing the pressure in the test section (see Fig. 6.2.4). The
valve was constricted until the pressure in the test section was high enough such that the
saturation temperature was higher than the RTD. Doing so ensures no phase-change
occurs, and the flow remains single-phase. Since the pressure drop and RTD temperature
depends on the refrigerant flow rate, the constriction of the valve was adjusted manually

for each flow rate.
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First, pressure drop measurements were taken without any heat flux for refrigerant
flow rates ranging from 2-12 g/s. These pressure drop measurements are directly
comparable to the CFD simulations performed. Then, a heat flux of 50 W/cm? was
applied to the RTD-heater, and the refrigerant flow rate was varied from 4-12 g/s. Due to
an inability to maintain single-phase operation, 2 g/s could not be tested under 50 W/cm?
heat flux. Although pressure drop measurements were also recorded for this case, due to
the effect of changing fluid properties with temperature, the pressure drop measurements
were lower than the adiabatic value, and are not directly comparable to CFD, which
assumes constant fluid properties.

The single-phase results are given in Fig. 6.8.1. The pressure drop measurements
are observed to be approximately 75% higher than CFD predicts, while the heat transfer
coefficient were approximately 33% lower. This is qualitatively consistent with
particulate clogging. Particulate clogging is a possibility, as a second filter immediately
before the test section was not installed in the loop (see Fig. 6.2.4). Accordingly, after
two-phase tests were conducted and repeated, heat transfer and pressure drop

measurements were observed to change.
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Fig. 6.8.1: Single-phase test results for press-fit test section before cleaning.

Therefore, a one-micron particulate filter was installed immediately before the
test section, and the test section was opened, cleaned from particulates, and re-installed.

Pressure drop and heat transfer coefficient measurements were taken again and are shown

in Fig. 6.8.2.
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It is observed that while pressure drop measurements decreased from 75% to 33%
higher than CFD, heat transfer coefficient remained relatively constant. Thus, while

particulate clogging might explain the increased pressure drop, the removed particles did

not significantly

located on the tips of the microchannels in the inlet manifold. Under these circumstances,
as long as the channel entrances are not completely blocked, the clogging acts only to

increase pressure drop with only a small affect on heat transfer. In fact, upon opening the

affect heat transfer. This is possible if the clogging is uniform and
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test section, particles were observed to collect on the tips of the fins on the inlet-side of
the manifold, as shown in Fig. 6.8.3(a)-(b). These are the particles that were removed
upon cleaning. However, upon examination with a microscope, particles were still
observed to be embedded inside the microchannels, and could not be removed, as shown

in Fig. 6.8.3(c)-(d).

.' - ..f.' h}.'...:lu'
» ‘n:’-';;f’i‘iﬁ"ﬁ\ !r;.'. ‘
BT 1

LMl Ly

(© (d
Fig. 6.8.3: Particle accumulation after opening up press-fit test section: (a)-(b) on
tips of channels in manifold inlet region and (c)-(d) embedded into microchannels.

Thus, the remaining 42% pressure drop increase and heat transfer reduction could
be due to these embedded particles. It is worth noting that due to the tapered nature of the

microchannels, the pressure drop was expected to be below the CFD prediction, as
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described in Section 6.7; however, from the fact that pressure drop was still observed to
be larger than the CFD prediction, it is possible that the amount of clogging is
underestimated.

In order to quantitatively estimate the effect of particulate clogging, a simple
analysis was conducted. If the percentage of clogged channels, w, is known, the effective
increase in mass flow rate (per area) can be calculated from:

. mref
m;"ef = 1 —w

(6.8.1)

The new expected pressure drop for the chip at this new mass flow rate can then
be computed using a quadratic curve fitted to the CFD predictions; that is,

AP = agmiyr + alm;efz (6.8.2)
where a, and a, are parameters obtained from the curve fit.

Similarly, the thermal performance for clogged channels can be estimated using
the effective mass flow rate and the known relationship between mass flow rate and heat
transfer coefficient from 3-D CFD. The form of this curve-fit is derived from the
analytical solution from the ¢ — NTU method for flow over an isothermal surface. The

curve-fit is of the form,

, a
hpase = azmref (1 — exp <_ . 13 >> (6.8.3)

mref

However, because only a fraction of the area is actively engaged in heat transfer,
the effective base heat transfer coefficient must be reduced by this fraction:
hpase = (1 — @)hpqge (6.8.4)
Using Egs. (6.8.1)-(6.8.2) to match the experimental pressure drop measurements,

the clogging fraction was estimated to be 36% before cleaning and 13% after cleaning, as
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shown in Fig. 6.8.1 and Fig. 6.8.2, respectively. Clogging fraction was estimated by
minimizing the sum of the percent errors between the experimental pressure drop
measurements and the predictions. Then, Egs. (6.8.3)-(6.8.4) can be used to predict the
resulting heat transfer coefficient. As shown in Fig. 6.8.1, before cleaning, clogging is
capable of explaining a majority of the reduced heat transfer coefficient. However, after
cleaning, this analysis suggests that clogging cannot reduce heat transfer coefficient down
to the values obtained experimentally, as shown in Fig. 6.8.2. Accordingly, clogging
alone cannot explain the reduced performance.

Therefore, it was assumed that other effect(s) was/were at least partially
responsible for the reduced heat transfer coefficient. One possible explanation is that the
tapered microchannels encourage more flow to pass through the regions of the
microchannel with wider cross-section. This, in turn, reduces the effective area involved
in heat transfer, and, due to the increased width, increases the thermal resistance between
the wall and fluid. Given that the channel width reduces by a factor of two from the tip of
the microchannel to the bottom, the flow rate may differ by a factor of eight, resulting in

reduced performance.
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6.9 Two-Phase Test Results

After single-phase testing, two-phase testing commenced. Pressure drop and base
temperature measurements were performed at four different mass flow rates—3, 6, 9, and
12 g/s—and heat flux increased until surface temperature approached 100°C. For all tests,
chiller temperature was held close to 30°C, and an inlet sub-cooling of less than 5°C was
maintained for consistency. All tests were conducted twice to assess repeatability.

Stable operation at heat fluxes in excess of 1 kW/cm? was obtained at outlet
qualities near 45% and pressure drops below 90 kPa, as shown in Fig. 6.9.1. For all tested
mass fluxes, heat flux and pressure drop measurements appear repeatable between sets to
within the experimental uncertainty for the vast majority of data points. However, it is
worth noting that temperature and heat transfer coefficient data for the highest mass flow
rate of set 1 are missing, due to electrical problems, which caused an error in the RTD
reading. Accordingly, for the highest mass flow rate (12 kg/s), only set 2 data are shown.

Referring to Fig. 6.9.1(a), it is observed that for low heat fluxes, a higher mass
flow rate will require a higher superheat for the same heat flux. This is intuitive, since a
higher mass flow rate will be operating at a lower outlet vapor quality for the same heat
flux, and therefore, heat transfer coefficient will be lower. As heat flux increases, vapor
quality increases, and heat transfer coefficient increases as a result, as shown in Fig.
6.9.1(b)-(d). However, similar to Cetegen [10] and others [41], an optimal vapor quality
was found, at which increases to vapor quality resulted in reduced heat transfer
coefficient. Thus, each heat flux will have an optimal flow rate that would produce a
maximum heat transfer coefficient. However, because optimal vapor quality varies with

heat transfer coefficient, the optimal mass flow rate cannot easily be predicted.
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Nevertheless, because the optimal vapor quality is observed to decrease with increasing
mass flow rate, linear interpolation or extrapolation can be used to obtain the optimal
flow rate.

Furthermore, unlike previous experimental two-phase results where optimal vapor
qualities were between 10-20% [10] or 2.5-12.5% [41], in the present work, optimal
vapor qualities were found to be between 30-50%. This is due to the increased ratio of
microchannel flow length relative to the height of the fin: when the microchannel flow
length is significantly larger than the height of the fin—in the present work the ratio is
5—the manifold-microchannel system becomes closer to a straight microchannel, which
tends to have optimal vapor qualities in excess of 75% [3].

In addition, comparing Fig. 6.9.1(c) and (d), it is apparent that the Si substrate
conductance and the oxide-nitride-oxide dielectric barrier present a significant barrier to
heat transfer, and base heat transfer coefficient is significantly limited by substrate
conduction and oxide layer thickness. Nevertheless, fin heat transfer coefficients in
excess of 300 kW/m?-K are possible at heat fluxes exceeding 850 W/cm?. In addition, at
a heat flux of 1 kW/cm?, a fin heat transfer coefficient in excess of 260 kW/m*K was
obtained at 40% outlet vapor quality, highlighting the potential of FEEDS. In contrast, at
1 kW/cm? heat flux, Cetegen et al. [10] obtained heat transfer coefficients on the order of
190 kW/m?-K and vapor qualities below 20%.

Referring to Fig. 6.9.1(c)-(d), it is apparent that an increase in mass flow rate
results in an increase in heat transfer coefficient at the same vapor quality. This is
partially due to an increase in superheat, which leads to an increase in nucleate boiling

heat transfer coefficient (see Eqg. (3.2.7)) [46]. However, from the annular film
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evaporation with physics-based void fraction model, an increase in mass flow rate results
in a shift from the annular, fully developed void fraction correlation—which predicts a
thicker film—to the Zivi annular void fraction correlation—which predicts a thinner film.
Accordingly, an increase in mass flow rate could be reducing average film thickness and
thereby, increase heat transfer coefficient.

Finally, referring to Fig. 6.9.1(e), it is clear that at the same vapor quality, a
higher mass flow rate will have a higher pressure drop. This is intuitive, since pressure
drop is proportional to velocity. However, referring to Fig. 6.9.1(f), it is observed that
under certain circumstances, at the same heat flux, a lower flow rate has a higher pressure
drop. The explanation is that for the same heat flux, a lower flow rate will be operating at
a higher quality. As vapor quality increases, the fraction of the channel that is wetted
decreases, and the wall may be periodically wetted and dried out. A steep change in slope
is observed for these cases. It is thought that the steep change in slope is due to some of
the channels entering unstable regions where the channel wets and dries out, increasing
average pressure drop. Accordingly, when this occurs, it is possible that a lower flow rate

will produce a higher pressure drop at the same heat flux.
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heat transfer coefficient vs. outlet vapor quality; (d) wall heat transfer coefficient vs. outlet vapor quality; (e) total
pressure drop vs. outlet vapor quality; (f) total pressure drop vs. heat flux.
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6.10 Comparison to Model

The 2.5-D microchannel model was then compared to the experimental data
obtained here. The physics options used are similar to those used to compare to the data
in Cetegen et al. [10], except that, based on the result of the annular film evaporation with
physics-based void fraction model, the fully developed annular void fraction correlation
was used to calculate film thickness instead of the Zivi annular void fraction correlation.
The comparison is presented in Fig. 6.10.1.

As before, the wall heat transfer predictions are the correct order of magnitude,
and unlike correlations in the literature, follow the correct trends, predicting an optimum
vapor quality to maximize wall heat transfer coefficient. However, the predictions are
less sensitive to mass flow rate than experiments suggest, and overestimate heat transfer
coefficients. However, this is somewhat expected, due to the tapered cross-section, which
encourages more flow where the microchannel is wider, thereby, yielding reduced heat
transfer coefficients. Pressure drop measurements, on the other hand, are more accurate,
with most of the data points falling with 15% of the values predicted by the model (see
Fig. 6.10.1(c)). However, while the tapered cross-section of the microchannels should
lead to reduced pressure drop, the presence of 13% clogging in single-phase mode acts to
increase pressure drop, which could at least partially cancel out this effect. Thus, good

agreement between model and experiment is obtained.
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Fig. 6.10.1: Comparison between model and experimental results obtained here: (a)
wall heat transfer coefficient vs. vapor quality, (b) pressure drop vs. vapor quality,
and (c) comparison between predicted and measured pressure drop.
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6.11 Press-Fit FEEDS Summary

In summary, a press-fit FEEDS, embedded two-phase cooled experiment was
designed, fabricated, and tested. Numerous experimental challenges were resolved, and a
working chip capable of achieving in excess of 1 kW/cm? was obtained at 45% vapor
quality despite the presence of clogging in some of the microchannels. In addition,
experiment was compared to model, with qualitative and quantitative agreement for heat

transfer coefficient, and excellent agreement for pressure drop to within 15%.
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7/ Bonded FEEDS Experiments

Despite the success of the modular test section at achieving heat fluxes in excess
of 1kW/cm?, a few concerns remained. First, the thermal performance was sensitive to
alignment and possible movement of the manifold with respect to the chip, and the press-
fit apparatus is not a suitable design for a real-world application as a final thermal
demonstration vehicle (TDV). Second, gaskets must be used to seal the inlet and outlet of
the manifold and the manifold to the test section header; if this is done improperly during
test-section assembly, flow leakage or flow blockage will occur, possibly creating flow
bypass zones or flow distribution problems, reducing flow to the microchannels. Finally,
despite the chip and manifold both being flat to a tolerance of less than a micron, after
soldering the chip to the circuit board, up to a six-micron bow deflecting away from the
manifold (towards the circuit board) was measured on some chips using the P-1 Long
Scan Profilometer. This bow creates a gap between the Si chip and manifold, which is on
the same order as the size of the microchannels; accordingly, a significant amount of flow
might be diverted over the channels, rather than through them, and could contribute to
reduced thermal performance (see Fig. 6.1.2(b)). To resolve this issue, intimate contact
between the manifold and chip must be ensured. One such way to guarantee intimate
contact is by bonding the chip directly to the manifold, and a new test section was

designed for direct bonding to the chip.
7.1 Header-Manifold

A new test section was designed to alleviate these problems by bonding a
monolithic header-manifold (see Fig. 7.1.1(a)) directly to the chip. The liquid flow
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entered from one side (right), where it was diverted around the perimeter to the liquid
inlet channels (see Fig. 7.1.1(b)). The flow then passed through the microchannels (not
shown) and was collected by the vapor outlet channels. Finally, the vapor outlet channels
were collected into one main channel that vents the vapor flow from the other side (left).
To ensure that an even flow distribution was maintained, the same manifold dimensions
from the press-fit test section were used. However, due to the increased flow area (see
Fig. 7.1.1(c)), the flow distribution should only be improved in the press-fit design.
Nevertheless, flow distribution was simulated separately in the inlet and outlet regions
using laminar single-phase liquid and vapor flow, respectively, for the highest expected
mass flow. Since pressure drops in the inlet and outlet regions were found to be orders of
magnitude lower than the pressure drop in the microchannels, it was safe to assume an
even flow distribution would be obtained.

The header-manifold was 3-D printed as one monolithic structure to eliminate the
potential for flow leakage points between manifold and header. Careful attention was
paid to print orientation and design—ensuring rounded overhangs and slopes not
exceeding 45° from the vertical—to prevent horizontal overhangs which would collapse
(see Fig. 7.1.1(d)). The print material was selected to be Ti64 alloy for two main reasons:
it has low thermal conductivity and its coefficient of thermal expansion (CTE) is the
closest possible match to Si. The bonding of the header-manifold directly to the chip
significantly improves the thermal contact, and drastically increases the potential for
boiling to occur in the manifold, which could wreak havoc on flow distribution.
Therefore, a low thermal conductivity material was desirable to prevent and/or limit the

amount of boiling that can occur. In addition, close CTE was desirable to minimize
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residual stresses on the chip after bonding to the header-manifold. The design also takes
advantage of 3-D printing technology to increase the internal flow area for the liquid
inlets to further improve flow distribution and range of possible flow rates. Finally, the
design reduces the size and footprint of the test section down to the same size as the chip

itself, thereby enabling use of such a device in real-world applications.
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Fig. 7.1.1: CAD drawing of header-manifold test section: (a) chip bonded to
header-manifold, (b) internal flow cavities and path, (c) sectioned isometric view,
and (d) manifold unit-cell pattern.

Despite the advantages of the new header-manifold, some challenges remained.
First, titanium is a difficult material to metallize and solder to, due to its rapidly forming
native oxide layer when exposed to air at room temperature. Second, due to the presence
of small microchannels, the layer thickness and total volume of the solders must be
reduced as much as possible, to avoid the potential for clogging the microchannels upon
solder melting. Third, because of the reduced solder constraint, the flatness of the
manifold must be on par with that of the Si/SiC chip and significantly less than the

expected solder thickness, in order to achieve a uniform bond and hermetic seal.

7.2 Solder Selection & Metalization

First, the solder composition had to be selected. Three solder formulations are
common in the literature for die bonding—Au-In [62, 63], Au-Sn [27] and Ag-Sn [25,

64]. Ag-Sn solder was selected primarily due to the reduced cost: eutectic Au-Sn solder
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(80%Au20%Sn) would be too expensive to sputter using the available equipment, due to
the inherent bow of the 3-D printed manifolds (2-4 um) and subsequent thickness of
solder required to obtain a hermetic bond. An Ag-Sn solder composition similar to that
used by Kermani et al. [25] was used instead.

The solder deposition (metalization) process began by loading the desired
components—Si chips, Si wafers, or manifolds— into the AJA sputtering machine. Then,
a 10-minute reverse sputter was performed to remove the native oxide layer from the Ti
manifolds, ensuring proper wetting onto the metal. A thin, 20 nm-thick Ti adhesion layer
was then sputtered to allow adhesion of solders onto the Si surface, followed by a 100
nm-thick Ni layer to serve as a diffusion barrier and a 2 pum bulk layer of Ag to serve as
solder. The wafers were then removed from the sputtering machine, as the Ag layer
would protect the Ti from oxidation. The chips, wafers and/or manifolds were then
loaded into the Angstrom evaporator, where a 2 pum-thick layer of Sn was applied,
followed by a 50 nm-thick passivation layer of Ag. The passivation layer served to
protect the Sn from oxidation upon exposure to air. The Angstrom evaporator was used to
evaporate Sn due to the slow sputtering rates of Sn. For all cases, solder was applied to
both the chip and the manifold.

While Sn melts at 232°C, bonding at this temperature is not possible since the
interface will remain solid due to the presence of the 50 nm-thick silver passivation layer
(see Fig. 7.2.1(a)). To successfully bond, the liquidous point of the interface must be
reached. The liquidous point of the interface can be estimated by assuming that upon
reaching the melting point of Sn, Ag begins dissolving into the Sn bulk at equal rates

from the passivation layer and from the Ag bulk. The computed atomic fraction is 93%
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Sn, 7% Ag (see Fig. 7.2.1(b)), corresponding to a liquidous point of 280°C (see Fig.
7.2.1(c)). Accordingly, for this solder composition, 280°C is the minimum possible
bonding temperature.

It is worth noting that the liquidous point for the entire mixture is significantly
higher. Computing the atomic mass fraction results in a mixture of 40% Sn, resulting in a
mixture liquidous point of approximately 550°C (see Fig. 7.2.1(c)). Thus, to fully melt
and alloy the sputtered metals, a temperature in excess of 550°C must be reached.
Temperatures lower than this limit will result in a liquid layer of Sn-Ag near the
interface, and an un-melted, un-mixed silver layer.

¢ Bonding Interface must be liquid for bond

Bulk Ag 2um to form
e Assume dissolution rate equal in both
directions
Bulk Sn 2um e Need to reach liquidous point of interface
(280°C) for bond to form
e Liquidous point of mixture is significantly
ing Interface higher (550°C)
93% Sn
280°C liq.
40% Sn _
550°C lig.

(b)
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Fig. 7.2.1: (a) Solder layer thicknesses, (b) solder atomic composition, and (c) Ag-
Sn phase diagram [65].

SEM images of a sample chip after solder was deposited in this way are given in
Fig. 7.2.2. The solder before bonding is given in Fig. 7.2.2(a), while the solder after being
heated to 600°C in a controlled environment is given in Fig. 7.2.2(b). The surface after
solder deposition was observed to be very rough, and could require higher-than-ideal
bonding temperatures in order to melt a smooth layer and achieve a hermetic seal. Upon
reaching the liquidous point, the solder was observed to coalesce via surface tension
forces to minimize surface area. Solder also coalesced on the sidewalls of the channels,
indicating some solder was deposited on the side walls, which could constrict flow and

increase pressure drop.
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0.0um

Fig. 7.2.2: SEM images of a working chip with solder on it: (a) before bonding and
(b) after heating to 600°C in controlled environment.

7.3 Preliminary Si-Si Bonding Work

With the solder selected, the next step was to establish a bonding mechanism and
recipe. However, rather than immediately begin by bonding header-manifolds to working
chips, silicon blank pieces were first bonded to each other to establish a working bonding
technique. Once a bonding technique was established and repeated, silicon blanks were
then bonded to working manifolds, and only once those bonds were satisfactory were
working silicon chips bonded to manifolds.

To find the proper technique with the selected solder, numerous heating methods,
clamping mechanisms, and bond testing apparatuses were tested and evaluated, but these
will not be detailed here. Table 7.3.1 provides a summary of the bonding methods that
were evaluated. In the end, a hotplate in open atmosphere with manual clamping force

and a razor wedge to test bond strength and uniformity were found to be sufficient.
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Table 7.3.1: Summary of tested heating methods, clamping mechanisms, and bond-
testing apparatuses and methods

Heating Method Clamping Mechanism Bond Testing Apparatus
Air furnace Differential CTE clamp Light-weight shear tester
Vacuum furnace Spring clamp Heavy-duty shear tester
Reducing-gas furnace Weights Razor wedge
Hotplate Manual force Microscope

With the bonding, clamping, and testing methods determined, the next step was to
determine the range of bonding parameters—such as ramp rate, peak temperature, and
clamping pressure—needed to obtain a uniform and strong bond. It is worth noting that
minimum ramp rate, peak temperature and clamping pressures were desirable to reduce
thermal stresses, cooldown stresses, and potential for solder clogging the channels,
respectively.

While the minimum bonding temperature was computed to be 280°C, testing with
silicon blanks indicated that a temperature of 400°C was required to obtain a strong and
uniform bond. This is likely due to an inability to apply uniform clamping pressure and
the rough surface present after solder deposition (see Fig. 7.2.2); a higher temperature
therefore works by melting more of the solder, resulting in a thicker conformal layer.
Accordingly, 400°C was used as a lower limit for peak temperature for future bonding
tests. In addition, it is worth noting that bonding temperatures in excess of 550°C were
found to form brittle bonds, due to the complete dissolution of the Ag bulk by the Sn,
resulting in the dissolution of the Ni and Ti layers and causing delamination from the
silicon chip. Accordingly, 550°C was used as an upper limit for bonding temperatures.

Finally, the effect of clamping pressure was also studied. Standard wafer bonders
could not be used for this work, due to the need to bond to 3-D printed parts, which have

high roughness, high unevenness, and poor tolerance on overall height, compared to Si
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wafers, and would potentially result in a non-uniform bond and damage to the tool. Thus,
a custom approach was needed.

While clamping was applied manually for the silicon blank tests, more repeatable
and controllable clamping mechanisms were needed. For bonding of header-manifolds to
silicon chips, the internal tubing of the manifold can be utilized to clamp the chip to the
manifold by applying a vacuum to the manifold. This approach has numerous advantages
over the manual application of force: (1) the force is repeatable; (2) the force is uniform;
(3) the force is conformal and will cause the chip to deform around a rounded manifold;
(4) oxygen is removed from contact with the molten metals, preventing oxidation.
Preliminary tests indicated promising results, and so a new bonding apparatus was

designed and built to obtain more controllable bonding parameters.

7.4 Bonding Apparatus

Following the promising results from the preliminary bonding experiments, a new
enclosed bonding apparatus was designed to use nitrogen to apply clamping pressure
during bonding. There are many advantages of this apparatus over other means:

(1) The enclosed environment allows supply of neutral environment (nitrogen) or

reducing gas supply, to prevent or reverse oxidation, respectively.

(2) The enclosed environment allows for pressures below and in excess of 1 atm.

(3) Clamping pressures are controllable and repeatable.

(4) Gas pressure provides uniform and conformal clamping pressure on the Si

chip, allowing it to conform around an unlapped header-manifold (see Fig.

7.4.1).
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Fig. 7.4.1: Advantages of uniform clamping pressure: (a) over point force clamping
pressure; (b) uniform clamping pressure allows chip to conform around rounded
manifold for hermetic bond without need for advanced lapping techniques.

The bonding apparatus is shown in Fig. 7.4.2. The manifold is attached to a
vacuum supply. A second supply releases nitrogen to pressurize the chamber before
bonding and rapidly cool the manifold after bonding is complete. An aluminum spreader
with an embedded cartridge heater is tied tightly to the manifold and used to heat the
manifold to the desired temperature. Three thermocouples—one on the heater, one on the
manifold, and one on the chip—are used to measure temperatures during bonding. A
vacuum gauge and enclosure pressure gauge are used to assess vacuum strength and
enclosure pressure. Power is controlled to the cartridge heater manually via an AC variac

power supply.
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Fig. 7.4.2: Bonding apparatus: (a) opened and (b) assembled.

To bond a chip to a manifold, first the chip and manifold were cleaned with
nitrogen gun to remove any settled dust particles or Si fragments created during wafer
dicing. Then, the heat spreader was tied tightly to the manifold, and the manifold
connected to the vacuum supply in the bonding apparatus. Finally, the chip was placed
onto the manifold and visually aligned using the trench printed into the manifold for this
purpose (see Fig. 7.1.1(c)). The vacuum was then engaged to lock the chip in place
during further handling. The thermocouples were attached, and the enclosure was sealed

and pressurized to the desired pressure. Low-power ramp tests were first conducted to
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ensure thermocouples did not become dislodged during apparatus assembly. Full power
was then applied to heat the chip. Upon reaching the desired temperature, the power to
the heater was immediately reduced to zero, and the pressure release valve (see Fig.
7.4.2(b)) was opened to allow room temperature nitrogen to convectively cool the
manifold.

The bonding apparatus was first tested at elevated clamping pressures, since it
was thought that larger clamping pressures were needed to ensure intimate contact
between the two soldering surfaces. In particular clamping pressures between 100-300
psig and a peak temperature of 400°C were tested. It was found that those bonded
manifolds either failed a routine pressure test well below 75 psig or leaked profusely
when submerged underwater. Upon analyzing a whole chip in a microscope and
profilometer, 21 microscopic solder bumps were observed (see Fig. 7.4.3), corresponding
to the sum of the number of inlets and outlets. In addition, the bumps on the periphery
were found to be ten times taller than the sum of the solder layer thicknesses.
Accordingly, it was assumed that the high ambient pressure was pushing the semi-molten
solder, causing the solder to flow out of the bonding area into the vacant inlets and outlets
and resulting in weak bonds and leakage points. Rough calculations of capillary pressure
for the expected gap widths suggest surface tension forces capable of withstanding up to

15 psig. Accordingly, clamping pressure was reduced, and further tests conducted.
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Fig. 7.4.3: (a) 100 psi bonded chip and (b) profilometer scan results for 100 psig
bonded chip.

Four additional pressure tests were conducted at clamping pressures of 3, 5, 7.5,
and 15 psig and peak temperatures between 400 and 500°C. It is worth noting that since
the pressure difference between the bonding chamber and the internal cavity of the
manifold were below one atm, these four test cases could not be performed with a
vacuum on the inside of the manifold. Accordingly, the bonding process changed
slightly. The steps up to pressurization of the bonding apparatus were the same. At that
point, the vacuum was released, and the pressurized environment allowed to clamp the
chip onto the manifold. A vacuum was then pulled again to ensure the pressure difference
was strong enough to keep the chip attached to the manifold. If a successful vacuum was
pulled—indicating the chip remained attached to the manifold—the vacuum would be
released again, and the remaining bonding steps followed.

All four bonded manifolds remained intact after a 75 psig leak test, but upon
submersion, three of the four leaked, albeit significantly less than those bonded at high
clamping pressure. To obtain quantitative results for the bond strengths, the bonded

manifolds were tested to bond failure using a hand-cranked liquid piston pump capable of

227



generating up to 4000 psi. However, before these tests could be conducted, the bonded
manifolds needed to be leak tight. To that end, the bonded manifold was sealed with
epoxy by attaching it to a vacuum pump, applying epoxy on the perimeter of the bond
surface, and engaging the vacuum pump, drawing the epoxy into the leakage points. The
epoxy was allowed to cure, and then the sealed and bonded manifolds were tested to
failure, and the results are shown in Fig. 7.4.4.

It is clear that clamping pressures near 5-7.5 psig obtain the strongest bond. This
IS due to the balance between clamping pressure too weak to adequately conform the chip
around the unlapped manifold, and clamping pressure being too high, causing the high
pressure environment to push the solder out of the bonding area. It is worth noting that
while the 5 psig manifold achieved a seal without the need for epoxy, this might not be
due to the pressure alone, since peak temperature also spiked up to 480°C due to
insufficient cooling. While 480°C isn’t above liquidous point for the mixture, a
significantly higher volume fraction of solder will be molten (see Fig. 7.2.1(c)), thereby
making hermetic sealing more likely, especially when considering the high roughness of

the surface after solder deposition (see Fig. 7.2.2).
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Fig. 7.4.4: Summary of successful bonding results at various clamping pressures:
(a) 15 psig, (b) 7.5 psig, (c) 5 psig, and (d) 3 psig.

Having established successful bonding with 7.5 psig and 5 psig, working chips
were then bonded, mimicking the conditions in Fig. 7.4.4. First, a working chip was
bonded at 7.5 psig. Upon pressure testing, half the chip broke off at 30 psig, as shown in
Fig. 7.4.5. It is thought that poor contact between the heat spreader and the manifold
caused uneven heating, resulting in only one side of the chip bonding to the manifold. To
avoid this problem, all manifolds were polished on their backside to ensure proper
thermal contact. The chip was then de-soldered and analyzed under a microscope to
investigate the possibility of solder clogging of the microchannels. It was observed that
solder appears to bridge the gaps between microchannels only in regions where the
manifold is bonded to the chip due to the pressure of the chip on the solder. In the inlet
and outlet regions, however, there is nothing pressing the solder and solder does not
bridge the gaps, indicating that solder plugging of the channels in the inlet and outlet

regions of the manifold is less of a concern than previously thought.

229



"o

Fig. 7.4.5: Bonding attempt of working chip at 7.5 psig: (a) before pressure test, (b)
after pressure test, and (¢) zoomed view of microchannels.
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Next, the conditions matching the 5 psig clamping pressure were used to bond a
working chip to a manifold. The bonded manifold was then successfully pressure tested
to 75 psig without any leaks. This bonded manifold was then used for experimental

testing, which will be detailed in the following section.

7.5 TestChip1l

A layer of epoxy was placed around the periphery of the chip to protect the
manifold from electrical arcing due to the high voltage. The heater was covered in a thin
layer of high temperature Kapton tape, and three thermocouples were placed on the
Kapton tape directly over the heater for temperature measurements. The thermocouples
were then covered with a thin layer of Teflon, which was clamped down onto the heater
to ensure good thermal contact. Next, silver paint was used to connect wires to the heater
with minimum contact resistance. The wiring to the test loop—including three
thermocouples with a shared reference, positive and negative power supply, and positive
and negative voltage measurement—was accomplished using a solderable RS-232 Kit.

The final wired test section is shown in Fig. 7.5.1.
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Fig. 7.5.1: Final wired test section for experimentation.

The same test loop and data acquisition system used in the modular experiment
was used for the bonded manifold as well. The test results for four different refrigerant
flow rates are shown in Fig. 7.5.2. For these tests, maximum outlet vapor quality ranged
from 25% to 15%, corresponding to heat fluxes of 150 to 365 W/cm? for the lowest and
highest flow rates, respectively. Heat fluxes and vapor qualities could not be increased
higher due to a sudden and early-onset critical-heat-flux-like event: the loop would be
approaching steady-state, with all temperatures and flow rates remaining steady, until
suddenly, the heater temperature would start to rise slowly, then faster until the

temperature limit would be reached, and the control circuit would turn the power off.
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Fig. 7.5.2: Two-phase results with R245fa Chip 1: (a) heat flux vs. RTD superheat
and (b) pressure drop vs. outlet vapor quality.

It was initially suspected that boiling was occurring in the manifold due to the
improved thermal contact between the superheated chip and manifold. The outlet valve
was constricted to increase the pressure in the test section, thereby increasing the
effective sub-cooling. It was noted that while sub-cooling the fluid did delay this early-

onset critical-heat-flux-like event, increasing the heat flux would always eventually result
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in an early-onset critical-heat-flux-like event. Furthermore, increasing the sub-cooling
would only result in an increase in heat flux equal to a fraction of the sensible heat
gained. Thus, boiling in the manifold did not seem to be the problem. Next, we
considered hot spots resulting from manifold misalignment. An IR camera was used to
measure the chip temperature during two-phase operation. A hotspot located near the
edge of the chip was observed. Furthermore, the hotspot was observed to increase in
temperature as the onset of the critical-heat-flux-like event occurred, implying that the
hotspot was linked to this event. Due to the location of the hotspot, a manifold-chip
misalignment was assumed.

Two possible misalignments are possible: misalignment in the direction
perpendicular to the manifolds and misalignment in the direction parallel to the
manifolds. Of these two possibilities, the first is more detrimental, since, if the manifold
is misaligned in this direction by more than 100 pum (half the width of the manifold), then
the entire manifold section will be blocked off, resulting in effectively 500 um (the pitch
of the manifold) of uncooled length (see Fig. 7.5.3(b)). In contrast, if the manifold is
misaligned by 100 um in the direction parallel to its channels, then approximately five
channels, corresponding to 100 um, will be without flow (see Fig. 7.5.3(c)). Accordingly,

the first possibility (shown in Fig. 7.5.3(b)) is five times worse.
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Fig. 7.5.3: Possible manifold-chip misalignments: (a) properly aligned, (b) direction
perpendicular to the manifolds, and (c) direction parallel to the manifolds.

The bonded manifold was therefore de-bonded to investigate alignment. A careful
de-bonding method was needed to ensure the solder remains in place so that information
about alignment and microchannel clogging could be inferred. In addition, a controlled
environment was preferred so that oxidation of the exposed molten solders could be
prevented. The de-bonding was performed as follows: the heat spreader was tied to the
bonded manifold, and the bonded manifold was mounted inside the pressure bonder. The
pressure bonder was assembled and purged of air. The vacuum supply was then attached
to the nitrogen and a small positive pressure (~5 psig) was applied, pushing on the chip
from inside the manifold. The heater was then engaged until leakage was heard from the

pressure release valve, indicating the chip had de-bonded from the manifold.
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Fig. 7.5.4: Chip 1 after de-bonding: (a) lower manifold view, (b) upper manifold
view, and (c) zoomed-out view near upper manifold.

The de-bonded chip is shown in Fig. 7.5.4. The lighter portions correspond to the
manifold channels, while the darker areas correspond to the manifold walls. Upon
examining the de-bonded chip, it became clear that the boundary (lower and upper)
manifolds were aligned sufficiently well to obtain some flow, as indicated by the light
areas near the edges of the channels. CFD simulations were therefore performed, and for
the approximate geometry shown, only a small increase in pressure drop could be
expected—not nearly enough to explain the restriction to low heat fluxes and vapor
qualities.

Moreover, it is worth noting that here too (see Fig. 7.4.5(c)) solder clogging
appeared to be a concern only where the manifold walls bond to the chip, as all of the
inlets and outlets appeared free of solder bridges. However, from Fig. 7.5.4(a)-(b), a
significant amount of solder adjacent to the microchannels appeared to have been
delaminated upon de-bonding, while the remaining area remained untouched.
Accordingly, it was suspected that the untouched area was not bonding to the manifold.
This is a direct result of the use of gas to apply clamping pressure during bonding. The

gas pressure only applies a net force where a lower pressure exists on the opposite side of
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the chip. Inside the center of the manifold, where atmospheric pressure is maintained, the
gas applies a net force, conforming the chip around the manifold. However, once the chip
conforms around the manifold enough to seal it from the elevated chamber pressure, the
chip will stop conforming. Accordingly, a pinching force is created at this seal location,
and could force solder into the manifold and microchannels near the sealing perimeter.
Even though the solder layers were thin, because the bonding perimeter was 2 mm wide,
a significant volume was available for clogging. It is worth noting that the presence of
solder clogging around the perimeter during bonding was also consistent with the

observed hotspot location. Accordingly, this pinching needed to be prevented.
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7.6 Test Chip2

A high temperature silica rope was used to apply a relatively uniform and
conformal clamping pressure without pinching. A diagram comparing the gas clamping
method with the rope clamping method is shown in Fig. 7.6.1. Whereas gas pressure
applies zero net force around the perimeter, resulting in a narrow sealing region and
subsequent pinching force on the edge of the perimeter, force applied with rope is
uniform and allows the chip to evenly conform around the manifold radius, thereby

reducing pinching force.

Gas Clamping Pressure Rope Clamping Pressure

Gas Pressure Can Push Solder In

Zero Net \ls
—_—

Force on
Perimeter
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Pressure Force (~5psi)

(@ (b)

I

Fig. 7.6.1: (a) Gas clamping method vs. (b) rope clamping method.

The use of rope to apply the clamping changed the bonding assembly procedure
slightly. The manifold was first sprayed with nitrogen to remove dust and mounted onto a
separate device capable of pulling a vacuum. The chip was then placed onto it, and
aligned. Once alignment was obtained, a vacuum was pulled, firmly holding the chip in
place. The rope was then wrapped around the chip and tied tightly. The vacuum was then
released and the manifold placed in the bonding chamber. The vacuum supply line was
kept open to air to ensure there was no potential for pressure build-up inside the manifold
upon heating of the air inside it. The container was then flushed with nitrogen, and the

bonding procedure continued as previously described. First, two blank Si dies were
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successfully bonded using this method, leak checked at 160 psig, and tested to failure. A
chip was then bonded to a manifold and wired up for testing, as previously described.

SEM images of a chip and manifold after testing and de-bonding are given in Fig.
7.6.2, and a comparison of the nominal, measured, and simulated values is given in Table
7.6.1.

Table 7.6.1 Comparison between nominal and actual values for microchannel and
manifold dimensions of bonded Chip 2

Dimension [Variable] Nominal [pm] Measured [um] Simulated [um]
Microchannel width [wep] 10 9.5 95
Microchannel fin width [ws] 10 10.5 10.5
Microchannel fin height [hy] 100 75 75
Substrate base thickness [hy] 400 285 285
Manifold Inlet [Lin] 200 150 150
Manifold Wall [Lian] 300 350 350
Manifold Outlet [Loy] 200 150 150
Manifold Length [Len] 500 500 500

From Fig. 7.7.2(a) it is clear that like the press-fit chip, the microchannels here are
tapered. However, the tapering appears to be less extreme, and the channel width at the
fin tips is 11 um while at the base the width reduces to 8 um, resulting in an average
width of 9.5 um. In addition, from Fig. 7.7.2(a), solder is observed to deposit on the sides
of the microchannels, resulting in significant constriction which is not present in the
press-fit chip due to the lack of the need for solder. The microchannel depth is also
measured, and found to be approximately 75 um deep, while the base substrate thickness

was measured to be approximately 285 pum thick.
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The manifold dimensions were also measured with the SEM, and the results
shown in Fig. 7.7.2(c). Due to inaccuracies in the metal 3-D printing process, the
manifold channels are extremely rough, wavy, and non-parallel, and the average manifold
wall length is larger than the nominal value, resulting in a larger than expected pressure
drop. The manifold wall and channel gap size also vary by a significant margin. Due to
the relationship between manifold wall length and pressure drop, it is likely that an un-
even flow distribution will exist. In turn, this uneven flow distribution might reduce the
effective heat transfer coefficient by supplying excess flow where it cannot be used
effectively; however, since the effect on pressure drop is linear, no effect on average
pressure drop is expected. Furthermore, Fig. 7.7.2(d) shows a far view of the manifold,
where the waviness of the channels and variations in gap width and manifold wall length
can be observed over a wider area. On average, the manifold inlet and outlet were
measured to be 150 um wide, and the manifold wall was measured to be 350 pum wide.

In addition, it is worth noting that from Fig. 7.7.2(e), it is clear that the solder
appears to bridge the gap between channels only directly under the manifold wall.
However, unlike previous observations in Section 7.4 and 7.5, this view is angled and
indicates that this bridge does not penetrate into the microchannel at all, but rather sits on
top of it. Therefore, the potential for solder to clog the microchannels is significantly
lower than first expected. Finally, from Fig. 7.7.2(f), it is clear that the manifold imprint
on the chip is missing at the center of the chip. This could be due to the use of rope to
clamp the perimeter onto the manifold, since the clamping force is almost always applied
at the edges. Accordingly, it is possible that a gap exists between the microchannel fin

tips and the manifold, allowing fluid to bypass. This fluid bypass could result in reduced
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heat transfer coefficient in single-phase mode (see Fig. 6.1.2(b)), and reduced maximum

heat flux in two-phase mode.
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Fig. 7.6.2: SEM images of chip 2 and its corresponding manifold after testing and
de-bonding: (a) cross-section of microchannels, (b) cross-section of chip substrate,
(c) manifold measurements, (d) far view of manifold, (e) angled view of
microchannel wall, and (f) far view of microchannels.
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To assess repeatability for this chip, the chip was calibrated, tested in single-phase
mode, and tested in two-phase mode twice. The chip was first calibrated by supplying a
steady flow of refrigerant at the desired temperature. Refrigerant temperature was
controlled via the preheater, which, during calibration, was powered by the power supply
usually used to control the RTD heater in order to allow automated PID calibration. The
RTD was therefore powered by a battery, which supplied a small and noiseless current
signal, as well as negligible self-heating (especially when considering the efficient heat
sink directly in contact with the RTD). The voltage divider was disconnected during
calibration, and a larger (~50 Q) calibrated current-sense resistor was used to measure
current. Three temperatures between 20-70°C were used to assess linearity. Single-phase
tests were then conducted the same way as described in Section 6.8, except that two heat
fluxes—in addition to the adiabatic case—were tested as a system check to ensure heat
transfer coefficient was not a function of heat flux in single-phase mode. Two-phase tests
were then conducted the same way as described in Sections 6.8 and 7.5. Upon completing
the two-phase tests, the entire process was repeated, beginning with calibration.

The calibration curve is shown in Fig. 7.6.3. As can be seen, the calibration curve
is repeatable, even after single-phase and two-phase testing. Moreover, the change in
calibration curve was found to amount to less than 0.2 °C change in temperature, which is

acceptable.
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Fig. 7.6.3: Calibration curve for chip 2.

Single-phase tests were then conducted in the same way described in Section 6.8,
except that two heat fluxes were tested—50 W/cm? and 75 W/cm?. Two heat fluxes were
tested as a system and calibration check to ensure heat transfer coefficient in single-phase
mode was independent of heat flux. Besides ensuring that RTD temperature was kept
below saturation temperature, single-phase operation was also visually confirmed by
installing a transparent Teflon tube between the test section and the outlet valve. The
single-phase tests were found to be repeatable to well within the experimental uncertainty
for both pressure drop and heat transfer coefficient. However, the pressure drop was
observed to be approximately 15% larger, and heat transfer coefficient was observed to

be 25% lower than CFD predicts, as shown in Fig. 7.6.4.
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A similar analysis to that found in Section 6.8 (see Egs. (6.8.1)-(6.8.4)) was once

Fig. 7.6.4: Single-phase results for chip 2.

again conducted to quantitatively determine the potential for clogging to explain both the
increased pressure drop and reduced heat transfer coefficient. Matching the experimental
pressure drop values to those predicted by CFD implies approximately 10% clogging;
however, 10% clogging is insufficient to explain the 25% reduction in heat transfer
coefficient, as shown in Fig. 7.6.4. It is worth noting that for this case, regardless of flow

rate, heat transfer coefficient is very closely approximated by 75% of the value predicted
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by CFD. This cannot be due to clogging alone, since, at low flow rates, the additional
flow in the non-clogged areas increases heat transfer coefficient more than it does at
higher flow rates. Accordingly, the ratio between experimental and CFD values for heat
transfer coefficient should vary with flow rate. Thus, other factors might be at play.

As noted in the SEM images of this manifold, (see Fig. 7.6.2(c)-(d)), the manifold
flow divider thickness varies by a wide margin. This, in turn, could cause flow
maldistribution, resulting in reduced overall heat transfer coefficient and no anticipated
effect on pressure drop, as described above in this section. In addition, as noted in the
SEM images of this chip (see Fig. 7.6.2(f)), the center channel fin tips were not bonded to
the manifold flow dividers. This in turn, could result in a gap between the manifold flow
dividers and the microchannels, allowing fluid to bypass. Bypassing flow should reduce
both pressure drop and heat transfer coefficient, since less flow enters the microchannels.
Thus, since the pressure drop was observed to be above CFD value even with bypass, if
bypass is occurring, the clogging fraction might be underestimated. Finally, similar to the
press-fit chip, the presence of tapered microchannels could result in reduced heat transfer
coefficient, and an underestimate of clogging fraction.

Next, the presence of hotspots was investigated in single-phase mode using an IR
camera. A hotspot was observed toward the perimeter of the heater, in a similar location
as the one found in Chip 1. The presence of a hotspot in single-phase mode—when the
RTD temperature is below saturation—further reinforces the idea that nucleate boiling in
the manifold is not responsible for the observed hotspot. However, the presence of a
hotspot in single-phase mode is not expected to result in reduced heat transfer coefficient,

since, for single-phase mode, heat transfer coefficient is independent of heat flux. In
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addition, the hotspot location near the perimeter seems to indicate that solder clogging

during bonding might be responsible.

Center-point Near Hotspot

(@) (b)
Fig. 7.6.5: Hot spots on chip 2 in single-phase mode: (a) temperature near center of
chip and (b) temperature near hotspot.

Two-phase tests were then performed with the chip. Four refrigerant flow rates
were tested between 3-12 g/s. For all tests, mass flow rate was held constant and heat flux
increased until heat flux couldn’t be increased anymore due to chip temperature
becoming unstable, which will be detailed below. The results are shown in Fig. 7.6.7.

Peak outlet vapor qualities of 35% and 21% were obtained for the lowest and
highest flow rates, respectively, corresponding to heat fluxes of 205 W/cm? and 566
W/cm?. If the vapor quality is increased by increasing the heat flux once the vapor quality
limits shown have been exceeded, the RTD will continually increasing in temperature
until the temperature limit is reached, sometimes at an accelerating rate. The presence of
hotspots and the implication of 18% microchannel clogging in single-phase mode could
explain this behavior: if a large region of microchannels is partially clogged, less flow
will be present in this region, thereby, increasing local vapor quality. Once this vapor
quality exceeds unity, the heat can no longer be dissipated by the local fluid supply, and

must spread to nearby channels. This, in turn, increases the local vapor quality, which
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increases pressure drop, and acts to further reduce flow, thereby once again increasing
vapor quality. As heat flux is increased, at some point, the domino effect becomes
unstable, and steady-state chip temperature cannot be maintained.

These results are consistent with thermal images taken in two-phase mode, shown
in Fig. 7.6.6. Upon exceeding the heat flux limit for a given flow rate, hotspot
temperature was observed to steadily increase as the RTD temperature far away remains
relatively constant, indicating that hotspot temperature is responsible for the increase in

average RTD temperature.

Center-point Near Hotspot

@ (b)
Fig. 7.6.6: Hot spots on chip 2 in two-phase mode: (a) temperature near center of
chip and (b) temperature near hotspot.

In addition, the stability of hotspots can be explained as follows. It is known from
previous two-phase FEEDS experiments that for each flow rate, an optimal vapor quality
exists to maximize heat transfer coefficient [10, 42]. This trend is also present in the
results presented herein (see Fig. 6.9.1). Below this optimum vapor quality, hotspots are
stable, since when the heat flux in the clogged region spreads to nearby unclogged
channels, it increases local vapor quality, resulting in increased heat transfer coefficient.
The increase in heat transfer coefficient acts as negative feedback to keep hotspot

temperature stable. However, above this optimum vapor quality, heat transfer coefficient
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decreases with an increase in quality. Hotspot heat flux spreading would therefore cause a
decrease in heat transfer coefficient, which would act to further increase in the
temperature of the hotspot. In this region, feedback is positive, and hotspots are therefore
unstable. This theory is directly supported by the data presented in Fig. 7.6.7, which
shows that for each flow rate, once heat transfer coefficient peaked, vapor quality could
not be increased much further before the hotspot was found to become unstable.
However, it is worth noting that the presence of a hotspot should decrease optimal vapor
quality, and therefore, higher optimal vapor qualities might be possible.

Nevertheless, while peak base thermal conductances between 125 and 150
kW/m?2-K were obtained, peak fin thermal conductances between 190 kW/m?K and 270
kW/m?2-K were achieved, indicating that substrate thermal resistance is very important,
and contributes up to 33% to overall conductance. In addition, peak vapor qualities
between 20-35% were obtained for the highest and lowest flow rates, respectively.

Similar trends to those described in Section 6.9 were observed. For a given vapor
quality, heat transfer coefficient increases with increasing flow rate (see Fig. 7.6.7(c)-
(d)). Optimal vapor quality is observed to decrease with an increase in flow rate (see Fig.
7.6.7(c)-(d)), and each heat flux is observed to have an optimal flow rate associated with
it to produce a maximum heat transfer coefficient (see Fig. 7.6.7(b)). Finally, for a given
vapor quality and heat flux, a higher flow rate produces a higher pressure drop, as shown

in Fig. 7.6.7(e) and Fig. 7.6.7(f), respectively.
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Fig. 7.6.7: Two-phase results for chip 2: (a) heat flux vs. RTD superheat, (b) base heat transfer coefficient vs. heat flux,
(c) fin heat transfer coefficient vs. outlet vapor quality, (d) wall heat transfer coefficient vs. outlet vapor quality, (e) total
pressure drop vs. outlet vapor quality, and (f) total pressure drop vs. heat flux.
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7.7 Test Chip 3

Due to the presence of hotspots located around the perimeter of the chips, it was
assumed that solder was still being pushed into the microchannels from the perimeter.
Furthermore, from the SEM images, it was also clear that the microchannel fins were not
bonding to the manifold, potentially resulting in gaps and flow bypass. To combat this, a
hybrid bonding method was attempted. To prevent solder clogging around the perimeter,
it is desirable to reduce bonding temperature as much as possible. Reducing bonding
temperature is desirable for many reasons and leads to:

(1) Reduced mass fraction of the solder in the liquid phase, and therefore, the

volume of molten solder;

(2) Increased viscosity of the liquid phase;

(3) Increased surface tension of the liquid phase;

(4) Reduced residual thermal stresses.

Accordingly, a hybrid bonding method—wherein rope and gas pressure is used to
apply clamping pressure—was developed, in the hope that if the surfaces are in intimate
contact, a lower bonding temperature should be possible, since less volume of molten
solder will be needed to fill the voids, as shown in Fig. 7.2.2(a). A diagram of the hybrid

bonding method is given in Fig. 7.7.1.
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Hybrid Clamping Uniform

Center
I I Conforming
Perimeter
F Pressure Force E Load

(~5psi)
Fig. 7.7.1: Hybrid clamping method.

From the diagram, it is apparent that while gas pressure is used to apply a uniform
force to the center of the chip, a rope is used to apply a light and conformal load around
the perimeter of the chip for sealing. Thus, this hybrid method attempts to utilize these
two different clamping mechanisms to obtain a hermetic bond at lower temperature.
Using gas pressure to apply a force at the center of the chip also improves the probability
that the microchannel fin tips will directly bond to the manifold.

This new bonding method was first attempted on silicon dies with great success.
Bonding temperature was reduced from 450°C to 320°C, while still obtaining a hermetic
bond up to 160 psig. In addition, the inlet was observed to be sealed from the outlet up to
160 psig, suggesting that the manifold flow-dividers bonded to the silicon die and that
upon testing working chips, the manifold flow dividers would bond to the fin tips as well.
Furthermore, the tested dies withheld up to 1600 psig before bursting—the highest
pressure ever obtained in this work. Accordingly, a working chip was bonded to a

manifold using this method and tested.
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SEM images of the chip and corresponding manifold were taken after testing and
de-bonding. The SEM images are given in Fig. 7.7.2, while the comparison between
nominal, measured, and simulated values is given in Table 7.7.1.

Table 7.7.1: Comparison between nominal and actual values for microchannel and
manifold dimensions of bonded chip 3

Dimension [Variable] Nominal [pm] Measured [pum] Simulated [um]
Microchannel width [wep] 10 9.4 94
Microchannel fin width [ws] 10 10.6 10.6
Microchannel fin height [hy] 100 75 75
Substrate base thickness [hy] 400 280 280
Manifold Inlet [Lin] 200 200 200
Manifold Wall [Lian] 300 300 300
Manifold Outlet [Loy] 200 200 200
Manifold Length [Len] 500 500 500

It is observed that once again, the channel cross-section appears to be tapered (see
Fig. 7.7.2(a)), with a microchannel width of 11.4 um at the tip of the fins down to 7.4 um
at the bottom of the microchannel, resulting in an average channel width of 9.4 um. The
average fin width is measured to be 10.6 um. From Fig. 7.7.2(b), the average
microchannel fin height is measured to be approximately 75 pum, while the substrate base
thickness is measured to be approximately 280 um. These measured values are very close
to those of chip 2.

The manifold, on the other hand, is observed to deviate only slightly from the
nominal geometry. The nominal inlet and outlet width were observed to match the

average width, and the nominal manifold wall and pitch was observed to match average
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measured values. Furthermore, the manifold channels are observed to be nearly
uniformly spaced and parallel, with reduced roughness compared to the manifold used for
chip 2, in Section 7.6. Thus, an improved flow distribution, and resulting improved heat
transfer coefficient, can be expected.

In addition, as shown in Fig. 7.7.2(e)-(f), voids are observed on the wall. These
voids, if sufficiently deep, could trap fluid, increasing conduction resistance between the
wall and the fluid, and result in decreased heat transfer coefficient and increased pressure
drop. It worth noting that it is unclear if these voids were also present in Chip 2, since

angled SEM images were not taken.
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(e) ®
Fig. 7.7.2: SEM images of chip 3 and its corresponding manifold after testing and
de-bonding: (a) microchannels in manifold gap, (b) microchannels bonded to
manifold wall, (c) angled view of microchannel wall, (d) close up view of
microchannel walls, (e) particulate clogging, and (f) edge of microchannels.

First, the chip was calibrated, using the same method described in Section 7.7.

The calibration curve is given in Fig. 7.7.3.

56
c 55

A Before Heater Fix

= 2% 1y =0.11843616x+47.20143143 ]
n:-. o3 R2 = 0.99999801 After Heater Fix
9 / y =0.11854128x +46.65740091
€ 5 R? =0.99997523
©
17
2 51

[7,]

o '
X 5o
(] /
E 1

48 T T T T T 1
20 30 40 50 60 70 80
RTD Temperature, Ty [°C]

Fig. 7.7.3: Calibration curve for chip 3.

Then, single-phase tests were performed, and the results are shown in Fig. 7.7.4.
Once again, pressure drop was observed to be elevated and heat transfer coefficient
reduced. The same analysis method was used to quantitatively predict the effect of

microchannel clogging on pressure drop and heat transfer, and it was found that
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approximately 20% clogging was needed to explain the increased pressure drop—Ilarger
than test chip 2. However, as mentioned in Section 7.6, the amount of clogging could be
underestimated due to the possibility of fluid bypass resulting from insufficient bonding
between the center manifold channels and the microchannel fin tips. Nevertheless, heat
transfer coefficient is observed to increase from chip 2 to chip 3, indicating that an

improvement was made.
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Fig. 7.7.4: Single-phase results for chip 3.
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Two-phase testing was then performed. However, when testing at 6 g/s of
refrigerant flow and upon exceeding 350 W/cm?, hotspots were visible to the naked eye,
as shown in Fig. 7.7.5(a). In order for the hotspots to be visible to the naked eye, local
temperatures would have to exceed 1000°C. Furthermore, upon increasing the flow rate
from 6 g/s to 9 g/s, a notable increase in superheat and a reduction in wall heat transfer
coefficient at the same vapor quality were observed, as shown in Fig. 7.7.5(c), which is
unlike the previous trends obtained with any of the previous chips. Finally, as heat flux
exceeded 500 W/cm?, a spark was observed and the current stopped, due to the burning

of the heater in this region.
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Fig. 7.7.5: (a) Hotspots visible to the naked eye; (b) heat flux vs. RTD superheat;
and (c) wall heat transfer coefficient vs. outlet vapor quality.

The cause of this hotspot was then analyzed. Even if the heater were 2x thinner in
this region, resulting in a heat flux 2x higher than background, conduction simulations
have determined that surface temperatures would not reach the 1000°C required, due to
spreading through the silicon substrate. The most likely way to achieve 1000°C
temperature would be if the heater strip were locally delaminated from the silicon
substrate—either directly from the adhesion layer, or if the adhesion layer and/or oxide
layer were delaminated from the silicon substrate—resulting in a toaster-like heating coil
(with a heat flux far exceeding that of a toaster). Thus, under these circumstances, even a
narrow delaminated strip could exceed 1000°C. It is known from past chips that heater
adhesion can be weak in localized areas, making it is easy to lift off sections of the heater
with tape. It stands to reason that if the heater adhesion is weak enough that tape could
cause delamination, thermal stresses from calibration or testing could cause delamination
as well, resulting in the observed effect.

Accordingly, the heater was patched using silver paint, and calibration, single-
phase tests, and two-phase tests were performed again. The calibration curve is given in
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Fig. 7.7.3. The resistance drops notably, due to the patching of the heater with silver
paint, which inevitably short-circuits part of the heater. The chip with the patched heater

is shown in Fig. 7.7.6.

Patched Heater

Fig. 7.7.6: Chip 3 with patched heater.

The single-phase tests results are shown in Fig. 7.7.7. It is clear that pressure drop
increased slightly since the previous test, possibly due to particulate infiltration as the test
section was exposed to air. The quantitative clogging analysis was then performed to
determine if particulate clogging could explain the increased pressure drop. However,
rather than curve-fit CFD to predict the effect of clogging, the experimental results
obtained before the fix were curve-fitted instead and used as a reference such that the
incremental amount of clogging could be estimated. Matching the experimentally

measured pressure drops would imply that there was 14% more clogging than what was
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previously observed. However, the heat transfer coefficient is not observed to decrease by
the amount predicted. Accordingly, it is possible that the clogging was relatively uniform,
resulting only in an increased pressure drop and a reduced or negligible effect on heat

transfer coefficient.
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Fig. 7.7.7: Single-phase results for chip 3 after fixing the heater.

Finally, two-phase tests were conducted, the results of which are shown in Fig.
7.7.8. The two-phase results are very similar to those presented in the previous sections.
A peak heat flux of 700 W/cm? was obtained at 27% vapor quality and 100 kPa total
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pressure drop. However, it is worth noting that after testing the highest flow rate and heat
flux (> 700 W/cm?), a spark was observed and the oxide-nitride-oxide dielectric
insulating layer was broken. Thus, the tests could not be repeated. Furthermore, for the
highest flow rate, a sudden change in slope is observed for RTD superheat and heat
transfer coefficients. It is thought that this change in slope is the result of the beginnings
of dielectric breakdown. Thus, the RTD superheat and heat transfer coefficient
measurements for these four data points are not considered to be accurate.

In addition, as before, an optimal flow rate was observed to produce a maximum
base heat transfer coefficient for a given heat flux, as shown in Fig. 7.7.8(b).
Furthermore, the optimal flow rate was observed to increase with increasing heat flux. An
optimal vapor quality was also observed to produce a maximum heat transfer coefficient
at vapor qualities ranging from 25-45%, as shown in Fig. 7.7.8(c)-(d), which is higher
than that achieved for chip 2. Similarly, optimal vapor quality is observed to decrease
with mass flow rate, and heat transfer coefficient for a given vapor quality is observed to
increase with mass flow rate. Both of these results are consistent with chip 2. Finally, as
shown in Fig. 7.7.8(e)-(f), pressure drop trends for both vapor quality and heat flux are

consistent with those observed for chip 2.
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Fig. 7.7.8: Two-phase results for chip 3: (a) heat flux vs. RTD superheat, (b) base heat transfer coefficient vs. heat flux,
(c) fin heat transfer coefficient vs. outlet vapor quality, (d) wall heat transfer coefficient vs. outlet vapor quality, (e) total
pressure drop vs. outlet vapor quality, and (f) total pressure drop vs. heat flux.
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7.8 Comparison to Model

Finally, the results from test chip 3 were compared to the model as well, the
results of which are shown in Fig. 7.8.1. Once again, wall heat transfer coefficients are
observed to be the correct order of magnitude, and follow the correct trends. In addition,
at moderate vapor qualities and mass flow rates, the model matches experimental data.
However, as noted in Section 6.10, the model is less sensitive to mass flow rate than
experiments.

Similarly, pressure drop predictions are the correct order of magnitude and match
experimental trends. Pressure drop predictions are notably more accurate than heat
transfer coefficient predictions, and most data points fall within 15% of the value
predicted by the model (see Fig. 7.8.1(c)). The experimentally observed curves closely
follow the model at low vapor qualities, though some deviation is observed at high vapor
qualities, especially for high mass flow rates. Furthermore, it is worth noting that despite
the presence of clogging observed during single-phase tests, the tapered channels are
expected to have reduced pressure drop, due to the presence of large regions with wider
channel width. Thus, the effective channel width might be lower than simulated, resulting

in a noticeable difference between experiment and model, which is due to the clogging.
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Fig. 7.8.1: Test chip 3 two-phase results comparison to model: (a) wall heat
transfer coefficient vs. vapor quality, (b) total pressure drop vs. vapor quality, and
(c) comparison between predicted and measured pressure drop.

7.9 Bonded FEEDS Experiments Summary

A 3-D printed header-manifold was designed to be directly bonded to the
embedded Si chip, with the goal of reducing system volume as much as possible. Due to
the rough surfaces after 3-D printed, processes for lapping, polishing, metalizing, and
bonding the 3-D printed parts to the Si chips had to be developed. Hermetic bonds
capable of withstanding up to 1600 psi were obtained. Three such bonded test sections
were tested. Solder clogging of the microchannels prevented the first test section from
achieving high vapor qualities, while an un-bonded manifold center limited the heat flux
of the second test section. A hybrid bonding method was therefore attempted, and
resulted in prevention of clogging and excellent bonding of the entire chip. Heat fluxes
up to 700 W/cm? were obtained at vapor qualities approaching 30%. However,

difficulties with the heater prevented higher heat fluxes from being obtained. Finally, the
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thermal and hydrodynamic performance was compared to the model, with correct order-
of-magnitude and trends for heat transfer coefficient, and excellent agreement for

pressure drop to within 15%.
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8 Summary and Conclusions

In conclusion, an embedded, two-phase cooler utilizing FEEDS technology was
investigated for compact and ultra-low thermal resistance high heat flux removal. Four
independent preliminary modeling efforts have shed light on the governing physical
phenomena, indicating the importance of nucleate boiling, annular film evaporation, void
fraction correlation, single-phase fully developed and developing forced-convection,
intra-microchannel flow distribution, and fin conduction. These preliminary models and
their governing physics were combined into a 2.5-D master manifold-microchannel
model using custom-coded CFD. The master model was first validated using single-phase
3-D CFD, where it was shown that both fully developed and developing flow could be
accurately predicted, as long as the flow remains two-dimensional. The model was then
validated for two-phase flow by comparing it to past experimental results, with correct
orders of magnitude and trends for heat transfer coefficient, and a pressure drop
prediction within 30% of experiment. The model was then used to design a geometry
capable of meeting the ICECool metrics, during which a parametric study on the effects
of various geometric parameters was performed. The working fluid was then selected
using a system-level model based on ICECool metrics, and a manifold model was used to
evaluate manifold flow configurations. In the end, a novel manifold flow configuration
was determined to be necessary to obtain an even flow distribution in two-phase flow,
and a manifold was designed to provide an even flow distribution over a wide range of
flow rates and working fluids. Focus was then shifted to experiments, where a press-fit
test section and a bonded test section were tested. Heat fluxes in excess of 1 kW/cm? and
vapor qualities approaching 45% were obtained with the press-fit test section, while heat
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fluxes in excess of 700 W/cm? and vapor qualities approaching 30% were obtained with

the bonded test section.

8.1 Major Contributions

(1) Demonstration of embedded, two-phase cooling concept in Si-based electronics,
with ultra-low thermal resistance and operation at moderate vapor qualities.
Future versions of this device should easily achieve high exit vapor quality and
fully achieve the targeted design metrics.

(2) Reduction in system volume and form-factor down to the same order of
magnitude of the chip for integration into real-world systems without sacrificing
flow distribution and performance;

(3) Direct bonding of a 3-D printed part to an Si-based electronic device, capable of
hermetic sealing and withstanding high pressures;

(4) A deeper understanding of the governing physics from the preliminary modeling,
including (a) numerical validation for the Zivi annular flow void fraction
correlation; (b) determination that for the range of conditions considered here,
void fraction correlation is a function of mass flux and channel width, with wider
channel widths and higher mass fluxes resulting in a continuous shift from the
annular, fully developed void fraction correlation to the Zivi annular void fraction
correlation; (c) determination that film evaporation is dominant in the fully
developed flow regime and is the reason why flow boiling correlations provide
quantitatively and qualitatively inaccurate predictions, whereas nucleate boiling

and forced convection are dominant in the developing flow regime and is the
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reason why flow boiling correlations provide improved quantitative accuracy; (d)
determination that the asymmetrical liquid feeding and heating causes large
regions of dryout on the microchannel wall, which acts to increase heat transfer
coefficients at low vapor qualities and reduce them at higher vapor qualities,
resulting in a lower optimal heat transfer coefficient than exists for regular
microchannels

(5) Determination that for conditions for which manifold-microchannel flow remains
two-dimensional, a simplified 2.5-D model is capable of accurately predicting
heat transfer coefficient and pressure drop for single-phase fully developed and
developing-flow;

(6) Development of a novel, simplified 2.5-D model capable of assisting with two-
phase design of experiments and parametric analysis, and able to predict correct
qualitative trends for heat transfer coefficient, and accurate to within 15% and
30% when predicting two-phase pressure drop for fully developed and developing

flow, respectively.

8.2 Opportunities for Future Work

There are many opportunities for future work for single-phase modeling, two-

phase modeling, and experiments.

8.2.1 Recommended Single-Phase Modeling Future Work

(1) Further testing of the developing flow 2.5-D single-phase model under a wider
range of geometries, mass flow rates, and fluids, in order to quantify the

robustness of the simplified model,
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(2) Investigation into the dimensionless conditions under which the two-dimensional
flow assumption in the 2.5-D single-phase model is valid, such that the accuracy
of the model can be known a priori without performing 3-D simulations. This
would allow the model can be used more generally without the need for 3-D
validation and would enable the model to perform optimization on its own;

(3) Investigation into potential means of correlating heat transfer coefficient
enhancements due to 3-D secondary flows generated in manifold-microchannels,
such that the 2.5-D model might still be capable of accurately predicting heat

transfer coefficient and pressure drop when flow becomes three-dimensional.

8.2.2 Recommended Two-Phase Modeling Future Work

(1) Validation of annular film evaporation with physics-based void fraction model
using 2-D VOF. The assumptions made in the film evaporation with physics
based void fraction model can be put to the test using a 2-D Volume of Fluid
(VOF) model. The void fraction, wall shear stress, and heat transfer coefficients
can be compared to the simplified model to determine under what conditions the
model is accurate.

(2) Direct incorporation of annular film evaporation with physics-based void fraction
equations into 2.5-D CFD microchannel model. The current 2.5-D CFD
microchannel model did not directly implement the annular film evaporation with
physics-based void fraction equations, but rather relied on the results from the
preliminary model to indicate which void fraction correlation should be used.
From the preliminary model, a gradual shift from the annular, fully developed

void fraction correlation to the Zivi annular flow correlation is observed as mass
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flux is increased. Accordingly, direct implementation of the annular film
evaporation with physics-based void fraction correlation equations is preferable,
and should give more accurate void fraction predictions and resulting heat transfer
coefficients.

(3) A more advanced “2.9-D” approach, wherein the SIMPLE algorithm would be
solved separately for the liquid and vapor phases, and the void fraction would be
computed by matching the liquid and vapor pressures directly. This suggestion is
similar to directly implementing the annular film evaporation with physics-based
void fraction equation directly into the 2.5-D model. However, this approach is
different in that rather than treat the two phases as a mixture, it treats each phase
separately. This allows for the outgoing vapor quality to be different in different
directions, which is not possible using the mixture model. Thus, for adiabatic two-
phase flow, the previous model would predict a uniform vapor quality

everywhere, while the recommended model would allow the phases to separate.

8.2.3 Recommended Experimental Future Work

(1) Improvement to heater fabrication, to enable more robust heater contact and
adhesion, improved dielectric strength, and heater uniformity to improve
performance at high heat fluxes;

(2) Fabrication of chips from thinner substrates and from higher thermal conductivity
materials such as SiC to reduce conduction thermal resistance;

(3) Fabrication of microchannels with more rectangular grooves to prevent intra-

microchannel flow maldistribution;
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(4) Wider parametric study on effect of manifold and surface geometry, using a
MEMS interposer to precisely control manifold dimensions;

(5) Testing of additional fluids, such as ethanol and water (and comparing to 2.5-D
model);

(6) Flow visualization study to validate annular film evaporation with physics-based

void fraction model and 2.5-D microchannel model.
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9 Appendix A: Derivations of Equations Used in the Annular

Film Evaporation with Physics-Based Void Fraction Model

In this section, length derivations for equations used in the annular film
evaporation with physics-based void fraction model will be presented. First, the control
volumes with which the continuity and momentum conservation equations can be derived
will be presented. Then, the analysis used to arrive at an algebraic friction factor will be

presented. Finally, the annular, fully developed void fraction correlation will be derived.
9.1 Model Equations

The control volumes for the annular film evaporation with physics-based void

fraction model are shown in Fig. 9.1.1.

Symmetry P Py
-i_ ........... _. ............. _? ............. .I_
< Vapor Uy, "—!—) |
R R A A |
_I ....... 1 ...... ] I UE I 0
Liquid-Vapor Interface L. .. .. _! :
. O . Am E’fzu i || Wen/2
: v :r_ .............. J
| |_ ..... ... =)
Bw  liquid UL i am
VA - H Fe . > Ué. . ﬁ
LWaIl ‘ ® E E
.................. e @ — i — e — ..
Lx Pvlv Twall Pp

Control Volume for Momentum (staggered) -------.
Liquid-Vapor Interface —--—

Fig. 9.1.1: Control volumes used for discretization in the annular film evaporation
with physics-based void fraction model.
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9.1.1 Continuity Equation for the Liquid Phase

Referring to the control volume shown in Fig. 9.1.1, the continuity equation for

the liquid phase is

PBwUiy — piBeUE = Fjy — F} = A (9.1.1)
9.1.2 Momentum Equation for the Liquid Phase

Referring to the control volume shown in Fig. 9.1.1, the momentum equation for
the liquid phase is
25 UL + A UL + (DL, + [—EL, 0DUL + (DL + [EL 0D U

= (Dy + [F,, 0D Uy, + (D¢ + [—-F;, 0) U (9.1.2)
+A'(RL - PH + Sh Uy,

Multiplying Eq. (9.1.1) by U}:

F; Up — F} Up = Am U), (9.1.3)
Adding Eqg. (9.1.2) and (9.1.3) yields,
25t ub + (DL, + EL + [=EL, 0D U}

+ (DL + [FL 0] — EYHUL

(9.1.4)
= (Dj, + [E}, 0DUY, + (D¢ + [—F, 0] U
+ AY(PL — PH + St Uy,
Simplifying Eq. (9.1.4) using the identity: [F,0] — [—F, 0] = F yields,
255 Up + (DY, + [FL, 0D U + (D! + [-FL 0DUR (9.1.5)
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= (DY, + [EL, 0DUY, + (DL + [—FL 0D UL
+AY(R, — P + Sp Uy

Thus, the momentum equation for the liquid phase can be expressed as

apUp = ay Uy + apUg + b' + A'(B) — B) (9.1.6)
where
ap = ajy + ap + 25} (9.1.7)
ay = D, + [F}, 0] (9.1.8)
ap = D} + [-FL, 0] (9.1.9)
bt = S} Uy, (9.1.10)

9.1.3 Continuity Equation for the Vapor Phase

The continuity equation for the secondary phase is:

pvawUy — pyagUg = By — F + Am = 0 (9.1.11)
9.1.4 Momentum Equation for the Vapor Phase

The momentum equation for the secondary phase:
Sp Up + (Dy, + [-Fy, 0DUp + (D¢ + [F7, 0D Up
= (Dy + [Ry, 0DUy + (D7 + [-F, 0D Ug (9.1.12)
+ A¥(PY — PY) + Am UL + SY U,
Multiplying Eq. (9.1.11) by U},
Ry U§ — FY U + M UE = 0 (9.1.13)

Adding Eq. (9.1.12) and (9.1.13) yields
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Sp Up + (DY, + Fy + [=Fy,0DUE + (DZ + [F7,0] — FX)Ug

+ At U}
(9.1.14)
= (Dy, + [Ey, ODUw + (D¢ + [-F, 0D Ug
+ A(RY — PY) + A U} + SY U,
Simplifying Eq. (9.1.14) using the identity [F,0] — [-F,0] = F,
Sy Up + (DY, + [Ey,0DUpP + (D7 + [-F7,0])Up + A Up
= A Up + (DY, + [Fy, 0D Uy, + (DY + [-FF, 0D UE (9.1.15)
+ A"(By) — PY) + Sp Uy,
Thus, the momentum equation for the vapor phase can be expressed as
ayUp = ab,UY, + aSUE + b? + A”(PY — PY) (9.1.16)
where
ap = ay, +ag + Sp + Am (9.1.17)
ay = Dy, + [y, 0] (9.1.18)
ag = D¢ + [-F/, 0] (9.1.19)
b = A U} + S Uy, (9.1.20)

9.1.5 Momentum Equation for the Mixture

Combining Egs. (9.1.6) and (9.1.16), and using the identity A' + AY = 1 results in
one momentum equation:
abUb + abU} = al, U, + aly Ul + aLUL + a%UZ + P, — P,
(9.1.21)
- Al(va - Pec)

Defining a = a' + a¥, we can rewrite the convective and diffusive neighboring

coefficients of Eq. (9.1.21) as
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abU}p + abUp = apUp + ab (UL — Up) + ab (UF — Up) (9.1.22)
aw Uiy + aly Uiy = ayUy + aiy (Uly — Uy) +afy (Ul = Uy)  (9.1.23)
apUg + apU§ = agUg + ai; (U — Ug) + ag (UE — Ug) (9.1.24)

Thus, we can rewrite the mixture momentum equation in the familiar form:

apUp = ay Uy +agUy+b + P, — P, (9.1.25)
where
ap = ab + ap (9.1.26)
ay = aly +al, (9.1.27)
agp = ak + al (9.1.28)

b = b' +b” +d, UL, + a% U, — ay Uy + akUL + alUY — agUg
(9.1.29)
+ apUp — abU}p — abUP — AL(PS — PS)
It is worth noting that since, by definition, F = F! + F?, then D = D' + D”. In

addition, since,

D'=(1—-a)u,/Ax (9.1.30)

and
DY = au, /Ax (9.1.31)

If we define D = u/Ax, then u is the area-averaged (homogenous) viscosity:

p=~0-a)y+au, (9.1.32)
9.1.6 Equation for Volume Fraction

An equation for liquid volume fraction can be derived by dividing Eq. (9.1.16) by

A and subtracting the result from Eq. (9.1.6) divided by A', yielding
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ap aw ag at b’ bl
% gy - g = Sy Sy, 1 gy z”“(fv‘m + (P —PL)
(9.1.33)
— (P£ — PE)

The Young-Laplace equation relates the liquid pressure to the vapor pressure by

P¥ — P! = p¢ (9.1.34)

Substituting (9.1.34) into Eqg. (9.1.33) and simplifying results in

aP aW a l . v l
(9.1.35)

— P¢

l
Since, by definition, U! = pF—ﬁ and UV = (1 5 Eqg. (9.1.35) can be re-written as
l

ap F¥ ab F}
A? p,(1—Bp) Al pifp

_ay  F aW Fl, a;  Ff ak F} 0136
A py(L—Bu)  ALpiBw A py(1-Bs) Alppy (130

b’ b'
A P

l a? FY

Defining A! = ; A and A} = —" i, Eq. (9.1.36) can be re-written in condensed

form:

A A A, Ay A A (b_” b_’>
(=B Br (=PBw) Bw U-Po Be \a» A (9.1.37)
+ P — P§

Since the volume fractions appear in the denominator, they must be linearized:
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Ap

Av

2 (6 - )
1- ,Bp) (1 ﬁp) ( _ P)Z Br — Bp
(1—2Bp) Ap
=A—— T+ —
A=) -B)
AV, AV, AV, _
(1 - Bw) (1 [3W) (1- W)z (Bw — Bw)
Gk ) B Y
(1-Bw) (1-PBw)
AV AV AV _
(1-PB) (1 — ﬁE) ( B E)z (ﬁE ﬁE)
(1 - 235) Ag 8
__ E
(1 ~Bs) (1 ~Bs)
Ap Ap Ap — Ap  Ap
__F_ = 2%
5 Bp - —(Br — Br) 7 57 Bp
A Aw A LAw A
B o mz (ﬁw ﬁW) = » + _Wz Bw
AL AL AL AL
—h T T = E £)=—2=+—=P:
B .BE ,B_Z(ﬁ 'B) ,BE+ﬁ2ﬁ

(9.1.38)

(9.1.39)

(9.1.40)

(9.1.41)

(9.1.42)

(9.1.43)

Substituting Egs. (9.1.38)-(9.1.43) into Eqg. (9.1.37) and combining like terms

results in the final form of the volume fraction equation:
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Ab AY )
L+ —L B =
(ﬁpz (1-5))"
AL, AY, >
Bw +
(BWZ (1-8)" )"
)
Br + (9.1.44)
B (1-Fp)
AL AL, Aﬁ;)
Py —PE+2|=—=—-=
Wl <l>’p Py Br

S E T N

Av Al
The capillary pressures, Py, and Pg, can be computed from

c 6" o wePw+ B Zﬁ
PW =0 (1 + (5')2)1'5 = Ax2 Zh = - , s = O(ﬁW + ﬁE - zﬁP)
B 2 (9.1.45)
1+ ( ax)
5" 0 WenBp + Bee — BE

cC
Pg =0

so(Bp + Bee — 2Bg)
96\2\Z (9.1.46)
<1 + <a§> )

Py — Pg = so(Bw + Br — 2Bp) — so(Bp + Bee — 2BE)

(14 (80915 Ax? 2

(9.1.47)
= so(Bw — 3Bp + 3B — Per)
where

0 Wep

_ Ax? 2
T : (9.1.48)

op 1.
(142}
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2
0B _1aPww —3Pw t3Ps — 15 PEe (9.1.49)
X

Thus, the volume fraction equation can be expressed as

ApPp = AwPw + AgPr + B (9.1.50)
where
CTETN
P = —2 —2 So (9151)
Be” (1-Pp)
Al AY
Ay = (_Wz + 2 2) + So (9.1.52)
Bw (1 - IBW)
Ap Ag
Ap =|—=+ —= |+ 350 (9.1.53)
Be” (1-Pr)
Agg = =5 (9.1.54)

(www) 0159

- T0-R)T TR

b’ bt
+<F‘E>

9.1.7 Equation for Liquid Quality

Finally, following the procedure outline in Patankar [57], the conservation of
species equation can be written simply as a convection equation. Using the continuity
control volumes, the governing equation can be written as follows:

alYe = al,Yy, + alYy + b4 (9.1.56)
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where the neighboring coefficients al, and a] are calculated using upwind

discretization, as in Patankar [57]:

ay, = [Fy, 0] (9.1.57)
al = [-F,, 0] (9.1.58)
ap =al, +aj (9.1.59)

The source term, b4, is the amount of evaporated liquid per unit length. Since it is
assumed that all heat transfer occurs via direct conduction through the thin liquid film,
the evaporation rate potential can be calculated as

k, 2Ax (9.1.60)

Aﬁlpotential = EW (Twall - Tsat)
c g

where the film thickness, &, is calculated from the geometric relationship between the

void fraction and the microchannel geometry:

w
5=p Zch (9.1.61)

It is worth noting that for vapor qualities approaching one, the evaporation will
approach infinity. Under these conditions, more mass than is entering the control volume
will be evaporating, thereby violating conservation of liquid species. For this reason, the
evaporation rate must be limited by the amount of liquid entering the cell, which is
calculated as

Aty = al,Yy + at¥e (9.1.62)

The final evaporation rate is then equal to the minimum of the evaporation
potential, A1, o¢entiqr, and the amount of liquid entering the cell, Ariy, g, :

Ariteyap = Min[Aityoeentiat, Atmax] (9.1.63)

The source term, b4, is then related to the evaporation rate by:
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bl = —Atitgpay (9.1.64)
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9.2 Algebraic Solution for Friction Factor Source Term

R
0%u, 0B,
I Hvﬁ=a=ff—b%=d+ez+fzz
“%h/z
g l 62111 aP;_

+ plﬁ=a=lf—>ul=a+bz+czz

Fig. 9.2.1: Assumed velocity profiles.

In this section, an algebraic approach for computing the fully developed friction
factor in two-phase, laminar flow will be detailed. The only assumption required for this
approach is that the liquid and vapor velocity profiles are quadratic. For the case of fully
developed, laminar, annular, adiabatic two-phase flow, the momentum equations reduce
to

azul OPl _ azuv an

Mozr “ox - KTM2 “ox ®.2.1)

Accordingly, Eq. (9.2.1) can be integrated to obtain quadratic velocity profiles for
the liquid and vapor phases. Thus, the quadratic velocity profile is the exact velocity
profile for fully developed condition. However, we can assume quadratic velocity profile
even if the flow is not fully developed. The assumed velocity profiles take the form,

w, =a+ bz + cz? 9.2.2)
u, =d +ez+ fz? (9.2.3)
where a, b,c,d,e,and f are yet to be determined constants. The following boundary

conditions are then applied:

wy(z=0=0=a (9.2.4)
Uy =u(z=08)=a+ b +cé? (9.2.5)
Up = uy(z=6) = d + e + f§? (9.2.6)
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du
Tw = W (—Zl> s = (b + 2¢9) (9.2.7)
-

dz /,-
du
Tiw = Wy (d_;) s = u,(e + 2f9) (9.2.8)
zZ=
d
( u”) =0=e+ fwg (9.2.9)
dz zZ=Wcp/2
_ dul _
Twan = Wi\~ o b (9.2.10)
zZ=

where Uy, twa, and T, are yet unknown constants. The average liquid and vapor

velocities, U; and U, can be calculated by integrating Egs. (9.2.2)-(9.2.3):

b c
1 (98 ay +5z° +32°\ & b ¢,
Ul:gf ule: 5 |O=a+§6+§6 (9211)
0

Wcn/2

1
U, =——— d
v Wch/2—5J;$ Uy @z

a0 (R o)

(9.2.12)

Thus, we have 12 variables—a, b, c,d, e, f, 8, Uy, Twa, Ty U; and U,—and 9
equations—Eqgs. (9.2.4)-(9.2.12). If U;, U,, and & are known inputs, then all remaining
variables can be determined. After solving the system, U,,, can be expressed as

g =65t 30U,
T 4S,a + 3B

(9.2.13)

where § = 28

a=1—ﬁ,and51=%.

wer'
In addition, the integral force per volume on the liquid volume, F|,;, due to the

shear stress at the wall and liquid-vapor interface, is
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_ 2(Tw — Twau) _ 2(uy (b + 2¢6) — w;b)

Fl,, = =2
vol Wen Wen /’LI.BC
(9.2.14)
24,
= 2 (Ulv - ZUI)
Wch

Similarly, the integral force on the vapor, F;,,, due to the shear stress on the
liquid vapor interface is

_ZTlv _zl'l'v(e + 2f6) _

pol = = =2 af=%(U - Uy) 9.2.15
vol Wen Wep Hy aWczh lv v ( L. )

Thus, Egs. (9.2.15) and (9.2.16) can be used to provide source terms to simulate
friction in laminar, two-phase, fully developed flow. It is worth noting that for numerical
stability, the source term is broken into two parts: (1) Sp:an implicit, linearizable
component with respect to U; and U,,, and (2) S¢: an explicit source term proportional to
Uy, Although Uy, as seen from Eq. (9.2.13), contains linear terms with respect to U; and
U, one need not substitute in the expression for Uy, in order to linearize its components.

For the liquid phase, the source term takes the form,

St =St —SLU, = AxAyFL,, (9.2.16)
where
24u,AxAy
S¢ =———U
c BwE, W (9.2.17)
;48w AxAy (9.2.18)
Sp=—p——
ﬁwch
Similarly, for the vapor phase, the source term takes the form,
SV =S¥ — SpU, = AxAyF, (9.2.19)
where
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_ 12p,AxAy

S¢ e U (9.2.20)
C
,  12p,AxAy (9.2.21)
Sp ="
awch

9.3 Fully Developed Void Fraction

An analytical solution for fully developed annular flow exists. While the algebraic
solution obtained above also assumes a quadratic profile for the liquid and vapor
velocities, further simplification can be made if fully developed conditions are assumed.
Under fully developed conditions, where the liquid vapor interface is flat and capillary
action negligible, the Young-Laplace equation can be differentiated with respect to x to

show that pressure drops in the liquid and vapor must be equal, that is,

%* = %* (9.3.1)
ox ox A
where the superscript " is used to indicate the fully developed value.
— Ax —
Wen Vapor apv Wehn
Pv( > —5) —_— \(;Ohtl‘0| (—(Pv+an) (T—(S)
olume
tfv_/_\x Wen/2
—>
I Liquid ap,
) P,6 —>»| Control (—(Pl + —Ax) )
dx
l Volume
D
T Ax

Fig. 9.3.1: Control volumes to derive pressure drops per unit length for the liquid
and vapor phases.
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The relationship between pressure drop and the shear stresses on the wall and
liquid vapor interface can be derived by applying a control volume across the liquid and
vapor, as shown in Fig. 9.3.1.

For the liquid, the pressure drop is caused by the difference in shear stresses on

the wall and the liquid-vapor interface:

oP
P, — (Pl + a—x‘Ax) 5+ (11 —17,)) Ax = 0 (9.3.2)

Eq. (9.2.13) can be simplified to

P, :
EB = 2(Tw — Tw)/Wen = Fyol (9.3.3)

Thus, the pressure drop per unit length and the volumetric force are related by:

6Pl 24““1
P Fiot /B = Bow?, (U, — 2U)) (9.3.4)

Similarly, for the vapor phase, the pressure drop is caused by the shear stress on

the liquid-vapor interface:

P ()~ (p + (Z—iAx) (B2 -5) - 00 =0 (9.3.5)

Eq. (9.2.15) can be simplified to

0P,
a_;a = =271 /Wen = Fgol (9.3.6)

Thus, the pressure drop per unit length and the volumetric force are related by:

1
P Foor /o= 2wz Uy — Uy) (9.3.7)

Thus, substituting Egs. (9.2.13), (9.3.4), & (9.3.7) into Eq. (9.3.1) and simplifying
yields the following expression for the fully developed slip, S*:
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L _Us _(3-25)(@)? -3
YU T T RG-A) (938)

The equation for slip can then be used to compute the void fraction from the
identity:

1

T—x5 (9.3.9)
1+ TS—O

*

a =

where S, = %. Thus, beginning with an initial guess of the fully developed volume

v

fractions, a* and B, Eq. (9.3.8) may be evaluated to obtain the fully developed slip, S*,
and then Eq. (9.3.9) may be evaluated to obtain a new guess of the fully developed
volume fraction, a*. The guess value for the liquid volume fraction may then be updated,
noting that f* =1 — a*. Because Egs. (9.3.8) and (9.3.9) are non-linear, damping is

necessary. An explicit damping factor of 0.5 was found to be sufficient and stable.
9.4 Fully Developed Friction Factor

In addition, the equation for slip can be used to further simplify Eqs. (9.3.4)-
(9.3.7) by substitution of Eq. (9.2.13) & (9.3.8), yielding

op o~ 0P, 24y, U; 2481, U;
ox ox  ox  wi BG-B)  wh 3+ -3y O4D

where a*, 8%, Uy, and U, are the annular fully developed void fraction, volume fraction,
liquid velocity, and vapor velocity, respectively. It is worth noting here that failure to use
the fully developed values will result in incorrect values for pressure drop or slip.

Eq. (9.4.1) should therefore be modified such that arbitrary values of «, 8, U;, and

U, may be used by noting that via conservation of mass,
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Fy = pBU, = pB U} U/ =5 U
(9.4.2)
E, = pyaU, = p,a*Uy; U, =
Accordingly, substituting Eq. (9.4.2) into Eq. (9.4.1), yields the following more

robust equation for the fully developed pressure drop:

0P 24y, B 248y, a .
ox w2, (B2 - Lo w2 3a*+ (25, —3)(a*)3 "’ (9.4.3)

Here, arbitrary mass-conserving values of «, 5, U;, and U, may be used, but a*
and B* must still be the fully developed values.
The source term is then the integral force on the control volume:

0P, 24u,Ax Ay B2
%P = w2 (BYG-F) U, (9.4.4)

St = Ax AyF},, = Ax Ay

aP, 248, u,Ax Ay a (949)
SU — A A FU — A A _17 =
X AYlLyor X ay dx « Wczh 3a* + (251 — 3)(a*)3 Y

Upon linearization with respect to the liquid and vapor velocities, the final form

of the source term is obtained:

St =5t -5} (9:4.6)
Sv =S¢ —S§ (9.4.7)
where
S¢=0 (9.4.8)
S¢=0 (9.4.9)

;24w Ax Ay B2
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» 245 p,Ax Ay a?
T 341 (25, — D)@ )

(9.4.11)
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10 Appendix B: Derivations of Equations Used in

Microchannel Model

10.1 Conservation of Species

The steady-state conservation of species equation for the mixture is given in [54]
as
V- (apppim) = =V - (appppm) + S (10.1.2)
where
Upm = Up = Um (10.1.2)

n -
- k=1 APk Vk

% S — 10.1.3
" Pm (10.13)
n
Pm = z Ak Pk (10.1.4)
k=1

Substituting Eq. (10.1.2) into Eq. (10.1.1) and simplifying yields

V- (appptp) =S (10.1.5)

By definition, the volume fraction is related to the mass fraction by

- -
Y. = ApPpVp  ApPplp

= — = = 10.1.6
P k=1 Ak PrVk PmVUm ( )

Rearranging Eq. (10.1.6) and substituting it back into Eq. (10.1.5), we arrive at

the final form of the conservation of species equation employed in the present work

V- (Yppm¥m) =S (10.1.7)
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10.2 Conservation of Energy in the Mixture

The steady-state conservation of energy equation for the mixture is given in [54]

as

n
v z WPV CiTie =V (kesfVT) + S (10.2.1)
k=1

where

n

ey = Z ok (10.2.2)
k=1

and S is a volumetric source term.
Neglecting the heat capacity and heat transfer in the vapor phase, the effective

thermal conductivity can be shown to be equal to

kerr = aiky (10.2.3)
and the convective term reduced to
n
v z PV Ci Ty = V - a0, C T, (10.2.4)

k=1
Using the identity found in Eq. (10.1.6) and substituting Egs. (10.2.3) and

(10.2.4), Eq. (10.2.4) can be simplified to

V- (pm{}mYpCp,lTl) =V (a;k,VT)) + S (10.2.5)
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