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1 Introduction

1.1 Overview

The goal of this dissertation is to provide evidence regarding the temporal
dimension of predictive computations in language comprehension and to outline a
framework for studying the ingredients and steps involved in predictive computations. A
key goal of psycholinguistics is to understand the mental representations and
computations that underlie humans' capacity to process language in real-time. Although
language comprehension generally comes automatically and effortlessly to us as readers
and listeners, it involves many challenges that even state-of-the-art technology cannot
deal with adequately. In order to recover structure and meaning from physical inputs that
are sequential in nature (e.g., speech and written texts), comprehenders must
continuously coordinate representations that are computed at different points in time.
Further, since language inputs unfold rapidly in time (e.g., 3-5 words per second in
speech) and are often noisy (e.g., due to speaker/listener errors or noise in the
environment), the computations underlying language comprehension must be both fast

and robust to noise.

A key to the speed and robustness of real-time language comprehension likely lies
in our ability to predict upcoming input. Much like anticipating the trajectory of a ball
helps soccer goalkeepers to position their bodies to block it, the ability to anticipate
upcoming input (e.g., words, grammatical categories) can help comprehenders to process

incoming language more efficiently. In fact, much recent research in cognitive and

1



computational neuroscience suggests that generating predictions about the future is a
fundamental principle underlying the brain’s operations (Bar, 2011; Hawkins, 2004;
Llinas, 2002). After an explosion of work on this topic across the last decade, predictive
processes have now been repeatedly demonstrated across domains such as visual and
auditory perception (e.g., Bar, 2007; Bendixen, Schroger & Winkler, 2009; Houde,
Nagarajan, Sekihara & Merzenich, 2002; Summerfield, Trittschuh, Monti, Mesulam &
Egner, 2008), motor planning (e.g., Davidson & Wolpert, 2005; Wolpert, 1997) as well
as language comprehension (e.g., DeLong, Urbach & Kutas, 2005; Wicha, Moreno &

Kutas, 2004; Van Berkum, Brown, Zwitserlood, Kooijman & Hagoort, 2005).

Linguistic prediction can facilitate comprehension in several non-mutually
exclusive ways. For example, contextual information (e.g., "Amy went by the pond at the
petting zoo to feed the... ") may be used to pre-select likely grammatical categories (e.g.,
a noun). It may also be used to predict certain semantic or other features (e.g., animate,
can swim) of an upcoming word. Such pre-selection may allow early disambiguation of
incoming words without activating and inhibiting contextually inappropriate meanings.
For example, comprehenders may use the context presented above to pre-select the
waterbird meaning of the string of letters "duck" without activating other irrelevant
meanings associated with the same string of letters (e.g., the action of lowering one’s
body). Further, contextual information may also be used to pre-activate stored lexical
representations (e.g., "goose"). With prediction, comprehension need not be
compromised even when the input is noisy or imperfect (e.g., /ak/). This also frees up
cognitive resources (e.g., attention) for comprehenders to process other information

simultaneously.



The extent to which prediction can facilitate processing critically depends on its
timing relative to the predicted event. To catch a flying ball we not only need to estimate
its trajectory, but also compute such predictions quickly enough in order to position
ourselves and move our arms to a predicted position before the ball gets there. In the
domain of language comprehension, even highly accurate predictions can fail to benefit
language comprehension if they are not generated quickly enough. Therefore, in order to
study how prediction contributes to the speed and robustness of the language processing
system it is key to study how predictions are computed in real time. In this dissertation I
focus on the processing of thematic relations and explore how different sources of
information (in particular, the identity and the structural roles of event-participants)

impact the predictive computations involved in real-time.

1.2 What is prediction?

Here I define prediction as mental operations that occur in anticipation of
upcoming inputs or events. Conceptualizing the human brain as a computing machine,
there are three key components to prediction — predictive computations and their inputs
and outputs. From a mathematical perspective, these mappings are functions. A function
is a deterministic mapping from elements of one set of distinct entities (domain) to
elements from another set of distinct entities (co-domain). An input is an element of the
domain and an output is the element of the domain that it gets mapped to. Therefore, an
important goal of the study of linguistic prediction concerns characterizing the inputs to

and outputs of linguistic prediction and how they are represented in the human brain.



Further, since linguistic prediction requires complex mappings that involve
putting many simpler functions together, an important goal of a model of linguistic
prediction is to specify the functions (sub-processes) involved in computing predictions
and how these sub-processes combine to achieve such complex mappings. To begin I will
define what makes computations predictive and explore what each of the three

components of linguistic prediction might look like.

One defining characteristic of prediction is that it involves mappings between
existing contextual information (input) and upcoming information (output). In other
words, prediction involves using contextual information to form hypotheses about
upcoming events. This contrasts with computations that serve to interpret incoming
information, for instance, by mapping information from one level of representation to

another (e.g., from sequences of phonemes to words and vice versa).

This definition of prediction posits a distinction between predictive and top-down
computations. Although predictive computations often involve top-down processes
(mappings from higher to lower levels of representation), top-down computations need
not be predictive in nature. Top-down computations can be realized non-predictively, for
instance, through using higher-level contextual information to select among lower-level
representations that are computed bottom-up. One account that acknowledges the role of
top-down computations but explicitly argues against prediction is Marslen-Wilson
(1987)'s cohort model of word recognition:

“A lexical unit is assumed to become active when the sensory input matches the

acoustic-phonetic pattern specified for that unit. The model prohibits top-down
activation of these units in normal word-recognition, so that only the sensory



input can activate a unit. There is no contextually driven pre-selection of
candidates, so that words cannot become active as potential percepts without
some bottom-up (sensory) input to the structures representing these words. ...
Once the word-initial cohort has been accessed, and the model has entered into
the selection phase, then top-down factors begin to affect its behavior.”
(Marslen-Wilson, 1987, p. 78)

1.3 Evidence for prediction in language comprehension

Although evidence for top-down computations does not by itself constitute
evidence for predictive computations, psycholinguistic research in the past fifteen years
or so has provided a growing body of evidence that comprehenders do in fact compute
predictions for upcoming linguistic inputs on the fly. Studies using different experimental
and computational techniques have found that comprehenders are highly sensitive to the
predictability of the inputs. For example, Altmann and Kamide (1999) showed that
listeners to an utterance like ‘The boy will eat...” (compared to ‘The boy will move...")
showed more anticipatory eye-movements to the picture of an edible object (e.g., a cake)

even before the direct object was named.

Meanwhile, comprehenders' electrical brain responses have also been shown to be
sensitive to the syntactic, semantic, and even phonological properties of likely upcoming
words that are not yet present in the input (e.g., DeLong et al., 2005; Wicha et al., 2004;
Van Berkum et al., 2005). For example, Van Berkum and colleagues (2005) observed
listeners’ ERPs to Dutch sentences such as ‘The burglar had no trouble locating the
secret family safe. Of course, it was situated behind a bigygy/ bigcom but unobtrusive
paintingngy/ bookcasecoy’ and found that, even prior to the onset of the noun, an early
positivity was observed at the adjective when its grammatical gender is inconsistent with

that of the predicted noun.



Further, along with research that uses computational methods to estimate a word’s
predictability (surprisal; e.g., Hale, 2001; Levy, 2008), many have shown that word
predictability affects fixation durations and regression probabilities in large reading eye-
movement corpora (e.g., Boston, Hale, Kliegl, Patil, & Vasishth, 2008; Demberg &
Keller, 2008; Roark, Bachrach, Cardenas & Pallier, 2009; Smith & Levy, 2013).
Therefore, in this dissertation I will build on existing evidence for the presence of
predictive mechanisms in language comprehension and study the properties of the

computations that, by hypothesis, are involved in real-time linguistic prediction.

1.4 Representations

What might predictive computations and their inputs and outputs look like? Let’s
start with a (relatively) simple and much simplified example — upon hearing the utterance
‘The gardener talked as the barber trimmed the ...  a listener expects the word ‘mustache’
to appear next. What is the nature of the listener’s predictions and what gives rise to such
predictions? These are questions about mental representations: (i) How is contextual
information mentally represented and what are the representations of contextual
information that feed into predictive computations? (ii) What representations do
predictive computations operate over? (iii) How are the outputs of predictive

computations represented?

Questions about the outputs of predictive computations have received the most
attention in existing research, which has primarily studied prediction by examining its
consequences on the ease of processing. By examining what aspects of processing are

facilitated (or disrupted) when bottom-up inputs are more (or less) compatible with the
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predictions licensed by context, we can draw inferences about the representation of the
outputs of prediction. For example, Dikker and colleagues (Dikker, Rabagliati &
Pylkkdnen, 2009) observed that mismatch with a syntactic category prediction affects
activity in visual cortex at 130ms and suggested that predictions about upcoming
syntactic categories are translated into form-based estimates, which activate
representations in the visual cortex. Meanwhile, DeLong et al. (2005) observed that brain
potentials are sensitive to the mismatch between a determiner (e.g., "a", "an") and the
onset of a likely upcoming noun (e.g., "kite") and suggested that predictive computations

can activate the phonological representation of predicted words.

However, much less is known about the representation of the inputs to prediction
as well as the representations that predictions are computed on. Existing research has
often abstracted away from these questions, and computational psycholinguistic models
have commonly operated under the assumption that the inputs and outputs of predictions
share the same level of representation. For example, in some recent probabilistic models
of syntactic prediction (e.g., Hale, 2001; Levy, 2008), information about the syntactic
category of previous words is fed into predictive computations, which output predictions
about the syntactic category of an upcoming word. While these models are compatible
with proposals that syntactic predictions are translated into form-based estimates that pre-
activate phonological and/or orthographic representations, they remain largely agnostic
about whether and how other sources of information (e.g., semantic and pragmatic

knowledge) might impact predictions about upcoming syntactic categories.



In this dissertation I will discuss how careful considerations about the relevant
sources of contextual information and their availability may help us get at questions
about mental representations that underlie linguistic prediction. I will use the processing
of thematic relations to illustrate how psycholinguistic experimentation can begin to

address questions about the representations that feed into predictive computations.

1.5 The temporal dimension of prediction

Existing evidence for the impact of prediction on real-time language
comprehension has given rise to the common assumption that all contextual information
impacts comprehenders’ predictions as soon as it becomes available in the input stream.
In fact, this assumption is implicit in all studies that use offline cloze task or language
corpora to estimate a word’s predictability during real-time comprehension (e.g., Ehrlich
& Rayner, 1981; Federmeier & Kutas, 1999; Kutas & Hillyard, 1984; Staub, 2011).
Similarly, probabilistic models of linguistic prediction commonly assume that
comprehenders take into account all contextual information for purposes of estimating
the likelihood of upcoming input (e.g., Boston et al., 2008; Demberg & Keller, 2008;

Roark et al., 2009; Hale, 2001; Levy, 2008; Smith & Levy, 2013).

Here 1 question this key assumption and claim that even prominent and
unambiguous contextual information can fail to immediately impact linguistic predictions.
I reason that, given the complexity of language input and the speed at which it becomes
available to a reader/listener, the mental computations that are involved in generating
linguistic predictions might still be incomplete when predictable input arises. Under this

view, prediction is a race against time. To hit a flying ball in a game of tennis we not only
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need to estimate its trajectory and spin, but also we need to compute those predictions
quickly enough to position ourselves and move the racquet to the predicted position
before the ball gets there. The extent to which prediction can facilitate processing

critically depends on its timing relative to the predicted event.

Further, I argue that questions about the temporal properties of predictive
computations (the ‘when’ questions) can help address questions about how the brain
computes predictions during real-time comprehension (the ‘how’ questions). Based on
timing estimates about when a piece of contextual information can feed into predictive
computations and when an output is generated, we can set boundary conditions on the
amount of time available for the relevant computations. Combined with considerations
about cognitive theories about information flow (e.g., what representations must be
computed before others) and neuroanatomical evidence (e.g., where certain processes are
carried out in the brain and how quickly information can travel between relevant brain
regions), such boundary conditions can further constrain our hypotheses about the sub-

processes involved.

Although existing research has examined how the outputs of predictive
computations impact bottom-up processes at different time points (e.g., sensory processes,
lexical semantic access, structure building), much less is known about how the
computations responsible for such predictions unfold in real-time. To study this, we need
to determine when an output is generated by predictive computations relative to when the
relevant inputs feed into such computations. However, empirically, these time points

cannot be measured directly and can only be estimated indirectly. For contextual



information that is tied to a specific piece of input (e.g., a specific word), we may assume
that such information cannot feed into predictive computations any earlier than when it
appears in the input stream'. For example, in a discourse like ‘Carol listened to the radio.
The storm last night had only left a dusting of snow. Nonetheless, the schools were...’, we
can examine how the connective ‘nonetheless’ impacts comprehenders’ prediction for the
upcoming word (e.g., ‘closed’) across time by manipulating when it appears in the
sentence. Similarly, we can estimate an upper limit on when an output is generated by the
computations that take into account the connective by examining the earliest point in time
when bottom-up processing (e.g., at the word ‘closed’) is impacted by the supposed
outputs of predictive computations. I will use these estimates to delimit a time window
during which the predictive computations of interest occur. Through examining the
‘when’ questions more rigorously and systematically, this dissertation aims to provide a

key component for future research on the ‘how’ questions.

1.6 Outline of the dissertation

In Chapter 2 I propose that the "Semantic P600" phenomenon in the ERP
literature presents an interesting puzzle to the study of linguistic prediction. This
phenomenon centers on the observations that, contrary to the long-held generalization
that semantic anomalies elicit an N400 effect and grammatical anomalies elicit a P600

effect, thematic role-reversals (e.g., in Dutch: De vos die op de stroper joeg ... English

! Strictly speaking, this may not be true if the contextual information of interest is predicted and can impact
further predictive computations before it appears in the input stream. For ease of exposition, however, I will
assume that contextual information that is tied to specific bottom-inputs can impact predictive
computations only after such inputs appear.
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word-by-word translation: The fox that at the poacher hunted ) elicit a P600 effect but
not an N400 effect despite being semantically/ pragmatically anomalous and fully
grammatical. These findings have attracted much attention in the past decade and have
often been taken as evidence for a cognitive architecture in which semantic interpretation
can proceed independently from surface syntax. Based on the results from two ERP
experiments in Mandarin Chinese (Experiments 1 and 2), I argue that (i) the P600’s
robust sensitivity to argument role-reversals and implausibility in general show that
comprehenders’ compute an accurate semantic interpretation using surface syntax, and (ii)
the N400’s insensitivity is not attributable to ‘semantic illusions’, but instead shows that
comprehenders fail to use information about the arguments’ structural roles to compute

predictions for an upcoming verb.

In Chapter 3 I explore potential causes for this apparent prediction failure in three
ERP experiments in Mandarin Chinese (Experiments 3-5). I introduce a new
experimental paradigm for studying the time course of linguistic prediction and
investigate whether the prediction failure reported in Chapter 2 is attributable to a
delayed impact of structural role information on comprehenders’ verb prediction and
show that it can be remedied by extending the time interval for predictive computations.
These results provide the first evidence that even unambiguous and prominent contextual
information may have a delayed impact on comprehenders' predictions and highlight the

significance of the temporal dimension for the study of linguistic prediction.

In Chapter 4 1 turn to ask whether certain sources of contextual information can

impact predictive computations more quickly than others. In an ERP experiment in
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English (Experiment 6) I compare the impact of two different types of inputs on
comprehenders' predictions for a verb given its arguments. I find that, despite matching in
terms of off-line cloze probability measures, information about the arguments' lexical
identity has a more immediate impact on comprehenders' predictions than information
about their structural roles. These findings provide the first direct evidence that different
sources of contextual information can impact predictive computations on different time
scales. I outline future studies and new experimental paradigms that aim to establish a
clearer time line of some of the predictive computations involved in processing thematic

relations.

In Chapter 5 I evaluate the proposed interpretation of the ERP evidence by
examining the extent to which ERP and eye-movement (EM) evidence align. In three EM
experiments in Mandarin Chinese (Experiments 7-9), I explore various methodological
considerations that may give rise to mis-alignments between EM and ERP results. By
taking into considerations differences in stimulus presentation methods and information
flow in EM and ERP experiments, I show that the effect of argument role-reversals on
readers’ EMs aligned with the ERP evidence reported in Chapter 3. I argue that EM
evidence provides further support for the proposal that information about arguments’

structural roles cannot immediately impact comprehenders’ verb prediction.

In the final chapter, I synthesize the empirical findings reported in this
dissertation and discuss their implications for the study of real-time linguistic prediction
more broadly. I discuss several issues pertaining to developing more explicit models of

real-time linguistic prediction and outline recommendations for future research.
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2 A surprising case of prediction failure

This chapter has been published as Chow, W.Y. & Phillips, C. (2013). No semantic
illusion in the “Semantic P600” phenomenon: ERP evidence from Mandarin Chinese.
Brain Research, 1506, 76—93.

2.1 Introduction

Surface syntax is critical in determining the meaning of a sentence. Two
sentences with the same words ordered differently (e.g., (1) and (2)) can have drastically

different meanings.

1. The rebels killed the king.

2. The king killed the rebels.

Given the ease with which we detect the difference in meanings in sentences like
(1) and (2), it can perhaps be taken for granted that we use surface syntax to compute the
meaning of a sentence. In fact, most models of human sentence processing (e.g., Ferreira
& Clifton, 1986; MacDonald, Pearlmutter & Seidenberg, 1994; Trueswell, Tanenhaus &
Garnsey, 1994) have assumed that surface syntax is always used to guide online semantic

composition.

The assumption that semantic composition relies on surface syntax should not be
confused with the “syntax-first” position in the debate over online syntactic analysis in
the study of structural ambiguity resolution. Although there are disagreements over
whether syntactic information has priority over other sources of information, such as

lexical bias, in online syntactic analysis (Ford, Bresnan, & Kaplan, 1982; Frazier, 1987;
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Pickering, Traxler, & Crocker, 2000; Trueswell, Tanenhaus, & Kello, 1993), it is
commonly assumed that only analyses that are compatible with the surface syntax are
ever considered. Similarly, the view that semantic interpretation combines word
meanings in accordance with syntactic constraints is independent of claims that syntactic
anomalies are more rapidly detected than semantic anomalies (Friederici, 1995; McElree
& Griffith, 1995). The assumption that semantic interpretation is based on the syntactic
structure of the sentence is related to the claim that syntactic anomalies block the
detection of semantic anomalies (e.g., Friederici, Steinhauer & Frisch, 1999; Hahne &

Friederici, 2002), but these are logically distinct claims.

However, this assumption has not gone unchallenged (e.g., Bever, 1970;
Caramazza & Zurif, 1976; Ferreira, Bailey & Ferraro, 2002; Slobin, 1966; Townsend &
Bever, 2001; Jackendoff, 2002). In fact, many have argued that the recent discovery of
the “Semantic P600” phenomenon in the electrophysiological literature directly
challenges this assumption (e.g., Kim & Osterhout, 2005; Kolk, Chwilla, van Herten &
Oor, 2003). These studies used event-related potentials (ERPs) to examine brain
responses to fully grammatical sentences that contradict stereotypical thematic
relationships (“role-reversed sentences”, e.g., a criminal arresting a policeman, as
opposed to being arrested by a policeman). The amplitude of the N400, a centro-parietal
negative-going waveform peaking at around 400ms after stimulus onset, is generally
modulated by the cloze probability and semantic/pragmatic congruity of the word in a
given context (e.g., Kutas & Hillyard, 1980; Kutas & Hillyard, 1984; van Berkum, 2009).
The P600, on the other hand, is a late posterior positive-going ERP waveform that has

been associated with the presence of grammatical anomalies and syntactic processing
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difficulty (e.g., Osterhout & Holcomb, 1992; Hagoort, Brown & Groothusen, 1993).
Interestingly, although role-reversed sentences are clearly semantically anomalous, they
typically fail to elicit a larger N40O than their canonical control (e.g., Hoeks, Stowe &
Doedens, 2004; Kim & Osterhout, 2005; Kim & Sikos, 2011; Kolk et al., 2003;
Kuperberg, Sitnikova, Caplan & Holcomb, 2003; Kuperberg, Caplan, Sitnikova, Eddy &
Holcomb, 2006; Kuperberg, Kreher, Sitnikova, Caplan & Holcomb, 2007; Stroud &
Phillips, 2012; van Herten, Kolk & Chwilla, 2005; van Herten, Chwilla & Kolk, 2006).
Further, despite being fully grammatical and structurally unambiguous, role-reversed

sentences consistently elicit a larger P600 compared to the canonical control condition.

In this chapter, we will refer to the phenomenon that grammatically well-formed
role-reversed sentences elicit (i) only a P600 effect, and (ii) no N400 effects as the
“Semantic P600” phenomenon. Various accounts of the phenomenon have proposed
processing architectures that assume a semantic interpretation mechanism that is
independent of surface syntax, i.e., an independent semantic composition mechanism, and
thereby challenge the assumption that online semantic composition relies on surface
syntax (e.g., Bornkessel-Schlesewsky & Schlesewsky, 2008; Hagoort, Baggio & Willems,
2009; Hoeks et al., 2004; Kim & Osterhout, 2005; Kolk et al., 2003; Kuperberg, 2007;
van Herten et al., 2005, 2006; van de Meerendonk, Kolk, Chwilla & Vissers, 2009). An
influential study by Kim and Osterhout (2005) examined ERP responses to unambiguous,
grammatically well-formed sentences that depict an anomalous thematic relation (e.g., (3)
and (4)). They reported that semantically anomalous sentences with a “semantically
attractive” predicate-argument combination (e.g., (3), in which meal is a likely Theme

argument for devour) elicited only a P600 effect and no N400 effect. In contrast,
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semantic anomalies such as (4), where the predicate and its argument are not semantically

attractive, elicited only an N400 effect and no P600 effects.

3. Semantic anomaly with a plausible non-surface interpretation:
The hearty meal was devouring... (control: the hearty meal was devoured)
4. Semantic anomaly (no plausible non-surface interpretation):

The dusty tabletops were devouring... (control: the hearty meal was devoured)

Kim and Osterhout (2005) present a two-part argument that online semantic
composition can be independent of surface syntax. First, when the subject and the verb
are semantically attractive, as in (3), the processor constructs a plausible semantic
representation, i.e., the hearty meal as the Theme of devour, even if it contradicts what is
unambiguously dictated by surface syntax, i.e., the hearty meal as the Agent of devour;
henceforth a “non-surface interpretation”. Therefore, the processor is blind to the
semantic anomaly in the input (a ‘semantic illusion’, see also Hoeks et al., 2004) and
hence no N400 effects are elicited. Meanwhile, since the surface syntax of the input
conflicts with that of the semantic representation computed, the processor in turn
perceives the sentence as ungrammatical, resulting in a P600 effect. Second, when the
subject and the verb are not semantically attractive, as in (4), and therefore no plausible
semantic interpretation can be constructed, even by altering the structure or word order of
the sentence, the processor perceives the sentence as semantically anomalous and
generates an N400 effect and no P600 effect. Taken together, Kim and Osterhout argued

that these results show that the processing system uses the meaning of individual words
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to compute a plausible interpretation, even when surface syntax unambiguously conflicts

with that interpretation.

In sum, both the presence of a P600 effect and the absence of N400 effects have
been taken as evidence for an independent semantic composition mechanism. Below, we
use evidence from Mandarin Chinese to evaluate these two key pieces of evidence in turn,
and propose that (i) the presence of a P600 effect in role-reversed sentences may be
attributed to factors that are independent from, but often confounded with, the presence
of plausible non-surface interpretations; and (ii) the absence of N400 effects in role-
reversed sentences is attributable to a combination of lexical priming and weak
contextual constraints. Most of the comparisons presented in this study build upon
previous studies, and our conclusions have precursors in the literature. The primary
contribution of the current study is that it takes advantage of the properties of Mandarin
Chinese to better assess proposals for syntax-independent semantic composition and the

impact of factors such as animacy and implausibility.

2.2  When do semantic anomalies elicit a P600 effect?

Among the accounts that assume a processing architecture with a syntax-
independent interpretation mechanism, several of them maintain that certain semantic
anomalies elicit a P600 effect because the processor computes plausible interpretations
that are incompatible with the surface syntax (e.g., Kim and Osterhout, 2005; Kolk et al.,
2003; van Herten et al., 2005, 2006). The strongest evidence for this account involves
arguments that the P600 response to semantic anomalies is selective. If semantic

anomalies elicit a P600 response only if a plausible non-surface interpretation is available,
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then this suggests that the non-surface interpretation plays a role in the processing of the
sentence. On the other hand, if the P600 effect is elicited by semantic anomalies
regardless of the availability of a plausible non-surface interpretation, then the
observation of P600 effects in role-reversed sentences is compatible with accounts that

assign no role to computation of non-surface interpretations.

To date, however, evidence for such selectivity is rather limited. Many studies
have shown that semantic anomalies can elicit a P600 effect regardless of the availability
of a plausible non-surface interpretation (e.g., Hoeks et al., 2004; Kuperberg et al., 2006,
2007; Paczynski & Kuperberg, 2011; Stroud & Phillips, 2012; van Herten et al., 2006;).
For example, Hoeks et al. (2004) found that, along with role-reversed sentences such as
The javelin has the athletes thrown (Dutch: De speer heeft de atleten geworpen.),
semantically anomalous sentences that lack a plausible non-surface interpretation, such as
"The javelin has the athletes summarized." (Dutch: De speer heeft de atleten opgesomd.),
also elicited a significant P600 effect. Similar findings have been reported in studies
across different languages, consistently showing that the presence of P600 effects to
semantic anomalies is not restricted to cases in which a plausible non-surface
interpretation is available (e.g., English: Kuperberg et al., 2006, 2007; Paczynski &
Kuperberg, 2011; Stroud, 2008; Dutch: van Herten et al., 2006; Spanish: Stroud &

Phillips, 2012; Japanese: Oishi & Sakamoto, 2010).

In light of the finding that the P600 is not selectively elicited by role-reversals,
some authors have proposed that other factors can elicit semantic P600s. Some of these

proposals still assume some form of syntax-independent semantic interpretation
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mechanism (e.g., Bornkessel-Schlesewsky & Schlesewsky, 2008; Kuperberg, 2007; van
de Meerendonk, Kolk, Vissers & Chwilla, 2010). For example, Kuperberg (2007)
emphasized that P600 effects to semantic anomalies are not solely modulated by thematic
role-reversals. She identified that implausibility, along with the presence of animacy
violations, played a key role in evoking a P600 effect in semantically anomalous
sentences (see also Kuperberg & Paczynski, 2011). Meanwhile, van de Meerendonk et al.
(2010) proposed that the P600 is modulated by the severity of the conflict between what
is expected (i.e., likely to be true) and what is observed, and found evidence that deeply
implausible sentences such as The eye consisting of among other things a pupil, iris,
sticker... elicit a larger P600 response than mildly implausible sentences such as The eye

consisting of among other things a pupil, iris, eyebrow....

On the other hand, others proposals do not assume a syntax-independent semantic
composition mechanism and have argued that the P600’s sensitivity to role-reversals can
be fully attributed to surface properties of the materials (e.g., Brouwer, Fitz & Hoeks,
2012; Stroud, 2008; Stroud & Phillips, 2012). For example, Stroud (2008) observed that
much existing evidence of P600 effects to role-reversals comes from studies that have
confounded role-reversals with animacy violations. For instance, the role-reversal
anomaly in (3) also involves a violation of the verb’s requirement for an animate Agent.
Stroud (2008) suggested that such P600 effects are attributable to the detection of
animacy violations and therefore should not be taken as evidence for independent
semantic composition. Meanwhile, van Petten and Luka (2012) suggested that the P600

reflects reanalysis processes that are triggered by the detection of implausibility, whereas
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Brouwer et al. (2012) proposed that the P600 reflects the process of integrating the

lexical information activated by a word into the current mental representation.

In order to evaluate whether factors such as the availability of plausible non-
surface interpretations, animacy violations and implausibility make a unique contribution
to the P600, comparisons need to be made between ERP responses to independent
manipulations of non-surface plausibility and animacy congruity. However, only two
studies to date (one in Dutch: van Herten et al., 2005; one in Mandarin Chinese: Ye &
Zhou, 2008) have examined the effects of thematic role-reversals using fully grammatical
and animacy-congruous sentences. Both of these studies used clauses with a subject-
object-verb (SOV) word order, e.g., (5a) vs. (5b), and reported that role-reversal

anomalies elicit a P600 effect and no N400 effect.

5. Role-reversal Anomaly in Animacy-congruous Sentences (Dutch)
a. De stroper die op de vos joeg slopen door het bos.
The poachersingular] that at the foX(ingutar) huntedsinguar) stalked through the woods.
“The poacher that hunted the fox stalked through the woods.”
b. De vos die op de stroper joeg sloop door het bos.
The foX[singutar] that at the poacherysinguiar) huntedsingutar) Stalked through the woods.

“The fox that hunted the poacher stalked through the woods.”

Since these studies differed from those that examined animacy-violated role-
reversals in many respects (e.g., language, word order of the sentence, the grammatical
category of the target word), it remains difficult to compare across studies to determine to

whether the availability of plausible non-surface interpretations, animacy violations,
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and/or mere implausibility contribute uniquely to the P600 effects observed in role-
reversed sentences. Therefore, in the present study we aim to provide a more rigorous test
by comparing ERP responses to manipulations of animacy congruity and non-surface

plausibility.

2.3 When do semantic anomalies fail to elicit an N400 effect?

Although it has attracted less attention than the P600 effects elicited by semantic
anomalies, the N400’s insensitivity to role-reversal anomalies is also surprising and
central to arguments for independent semantic composition. Based on the functional
interpretation of the N400 as reflecting the process of computing a coherent semantic
representation by incorporating each new word into its context (e.g., Brown & Hagoort,
1993; Hagoort, Hald, Bastiaansen & Petersson, 2004), several existing accounts have
interpreted the lack of N400 effects in role-reversed sentences as evidence that the parser
temporarily fails to detect the semantic anomaly in role-reversed sentences, i.e., a
‘semantic illusion’ (e.g., Kolk et al., 2003; van Herten et al., 2005, 2006; Kim &
Osterhout, 2005; Hagoort et al., 2009). For example, van Herten et al. (2005) proposed
that the lack of N400 effects shows that comprehenders initially consider the
interpretation that fits their world knowledge best. According to this hypothesis, a role-
reversed phrase such as the cat that fled from the mice is initially interpreted as the
assertion that the mice are fleeing from the cat, since “this describes a far more plausible
real life event than the situation that the cat is fleeing from the mice” (p. 252). Meanwhile,
Kuperberg (2007) proposed that the attenuation of the N400 in semantic P600 cases is

driven by a “non-combinatorial semantic memory-based mechanism (that) computes the
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semantic features, associative relationships and other types of semantic relationships
between content words (including verbs and arguments) within a sentence, and compares
these relationships with those that are pre-stored within lexical semantic memory” (p. 37).
Taken together, these accounts posit that the processor can ignore surface syntax to
compute a plausible interpretation in role-reversed sentences and therefore is effectively
(temporarily) blind to the semantic anomaly and thus experiences no difficulty in

semantic interpretation.

It has also been proposed that animacy information makes a unique contribution
to the N400’s sensitivity to semantic anomalies (Bornkessel-Schlesewsky & Schlesewsky,
2008; Kuperberg et al., 2007; Paczynski & Kuperberg, 2011). For instance, Bornkessel-
Schlesewsky & Schlesewsky (2008) noted that arguments with a dispreferred animacy
feature (e.g., an inanimate subject, or an animate object) elicited larger N400 responses
and proposed that the N400 reflects core argument interpretation based on prominence
information such as animacy in addition to syntax-independent computation of plausible
interpretations. Meanwhile, Kuperberg and colleagues observed that animacy-violated
semantically incongruous sentences do not elicit an N400 effect and proposed that full
semantic analysis, as indexed by the N400, can be ‘switched off” when a reader’s

animacy-based expectations are violated (e.g., Kuperberg et al., 2007).

In this chapter, we test the hypothesis that neither non-surface plausibility nor
animacy violations makes a unique contribution to the N400. We adopt a lexical access
account of the N400, according to which N400 amplitude reflects the cost of access to a

lexical entry in the lexicon (Deacon, Hewitt, Yang & Nagata, 2000; Kutas & Federmeier,
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2000; Lau, Phillips, & Poeppel, 2008). We propose that the absence of N400 effects in
role-reversed sentences indicates that the cost of accessing the target verb in the lexicon
does not differ between the canonical and role-reversed conditions due to a combination
of weak contextual constraint and strong lexical semantic association, and not due to the
plausibility of a non-surface interpretation or to the presence of animacy violations.
Based on previous findings regarding the effects of contextual constraint and lexical
association on the N400, we aim to relate evidence of the N400’s insensitivity in role
reversals to other cases in which the N400 has been found to be insensitive to semantic

anomalies.

A number of previous studies have found evidence of the N400’s insensitivity to
the compositional semantic meaning of a sentence. But these findings have previously
been analyzed as independent phenomena. For example, Fischler and colleagues
examined ERP responses to semantic anomaly in affirmative and negated sentences
(Fischler, Bloom, Childers, Roucos and Perry, 1983). They observed that, for affirmative
sentences like (6), false sentences elicited a larger N400 compared to true sentences.
However, in negated sentences like (7) it was the true sentences that elicited a larger
N400. Based on the assumption that the N400 reflects sentence meaning computation, the
authors suggested that their results support a two-step theory of negation (e.g., Carpenter
and Just, 1975), according to which the meaning of a proposition such as A robin is not a
bird is hypothesized to be computed initially without the negation as 4 robin is a bird,
and the semantic effect of negation is only computed in a second step. Under this account

the N400 reflects only the first of these two steps.
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6. Affirmative sentences
A robin is a bird/tree.
7. Negated sentences

A robin is not a tree/bird.

More recently Urbach and Kutas (2010) reported that the N400 is insensitive to
semantic incongruity in sentences with certain types of quantifiers. They examined ERP
responses to sentences such as (8) and (9) and observed that the atypical object (e.g.,
worms) elicited a larger N400 than the typical object (e.g., crops) in all cases, despite the
fact that the relative semantic congruity in the most/often sentences is reversed in the
few/rarely sentences. That is, in the most/often sentences the N400 amplitude was larger
in the semantically incongruous conditions than in the congruous conditions, but in the
fewlrarely sentences the N400 amplitude was in fact smaller in the semantically
incongruous conditions than in the congruous conditions. Based on this pattern of results,
the authors suggested that semantic processing of quantifiers such as most and often
occurs rapidly and incrementally, whereas quantifiers such as few and rarely are

processed more slowly.

8. Sentences with noun phrase quantifiers
a) Most farmers grow crops/worms
b) Few farmers grow crops/worms

9. Sentences with adverbial quantifiers
a) Farmers often grow crops/worms

b) Farmers rarely grow crops/worms
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One important similarity between these studies and previous studies on role-
reversals may be the relatively low predictability of the target word in congruous and
incongruous conditions alike, given that their sentence contexts are often minimally
predictive. For example, in the case of negated sentences, given a context like “A4 robin is
not a ...”, the range of possible continuations is very broad, and hence an incremental
processor might not expect the congruous target word #ree any more than the incongruous
target word bird. The sentence contexts in these studies do not provide sufficient
information to facilitate access to the congruous target word relative to the incongruous
target word. Under these circumstances it should not be surprising that the amplitude of

the N400 is not reduced in the congruous condition relative to the incongruous condition.

In fact, a recent study by Nieuwland and Kuperberg (2008) contrasted ERP
response profiles for sentences in which negation was pragmatically licensed (e.g., “With

roper equipment, scuba-diving isn't very dangerous /safe...”) vs. those in which negation
prop quip g ry g

was pragmatically unlicensed (e.g., “Bulletproof vests aren't very dangerous / safe...”).

They found that in the conditions with pragmatically unlicensed negation, which were
compatible with many possible continuations, N400 amplitudes were not reduced in the
congruous condition. But in the conditions with pragmatically licensed negation, which
more tightly constrains the likely continuations, the N400 was reduced in the congruous

condition relative to the incongruous condition.

Further, a recent study by Bornkessel-Schlesewsky, Kretzschmar, Tune, Wang,
Geng, Philipp, Roehm & Schlesewsky (2011) examined the effects of role-reversals by

swapping the case marker or word order of an animate and an inanimate argument in
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verb-final sentences in Turkish and Mandarin Chinese. They found that the verb
sometimes elicited a larger N400 in the role-reversed condition than in the canonical
control condition. Although the authors attributed the contrast between the presence of an
N400 effect in their studies and the absence of N400 effects in previous studies to
whether the language studied has rigid or flexible word order, it is plausible that the N400
effect showed that the processor uses the animacy feature of the arguments to predict
different verbs in the canonical vs. role-reversed sentences, since the canonical sentences
in these studies always had an animate Agent and an inanimate Theme and the opposite is

true for the role-reversed sentences.

However, the low predictability of the target words alone does not explain why
N400 amplitude was in fact larger in the congruous condition than in the incongruous
condition in the studies by Fischler et al. (1983) and Urbach & Kutas (2010). Both of
these studies compared ERP responses to lexical items that differed in terms of their
semantic relatedness to the words in the preceding sentence context. For example, in
sentences such as (8) and (9), the typical object “crops” is more closely associated to the
context words “farmers” and “grow” than the atypical object “worms” is. The N400
amplitude is known to be reduced by semantic priming in word lists (e.g., Rugg, 1985) as
well as in sentences (e.g., Camblin, Gordon & Swaab, 2007; Ditman, Holcomb &
Kuperberg, 2006). Therefore, in a situation where the compositional meaning of the
sentence context does not make one target word more expected than the other, it is
unsurprising that the N400 amplitudes are modulated by effects of lexical relatedness
(Nieuwland & Kuperberg, 2008). In previous studies of role-reversals, on the other hand,

the canonical and role-reversed sentences differed only in either voice (active vs. passive)
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or word order, and so the lexical items were perfectly matched between conditions. The
fact that the target words were therefore lexically associated to the same degree across

conditions is consistent with the absence of N400 effects in these studies.

This brief survey of different cases in which the N400 is insensitive to semantic
incongruity highlights the commonalities among them and suggests the following
generalization: The amplitude of an N400 response to a word is modulated by the
processor’s expectation for that word, which in turn is mediated by the compositional
meaning of the sentence context as well as by semantic association among words in the
sentence. Therefore, in the present study we aimed to examine how the N400’s sensitivity
to semantic anomalies is modulated by lexical semantic association and whether non-

surface plausibility and animacy congruity makes any unique contribution to the N400.

2.4 Experiments I and 2

The present study aimed to clarify the implications of the Semantic P600
phenomenon for architectural questions about the relations between syntax and online
semantic interpretation. To this end, we devised two ERP experiments in Mandarin
Chinese in tandem to examine the contributions of plausible non-surface interpretations,
animacy violations, lexical association and mere implausibility to the ERP responses to
role-reversals. We first explain the design of both experiments and then discuss the

predictions of different hypotheses for the two experiments.

Both experiments examined the ERP responses to role-reversals. The role-

reversals in Experiment 1 co-occurred with an animacy violation (e.g., the student baffled
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the math problem). The role-reversals in Experiment 2 were fully animacy-congruous
(e.g., the suspect arrested the inspector). Due to practical constraints on generating fully
animacy-congruous role-reversed sentences in sentences with a SVO word order, and in
order to allow comparisons between the current study and previous studies on both kinds
of role-reversals, all of our experimental sentences had a SOV word order. Despite

having a SVO basic word order, Mandarin Chinese has a highly frequent SOV Ba({)-

construction. This construction requires a transitive verb, and the coverb Ba always
follows the Actor argument and immediately precedes the Patient argument. Therefore, in
this construction unambiguous and reliable cues about the arguments’ syntactic roles are
present in advance of the verb. Further, the fact that a clear role-reversal manipulation
can be achieved by simply reversing the order of the arguments allowed us to avoid the
ambiguity that occurs when role-reversed sentences are also morpho-syntactically
anomalous in sentences such as "The meal was devoured/devouring...". Lastly, in order to
maximize comparability among conditions across the two experiments, sentences in both

experiments were intermixed and presented within a single experimental session.

In Experiment 1 we orthogonally manipulated animacy-congruity and the
‘combinability’ of the verb and its arguments (see Table 2-1 for a sample set of
experimental materials). Using test sentences that had an animate subject and an
inanimate direct object, animacy-congruity was manipulated by using verbs that can or
cannot take an inanimate object. For purposes of the current study a verb was considered
‘combinable’ with its arguments if they can be combined to form a plausible sentence.
For example, in the example in Table 2-1, the verb “hang” cannot be combined with the

NPs “student” and “math problem” in a simple sentence to describe a plausible scenario,
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and therefore this verb-argument triplet was classified as non-combinable. We considered
‘combinability’ as a more restrictive criterion than mere lexical association, since verbs
that are combinable with their arguments are likely also lexically related to the arguments
(e.g. doctor - patient - cure), but lexically related verb-argument triplets might not be
combinable (e.g., doctor - nurse - cure). Since accounts that assume independent semantic
composition mechanisms predict that the N400 is modulated by the presence of a
plausible non-surface interpretation (combinability) and not just lexical association, we
manipulated combinability in the current study (see Kuperberg et al., 2006 for a
discussion about the relative contribution of these factors). This approach allowed us to
evaluate these accounts and our proposal at the same time, because combinability and
lexical association are correlated (see Methods). The manipulations of animacy-congruity
and combinability resulted in a fully crossed 2 x 2 within-subjects design. Importantly,
all sentences in the animacy-violated and combinable condition were role-reversed (i.e.,
they had a plausible non-surface interpretation), but the design of the experiment was
such that the role reversal was simply a consequence of the two independent factors. This
design made it possible to assess whether the presence of a plausible non-surface
interpretation made any unique contribution to the observed ERP effects, as predicted by

accounts that assume independent semantic composition mechanisms.

As shown in Table 2-1, the four conditions in each item set had the same subject
and object arguments and only differed in the target verb. Further, verbs were shuffled
among item sets to appear in different experimental conditions, thereby minimizing
lexical confounds (see Methods). Therefore, all comparisons were made between

sentences with the same pre-target context and different target verbs. A related

29



experimental design was used by Kuperberg et al. (2007), who also manipulated animacy
congruity and lexical association. However, due to the constraints of SVO word order in
English, comparisons in that study had to be made between sentences that differed in
multiple ways. Animacy congruity was manipulated by varying the subject noun while
holding the verb constant (e.g., For breakfast the boys/the eggs would eat...). But
animacy-congruous violations (‘pragmatic violations’ in Kuperberg’s terminology) were
created by combining a plausible subject-verb pair with an incongruous adverbial (e.g.,
For breakfast the boys would plant ...). The lexically unrelated animacy violations were
created by combining a lexically associated adverb-subject sequence with an
unassociated verb (e.g., For breakfast the eggs would plant...). The SOV word order of
the Chinese BA construction made it possible to tighten the manipulations, and also to

provide closer comparisons with previous findings from languages with SOV order.

Experimental condition Sample materials
1. Animacy-congruous, Combinable  gaocaisheng ba shuxueti jieda-le
(Control) student BA math problem solve-ASP
“The student solved the math problem”
2. Animacy-violated, Combinable gaocaisheng ba shuxueti nandao-le
(Role-reversed) student BA math problem baffle-ASP
“The student baffled the math problem”
3. Animacy-congruous, Non- gaocaisheng ba shuxueti guagqi-le
combinable student BA math problem Ahang-ASP
“The student hung the math problem”
4. Animacy-violated, Non- gaocaisheng ba shuxueti kunzhu-le
combinable student BA math problem restrain-ASP

“The student restrained the math problem”

Table 2-1. Experimental conditions and example sentences in Experiment 1. The target word is
underlined.

In Experiment 2 we manipulated the structural role of the arguments in simple
BA-construction sentences (see Table 2-2 for a sample set of experimental materials).

Unlike Experiment 1, both pre-verbal arguments in these sentences were animate NPs
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and therefore this role-reversal manipulation never co-occurred with an animacy violation.
This manipulation was related to experimental designs used by Kolk and colleagues (e.g.,
Kolk et al., 2003; van Herten et al., 2005) in Dutch, and Ye and Zhou (2008) in Mandarin
Chinese. However, unlike the materials used by Kolk and colleagues, where the second
arguments are prepositional phrases (e.g., at the fox; Dutch: op de vos), both arguments
are noun phrases in the BA-construction in Mandarin Chinese. Further, unlike the
materials used by Ye and Zhou (2008), where half of the sentences were in the active
BA-construction while the other half were in the passive BEI-construction, the current
study only used the active BA-construction in the experimental materials to ensure that

the structural roles of the arguments were unequivocal to comprehenders.

Experimental condition Sample materials

5. Canonical control chen-tanzhang ba zhege-yifan jubu-le
Inspector Chen BA the suspect arrest-ASP
“Inspector Chen arrested the suspect”

6. Role-reversed (Animacy-congruous)  zhege-yifan ba chen-tanzhang jubu-le
Inspector Chen BA the suspect arrest-ASP
“The suspect arrested Inspector Chen”

Table 2-2. Experimental conditions and example sentences in Experiment 2. The target word is
underlined.

Based on previous results, role-reversed sentences in both experiments were
expected to elicit a P600 effect and no N400 effects relative to their canonical
counterparts. However, competing theoretical accounts make different predictions in the
other conditions. Specifically, if non-surface plausibility makes a unique contribution to
the P600 (e.g., Kim & Osterhout, 2005), then the P600 effect should be largest in the
role-reversed conditions in both experiments. If animacy violations make a unique

contribution to the P600 (Stroud & Phillips, 2012), then the P600 effect should be larger
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in the animacy-violated conditions than in the animacy-congruous conditions, including
the role-reversed condition in Experiment 2. If both of these factors uniquely contribute
to the P600 and their effects are independent, then a P600 effect should be observed in all
role-reversed and animacy-violated conditions, but the effect should be largest in the
animacy-violated role-reversed condition in Experiment 1. However, if the P600 is fully
attributable to the general implausibility of the surface meaning (e.g., Brouwer et al.,
2012; Kuperberg, 2007; van de Meerendonk et al., 2009, 2010), then we should merely
expect a significant P600 effect in all implausible conditions relative to the plausible

control in both experiments.

Predictions for the N400 effects also differ in competing accounts, although the
N400 effects alone are less theoretically decisive. Accounts that assume independent
semantic composition mechanisms predict an N400 effect in the two non-combinable
conditions in Experiment 1, but no N400 effects in role-reversed sentences in both
experiments because of the presence of a plausible non-surface interpretation. An account
that attributes N400 effects to lexical association differences makes very similar
predictions, since the lexical association between the target verb and its preceding words
was much stronger in the role-reversed condition in both experiments than in the non-
combinable conditions in Experiment 1. Although these two rather different hypotheses
cannot be distinguished based on the N400 results alone, only the former predicts that
non-surface plausibility uniquely contribute to the P600. Meanwhile, Bornkessel-
Schlesewsky and Schlesewsky’s (2008) proposal predicts that the N400 should be larger

in the animacy-violated conditions than in the animacy-congruous conditions, whereas
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Kuperberg et al.’s hypothesis (2007) predicts that the N400 should be attenuated or

eliminated in the presence of an animacy violation.

2.4.1 Methods

Participants

Nineteen students (11 female, mean age = 22 years, range 18-25 years) from
Beijing Normal University participated in the current study. All participants were native
speakers of Mandarin Chinese, were strongly right-handed based on the Edinburgh
Handedness Inventory (Oldfield, 1971), and had normal or corrected-to-normal vision
and no history of neurological disorder. Data from five additional participants were
excluded due to excessive artifacts (=50% epochs rejected in one or more conditions). All

participants gave informed consent and were paid 50 RMB/hour for their participation.

Materials

Each item set in Experiment 1 contained four sentence types (see Table 2-1). The
materials preceding the verb in all sentences within each item set were identical,
consisting of an animate subject, the coverb Ba and an inanimate object. Each condition
had a different target verb, followed by materials that were identical within each item set.
All of the verbs were relatively common and three-characters long. Animacy-congruity
was manipulated by using verbs that do or do not allow inanimate direct objects. Around
10% of verbs in the animacy-incongruous conditions showed a strong animacy bias rather
than a strict animacy requirement. It should be noted that animacy-congruity does not

entail the fulfillment of all of the verb’s selectional restrictions. For example, The student
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hung the math problem is considered animacy congruous because the verb ‘hang’ can
take inanimate objects, even though ‘math problem’ does not fulfill the verb's
requirement for a concrete object noun. Ninety percent of the sentences in the non-
combinable animacy-congruous condition involved a violation of the verb's selectional
restrictions. Combinability was manipulated by using verbs that either do or do not yield
a plausible interpretation when combined with the two arguments. A lexical association
rating study was conducted to obtain objective measures of the lexical association
between the verbs and their arguments (see below for more details). Role-reversal
anomalies in this experiment were created by using a verb that does not allow inanimate
direct objects but is combinable with the two arguments, i.e., the sentence would have a
plausible interpretation had the two arguments been reversed. Therefore, within the
current experimental design role-reversed sentences can be characterized as animacy-

violated and combinable.

In order to avoid lexical confounds in the ERP data, each verb that was used in a
combinable condition in one item set was used in a non-combinable condition in another
item set. Specifically, the verbs in the canonical sentences were shuffled across item sets
to create the animacy-congruous non-combinable conditions, and the verbs in the role-
reversed sentences were shuffled to create the animacy-violated non-combinable
sentences. Therefore, the two animacy congruous conditions and the two animacy-
violated conditions used an identical set of verbs. Care was taken in the verb-shuffling

procedure to ensure non-combinability in the resulting sentences.
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Assessing the lexical frequency of the target verbs was made difficult by the fact
that the target verbs often consisted of a main verb and an adjectival resultative, e.g., du-
si, meaning ‘poison-dead’, which are considered separate lexical items in some Chinese
corpora. We were able to obtain lexical frequency estimates for 66 of the 120 target verbs
(after removing the aspectual marker -/e) using SUBTLEX-CH (Cai & Brysbaert, 2010),
which suggested that lexical frequencies were well-matched between the animacy-
congruous verbs (mean=2.34; SE=0.11) and the animacy-violated verbs (mean=2.32;
SE=0.14). Meanwhile, the average log character frequency of the first two characters of
the target verbs (i.e., without the common aspectual marker -le) was numerically slightly
higher for animacy-congruous verbs (mean=4.30; SE=0.09) than for animacy-violated

verbs (mean=4.04; SE=0.08).

We asked 44 native Mandarin Chinese speakers who did not participate in the
ERP study to rate, on a 7-point scale, the degree to which the verbs are considered
‘related’ to the corresponding pair of noun phrases used in the ERP study. Each
participant only saw one of the target verbs for any given item. The results showed that
the verbs were judged to be closely related to the arguments in the combinable conditions
(animacy-congruous: M = 6.55, SE = 0.042; animacy-violated: M = 5.15, SE = 0.083), but
not in the non-combinable conditions (animacy-congruous: M = 1.76, SE = 0.056;

animacy-violated: M =2.17, SE = 0.068).

As illustrated in Table 2-2, each item set in Experiment 2 contained two
conditions: a canonical condition and a role-reversed condition. Role-reversed sentences

were created by reversing the structural position of the arguments in the canonical
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sentences. Therefore, the two sentences within each set used an identical verb-argument
triplet, and the two conditions differed only in the order of the arguments. Further, unlike
Experiment 1 both preverbal arguments were animate and therefore the role-reversals in

Experiment 2 never co-occurred with an animacy-violation.

All experimental sentences consisted of an adverbial phrase followed by a main
clause. In order to avoid sentence-final wrap-up effects at the critical clause-final verb the
SOV BA-construction was embedded in the adverbial phrase (Zai... zhihou, After...),
followed by a grammatical main clause that was held constant across conditions within
each item set. In all experimental sentences, no anomaly was evident before the critical

verb.

Sixty sets of items were generated for each of the experiments and the sentences
were distributed in 2 presentation lists, such that half of the participants read sentences
from one presentation list and the remaining participants read sentences from the other
list. Each list contained 180 experimental sentences (120 for Experiment 1 and 60 for
Experiment 2) along with 180 unrelated fillers of similar length and structural complexity.
Each list contained one sentence from each item set in Experiment 2, and two sentences
from each item set in Experiment 1 (one combinable and one non-combinable). The
sentences were presented in 6 blocks of 60 sentences each, and the order of the blocks
was randomized across participants. The two conditions from the same item set never
appeared within the same presentation block. Care was taken to ensure that the overall

congruous-to-anomalous ratio in each presentation list was 1:1.
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Procedure

Participants were comfortably seated in a testing room around 100cm in front of a
computer screen. Sentences were presented one word at a time in a white font (30 pt
simplified Chinese characters) on a black background at the center of the screen. Each
sentence was preceded by a fixation cross that appeared for 500ms. Each word appeared
on the screen for 400ms, followed by 200ms of blank screen. The last word of each

sentence was marked with a period “. ”, followed 1000ms later by a response cue “?”.

Participants were instructed to avoid eye blinks and movements during the presentation
of the sentences, and they were asked to read each sentence attentively and to indicate
whether the sentence was an acceptable sentence of Mandarin Chinese by pressing one of
two buttons. The current study used this task because the phenomenon of interest has
been observed in previous studies that used the same task. Prior to the experimental
session, participants were presented with 12 practice trials to familiarize themselves with
the task. The experimental session was divided into six blocks of 60 sentences each, with
short pauses in between. Including set-up time, an experimental session lasted around 2.5

hours on average.

EEG Recording

EEG was recorded continuously from 30 AgCl electrodes mounted in an electrode
cap (Electrocap International): midline: Fz, FCz, Cz, CPz, Pz, Oz; lateral: FP1/2, F3/4,
F7/8, FC3/4, FT7/8, C3/4, T7/8, CP3/4, TP7/8, P4/5, P7/8, and O1/2. Recordings were
referenced online to the left mastoid and re-referenced to linked mastoids offline. The
electro-oculogram (EOG) was recorded at four electrode sites; vertical EOG was
recorded from electrodes placed above and below the left eye and the horizontal EOG
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was recorded from electrodes situated at the outer canthus of each eye. Electrode
impedances were kept below 5kQ. The EEG and EOG recordings were amplified

(bandpass = 0.5-100Hz) and digitized online at 1kHz with a bandpass filter of 0.1-70 Hz.

ERP Data Analysis

All trials were evaluated individually for EOG or other artifacts. Trials
contaminated by eye blinks, excessive muscle artifact, or amplifier blocking were
excluded from the averaging procedure. This affected 10.6% of experimental trials,
equally distributed across conditions (ranging between 9.6 and 11.6% across conditions).
Event-related potentials were computed separately for each participant and each
condition for the 1000ms after the onset of the critical verb relative to a 100 ms baseline
preceding the critical verb. Averaged waveforms were filtered offline using a 10 Hz low-
pass filter for presentation purposes only. All statistical analyses were performed using

the original data.

Statistical analyses on average voltage amplitudes were conducted separately for
four time windows chosen based on previous literature and on visual inspection of the
data: 0-300 ms for possible early differences, 300-500 ms for the N400, and 600-800 ms
and 800-1000 ms for the P600. Separate analyses were conducted for mean amplitudes in
each time window. While the 600-800 ms interval is most commonly used to analyze
P600 effects in previous studies, the additional 800-1000 ms interval was included in the
current study to examine possible component overlap between the N400 and the P600
effects. We reasoned that, if the P600 partially overlapped in time with the N400, the

amplitude of the P600 might be affected by the N400 more strongly in an earlier interval
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(e.g., 600-800 ms) than in a later interval (e.g., 800-1000 ms). Although similarity
between the ERPs in these intervals does not exclude the possibility that the P600 did
overlap with the N400, systematic differences in these P600 intervals could be
informative about the extent to which our findings about the P600 is attributed to

potential overlap with the N400.

Data from the two experiments were analyzed separately and in two ways. A
traditional omnibus repeated measures ANOVA was conducted using anteriority (anterior
vs. posterior) and laterality (left vs. midline vs. right) as topographic factors. Since the
current study was designed to modulate two ERP components with well established
topographic distributions, a repeated measures ANOVA was conducted in each of the six
regions of interest (ROI) to test for the predicted differences (left-anterior: F3, FC3, C3;
midline-anterior: FZ, FCZ, CZ; right-anterior: F4, FC4, C4; left-posterior: CP3, P3, O1;
midline-posterior: CPZ, PZ, OZ; right-posterior: CP4, P4, 02). Data from Experiment 1
were analyzed using combinability (combinable vs. non-combinable) and animacy-
congruity (animacy-congruous vs. animacy-violated) as within-subjects factors. Follow-
up comparisons were carried out only when the interaction between animacy-congruity
and combinability reached statistical significance. Data from Experiment 2 were analyzed

using role-reversal (control vs. role-reversed) as a within-subjects factor.

2.4.2 Results

Acceptability Judgments

Participants’ average acceptability judgment accuracy and the target response in

each condition is shown in Table 2-3. With an overall accuracy of 86.7%, participants
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reliably accepted canonical control sentences and rejected the semantically anomalous
sentences, regardless of the presence or absence of thematic role-reversals. In Experiment
1 a repeated measures ANOVA revealed a marginal effect of animacy-congruity (£(1,19)
= 3.03, p < .10), due to more accurate responses for animacy-violated sentences than
animacy-congruous sentences. In Experiment 2 mean accuracy did not differ significantly

between the canonical and role-reversed conditions (#(18) = 0.71, p = 0.49).

Target Response Percent accurate (sd)

Experiment 1

Animacy-congruous, Combinable Yes 83.2 (11.6)
Animacy-violated, Combinable (Role-reversed) No 89.5 (8.3)
Animacy-congruous, Non-combinable No 83.5(12.2)
Animacy-violated, Non-combinable No 91.8 (7.5)
Experiment 2

Canonical control Yes 87.2(7.4)
Role-reversed (Animacy-congruous) No 84.9 (10.2)

Table 2-3. Target response and accuracy on acceptability judgment task.

Event-related Potentials (Experiment 1)

Figure 2-1 shows the grand average ERPs (n=19) at the target word in all four
conditions in Experiment 1. The target words in all conditions elicited the pattern
characteristic of ERPs to visual stimuli. These components include an initial positivity
(P1) peaking at about 80 ms, followed by a negativity (N1) at 170 ms, and a positivity
(P2) around 275 ms. These responses were followed by a centro-posterior negativity
between about 300 and 500 ms (N400). In the conditions involving animacy violations,

the N400 was followed by a large late positive-going wave starting from approximately

550 ms (P600).
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Figure 2-1. Grand average ERPs in six regions of interests in Experiment 1.

Inspection of Figure 2-1 reveals clear effects of both experimental factors.
Combinability affected N400 amplitude and animacy-congruity affected P600 amplitude.
Non-combinable target verbs elicited a larger N400 response compared to combinable
target verbs. Starting at about 550 ms, animacy-incongruous target verbs elicited a larger
posterior positivity (P600) than the animacy-congruous target verbs. These observations
were confirmed by the statistical analyses. Results from the overall ANOVA and region
of interest (ROI) analyses are presented in Table 2-4. The mean ERP values in the N400

and P600 intervals in the midline posterior region are presented in Figure 2-2.
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No significant differences were observed in the 0-300 ms interval. In the 300-500
ms interval the overall ANOVA revealed a significant main effect of combinability,
showing that ERPs in the non-combinable conditions were more negative than in the
combinable conditions across the entire scalp. The interaction between combinability and
animacy, and a four-way interaction between combinability, animacy, anteriority and
showing that the effect of combinability was slightly larger and more broadly distributed
in the animacy-congruous condition than in the animacy-violated condition. ROI analyses
revealed a significant main effect of combinability in all ROIs, and a significant
interaction between animacy-congruity and combinability in three ROIs (midline central-
anterior, right central-anterior, and right posterior regions). Follow-up comparisons
revealed that the amplitude of the N400 was not different between the animacy-violated
and animacy-congruent combinable conditions in any of these regions, whereas the N400
was less negative in the animacy-violated non-combinable condition than in the animacy-
congruent non-combinable condition and this difference reached statistical significance in

the midline central-anterior region (#(1,18) = 2.41, p <.05).

These results were also corroborated by pair-wise comparisons of the amplitude
of the N400 between each of the anomalous conditions and the canonical control
condition in each ROI. These comparisons revealed that the N400 never differed between
the animacy-violated combinable condition and the control condition, and that the N400
was more negative in both non-combinable conditions compared to the control condition
across the scalp. The N400 in the animacy-congruent non-combinable condition was
significantly more negative than that in the canonical control condition across all ROIs

(all ps < .02); the effect in the animacy-violated non-combinable condition was
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marginally significant in the left central-anterior region (p <.06) and significant in all

other regions (ps < .02).

Starting at around 550 ms ERPs in the animacy-violated condition were more
positive than in the animacy-congruous condition and this effect persisted throughout the
entire epoch. The effect was present across the entire scalp, but was largest at midline
posterior sites. In the 600-800 ms interval the overall ANOVA revealed a marginally
significant main effect of animacy-congruity (p = .054) and significant interactions
between animacy and anteriority and between animacy-congruity and laterality.
Consistent with the typical distribution of P600 effects, ROI analyses confirmed a main
effect of animacy-congruity that was significant in three regions (left posterior, midline
posterior, and midline anterior) and marginally significant in the right posterior region (p
= .06). No significant interaction effects between animacy-congruity and combinability
were observed. In the 800-1000 ms interval the overall ANOVA revealed a significant
interaction between animacy-congruity and anteriority, along with a significant four-way
interaction between combinability, animacy-congruity, anteriority, and laterality. ROI
analyses revealed a main effect of animacy-congruity that was statistically significant in
the midline posterior region and marginally significant in the left posterior region (p
= .08). No significant interaction effects between animacy-congruity and combinability

were observed.

In summary, ERPs in Experiment 1 were significantly more negative in the non-
combinable conditions than in the combinable conditions in the N400 interval, and

significantly more positive in the animacy-violated conditions than in the animacy-
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congruous conditions in the P600 intervals. But with the exception of one ROI in the
N400 analyses, the ERP effects of animacy-congruity and combinability were
independent of one another: the N400 amplitude was modulated by combinability but not
by animacy-congruity, and the P600 amplitude was modulated by animacy-congruity but

not by combinability.
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Figure 2-2. Grand average ERPs in midline posterior region in (A) 300-500 ms, (B) 600-800 ms, and (C) 800-1000 ms time intervals in Experiment 1.



df 0-300ms 300-500ms  600-800ms  800-100ms
Omnibus ANOVA
comb L1I8 <l 26.04** <1 <1
anim 1,18 <l <1 4247 <1
comb * anim LI <1 11.04%* 1.63 <1
comb * ant 1L1I8 <l <1 <1 2.02
anim * ant L1I8 <1 1.23 7.54% 14.49%*
comb * anim * ant 1,18  2.06 1.31 3.44" 5.66*
comb * lat 236 224 2.33 2.56 327
anim * lat 236 <l 2.19 4.34* 2.02
comb * anim * lat 2,36 <l <1 <1 1.57
comb * ant * lat 2,36 3.027 24 2.33 337"
anim * ant * lat 2,36 <l <1 <1 <1
comb * anim * ant * lat 236 <l 3.49% 312~ 4.16*
ROI analyses
Left central-anterior
comb LI <l 7.55% <1 <1
anim L1I8 <l <1 <1 <1
comb * anim LI <l 2.04 1.77 <1
Midline central-anterior
comb L18 <l 24.93%* <1 2.38
anim 1,18  1.09 <1 4.86* <1
comb * anim L1I8 <1 7.56* <1 2.78
Right central-anterior
comb 1,18 2.84 25.61%* 2.27 4317
anim L,LI§ <1 <1 <1 <1
comb * anim 1,18 <l 14.18** 1.94 3.83"
Lefi posterior
comb 1,18 <l 23.79%* <1 <1
anim L1I8 <l <1 7.53% 3.43~
comb * anim 1,18 <l 243 1.18 <1
Midline posterior
comb 1,18 <l 19.88%* <1 <1
anim LI <l 1.37 9.77%* 5.85%
comb * anim L1I§ <l 1.96 4.36" 2.37
Right posterior
comb 1,18  1.28 18.81%* <1 <l
anim 1,18 <l <1 3.8 1.94
comb * anim 1,18 <l 6.69%* 3.03 <l

Factors: comb = combinability; anim =animacy; ant = anteriority; /at = laterality.

**p <.01
*p <.05
~NO5<p <l

Table 2-4. Repeated measures ANOVA F values at the target word in Experiment 1.
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Event-related Potentials (Experiment 2)

Figure 2-3 shows the grand average ERPs (n=19) at the target verb in Experiment
2. Results from the overall ANOVA and ROI analyses are presented in Table 2-5. As
shown in Figure 2-3, the target words in both conditions elicited the pattern characteristic
of ERPs to visual stimuli. The ERPs did not diverge early on, hence no significant effects
of role-reversal were observed in the 0-300 ms and 300-500 ms intervals. Starting at
around 550 ms the ERPs became more positive in the role-reversed condition than in the
canonical condition and the effect persisted throughout the entire epoch. The effect was
present across the entire scalp, but was most pronounced at posterior sites, showing a

topographic distribution that is typical of P600 effects.

In the 600-800 ms interval the omnibus ANOVA revealed no significant main
effect or interactions involving Role-reversal (p = 0.13), but ROI analyses confirmed a
significant or near-significant effect of Role-reversal in all posterior regions, consistent
with the characteristically posterior distribution of P600 effects. In the 800-1000 ms
interval the omnibus ANOVA revealed a marginal interaction between role-reversal and
anteriority (p = .07), and ROI analyses revealed a marginal effect of role-reversal in the

right posterior region (p = .006).
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Figure 2-3. Grand average ERPs in six regions of interest in Experiment 2.

df  0-300ms 300-500ms  600-800ms  800-100ms
Omnibus ANOVA
rev 1,18 <1 <1 2.48 <1
rev xant 1,18 1.11 <1 2.73 381"
rev x lat 236 <1 2.13 22 2.11
rev xant x lat 2,36 <l <1 <1 <1
ROI analysis
Left central-anterior 1,18 <1 <1 <1 <1
Midline central-anterior 1,18 <1 <1 <1 <1
Right central-anterior 1,18 <1 <1 1.13 <1
Left posterior 1,18 1.35 <1 4.57* 2.65
Midline posterior 1,18 <1 <1 3.127 1.51
Right posterior 1,18 <1 <l 10.06* * 3.86"
Factors: rev =reversal; ant = anteriority; lat = laterality.
**p <.01
*p <.05
~05<p <l

Table 2-5. Repeated measures ANOVA F values at the target word in Experiment 2.
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2.5 Discussion

The aim of the present study was to clarify the role of plausible non-surface
interpretations (‘semantic attraction’), lexical association/combinability, and animacy
congruity in the ERP responses to role-reversal anomalies. Each of the individual results
in the present study has precedents in previous studies, but the way in which they are
combined here makes it possible to address architectural questions that were not so easily
addressed before. First, the presence of a P600 effect and the absence of N400 effects in
the role-reversed conditions of Experiments 1 and 2 are consistent with previous reports
that role-reversed sentences, despite being syntactically well-formed and semantically
incongruous, elicit a P600 effect and no N400 effects (e.g., Hoeks et al., 2004; Kim &
Osterhout, 2005; Kolk et al., 2003, Kuperberg et al., 2003, 2007; van Herten et al., 2005,
2006; Ye & Zhou, 2008). Further, the presence of a highly similar P600 effect across
different semantically anomalous conditions in Experiments 1 and 2, independent of non-
surface plausibility, suggests that the P600 is sensitive to the implausibility of the surface
form of the sentence, but not to the availability of plausible non-surface interpretations.
The current results suggest that the N400’s disappearance in role-reversed sentences is
likely due to strong lexical associations. Meanwhile, although the apparent reduction of
the N400 in the animacy-violated non-combinable condition relative to the animacy-
congruous non-combinable condition suggests that animacy-violations might attenuate

the N400, we argue that such reduction is also attributable to component overlap.
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P600 is not selectively sensitive to non-surface interpretations

Table 2-6 summarizes some of the factors that have been proposed to account for
the Semantic P600 phenomenon. Current accounts for the observation of P600 effects to
semantic anomalies consider factors such as surface plausibility, non-surface plausibility,

animacy congruity and competing representations.

The current results, along with some previous results discussed in the Introduction,
are not compatible with accounts that assume independent semantic composition
(Hagoort et al., 2009; Hoeks et al., 2004; Kim & Osterhout, 2005; Kolk et al., 2003; van
de Meerendonk et al. 2009, 2010; van Herten et al., 2005, 2006). These accounts predict
that semantic anomalies that have a (partially or wholly) plausible non-surface
interpretation should make a unique contribution to the P600, and that a semantic P600
response should be conditioned by the absence of an N400 effect. In the current study,
however, the animacy-violated non-combinable condition in Experiment 1 nonetheless
elicited a P600 effect despite the absence of a plausible non-surface interpretation, and
the size of this effect was almost identical to that elicited in the role-reversed condition.
Further, the current findings are also not compatible with an account based on 'partial
plausibility' (van Herten et al., 2006), since the two non-combinable conditions had

identical degrees of partial plausibility and only one of them elicited a P600 effect.

In fact, evidence for the P600’s selective sensitivity to plausible non-surface
interpretations has only been reported in the original study by Kim and Osterhout (2005).
Other studies, including Stroud’s (2008) replication study using Kim and Osterhout’s

(2005) experimental materials, have consistently found that semantic anomalies that have
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no plausible non-surface interpretations nonetheless elicit a P600 effect (see also
Kuperberg et al., 2006; Kuperberg 2007; Oishi et al., 2010; Paczynski & Kuperberg,
2011, 2012; Stroud & Phillips, 2012). And in cases where there is a direct comparison
between conditions with and without a plausible non-surface interpretation (‘semantic
attraction’), the P600 effects typically show identical amplitude (e.g., Stroud, 2008;
Stroud & Phillips, 2012). Meanwhile, our observation that an N400 effect preceded this
P600 effect shows that the presence of a P600 response to semantic anomalies is not
conditioned by the absence of an N400 response. This is consistent with the observation
that semantic anomalies frequently elicit both an N400 and a late positivity (e.g.,
Friederici, Hahne & von Cramon, 1998; Kolk et al., 2003; Curran, Tucker, Kutas &
Posner, 1993; van den Brink, Hagoort & Brown, 2001; van Herten et al., 2005). In fact,
van Petten & Luka (2012) noted that the N400 elicited by semantically incongruous
words is followed by a posterior positivity in about one third of the 64 published
comparisons they reviewed. Taken together, our results provide convergent evidence that
the P600 response to semantic anomalies is not modulated by the availability of (partially)
plausible non-surface interpretations and therefore they undermine the original argument

for independent semantic composition.

Meanwhile, however, we believe no existing accounts can straightforwardly
capture the current results. A surface anomaly account that attributes the P600 to
grammatical and animacy violations (e.g., Stroud, 2008) cannot capture the observations
that fully grammatical and animacy-congruous role-reversed sentences (Experiment 2)
nonetheless elicited a P600 effect. Meanwhile, accounts that attribute the P600 to the

implausibility of the sentence (e.g., Bornkessel-Schlesewsky & Schlesewsky, 2008;
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Brouwer et al., 2012; Kuperberg, 2007; van de Meerendonk et al., 2009, 2010) have yet
to capture why certain kinds of implausible sentences fail to elicit a P600 effect. In the
current study, even though the same group of participants had judged the sentences in all
of the anomalous conditions as unacceptable, only the animacy-congruous non-
combinable condition failed to elicit a significant P600 effect. As 90% of the sentences in
the animacy-congruous non-combinable condition (as opposed to 100% in the animacy-
violated conditions and only 55% in the animacy-congruous role-reversed condition)
involved a violation of the verb's selectional restriction (see Methods), sentences in the
animacy-congruous non-combinable condition should not be less implausible than those
in the other conditions. Therefore, we propose that neither the presence of animacy
violations nor surface implausibility can straightforwardly account for the full set of

current findings.

Previous studies have discussed the possibility that a P600 effect might be
attenuated if it temporally overlaps with a large N400 effect, which has opposite polarity
(e.g., Hagoort, 2003). One possibility is that a P600 effect was elicited in all semantically
anomalous conditions, but that the response was fully masked in the non-combinable
conditions due to an overlapping N400 effect. However, we regard this possibility as
rather unlikely. Given that no apparent effects were observed in the animacy-congruous
non-combinable condition in either of the P600 time intervals (600-800 ms; 800-1000 ms)
in Experiment 1, the supposedly masked P600 effect would have to have been completely
overlapping in time with the N400 effect. The N400 effects elicited by visually presented
stimuli are typically confined to a well-defined time interval (e.g., 300-500 ms), during

which the divergence between the conditions peaks at around 400ms and gradually
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returns to baseline afterwards (for review see Kutas & Federmeier, 2011). P600 effects,
meanwhile, tend to extend over a longer time interval (e.g., 500-1000 ms). Therefore, if a
P600 effect were present in all of the anomalous conditions in the present study, then its
apparent absence in the animacy-congruous non-combinable condition must be
attributable to (i) an N400 effect that extended well into the P600 time-window in that

condition; and/or (ii) a particularly short-lasting P600 effect in that condition.

Note, however, that even if the presence of an N400 effect did obscure a potential
P600 effect in the current study, our results would still be incompatible with semantic
illusion accounts of the P600. Since an N400 effect was present in the non-combinable
conditions but not in the combinable conditions, resolving this overlap would yield larger
P600 effects in the non-combinable conditions than in the combinable conditions. In
particular, the P600 in the animacy-violated non-combinable condition would be larger
than that in the role-reversed conditions. This is the opposite of the predictions of
semantic illusion accounts, according to which the role-reversed condition should elicit a
larger P600 than conditions in which no plausible non-surface interpretations are
available, since a plausible non-surface interpretation is present in the former but not in

the latter.

In sum, the presence of non-surface plausibility makes no unique contribution to
the P600, and thus the P600’s sensitivity to role-reversal anomalies does not constitute
evidence for syntax-independent semantic composition. The present results suggest that
the P600 is sensitive to both animacy violations and surface implausibility, but neither of

these factors can fully account for the current findings in isolation. The current results
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add to the growing body of evidence that fully grammatical sentences with semantic
anomalies do at times elicit a P600 effect. Future work is required to specify testable

hypotheses about how these factors combine and/or interact in modulating the P600.

Lexical relations, not non-surface plausibility or animacy-congruity, modulate the N400

Current accounts for the absence of N400 effects to semantic anomalies consider
factors such as lexical semantic association, non-surface plausibility and animacy
congruity. Accounts that assume independent semantic composition (e.g., Kim &
Osterhout, 2005) attribute the lack of N400 in role-reversed sentences to the presence of a
plausible non-surface interpretation (‘semantic attraction’). Meanwhile, others have
proposed that the presence of animacy-violations makes a unique contribute to the
modulation of the N400 (e.g., Bornkessel-Schlesewsky & Schlesewsky, 2008; Kuperberg,
2007). Alternatively, without positing any unique contribution of non-surface plausibility
and/or animacy congruity, we outlined in the Introduction that the lack of N400 effects
can be fully attributed to strong lexical association between the target verb and its
arguments in role-reversed sentences. Our discussion about lexical association can be
extended to include the semantic features, associative relationships and other types of
semantic relationships between content words (e.g., the semantic memory-based
mechanism in Kuperberg, 2007). It may also be extended to include event schemas (e.g.

Bicknell, Elman, Hare, McRae and Kutas, 2010; Paczynski & Kuperberg, 2012).

In the current study, the non-combinable conditions elicited a significantly larger
N400 effect than the combinable conditions. Since the current study operationalized the

manipulation of lexical association as the combinability between the verb and its
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arguments, these N400 findings alone do not allow us to determine whether the presence
of a plausible non-surface interpretation makes a unique contribution to the N400 beyond
that of lexical association. Meanwhile, we can better evaluate the merits of these
competing accounts in the context of the broader array of findings. Firstly, Kuperberg
and colleagues (2006) observed that, when semantic relatedness is held constant,
semantically anomalous words elicited the same N400 and P600 responses regardless of
the presence of plausible non-surface interpretations (‘thematic fit’, in the authors’ terms)
and suggested that non-surface plausibility makes no unique contribution to their findings.
Secondly, accounts that assume independent semantic composition predict that both the
lack of an N400 effect and the presence of a P600 effect in in role-reversed sentences are
selectively conditioned by the presence of plausible non-surface interpretations. As we
discussed above, however, most existing evidence shows that the P600 is less selective.
Further, as discussed in the Introduction, instances of the N400’s blindness to semantic
incongruity have been reported outside of the “Semantic P600” literature and in different
previous studies (e.g., Fischler et al., 1983; Nieuwland & Kuperberg, 2008; Urbach &
Kutas, 2010). Even though accounts that assume independent semantic composition are
compatible with the current N400 findings, such accounts require that other instances of
N400 blindness be given different interpretations. In contrast, our proposal attributes the
N400’s insensitivity to role-reversals to the (roughly) equal accessibility of the target
word across conditions, due to a combination of strong lexical association and weak
contextual constraints. This account does not give a special status to sentences with a
plausible non-surface interpretation, and it can potentially provide a unified explanation

for other instances of the N400’s blindness to semantic anomalies.
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Further, the current findings are consistent with the claim that animacy congruity
makes no unique contribution to the N400. Specifically, even though role-reversals co-
occurred with animacy-violations in Experiment 1 but not in Experiment 2, they did not
elicit an N400 effect in either case. Meanwhile, the small reduction of the N400 in the
animacy-violated non-combinable condition relative to the animacy-congruous non-
combinable condition is compatible with the hypothesis that animacy-violations attenuate
the N400 (Kuperberg et al., 2007). However, such N400 reduction can also be attributed
to (i) potential component overlap, and/or (ii) semantic relatedness differences between
the items used in the two non-combinable conditions. Since the animacy-violated
condition elicited a much larger late positivity than the animacy-congruous condition, it
is plausible that the N400 was reduced as a result of its overlap with the P600. Further, in
the semantic relatedness judgment study the target verbs were judged to be slightly more
related to the argument NPs in the animacy-violated non-combinable condition than in
the animacy-congruous non-combinable condition (2.17 vs. 1.76 on a 7-point scale). This
difference in semantic relatedness might have led to the N400 difference between the two
non-combinable conditions. Therefore, we argue that the current results do not provide
clear evidence that lexical relations and animacy-congruity interact to modulate the N400

effect.

We propose that in simple sentence contexts like "The student BA the math
problem...", the processor might fail to differentially expect upcoming information, i.e., a
congruous vs. an incongruous verb, based only on information about the subject and the
object noun phrases. Under such circumstances the ease of lexical access, and by

hypothesis the N400 amplitude, should only be modulated by lexical association between
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the target word and prior context. This, however, raises questions regarding the nature of
expectation-generation mechanisms. Specifically, is the presumed difficulty in predicting
an appropriate verb given its arguments reflective of a general property of the processor?
Could the processor’s apparent difficulty in predicting a verb be rectified? How do
different word orders modulate the processor’s success in predicting plausible thematic
relations? Future work will need to address these questions by examining the effects of
manipulations that are believed to facilitate predictions and by making carefully

controlled comparisons across sentences with different word orders.
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N400 P600*
Proposed contributors Stored semantic Non-surface Animacy (verb- Animacy (linear Surface Non-surface Competing Animacy (verb-
relationships plausibility dependent selectional order heuristic) plausibility plausibility representations dependent
restriction) selectional
Proposed generalizations / The N400 is reduced  Semantic anomalies do Violations ofa verb's ~ The N400 is Implausible The presence of Mismatches between Animacy
mechanisms for words that are not elicit an N400 animacy selectional modulated by the interpretations  a plausible non- a non-compositional violations lead

semantically/ effect when a restriction can "switch match between the elicit a larger surface representation and a  to a larger P600.
associatively related. plausible non-surface off" semantic animacy ofa noun P600. interpretation  syntax-based
interpretation is processing and thus and its linear elicits a larger ~ representation elicit a
computed. reduce the N400. position. P600. larger P600.
Accounts for the Semantic P600 phenomenon

Kolk et al. (2003); van
Herten et al. (2005, 2006)
van de Meerendonk et al. X X X X X
(2009, 2010)
Kim & Osterhout (2005) X X X
Hoeks et al. (2004) X X X
Kuperberg et al. (2007) X X X X X X X
Paczynski & Kuperberg "
Q011) X X X X X
Bomkessel-Schlesewsky
& Schlesewsky (2008); "
Bomkessel-Schlesewsky X X X X X
et al. (2011)
Hagoort et al. (2009) X X X
Stroud & Phillips (2012) X
Brouwer et al. (2012) X X

~ Bornkessel-Scheleswsky & Schlesewsky (2008) proposed that violations of linear order animacy heuristics increase the N400, whereas Paczynski & Kuperberg (2011) proposed they reduce the N400.

* The role of context and task have also been discussed, although the generalization was not specified.

Table 2-6. Summary of some of the factors that have been proposed to account for the Semantic P600 phenomenon.



2.6 Conclusion

In this chapter we investigated the theoretical implications of the ‘Semantic P600’
phenomenon. In previous studies both the presence of a P600 effect and the absence of an
N400 effect in role-reversed sentences have been regarded as two central pieces of
evidence for a syntax-independent semantic composition mechanism. We presented two
ERP studies that tested competing explanations for these two pieces of evidence. We
found that the P600’s sensitivity to semantic anomalies is not restricted to cases in which
plausible non-surface interpretations are available, and argued that the presence of a P600
effect in role-reversed sentences does not constitute evidence for independent semantic
composition. We also showed that the N400’s insensitivity to role-reversals cannot be
attributed to the presence or absence of animacy violations, and can instead be attributed
to the lexical association between a verb and its arguments. We outlined a proposal in
which the N400 reflects the ease of lexical access, and interpreted the lack of N400
effects in role-reversed sentences as reflecting the processor’s temporary failure to

generate specific lexical expectations in canonical vs. role-reversed sentences.
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3 Prediction as a race against time

3.1 Introduction

In the previous chapter I argued that comprehenders rely on surface syntax to
compute an accurate interpretation of a sentence and proposed that the N400’s
insensitivity to argument role-reversals may reflect comprehenders’ temporary failure to
generate differential predictions regarding an upcoming verb based on the word order of
the preverbal arguments. In this chapter I situate this proposal in a larger context of
previous research on linguistic prediction and explore potential causes for this apparent
prediction failure. I present results from three ERP experiments in Mandarin Chinese that
show that comprehenders’ predictions can change depending on the amount of time
available for predictive computations. I discuss the significance of the temporal

dimension for our understanding of predictive computations.

3.2 Why is the N400’s insensitivity to argument role-reversals surprising?

The results from Experiments 1 and 2 showed that the N400 to a verb is not
modulated by the structural role of its arguments in the verb-final Ba-construction in
Mandarin Chinese. These results appeared to be a striking exception to the well-
established generalization that the N400 is sensitive to a word’s predictability and have

led to a proposal that challenges widely held assumptions about linguistic prediction.
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As discussed in Chapter 2, the amplitude of the N400 response to a word can be
taken to reflect the cost of accessing that word in long-term semantic memory (the
lexicon; Deacon et al., 2000; Kutas & Federmeier, 2000; Lau et al., 2008). Under this
view, the N400’s sensitivity to a word’s predictability is attributed to linguistic prediction
— more expected words can be accessed from long-term semantic memory more easily
because they are pre-activated ahead of time. This interpretation is supported by the fact
that the N400's sensitivity to a word's predictability has been demonstrated in various
contexts. For example, the effect of semantic priming on the N400 to words in isolation is
modulated by the proportion of semantically related items in the experimental context
(Lau, Holcomb & Kuperberg, 2013). In sentence comprehension, the amplitude of the
N400 response to a word is inversely related to that word's cloze probability in a given
sentence context (e.g., Federmeier & Kutas, 1999; Gunter, Friederici & Schriefers, 2000;
Kutas & Hillyard, 1984). A word’s cloze probability is the proportion of trials on which
speakers continue the sentence context with that word in an untimed sentence fragment

completion task.

In fact, many factors that are known to affect a word’s cloze probability (e.g.,
sentence structure, event schemas, world knowledge) have also been shown to modulate
the N400’s amplitude during real-time comprehension (Bicknell et al., 2010; Hagoort et
al., 2004; Kos et al., 2011; Paczynski & Kuperberg, 2012). Previous studies have shown
that a word’s predictability can modulate the N400 even when it appears in sentences
with the same lexical contents. For example, Nieuwland & Kuperberg (2008) showed that,
when the use of negation was pragmatically licensed, e.g., ‘With proper equipment, scuba

diving is/isn’t ... °, the N400 response to a target word (e.g., ‘dangerous’ or ‘safe’) was
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modulated by its predictability. Meanwhile, Van Berkum and colleagues (Van Berkum,
Van den Brink, Tesink, Kos & Hagoort, 2008) showed that, in an utterance like ‘Every
evening I drink some...’, listeners’ N400 response to the word ‘wine’ is smaller when it

was more predictable given the voice of the speaker (e.g., an adult vs. a child).

In this context, the observation that argument role-reversals do not modulate the
N400 is rather surprising. This is because (i) by the structural roles of the arguments (e.g.,
whether the cop is the subject and the thief is the object or vice versa) should greatly
affect the predictability of a verb (e.g., ‘arrest’) and (ii) information about the arguments’
structural roles is prominent and unambiguously marked before the verb appears in the
Ba-construction in Mandarin Chinese. Therefore, in this chapter I explore the potential
cause for these surprising findings in three ERP experiments and discuss their
implications for our understanding of linguistic prediction. By extending the basic
paradigm used in Experiment 2, I examined the effects of argument role-reversals on
comprehenders’ ERPs at the verb in the Ba-construction in Mandarin Chinese in
Experiments 3-5. In each experiment a further manipulation was included to examine

what underlies the N400's (in)sensitivity to argument role-reversals.

3.3 Experiment 3: Can offline predictability measures capture online predictions?

In Experiment 3 I explored the possibility the N400 insensitivity to argument role-
reversals in previous studies indicates that argument role-reversals did not impact the
verb’s predictability. In particular, I examined whether reversing the arguments’
structural roles (by reversing their word order) can elicit an N400 effect when it has a

greater impact on the verb’s cloze probability. I compared the effects of argument role-
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reversals in sentences in which the critical verb in the canonical control condition has
high vs. low cloze probability (hereafter high- vs. low-predictability sentences; Table 3-1).
In the role-reversed condition the verbs commonly have zero cloze probability. Therefore,
argument role-reversals have a greater impact on the verb's cloze probability in high-

predictability sentences than in low-predictability sentences.

If the word order (and thereby the structural roles) of the arguments can
immediately impact comprehenders' predictions for the verb, then argument role-
reversals should have a bigger effect on the N400 when they have a greater impact on the
verb's cloze probability (i.e., in high-predictability sentences). Alternatively, if the word
order of the arguments cannot impact comprehenders' predictions before the verb is
presented, then the N400 should remain insensitive to thematic role-reversals in both

high- and low-predictability sentences.

On the other hand, since lexical semantic association between the target verb and
its arguments is much weaker in low predictability sentences than in high predictability
sentences, a semantic illusion account, or an account that attributes the N400 insensitivity
to a floor effect due to strong lexical association, would predict a significant N400 effect

to role-reversals in low predictability sentences but not in high predictability sentences.

As a control comparison, [ also examined comprehenders’ sensitivity to a
standard cloze probability manipulation across Experiments 3 to 5 (e.g., From the sheep

the herdsman collected a lot of wool ... vs. Last year the boss bought a lot of wool...).
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3.3.1 Methods

Participants

Twenty-four students (19 female, mean age = 21 years, range 18-24 years) from
South China Normal University participated in the current study. All participants were
native speakers of Mandarin Chinese, were strongly right-handed based on the Edinburgh
Handedness Inventory (Oldfield, 1971), and had normal or corrected-to-normal vision
and no history of neurological disorder. Data from one additional participant were
excluded due to experimenter error. All participants gave informed consent and were paid

20 RMB/hour for their participation.

Cloze probability norming

Norming was done with 60 student volunteers at South China Normal University
on a total of 190 pairs of subject-BA4-object sentence frames, e.g., cop BA thief and its
role-reversed counterpart thief BA cop. Participants were asked to provide the best
continuations for the sentence frames. Individual participants saw only one version, with

each normed by 30 participants.

Materials

The stimuli consisted of 120 pairs of sentences, each with a canonical and
reversed argument order. All experimental sentences used the highly frequent SOV ba-
construction in Mandarin Chinese. This construction requires a transitive verb, and the
arguments’ identity and their syntactic roles are evident before the critical verb because
the particle Ba always follows the subject and immediately precedes the direct object.
Role-reversed sentences were created by reversing the order of the pre-verbal arguments
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in the canonical sentences, both of which were animate. Within the same item set the
canonical and role-reversed sentences had an identical verb-argument triplet and differed
only in the order of the arguments. No anomaly was evident before the critical verb.
Sentences were extended beyond the target verb with words that were held constant

across conditions within each item set.

Argument order was manipulated in sentences in which the verb had high vs. low
predictability (Table 3-1). The verb had high predictability (average cloze = 63.6%, range
41.4 - 96.6%) in half of the canonical sentences and low predictability (average cloze =
6.6%, range 3.3 - 20.7%) in the other half. The verb was not predictable (0% cloze) in the
role-reversed sentences. In order to avoid sentence-final wrap-up effects, the sentences
were extended beyond the critical verb with words that were held constant across

conditions within each item set.
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Low-predictability

C ical ZX) ARG
anonica Mr. Liu BA parrot | Y& T 17— Bt .
RG22 X train quite some time.

Role-reversed )
Parrot BA Mr. Liu

“Mpr. Liu trained the parrot for quite some time.’
vs. “The parrot trained Mr. Liu for quite some time.”

>

High-predictability

Canonical g 4 M
anonica cop BA thief T MR,
Role-reversed 4N ﬁi i ez arrest (and bring back) to police station.
thief BA cop

“The cop arrested the thief (and brought him back) to the station.”
vs. “The thief arrested the cop (and brought him back) to the station.”

Table 3-1. Experimental conditions and sample materials in Experiment 3.

Experimental sentences were distributed in two presentation lists, such that
exactly one version of each item appearing in each list. Each list contained 120
experimental sentences (30 per condition), 60 plausible filler sentences from a previous
experiment examining the effects of cloze probability (high: 88% vs. low: 27%) and 60
unrelated implausible filler sentences of similar length and structural complexity, so that
the overall plausible-to-implausible ratio in each presentation list was 1:1. The sentences
were presented in four blocks of 60 sentences each, and the order of the blocks was

randomized across participants.

Procedure

Participants were comfortably seated about 100cm in front of a computer screen
in a testing room. Sentences were presented one word at a time in a white font (30 pt
simplified Chinese characters) on a black background at the center of the screen. Each

sentence was preceded by a fixation cross that appeared for 500ms. Each word appeared
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on the screen for 400ms, followed by 200ms of blank screen. The last word of each

sentence was marked with a period “. ”, followed 1000ms later by a response cue “?”.

Participants were instructed to avoid eye blinks and movements during the presentation
of the sentences, and they were asked to read each sentence attentively and to indicate
whether the sentence meaning was plausible by pressing one of two buttons. Prior to the
experimental session, participants were presented with 6 practice trials to familiarize
themselves with the task. The experimental session was divided into four blocks of 60
sentences each, with short pauses in between. Including set-up time, an experimental

session lasted around 1.5 hours on average.

EEG Recording

EEG was recorded continuously from 30 AgCl electrodes mounted in an electrode
cap (Electrocap International): midline: Fz, FCz, Cz, CPz, Pz, Oz; lateral: FP1/2, F3/4,
F7/8, FC3/4, FT7/8, C3/4, T7/8, CP3/4, TP7/8, P4/5, P7/8, and O1/2. The electro-
oculogram (EOG) was recorded at four electrode sites; vertical EOG was recorded from
electrodes placed above and below the left eye and the horizontal EOG was recorded
from electrodes situated at the outer canthus of each eye. Electrode impedances were kept
below 5kQ. The EEG and EOG recordings were amplified (band-pass filtered at DC -
200 Hz) and digitized online at 1kHz. Online recordings were referenced to the left
mastoid. They were re-referenced to the average of the left and right mastoids and filtered

using a 0.1 - 40 Hz band-pass filter offline.
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ERP Data Analysis

Event-related potentials were computed separately for each participant and each
condition for the 1000ms after the onset of the critical verb relative to a 100ms baseline
preceding the critical verb. ERP data were evaluated for EOG or other artifacts. Trials
contaminated by artifacts were excluded from the averaging procedure. This affected 7.8%
of experimental trials, roughly equally distributed across conditions (ranging between 6.3

and 9.6% across conditions).

Statistical analyses on average voltage amplitudes were conducted separately for
two time windows chosen based on previous literature and on visual inspection of the
data: 350-450 ms for the N400, and 600-800ms for the P600. Data from high- and low-
predictability sentences were analyzed separately. We conducted repeated measures
ANOVAs that fully crossed Role-reversal (congruous vs. role-reversed) with Anteriority
(anterior vs. central vs. posterior) and Laterality (Left vs. Midline vs. Right). The
topographic factors effectively defined nine regions of interest (ROIs): left-anterior: F3,
FC3; midline-anterior: FZ, FCZ; right-anterior: F4, FC4; left-central: C3, CP3; midline-
central: CZ, CPZ; right-central: C4, CP4; left-posterior: P3, O1; midline-posterior: PZ,
OZ; right-posterior: P4, O2. Univariate F-tests with more than one degree of freedom in
the numerator were adjusted by means of the Greenhouse-Geisser correction. Since the
current study was designed to modulate two ERP components with well-established
topographic distributions, a paired-sample t-test was conducted to test for the predicted

differences in each of the ROls.
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For the control comparison, the same procedures were used to analyze data from
filler sentences to examine the effect of predictability (high vs. low cloze probability)

instead of argument role-reversal.

3.3.2 Results

Plausibility Judgments

Participants’ average plausibility judgment accuracy in each condition is shown in
Table 3-2. Across both predictable and non-predictable sentences, participants reliably
judged canonical sentences to be plausible and the role-reversed sentences to be

implausible with an overall accuracy of 90.6%.

Target Response Percent accurate (SE)
Low predictability, Canonical Yes 88.3 (1.8)
Low predictability, Role-reversed No 90.4 (1.2)
High predictability, Canonical Yes 90.3 (1.4)
High predictability, Role-reversed No 93.3(0.9)

Table 3-2. Target response and accuracy on plausibility judgment task in Experiment 3.
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Event-related Potentials (Control comparison)

A control predictability (cloze probability) manipulation in the filler sentences
elicited a clear N400 effect and a frontally distributed late positivity (Figure 3-1).
Statistical analyses in the 350-450 ms time interval showed that expected words elicit a
smaller N400 response than unexpected words (Table 3-3). A significant predictability x
anteriority X laterality interaction showed that the effect was largest at midline central
and posterior sites. In the 600-800 ms time interval the ERPs were more positive to
unexpected than expected words. A significant predictability X anteriority interaction
showed that, unlike the P600 effect which has a posterior distribution, this late positivity
was largest at frontal sites. This establishes that the participants showed standard

electrophysiological responses to cloze manipulations.

Control comparison
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Figure 3-1. Grand average ERPs at expected (black) and unexpected (red) target words in the
control comparison in Experiment 3.
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Unexpected
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df 350-450ms  600-800ms

Omnibus ANOVA

pred 1,23 20.3%* 2.25
pred * ant 2,46 7.21%* 5.18*
pred * lat 2,46 3.56* <1
pred * ant * lat 4,92 291* 1.67
ROI analyses

Left anterior 23 2.27* 1.43
Midline anterior 23 2.43%* 2.06"
Right anterior 23 2.41% 2.08*
Left central 23 3.53%* n
Midline central 23 4.15%* <1
Right central 23 4.61%* 1.74"
Left posterior 23 4.88%* <1
Midline posterior 23 4.83%* <1
Right posterior 23 5.85%* <1

Factors: pred = predictability; ant = anteriority; /at = laterality.
**p <01 *p<.05 ".05<p<.l

Table 3-3. ANOVA F-values and ROI analysis t-values at the target word in the control comparison
in Experiment 3.

Event-related Potentials (Experimental comparisons)

Figure 3-2 and Figure 3-3 show the grand average ERPs at the target word in the
low- and high- predictability sentences respectively. Figure 3-4 shows the grand average
ERPs at CPZ and the topographic distribution of the effects at the target word in the 350-

450ms and 600-800ms time intervals across the control and experimental comparisons.

Argument role-reversals elicited a clear P600 effect in both high- and low-
predictability sentences. Further, although the amplitude of the N400 at the target verb
was generally higher in the low-predictability sentences than in the high-predictability
sentences, it did not differ between the role-reversed and canonical sentences in either

case. These observations were confirmed by the statistical analyses, which were
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conducted on high- and low-predictability sentences separately (Table 3-4). Repeated
measures ANOVAs in the 350-450 ms interval revealed no significant effects involving
reversal in either high- or low-predictability sentences. In the 600-800 ms interval a
significant main effect of reversal was observed in both high- and low-predictability
conditions. Paired-sample t-tests in individual regions of interest (ROIs) revealed that the
P600 effect was statistically significant at central and posterior sites in both cases. This
experiment established that, contrary to its widely-demonstrated sensitivity to a word's
cloze probability, the N400 can be completely insensitive to differences in a verb's cloze

probability when those differences are due to the word order of preverbal arguments.

Low Predictability &
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Figure 3-2. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the low-predictability sentences in Experiment 3.
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High Predictability
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Figure 3-3. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the high-predictability sentences in Experiment 3.

Control comparison Low Predictability High Predictability

350-450ms CPz

600-800ms
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Figure 3-4. Grand average ERPs at CPZ (top) and topographic distribution of ERP effects in 350-450
ms (middle) and 600-800ms (bottom) across experimental and control comparisons in Experiment 3.
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df 350-450ms  600-800ms

Low Predictability
rev 1,23 <1 5.81%
rev * ant 2,46 <1 2.14
rev * lat 2,46 <1 1.54
rev * ant * lat 4,92 1.64 2.1
ROI analyses
Left anterior 23 <1 <1
Midline anterior 23 <1 1.29
Right anterior 23 <1 1.52
Left central 23 <1 1.55
Midline central 23 1.26 2.08*
Right central 23 1.18 2.13*
Left posterior 23 <1 3.09%*
Midline posterior 23 1.46 3x*
Right posterior 23 <1 3.73%*

High Predictability
rev 1,23 <1 18.11%*
rev * ant 2,46 <1 7.86%*
rev * lat 2,46 <1 4.24*
rev * ant * lat 4,92 2337 3.92%*
ROI analyses
Left anterior 23 <1 <1
Midline anterior 23 <1 2.73*
Right anterior 23 <1 1.2
Left central 23 <1 3.59%*
Midline central 23 <1 3.68%*
Right central 23 <1 4.62%*
Left posterior 23 <1 6.07%*
Midline posterior 23 <1 6.6**
Right posterior 23 <1 5.43%*

Factors: rev =reversal; ant = anteriority; lat = laterality.
¥ p <01 *p<.05 "05<p<l

Table 3-4. ANOVA F-values and ROI analysis t-values at the target verb for the high- and low-
predictability comparisons in Experiment 3.



3.3.3 Discussion

The current results showed that (i) differences in target word’s cloze probability
elicited a clear N400 effect and a late frontal positivity in the control comparison, (ii)
role-reversal anomalies in the experimental sentences were readily detected and elicited a
clear P600 effect at the verb, but (iii) the N400 remained insensitive to argument role-

reversals regardless of the predictability of the target verb.

First, the presence of a clear N400 effect in the control comparison established
that the participants in the current experiment displayed a standard N400 effect to a
common cloze probability manipulation in which the same target word has high vs. low
cloze probability in different sentence contexts. Further, the N400 effect was followed by
a frontally distributed late positivity. As shown in Figure 3-4, the topographic distribution
of this late positivity is distinct from the posteriorly distributed P600 effect in the
experimental sentences. As the unexpected target words in the filler sentences were
nonetheless plausible, the observation of a late frontal positivity in the control
comparison is consistent with Van Petten and Luka’s (2012) generalization that plausible
but unexpected words tend to elicit a larger late frontal positivity than expected words,
while implausible words tend to elicit a posteriorly distributed late positivity (a P600
effect). Further, the sentence contexts in the filler sentences were all strongly constraining
(maximum cloze value ranges from 0.53 to 1). Similarly, Federmeier et al. (2007)
observed a late frontal positivity in strongly constraining sentence contexts not in weakly
constraining contexts. This suggests that Van Petten and Luka’s (2012) observation that

plausible but unexpected words elicited a late frontal positivity only about two thirds of
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the time may be attributed to differences in contextual constraints in the materials used

across studies.

In the experimental comparisons, the presence of a clear P600 effect and high
plausibility judgment accuracy in both high- and low- predictability sentences showed
that comprehenders computed an accurate interpretation of the sentences using structural
role information and readily detected the implausibility resulted from argument role-
reversals. A comparison of the waveforms in Figure 3-2 and Figure 3-3 shows that the
time course of the P600 effect was roughly the same across the high- and low-
predictability sentences (see also Figure 3-15). Figure 3-4 shows that the effects also had
the same topographic distribution. Taken together, these findings suggest that the P600 is
modulated by a common variable across these sentences, namely, the plausibility of the

sentence as it is being interpreted incrementally.

On the other hand, no significant N400 effect was observed in either high- or low-
predictability sentences. This was not predicted by a semantic illusion account (e.g., Kim
& Osterhout, 2005). Given that the verb and its arguments were much less lexically
associated (or “semantically attractive” to one another) in the low-predictability sentences
than in the high-predictability sentences, an account that attributes N400 insensitivity to
semantic illusion would predict a significant N400 effect to role-reversal anomalies in the
low-predictability sentences. Also, had strong lexical associations between the verb and
its arguments in previous studies given rise to a floor effect and thus a lack of N400
effect, we should expect to see a significant N400 effect in the low predictability

sentences since a floor effect is much less likely to occur in that condition. However, this
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prediction was not borne out by the current results. In fact, although the amplitude of the
N400 response to the verb was higher in the low-predictability sentences than in the high-

predictability sentences, argument role-reversals did not impact the N400 in either case.

Meanwhile, the current N40O results were also not expected by a prediction
account if we assume that the structural roles of the preverbal arguments can impact
comprehenders’ predictions about the verb. The observation that role-reversals did not
elicit an N400 effect even when the verb is highly predictable based on offline cloze
measures suggests information about preverbal arguments fails to impact comprehenders’
verb predictions when the verb was presented immediately after its arguments. This
constitutes a clear exception to the generalization that the N400 is modulated by a word’s
cloze probability and raises many new questions — Did comprehenders simply not use
structural role information for computing predictions, or did they fail to incorporate such

information in time?

3.4 Experiment 4: How do linguistic predictions develop over time?

In Experiment 4 I examined the possibility that structural role information has a
delayed impact on comprehenders’ predictions. In order to examine whether the N400
becomes sensitive to cloze probability differences that result from argument role-
reversals when comprehenders have slightly more time to compute verb predictions, I
manipulated the linear distance between the verb and its arguments by varying the

position of an adverbial time expression (e.g., “zai shangxingqi”, last week).
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Figure 3-5. Illustration of the distance manipulation in Experiment 4.

As illustrated in Figure 3-5, placing the temporal phrase after the second
argument effectively delays the presentation of the verb relative to its arguments by
1200ms. Since temporal phrases appear in sentence-initial position (as in the short-
distance condition) more often than between the arguments and the verb (as in the long-
distance condition) in the ba-construction in Mandarin Chinese, comparisons were made
between canonical and role-reversed sentences with the same configuration only (i.e.,

within the same level of distance).

If structural role information can impact comprehenders' predictions for the verb
within the extended time interval between the arguments and the verb, then the N400 is
expected to become sensitive to role-reversals when the verb is further away from its
arguments (in the long-distance condition). Alternatively, if the N400's insensitivity to

role-reversals reflects a genuine failure for structural role information to impact linguistic
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predictions, then the N400 should remain insensitive to role-reversals regardless of the

amount of time elapsed between the arguments and the verb.

3.4.1 Methods

Participants

Twenty-four students (22 female, mean age = 22 years, range 19-28 years) from
South China Normal University participated in the current study. Informed consent was
obtained from all participants. All were right-handed, native Mandarin Chinese speakers

with normal or corrected-to-normal vision and were paid for their participation.

Materials

Table 3-5 shows a sample set of experimental materials. As in Experiment 3, the
stimuli in consisted of 120 pairs of sentences, each with a canonical and reversed

argument order and used the highly frequent SOV Ba(t)-construction in Mandarin

Chinese. Argument order was manipulated in sentences in which the verb was closer vs.
further away from the arguments (Figure 3-5). The linear distance between the arguments
and the verb was manipulated by varying the position of an adverbial time expression
(e.g., “zai shangxingqi”, last week). The time expression appeared either at the start of the
sentence, where it did not interrupt the subject-object-verb sequence (the short-distance
condition), or between the direct object and the verb, where it created a delay between the
arguments and the verb (the long-distance condition). Therefore, the lexical material in
the sentence before the verb was the same across all four conditions, and the conditions

differed only in the order of presentation. The verb was predictable in the canonical
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sentences (average cloze = 37.4%, range 16.7 - 69.0%) but not in the role-reversed
sentences (0% cloze). The verb was not always the most likely continuation in the

canonical sentences.

Short distance

Canonical 27 8 B0
AW, Police BA suspect MET ...
Role-reversed  Last week, BEJU 0 Ty arrest ....
Suspect BA police

“The cop arrested the thief last week...”
vs. “The thief arrested the cop last week...”

Long distance

Canonical 27 4 B0
Police BA suspect | £ FEMIMET ...
Role-reversed BEIU B =y ZAI last week arrest ...
Suspect BA police

“The cop arrested the thief last week...”
vs. “The thief arrested the cop last week...”

Table 3-5. Experimental conditions and sample materials in Experiment 4.

Experimental sentences were distributed in four presentation lists, such that
exactly one version of each item appearing in each list. Each list contained 120
experimental sentences (30 per condition) and the same set of 120 filler sentences used in
Experiment 3. The sentences were presented in four blocks of 60 sentences each, and the

order of the blocks was randomized across participants.

Procedure

The experimental procedures were identical to those in Experiment 3.

EEG Recording

The EEG recording procedures were identical to those in Experiment 3.
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ERP Data Analysis

The procedures for data analysis were identical to those in Experiment 3. Data
from short- and long-distance sentences were analyzed separately. A total of 6.6% of
experimental trials, roughly equally distributed across conditions (5% - 8.3%), were

excluded from the averaging procedure due to artifacts.

3.4.2 Results

Plausibility Judgments

Table 3-6 shows participants’ average plausibility judgment accuracy in each
condition. Regardless of the distance between the arguments the verb, participants
reliably judged canonical sentences to be plausible and the role-reversed sentences to be

implausible with an overall accuracy of 89.5%.

Target Response Percent accurate (SE)

Short distance, Canonical Yes 93.4(1.1)
Short distance, Role-reversed No 87.512.2)
Long distance, Canonical Yes 89.9 (1.4)
Long distance, Role-reversed No 86.7 (1.7)

Table 3-6. Target response and accuracy on plausibility judgment task in Experiment 4.

Event-related Potentials (Control comparison)

As in Experiment 3, participants showed a clear N400 effect and a frontally
distributed late positivity to the standard cloze probability manipulation in the filler
sentences (Figure 3-6). Statistical analyses (Table 3-7) showed that expected words elicit
a smaller N400 response than unexpected words in the 350-450 ms time interval, but the

ERPs were more positive to unexpected than expected words in the 600-800 ms time
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interval. As in Experiment 3, the N400 effect has a central-posterior distribution while

the late positivity was more frontally distributed.

Control comparison

Tn

Late frontal positivity
N AL Fi
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Expected

1000ms Unexpected

Figure 3-6. Grand average ERPs at expected (black) and unexpected (red) target words in the
control comparison in Experiment 4.
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df 350-450ms  600-800ms

Omnibus ANOVA

pred 1,23 6.93* 311
pred * ant 2,46 10.44%* 8.69%*
pred * lat 2,46 <1 <1
pred * ant * lat 4,92 3.07* S
ROI analyses
Left anterior 23 <1 2.39*
Midline anterior 23 <1 2.98%*
Right anterior 23 <1 2.11%
Left central 23 3.04%* 1.36
Midline central 23 3.15%* <1
Right central 23 2.66* 1.65
Left posterior 23 3.81%* 1.1
Midline posterior 23 4.3%* <1
Right posterior 23 4.4%%* <1

Factors: pred = predictability; ant = anteriority; /at = laterality.
¥k p <0l *p<.05 ".05<p<l

Table 3-7. ANOVA F-values and ROI analysis t-values at the target word in the control comparison
in Experiment 4.

Event-related Potentials (Experimental comparisons)

Figure 3-7 and Figure 3-8 show the grand average ERPs at the target word in the
short and long distance conditions respectively. Figure 3-9 shows the grand average
ERPs at CPZ and the topographic distribution of the effects at the target word in the 350-

450ms and 600-800ms time intervals across the control and experimental comparisons.

A P600 effect was present in both short- and long-distance conditions in
Experiment 4. Meanwhile, argument role-reversals did elicit an N400 effect, but only in
the long-distance condition (Figure 3-8). These observations were confirmed by the
statistical analyses, which were conducted on the short- and long-distance conditions

separately (Table 3-8). Repeated measures ANOVAs in the 350-450 ms interval revealed
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no significant effects involving reversal in the short-distance condition; a significant
reversal x laterality interaction was observed in the long-distance condition. ROI analyses
revealed that the N400 effect was statistically significant in several central and posterior
sites. Repeated measures ANOVAs in the 600-800 ms interval revealed a significant
main effect of reversal in both short- and long-distance conditions. ROI analyses revealed
that the P600 effect was statistically significant across central and posterior sites in both
cases. This experiment showed that the N400 at the verb became sensitive to argument
role-reversals when the time-interval between the presentation of the arguments and the

verb was widened.
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Figure 3-7. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the short-distance sentences in Experiment 4.
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Figure 3-8. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the long-distance sentences in Experiment 4.

Canonical
Role-reversed

ary N
E g
\
N
>

Control comparison Short Distance Long Distance
-7pV.
N
o,
o
(7]
£
S
N
g
(=)
n
(49]
(7,]
€
o
o
o
o
=
(Vo]

Figure 3-9. Grand average ERPs at CPZ (top) and topographic distribution of ERP effects in 350-450
ms (middle) and 600-800ms (bottom) across experimental and control comparisons in Experiment 4.
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df 350-450ms  600-800ms

Short Distance

rev 1,23 <1 8.86%*
rev * ant 2,46 <1 2.49
rev * lat 2,46 <1 2.36
rev * ant * lat 492 <1 <1
ROI analyses

Left anterior 23 <1 1.33
Midline anterior 23 <1 1.82%»
Right anterior 23 <1 1.56
Left central 23 <1 2.26*
Midline central 23 <1 3.15%*
Right central 23 <1 2.64*
Left posterior 23 1.04 3.67%*
Midline posterior 23 <1 3.42%*
Right posterior 23 <1 3.47%*

Long Distance

rev 1,23 1.85 6.77*
rev * ant 2,46 <1 9.67**
rev * lat 2,46 6.46%* <1
rev * ant * lat 4,92 1.14 <1
ROI analyses

Left anterior 23 <1 <1
Midline anterior 23 <1 <1
Right anterior 23 <1 <1
Left central 23 <1 2.99%*
Midline central 23 1.41 2.92%*
Right central 23 2.1* 2.03"
Left posterior 23 1.04 5.6%*
Midline posterior 23 2.52% 3.44%*
Right posterior 23 2.47* 3.44%*

Factors: rev =reversal; ant = anteriority; lat = laterality.
¥ p <01 *p<.05 "05<p<l

Table 3-8. ANOVA F-values and ROI analysis t-values at the target verb for the short- and long-
distance comparisons in Experiment 4.



3.4.3 Discussion

The most important finding from Experiment 4 is that the N400 became sensitive
to role-reversals when the presentation of the target verb was delayed (in the long-
distance condition). Other aspects of the results were consistent with those from previous
experiments: (i) differences in target word’s cloze probability elicited a clear N400 effect
and a late frontal positivity in the control comparison, (ii) role-reversal anomalies in the
experimental sentences were readily detected and elicited a clear P600 effect at the verb,
and (iii) the N400 was insensitive to argument role-reversals when the verb immediately
followed its arguments (in the short-distance condition). Below I will focus on the impact
of the distance manipulation on the N400’s sensitivity to argument role-reversals and its
theoretical implications. For a discussion of the significance of other aspects of the

current results please refer to page 75.

As I reviewed in Chapter 2, previous studies have commonly observed that the
implausibility resulting from reversals of animate preverbal arguments elicited only a
P600 effect and no N400 effect. Although this phenomenon has been reported across
studies using different languages, a common characteristic among the materials used in
these studies is the close proximity between the arguments and the target verb. For
example, van Herten et al. (2005, 2006) used experimental materials in which the target
verb followed the second argument with a 645ms SOA. Similarly, in Experiments 1-3
reported above, the target verb followed the second argument with a 600ms SOA. The

N400’s insensitivity to the verb’s cloze probability in these cases suggests that
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information about preverbal arguments’ structural roles cannot immediately impact

comprehenders’ prediction about the verb.

By manipulating the linear distance between the arguments and the verb, the
current experiment showed that the N400 became sensitive to argument role-reversals
when the presentation of the target verb was delayed. The N400’s sensitivity to argument
role-reversals in the long distance condition (1800ms SOA) stands in sharp contrast with
its insensitivity in the short distance condition (600ms SOA) and in all previous studies.
Since the sentences in the short- and long-distance conditions contained identical words
and differed only by the location of the temporal phrase, they provide qualitatively the
same information for computing verb predictions. Instead, the contrast between N400’s
sensitivity in these cases is likely attributable to the amount of time elapsed between the

arguments and the verb.

Specifically, I propose that the N400’s reemerged sensitivity to argument role-
reversals reveals that the widened time interval allowed information about the arguments’
structural roles to impact comprehenders’ verb prediction before the verb appeared.
Under this account, the N400 effect emerged because the verb became more pre-activated
in the canonical condition than the role-reversed condition when comprehenders were
given slightly more time to incorporate structural role information into their predictive
computations. This implies that the N400 did not become sensitive to the implausibility
of role-reversed sentences per se — the effect of role-reversals on the N400 should be

tightly linked to the verb’s predictability given its arguments.
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3.5 Experiment 5: Prediction vs. Integration over the extended time interval

In this experiment I investigated what gave rise to the N400’s reemerged
sensitivity to argument role-reversals in the long-distance condition in Experiment 4. In
order to test the hypothesis that role-reversals elicited a significant N400 effect because
the widened time interval allowed comprehenders to incorporate structural role
information into their verb predictions, I combined the low- vs. high-predictability
manipulation of Experiment 3 with the long-distance structure introduced in Experiment
4. The materials used in this experiment were directly adapted from those in Experiment

3 by placing an adverbial time expression between the direct object and the verb.

Following the logic outlined in Experiment 3, I examined whether argument role-
reversals have a bigger effect on the N400 when they have a greater impact on
comprehenders’ predictions for the verb. If the effect of distance observed in Experiment
4 reflects limitations on how quickly structural role information impacts predictions, then
the effect of role-reversals on the N400 should be tightly linked to the verb’s
predictability. That is, argument role-reversals should elicit a significant N400 effect only
when they have a clear impact on the verb’s predictability, i.e., in the high-predictability

conditions.

Alternatively, if the N400 became sensitive to role-reversals in the long-distance
condition simply because the widened time interval allowed comprehenders to build a
more robust semantic representation of the sentence context and thus detect the

implausibility at the verb more quickly, then the N400 should be modulated by
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plausibility. That is, role-reversals should elicit a significant N400 effect in the current

experiment regardless of the verb’s predictability.

3.5.1 Methods

Participants

Twenty-four students (19 female, mean age = 19.9 years, range 18-24 years) from
South China Normal University participated in the current study. Informed consent was
obtained from all participants. All were right-handed, native Mandarin Chinese speakers

with normal or corrected-to-normal vision and were paid for their participation.

Materials

Low-predictability

Canonical S HE
Mr. Liu BA parrot | 7E IBEE K IR T 4F— Bt .
Role-reversed 2O 4t X ZAI that summer train quite some time.

Parrot BA Mr. Liu

“Mr. Liu trained the parrot for quite some time that summer.”
vs. “The parrot trained Mr. Liu for quite some time that summer.’

>

High-predictability

e 4 /M

cop BA thief e R T FIZ)5.

AN ZAlI that evening arrest (and bring back) to police station.
thief BA cop

“The cop arrested the thief (and brought him back) to the station that evening.”
vs. “The thief arrested the cop (and brought him back) to the station that evening.”

Canonical

Role-reversed

Table 3-9. Experimental conditions and sample materials in Experiment 5.

As shown in Table 3-9, the design of Experiment 5 was identical to that of

Experiment 3 with the exception that an adverbial time expression always appeared
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between the direct object and the verb, as in the long-distance condition in Experiment 4.

The materials of Experiment 5 were adapted directly from those in Experiment 3.

Procedure

The experimental procedures were identical to those in Experiments 3 and 4.

EEG Recording

The EEG recording procedures were identical to those in Experiments 3 and 4.

ERP Data Analysis

The procedures for data analysis were identical to those in Experiment 3. A total
of 11.5% of experimental trials, roughly equally distributed across conditions (9% -

13.6%), were excluded from the averaging procedure due to artifacts.

3.5.2 Results

Plausibility Judgments

Table 3-10 shows participants’ average plausibility judgment accuracy in each
condition. Participants reliably judged canonical sentences to be plausible and the role-

reversed sentences to be implausible with an overall accuracy of 90.9%.

Target Response Percent accurate (SE)

Low predictability, Canonical Yes 88.0 (2.6)
Low predictability, Role-reversed No 89.5 (1.5)
High predictability, Canonical Yes 90.7 (2.0)
High predictability, Role-reversed No 95.1(1.1)

Table 3-10. Target response and accuracy on plausibility judgment task in Experiment 5.
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Event-related Potentials (Control comparison)

As in Experiments 3 and 4, a cloze probability manipulation in the filler sentences
elicited a clear N400 effect and a frontally distributed late positivity (Figure 3-10).
Statistical analyses (Table 3-11) showed that expected words elicit a smaller N400
response than unexpected words in the 350-450 ms time interval, but the ERPs were
more positive to unexpected than expected words in the 600-800 ms time interval. As in
the control comparison in Experiments 3 and 4, the N400 effect was broadly distributed

while the late positivity was largest at frontal sites.

Control comparison

U " il %
N A/ [ . Late frontal posntlwty /
’ v F - / :{5 v~V

7N

g /f\
cpay N ;s

1/ A~ *—37‘27:434 P8, .

3 / 4
. A L EjB r
-7V
1A 25 A& Expected
. O At -
1000ms - TN v Unexpected

Figure 3-10. Grand average ERPs at expected (black) and unexpected (red) target words in the
control comparison in Experiment 5.
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df 350-450ms  600-800ms

Omnibus ANOVA

pred 1,23 45.8%* 2.09
pred * ant 2,46 9.02%* 4.26*
pred * lat 2,46 <1 1.68
pred * ant * lat 4,92 3.51%* 4.13%*
ROI analyses
Left anterior 23 4.08** 1.89*
Midline anterior 23 3.2%%* 2.77*
Right anterior 23 3.69%* 1.42
Left central 23 6.67** 2.1*
Midline central 23 6.26** 1.16
Right central 23 6.92%* <1
Left posterior 23 8.09%* <1
Midline posterior 23 7.7** <1
Right posterior 23 7.82%% <1

Factors: pred = predictability; ant = anteriority; /at = laterality.
**p <01 *p<.05 "05<p<l

Table 3-11. ANOVA F-values and ROI analysis t-values at the target word in the control comparison
in Experiment 5.

Event-related Potentials (Experimental comparisons)

Figure 3-11 and Figure 3-12 show the grand average ERPs at the target word in
the low- and high- predictability sentences respectively. Figure 3-13 shows the grand
average ERPs at CPZ and the topographic distribution of the effects at the target word in
the 350-450ms and 600-800ms time intervals across the control and experimental

comparisons.

As in Experiment 3, a P600 effect was present in both high- and low-
predictability conditions. Meanwhile, argument role-reversals elicited an N400 effect in
the high-predictability condition only. These observations were confirmed by the
statistical analyses (Table 3-12). Repeated measures ANOV As in the 350-450 ms interval

revealed no significant effects involving reversal in the low-predictability condition. In
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the high-predictability condition, a marginally significant main effect of reversal and a
significant reversal X anteriority x laterality interaction were observed. ROI analyses
revealed that the N400 effect was statistically significant across several central and
posterior sites. Repeated measures ANOVAs in the 600-800 ms interval revealed a
significant main effect of reversal and reversal x anteriority interaction in both high- and
low-predictability conditions. ROI analyses revealed that the P600 effect was statistically
significant across all central and posterior sites in both cases. This experiment showed
that the benefit of the added time interval is found only in situations where the argument

roles are predictive of the verb.
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Figure 3-11. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the low-predictability sentences in Experiment 5.
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Figure 3-12. Grand average ERPs at the target verb in canonical (black) and role-reversed (red)
conditions in the high-predictability sentences in Experiment 5.

Control comparison Low Predictability High

350-450ms CPz

600-800ms

Predictability

Figure 3-13. Grand average ERPs at CPZ (top) and topographic distribution of ERP effects in 350-
450 ms (middle) and 600-800ms (bottom) across experimental and control comparisons in

Experiment 5.

95



df 350-450ms  600-800ms

Low Predictability
rev 1,23 <1 10.76**
rev * ant 2,46 <1 8.58%*
rev * lat 2,46 <1 1
rev * ant * lat 4,92 <1 1.64
ROI analyses
Left anterior 23 <1 1.58
Midline anterior 23 <1 1.33
Right anterior 23 <1 <1
Left central 23 <1 3.45%*
Midline central 23 <1 3.47%*
Right central 23 <1 2.96**
Left posterior 23 <1 3.97%*
Midline posterior 23 <1 4.72%*
Right posterior 23 <1 4.45%*

High Predictability
rev 1,23 3.85" 6.7*
rev * ant 2,46 <1 20.44%*
rev * lat 2,46 <1 <1
rev * ant * lat 4,92 3.25% <1
ROI analyses
Left anterior 23 1.12 <1
Midline anterior 23 1.13 <1
Right anterior 23 1.07 <1
Left central 23 1.16 2.95%*
Midline central 23 2.41%* 2.42%
Right central 23 2.38* 2.34*
Left posterior 23 2.68* 4.3%*
Midline posterior 23 2.27* 4.52%*
Right posterior 23 1.58 4.09%*

Factors: rev =reversal; ant = anteriority; lat = laterality.
¥ p <01 *p<.05 "05<p<l

Table 3-12. ANOVA F-values and ROI analysis t-values at the target verb for the high- and low-
predictability comparisons in Experiment 5.



3.5.3 Discussion

The most important finding from Experiment 5 is that, even when the presentation
of the verb was delayed by 1200ms, the N400 became sensitive to role-reversals only
when the target verb’s cloze probability differed greatly depending on the arguments’
structural roles (i.e., in the high-predictability sentences). Other aspects of the results
were consistent with those from previous experiments: (i) differences in target word’s
cloze probability elicited a clear N400 effect and a late frontal positivity in the control
comparison, (ii) role-reversal anomalies in both high- and low- predictability sentences
were readily detected and elicited a clear P600 effect at the verb. Below I will focus on
the N400 results in the experimental sentences and their theoretical implications. For a

discussion of the significance of other aspects of these results please refer to page 75.

The current study extended beyond the findings from Experiment 4 and showed
that predictive computations played a central role in the N400’s reemerged sensitivity to
argument role-reversals. First, the current results are not predicted by a view that links the
N400 to implausibility (or semantic anomaly) detection. If the N400 effect observed in
Experiment 4 simply indicated that comprehenders detected the implausibility more
quickly in the long-distance condition because the extended time interval allowed them to
build a more robust representation of the preceding context, then role-reversals should
have elicited an N400 effect as long as they rendered a sentence implausible. However,
although role-reversed sentences were overwhelmingly judged as ‘implausible’ in both

high- and low- predictability sentences, role-reversals elicited a significant N400 effect
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only in the high-predictability sentences. Therefore, these results showed that the

presence of an N400 effect cannot be simply attributed to implausibility detection.

Further, the observation that argument role-reversals elicited an N400 effect only
if they clearly impacted the target verb’s cloze probability (i.e., in high-predictability
sentences) provides support for the hypothesis that the extended time window allowed
comprehenders to incorporate information about the arguments’ structural roles into their
verb predictions. According to the lexical (semantic memory) access view of the N400,
the N400 response to a word is reduced when access to this word in the lexicon is
facilitated. In the current experiment, the reduction of the N400 in the canonical
condition relative to the role-reversed condition in the high-predictability sentences
suggests that access to the target verb was facilitated because information about the
arguments’ structural roles led comprehenders to pre-activate the target verb in the
canonical condition. This observation is complemented by the fact that role-reversals do
not modulate the N400 when the target verb was not predictable even in the canonical
condition (i.e., in the low-predictability sentences). Therefore, the current results suggest
that the N400 became sensitive to role-reversals in the long-distance condition in
Experiment 4 because the extended time interval between the arguments and the verb
allowed comprehenders to use information about the arguments’ structural role to pre-

activate the target verb before it appeared in the input.
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3.6 General Discussion

In this chapter I investigated the cause for the N400’s surprising insensitivity to
argument role-reversals in previous studies. The results from three ERP experiments
(Experiments 3 — 5) were summarized in Figure 3-14 (experimental comparisons) and
Figure 3-15 (control comparisons). Firstly, the implausibility created by reversal of the
arguments in verb-final sentences was readily detected and it elicited a P600 effect at the
verb and. Further, I showed that the N400 became sensitive to argument role-reversals if
and only if (i) there was additional time between the arguments and the verb, and (ii) the
arguments’ structural roles had a bit impact on the verb’s cloze probability. Meanwhile,
the results from the filler sentences showed that plausible but unexpected words elicited
an N400 effect and a late positivity that has a frontal distribution. These findings license

three conclusions.

Word order impacts comprehension, but it may fail to impact prediction.

In the Ba-construction in Mandarin Chinese, the structural roles of the pre-verbal
arguments are unambiguously marked by their relative word order. Comprehenders
reliably use the word order of the arguments to compute an accurate interpretation of a
sentence and readily detect the implausibility resulted from argument role-reversals, as
evidenced by their accurate behavioral judgments and the presence of a P600 effect at the
verb. This is seen in Experiments 1 through 5 as well as in previous studies (e.g., Kolk et
al., 2003). In contrast, the same piece of information may fail to impact comprehenders'
predictions. The N400's insensitivity to argument role-reversals in Experiment 3 and in

previous studies suggested that comprehenders fail to take into account the arguments'
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structural roles when computing predictions for an upcoming verb. The contrast between
comprehenders' behavior and the P600's sensitivity on the one hand and the N400's
insensitivity on the other illustrates a dissociation between bottom-up comprehension
processes and top-down predictive processes. The same piece of information can impact
comprehension without informing prediction. As long as comprehenders can process
language inputs using bottom-up mechanisms, their failure to predict upcoming input

accurately in time does not preclude successful comprehension.

Word order can impact linguistic predictions, but its effect is not immediate.

Experiment 4 showed that the N400's sensitivity reemerged when the time
interval for predictive computations (i.e., time elapsed between the arguments and the
verb) was widened. The results from Experiment 5 show that the N400 effect is
specifically associated with the expectancy for a word. The N400’s selective sensitivity
to cloze probability suggests that it is not simply modulated by implausibility. Combined
with the effect of distance, these findings show that word order information about the
arguments’ structural roles does not have an immediate effect on comprehenders’ verb
predictions. Further, the reemerged sensitivity in the widened time interval (1800ms
between the onset of the object and the verb) places an upper limit on the time required
for word order information to impact predictive computations. This demonstrates that
even unambiguous and prominent contextual information might have a delayed impact on
comprehenders' predictions. More broadly, these results undermine widely held

assumptions about the immediacy of linguistic prediction.
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Experiment 3 - Predictability manipulation with short distance

Low predictability High predictability

Reversed - Canonical

Canonical ___Role-reversed

Experiment 4 - Distance manipulation

Short distance Long distance

Canonical _ _ _ Role-reversed -2 WSS — )

puv
Experiment 5 - Predictability manipulation with long distance
Low predictability High predictability Reversed - Canonical

-7uV n.s. -7uV

Figure 3-14. Summary of results in the experimental conditions in Experiments 3-5. Left and center:
Grand average ERP waveforms at CPZ. Right: Topographic map of the effect of argument role-
reversals (role-reversed— canonical) in the 350-450ms time interval.

Unexpected (but plausible) words and implausible words elicit distinct neural responses

Across Experiments 3 to 5, a simple cloze probability manipulation in the filler
sentences elicited a clear N400 effect and a late frontal positivity. Figure 3-14 and Figure
3-15 showed that the N400 effect had a central-posterior distribution across experimental
as well as control comparisons, which suggests that they reflect common underlying

processes. However, the effect was bigger in the control comparisons (3-4puV) than in the
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experimental conditions (~1uV). This difference in effect size is likely due to the fact that
the expected and unexpected target words for the control comparison appeared in vastly
different sentence contexts (e.g., From the sheep the herdsman collected a lot of wool ...
vs. Last year the boss bought a lot of wool ...), while the contexts in the experimental

sentences only differed by the order of the preverbal arguments.

Meanwhile, although a late positivity was observed in both experimental as well
as control comparisons, their topographic distributions were clearly different (Figure 3-4;
Figure 3-9; Figure 3-13). Role-reversals elicited a posterior late positivity (a P600 effect);
unexpected but plausible target words in the filler sentences elicited a positivity in the
same time interval that has a frontal distribution. This suggests that the posterior P600
and the frontal positivity reflect distinct underlying processes. The P600 is likely
modulated by processes that are triggered in case of comprehension failures (e.g., upon
detecting implausibility / grammatical anomalies in the input). These processes may
involve re-analyses (e.g., Friederici, 1995), context updating (e.g., Coulson, King &
Kutas, 1998), and/or error corrections in a noisy channel model (e.g., Gibson,
Stearns, Bergen, Eddy & Fedorenko, 2013). Meanwhile, the frontal positivity may be
modulated by processes that are triggered by inputs that disconfirm strong predictions.
Federmeier et al. (2007) linked the frontal positivity to “semantic revision” processes and
proposed that it may reflect “increased resource demands entailed by the need to override
or suppress a strong prediction for a different word or concept” (p.81) and/or a “learning
signal” from which to update future predictions (see also Federmeier, Kutas, Schul, 2010).

Although future work is needed to better understand the functional significance of the
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P600 and the late frontal positivity, the current results show that these components are

modulated by different variables and likely reflect distinct underlying cognitive processes.

Control comparison

Experiment 3 350-450ms 600-800ms
-7pV

Expected
_ _ _ Unexpected -4

nY

Experiment 4

-7uV

_ Expected

___Unexpected -4 _3;;?- +4 -2 _Ile- +2
Experiment 5 350-450ms .
Ny - 2

__ Expected

___ Unexpected -4 -:HV:_ +4 -2 _::LIV: +2

Figure 3-15. Summary of results in the control conditions in Experiments 3-5. Left: Grand average
ERP waveforms at CPZ. Center and right: Topographic map of effect of cloze probability
(unexpected — expected) in 350-450ms and 600-800ms time intervals.
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A new experimental paradigm for studying the time course of prediction

In order to examine the time course of predictive computations, we must (i)
identify critical pieces of information that inform such computations, (ii) delimit the time
period during which predictive computations might occur, and (iii) be able to measure the
output of predictive computations. Under the guiding hypothesis that the amplitude of the
N400 is modulated by comprehenders' online expectations for specific words (condition
iii), I introduced a novel experimental paradigm that satisfies the other two conditions for

studying the time course of predictive computations (Figure 3-16).

Displaceable
materials

Displaceable

. Compare ERP responses to
materials

& expected vs. unexpected targets

Target

Figure 3-16. An experimental paradigm for studying the time course of prediction.

Following the violation-of-expectation paradigm commonly used in ERP research,
this paradigm also presents sentences to comprehenders word-by-word at a fixed rate and
compares their ERP response to an unexpected vs. expected word (the "target"). Unique

to this paradigm is a manipulation of the relative timing of the target and a critical piece
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of linguistic information (the "signal") that should render the target expected or
unexpected. This manipulation allows comparisons of the effect of unexpected targets on
the N400 depending on the amount of time comprehenders can incorporate the signal to
update expectations for the target. Through such comparisons we can infer how the
signal's impact on comprehenders' expectations has changed over the time period
examined. A specific implementation of this general paradigm can be seen in Experiment

4 (Figure 3-5; page 78).

Broader implications

The results reported in this chapter undermine the common assumption about the
immediacy of the linguistic predictions. I demonstrated that even prominent and
unambiguous contextual information such as word order may fail to impact healthy adult
native speakers' linguistic predictions immediately. These results have three main

implications.

First, the observation that offline measures of predictability systematically failed
to capture the linguistic predictions computed during real-time comprehension warns
against drawing conclusions about online linguistic predictions directly from offline
predictability measures. Since offline predictability measures such as those obtained in
language corpora do not take into consideration how contextual information impacts
linguistic prediction over time, models of linguistic prediction that are based solely on
these measures (e.g., Hale, 2001; Levy, 2008; Smith & Levy, 2013) would fail to capture
cases in which predictive computations are not yet complete when the relevant bottom-up

input arises.
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To build an accurate model of linguistic prediction, future research should
consider the relevant inputs for predictions and the time point at which they can
potentially impact comprehenders’ predictions. Just as language inputs unfold in time,
comprehenders’ access to and use of difference sources of contextual information also
develop over time. These considerations are crucial for differentiating between genuine
failures to engage predictive mechanisms and cases in which certain sources of
contextual information cannot impact predictions quickly enough to facilitate bottom-up
processing, and they will likely be particularly important for understanding the
development of fast and robust language comprehension abilities in children (e.g.,
Trueswell, Sekerina, Hill & Logrip, 1999) and second language learners (e.g., Moreno &
Kutas, 2005) as well as the challenges faced by elderly individuals (e.g., Federmeier et al.,

2002) and people with language impairments (e.g., Kuperberg, 2010).

More generally, the current results highlight the significance of the temporal
dimension in the study of predictive computations. As in the language domain, prediction
in other complex systems also involves mental computations that must race against rapid
bottom-up input. Considerations about the time at which relevant contextual information
becomes available and the time at which prediction starts to facilitate bottom-up
processes are likely to have critical consequences for understanding the mental

computations that underlie prediction across different domains.
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4 Predictive computations on different time scales

4.1 Introduction

In Chapter 3 I presented evidence that comprehenders’ real-time linguistic
predictions might not be immediately sensitive to even prominent and unambiguous
contextual information. In particular, I argued that word order information about the
structural roles of preverbal arguments has a delayed impact on comprehenders’
predictions for an upcoming verb. However, these results should not be taken to indicate
that verb-prediction is slow in general. Instead, I argued that it is important to first
identify the relevant inputs to predictive computations and carefully consider how each of
them might impact linguistic predictions along the temporal dimension. In this chapter I
put forth a framework for studying how different sources of contextual information
impact linguistic prediction in real time. As a first step, I expand on the work reported in
Chapter 3 and compare how information about pre-verbal arguments’ lexical identity and
their structural roles impacts comprehenders’ verb-prediction across time. I discuss the
theoretical and methodological considerations behind this approach and explain how it

could be applied more broadly.

Here I explore the possibility that different sources of information may impact
linguistic predictions on different time scales. In particular, I ask whether comprehenders
can use information about the arguments’ lexical identity to compute verb predictions

even when information about their structural roles is not yet available for predictive
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processes. Of particular relevance are the findings in a class study by Garnsey and

colleagues (Garnsey, Tanenhaus & Chapman, 1989).

4.2 Garnsey, Tanenhaus & Chapman (1989)

In the original study, Garnsey and colleagues set out to test whether
comprehenders compute a filler-gap dependency as soon as a potential gap site arises (the
‘active gap-filling’ parsing strategy; Fodor, 1978). They examined comprehenders’ ERP
responses when they read sentences such as ‘The businessman knew which
customer/article the secretary will call ...." They found that the N400 response to the
embedded verb was larger when the extracted object was inanimate and formed an
implausible filler-gap dependency with the verb (e.g., ... which article the secretary will
call ). The authors took the N400 effect to indicate that comprehenders detect an
implausible dependency at the verb ‘call” when the extracted object is ‘which article’ as
opposed to ‘which customer’ because they assign the filler (the wh- phrase) to the first

possible gap without waiting for disambiguating information.

4.3  Reinterpretation of Garnsey et al.’s (1989) findings

While these results indicate that comprehenders are sensitive to the potential
dependency between the extracted object and the embedded verb, I propose that the N400
effect at the embedded verb may instead show that the verb was more or less predicted
depending on the identity and/or animacy of the extracted object. Under the view that the
N400 is modulated by ease of lexical semantic access (Deacon et al., 2000; Kutas &
Federmeier, 2000; Lau et al., 2008), the N400 effect at the embedded verb may show that
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access to the verb in long-term semantic memory is easier in the plausible condition than
in the implausible condition because comprehenders have stronger predictions for the
target verb ‘call” when the extracted object is animate (e.g., ‘customer’) compared to
when it is inanimate (e.g., ‘article”). Further, this interpretation may be preferred as more
recent findings have suggested that the process of constructing a filler-gap dependency
itself is reflected by a positivity (the P600) that is elicited at a later time point than the
N400 (Kaan, Harris, Gibson & Holcomb, 2000; Phillips, Kazanina & Abada, 2005).
Therefore, 1 propose that the original findings by Garnsey et al. (1989) suggest that
comprehenders can use information about the animacy and/or lexical identity of

preverbal arguments to compute predictions about an upcoming verb.

Taken together, Garnsey et al.’s (1989) findings suggest that information about
preverbal arguments’ animacy and/or lexical identity can impact verb predictions quite
quickly, while results from the experiments on Mandarin Chinese in Chapters 2 and 3
suggest that structural role information has a delayed impact on verb-predictions. These
findings are compatible with the hypothesis that comprehenders can use information
about the arguments’ lexical identity to compute verb predictions even when information
about their structural roles is not yet available. However, it remains very difficult to
directly compare the results from these studies, as they differed in many important
aspects (see Table 4-1). Therefore, in order to test whether different sources of input can
impact predictive computations on different time scales, we must examine their
contribution in minimally different environments. Here I describe an ERP experiment

designed with this goal in mind.
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EXP 2—4h0r¢ gistance Garnsey et al. (1989)

Input of interest / Target manipulation Structural roles of Animacy / lexical identity of
preverbal arguments filler (extracted object)
Language Mandarin Chinese English
Syntactic structure of verb-final clause Ba-construction Object-extracted embedded question
Word order of verb-final clause SOV oSV
Frequency of verb-final clause structure High Low
SOA between second argument and verb 600ms 1000ms
Animacy of preverbal arguments Always animate The extracted object was animate in

plausible condition and inanimate in
implausible condition; The subject
was always animate.

Table 4-1. A comparison between the methods in Experiments 2-4 and Garnsey et al. (1989).

4.4 Experiment 6: Impact of argument role vs. identity on verb prediction

In this experiment I explored the possibility that different sources of contextual
information impact predictive computations on different time scales. In particular, I
hypothesized that information about arguments’ lexical identity can impact
comprehenders’ predictions for an upcoming verb more quickly than information about
their structural roles. Under this view, comprehenders’ predictions for a verb should show
sensitivity to the arguments’ lexical identity before their structural roles, even when both
sources of information become available in the input stream at the same time. In other
words, there should be a time interval during which comprehenders’ verb-predictions

have been impacted by the arguments’ lexical identity but not their structural roles.

Assuming the guiding hypothesis that the N400 is a reflection of comprehenders’
real-time lexico-semantic prediction, I examined comprehenders’ verb prediction by
measuring the N400 response to a target verb when it appears shortly after the arguments.

The target verb’s cloze probability was manipulated in two different ways: (i) by
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reversing the order of the preverbal arguments (‘Argument role-reversal’), or (ii) by
replacing one of the preverbal arguments with a different but discourse-compatible noun
phrase (‘Argument substitution’). A noun phrase is considered discourse-compatible if its
occurrence in the give context is semantically and pragmatically congruous up to the
point when the target word appears. Critically, these manipulations were done in
sentences with identical structures and the distance between the arguments (the input) and
the verb (the target) was held constant. Care was taken to match the cloze probability
difference (by quartile) across argument role-reversal and argument substitution
sentences. Further, in order to minimize potential confounds, all preverbal arguments

: 2
were animate”.

Based on the results of Experiments 1-5 as well as previous findings on the effects
of role-reversals, I expected the N400 at the verb to be insensitive to cloze probability
differences that result from argument role-reversals. If information about the arguments’
lexical identity also fails to impact comprehenders’ prediction immediately, then the
N400 should also be insensitive to cloze probability differences that result from argument
substitution. However, if information about the arguments’ lexical identity impacts
comprehenders’ verb prediction by the time the target verb appears, then cloze
probability differences that result from argument substitution should elicit a clear N400

effect at the verb.

? This differed from Garnsey et al.’s (1989) original study, in which the plausibility of the filler-gap
dependency was confounded by the animacy of the filler (extracted object NP).
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4.4.1 Methods

Participants

Twenty-four students (7 female, mean age = 21.9 years, range 18-29 years) from
the University of Maryland College Park participated in the current study. All
participants were native speakers of English, were strongly right-handed based on the
Edinburgh Handedness Inventory (Oldfield, 1971), and had normal or corrected-to-
normal vision and no history of neurological disorder. All participants gave informed

consent and were paid 10 USD/hour for their participation.

Materials

Following Garnsey et al. (1989), an object-extracted embedded question was used
in all experimental materials. Unlike the canonical Subject-Verb-Object (SVO) word
order in English, this construction has an Object-Subject-Verb (OSV) word order.

Therefore, the arguments’ identity and their syntactic roles are evident before the verb.

The experimental stimuli consisted of 120 English sentence pairs. Each sentence
pair had the same target verb (the main verb in the embedded question), which always
appeared immediately following the auxiliary “had”. As shown in Table 4-2, the sentence
context was manipulated in one of two ways to render the target verb predictable in one
version and unpredictable in the other, as determined by cloze probability norming (see
below). In the Argument role-reversal condition, the two versions within an item set had
an identical verb-argument triplet and differed only in the order of the arguments. In the
Argument substitution condition, the extracted object in one version was substituted by a

different but discourse-compatible noun phrase in the other version, while the embedded
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subject and target verb were held constant. No anomaly was evident before the target
verb in either case. A sample set of argument role-reversal and argument substitution

items is presented in Table 4-2.

Argument Role-reversal
The target verb’s expectancy was manipulated by reversing the order of the arguments in the embedded question.

Target cloze %

Sample Material median (range)
The restaurant owner knew which customer the waitress had served during dinner yesterday.  23.3 (13.3- 53.5)
The restaurant owner knew which waitress the customer had served during dinner yesterday. Zero

Argument Substitution
The target verb’s expectancy was manipulated by substituting the extracted object in the embedded question.
Target cloze %

Sample Material median (range)
The secretary confirmed which illustrator the author had hired for the new book. 23.3(13.3-76.7)
The secretary confirmed which readers the author had hired for the new book. Zero

Table 4-2. Experimental conditions and sample materials in Experiment 6.

To determine the cloze probability of the target verbs in their sentence frames, a
norming procedure was conducted with native English speakers using the Amazon
Mechanical Turk (AMT) online marketplace. A total of 220 pairs of sentence frames, e.g.,
The restaurant owner knew which customer the waitress had ___ , and their argument
role-reversed or argument-substituted counterparts, e.g., The restaurant owner knew
which waitress the customer had ___, or The restaurant owner knew which bartender the
waitress had ___, were divided into four lists of 110 items each. Each list was completed
by 30 participants. In accordance with standard cloze norming procedures, participants
were asked to read each sentence frame and to write down a word or phrase they
expected to see next. Overwhelmingly participants responded with a verb. From the
resulting database, 60 pairs of sentence fragments (in which the verb had a cloze value of

13% or greater in one version and 0% in the argument role-reversed version) were
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selected as Argument role-reversal items; another 60 pairs (in which the verb had a cloze
value of 13% or greater in one version and 0% in the argument-substituted version) were
selected as Argument substitution items. In order to avoid sentence-final wrap-up effects,
the sentences were extended beyond the critical verb with words that were held constant

across conditions within each item set.

The sentences were distributed in two presentation lists, such that exactly one
member of each pair appeared in each list. Each list contained 120 experimental
sentences (30 per condition), 60 filler sentences adapted from a previous experiment
examining the effects of cloze probability (each sentence context had an expected and an
unexpected target word as a continuation; the expected target word in one context
appeared as the unexpected target word in another context) and 80 unrelated filler
sentences of similar length and structural complexity, so that the overall plausible-to-
implausible ratio in each presentation list was 1:1. The sentences were presented in five
blocks of 52 sentences each. The order of the blocks and the sentences within each block

were randomized across participants.

Procedure

Participants were comfortably seated about 100cm in front of a computer screen
in a testing room. Sentences were presented one word at a time in a white font on a black
background at the center of the screen. Each sentence was preceded by a fixation cross
that appeared for 500ms. Each word appeared on the screen for 300ms, followed by
230ms of blank screen (i.e., 530ms SOA). The last word of each sentence was marked

with a period, followed 1000ms later by a response cue “?”. Participants were instructed
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to avoid eye blinks and movements during the presentation of the sentences, and they
were asked to read each sentence attentively and to indicate whether the sentence
meaning was plausible by pressing one of two buttons. Prior to the experimental session,
participants were presented with 6 practice trials with feedback to familiarize themselves
with the task. The experimental session was divided into five blocks of 52 sentences each,
with short pauses in between. Including set-up time, an experimental session lasted

around two hours on average.

EEG Recording

EEG was recorded continuously from 29 AgCl electrodes mounted in an electrode
cap (Electrocap International): midline: Fz, FCz, Cz, CPz, Pz, Oz; lateral: FP1, F3/4, F7/8,
FC3/4, FT7/8, C3/4, T7/8, CP3/4, TP7/8, P4/5, P7/8, and O1/2. Recordings were
referenced online to the left mastoid and re-referenced to linked mastoids offline. The
electro-oculogram (EOG) was recorded at four electrode sites; vertical EOG was
recorded from electrodes placed above and below the left eye and the horizontal EOG
was recorded from electrodes situated at the outer canthus of each eye. Electrode
impedances were kept below 5kQ. The EEG and EOG recordings were amplified and

digitized online at 1kHz with a bandpass filter of 0.1-100 Hz.

ERP Data Analysis

All trials were evaluated individually for EOG or other artifacts. Trials
contaminated by artifacts were excluded from the averaging procedure. This affected 9.7%
of experimental trials. Event-related potentials were computed separately for each

participant and each condition for the 1000ms after the onset of the target word relative to
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a 100ms pre-stimulus baseline. Statistical analyses on average voltage amplitudes were
conducted separately for two time windows: 300-500 ms for the N400 and 700-900ms
for the P600 / late positivity. Separate analyses were conducted for data from argument
role-reversal and argument substitution sentences since neither the target verbs nor the
arguments were matched across these sentences by design. Data from filler sentences for
control comparison were also analyzed separately. We conducted repeated measures
ANOVAs that fully crossed cloze probability (high vs. low) with Anteriority (anterior vs.
central vs. posterior) and Laterality (Left vs. Midline vs. Right). The topographic factors
effectively defined nine regions of interest (ROIs): left-anterior: F3, FC3; midline-
anterior: FZ, FCZ; right-anterior: F4, FC4; left-central: C3, CP3; midline-central: CZ,
CPZ; right-central: C4, CP4; left-posterior: P3, O1; midline-posterior: PZ, OZ; right-
posterior: P4, O2. Univariate F-tests with more than one degree of freedom in the
numerator were adjusted by means of the Greenhouse-Geisser correction. Since the
current study was designed to modulate two ERP components with well-established
topographic distributions, paired sample t-tests were conducted in individual ROI to

examine the topographic distribution of the predicted effects.

4.4.2 Results

Plausibility Judgments

As shown in Table 4-3, participants judged sentences in the expected condition to
be plausible at a much higher rate than those in the unexpected condition. Accuracy data
were analyzed using mixed-effects logistic regression, which yielded significant main

effects of both factors (expectancy: B = -1.60, p(Wald) < .0001; argument manipulation:
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B = -0.22, p(Wald) < .0001) and no interaction between them: while argument
substitution sentences were judged ‘plausible’ 5-6% more often than argument role-
reversal sentences, the effect of cloze probability was much bigger, with expected

sentences judged ‘plausible’ 60% more often than unexpected sentences.

% "Plausible" judgment

Experimental Condition Mean (SE)
Argument role-reversal, expected 85.4(2.7)
Argument role-reversal, unexpected 23.8(3.1)
Argument substitution, expected 90.3 (2.2)
Argument substitution, unexpected 31.1(2.9)

Table 4-3. Average plausibility judgment in Experiment 6.

Event-related Potentials (control comparison)

The control comparison showed that comprehenders display clear N400
sensitivity to the standard cloze manipulation in the filler sentences. The grand average
ERPs at the expected and unexpected target words for the control comparison are shown
in Figure 4-1. The N400 was reduced for expected than unexpected words, and
unexpected words elicited a larger late positivity than expected target verbs. These
observations were confirmed by the statistical analyses. Results from the omnibus

ANOVAs and ROI analyses are presented in Table 4-4.

In the 300-500 ms interval the omnibus ANOVA revealed a significant main
effect of cloze probability, two-way cloze probability x anteriority and cloze probability
x laterality interactions, and a three-way cloze probability x anteriority X laterality
interaction. ROI analyses revealed that the N400 effect was present across the scalp. In
the 700-900 ms interval the omnibus ANOVA revealed a significant main effect of cloze

probability. ROI analyses revealed that the P600 effect was present across the scalp.
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Figure 4-1. Grand average ERPs at expected (black) and unexpected (red) target words in the
control comparison in Experiment 6.

df 300-500ms 700-900ms
Control comparison
cloze 1,23 21.84%* 12.12%*
cloze * ant 2,46 5.71* <1
cloze * lat 2,46 3.77% 1.97
cloze * ant * lat 4,92 3.78* 13
ROI analyses
Left anterior 23 2.56* 2.95%*
Midline anterior 23 2.22% 3.85%*
Right anterior 23 3.35%* 3.01%*
Left central 23 4.17%* 2.93%*
Midline central 23 4.88%* 3.36%*
Right central 23 S5.71%* 3.54%*
Left posterior 23 4.02%* 1.79%
Midline posterior 23 4.88%* 2.13*
Right posterior 23 5.18%* 2.73*
Factors: cloze = cloze probability; ant = anteriority; lat = laterality.
** p <.01
*p <.05
~NO5<p <1

Table 4-4. ANOVA F-values and ROI analysis t-values at the target word in the control comparison
in Experiment 6.
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Event-related Potentials (experimental comparisons)

Figure 4-2 and Figure 4-3 show the grand average ERPs at the target word in the
argument role-reversal and argument substitution conditions respectively. Figure 4-4
shows the topographic distribution of ERP effects in both experimental and control
comparisons. An N400 effect was elicited only in the argument substitution sentences, in
which the N400 was reduced for expected than unexpected target verbs. Meanwhile,
unexpected target verbs elicited a larger late positivity than expected target verbs (a P600
effect) in both conditions, though the effect was bigger in the argument role-reversal
condition than in the argument substitution condition. These observations were confirmed
by the statistical analyses. Results from the omnibus ANOVAs and ROI analyses are

presented in Table 4-5.

In the 300-500 ms interval, repeated measures ANOVAs revealed no significant
effects involving cloze probability in the argument role-reversal condition; a significant
main effect of cloze probability and a cloze probability x laterality interaction were
observed in the argument substitution condition. ROI analyses revealed that the N400
effect was reliable across the scalp. A repeated measures ANOVA in the 700-900 ms
interval revealed a significant main effect of cloze probability in the argument role-
reversal condition; no significant effects involving cloze probability was observed in the
argument substitution condition (all s <2.2). ROI analyses revealed that the P600 effect

was largest at central and posterior sites.
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Figure 4-2. Grand average ERPs at the target verb in expected (black) and unexpected (red)
conditions in the argument role-reversal sentences in Experiment 6.
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Figure 4-3. Grand average ERPs at the target verb in expected (black) and unexpected (red)
conditions in the argument substitution sentences in Experiment 6.
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Figure 4-4. Topographic distribution of ERP effects in 300-500 ms (top) and 700-900ms (bottom)
across experimental and control comparisons in Experiment 6.
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df 300-500ms 700-900ms

Argument Role-reversal

cloze 1,23 <1 5.69*
cloze * ant 2,46 <1 2
cloze * lat 2,46 227 <1
cloze * ant * lat 4,92 2.59" 1.11
ROI analyses

Left anterior 23 <1 1.34
Midline anterior 23 <1 1.61
Right anterior 23 1.39 1.3
Left central 23 <1 2.61*
Midline central 23 <1 2.39%
Right central 23 <1 3.21%*
Left posterior 23 <1 2.07*
Midline posterior 23 <1 2.18%*
Right posterior 23 <1 2.56*

Argument Substitution

cloze 1,23 8.22%* 1.52
cloze * ant 2,46 1.09 <1
cloze * lat 2,46 4.33%* 1.93
cloze * ant * lat 4,92 1.56 2.15
ROI analyses
Left anterior 23 2.47* 1.07
Midline anterior 23 2.92%* <1
Right anterior 23 Jx 1.19
Left central 23 2.68%* <1
Midline central 23 2.97%* <1
Right central 23 3¥* 1.63
Left posterior 23 2.26* 1.25
Midline posterior 23 2.51%* 1.29
Right posterior 23 2.67* 1.4

Factors: cloze = cloze probability; ant = anteriority; lat = laterality.

**p <.01

*p <.05

NO0S<p <1

Table 4-5. ANOVA F-values and ROI analysis t-values at the target verb for the high- and low-
predictability comparisons in Experiment 6.
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4.4.3 Discussion

The current study showed that (i) comprehenders reliably detected the
implausibility that resulted from both argument role-reversal and substitution, as reflected
in explicit judgments; (i1) when the target verb appeared 1060ms following the onset of
its second argument, argument role-reversals elicited only a significant P600 effect and
no N400 effect; (iii) cloze probability differences that resulted from argument

substitution elicited a significant N400 effect.

First, comprehenders were successful in detecting the implausibility in both
argument role-reversal and argument substitution sentences. While sentences with an
expected target verb were judged ‘plausible’ over 85% of the time, those with an
unexpected target verb were deemed ‘plausible’ much less often (< 30% of the time).
This shows that comprehenders computed an accurate representation of the meaning of
the sentence in both cases. Further, although a plausible non-surface interpretation was
available only in the unexpected argument role-reversed sentences, those sentences were
not judged to be plausible any more often than the unexpected argument substituted
sentences. In fact, unexpected argument role-reversed sentences were judged as
implausible (76%) slightly more often than unexpected argument substituted sentences
(69%). The observation that the acceptance rate for unexpected sentences was not at floor
may be attributed to the nature of the task. Since participants were asked to perform a
binary judgment to each sentence they read, their decision criterion may have been
affected by the presence of clearly implausible filler sentences in the experiment. Taken

together, the judgment data show that comprehenders were able to use both the
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arguments’ lexical identity and their structural roles to compute an accurate interpretation

of the sentences.

Secondly, in line with previous studies and the results from Experiments 1 to 5,
argument role-reversals in a verb-final configuration in English also elicited only a P600
effect and no N400 effect. Previous evidence regarding the effects of argument role-
reversals has come from verb-final languages (e.g., Dutch, Japanese) and highly frequent
verb-final constructions in a SVO language (the active ba- and passive bei- constructions
in Mandarin Chinese). The current study showed the same pattern of results in object-
extracted embedded questions in English, despite the fact that English has a SVO word
order, and the experimental materials had a relatively complex sentence structure with an
OSV word order. This highlights the generality of the previous ERP findings and
suggests that the N400’s insensitivity to argument role-reversals is not dependent on the
language or particular sentence structures being studied. Meanwhile, the observation of a
significant P600 effect in the current study shows that comprehenders can readily detect
the implausibility that results from argument role-reversals, even when it is embedded in

a complex and relatively infrequent sentence structure.

Further, a significant N400 effect was elicited by the cloze probability differences
that resulted from argument substitution. This suggests that access to lexical semantic
memory, as indexed by the N400, was facilitated for the expected verb compared to the
unexpected verb in the argument substitution sentences. Such facilitation suggests that
information about the preverbal arguments’ lexical identity impacted comprehenders’

predictions about the verb before it appeared in the input stream. Although the magnitude
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of cloze probability differences was carefully matched between the argument role-
reversal and argument substitution sentences, a significant N400 effect was observed only
in the argument substitution sentences and not in the argument role-reversal sentences.
This contrast suggests that, when the verb appeared around 1000ms following the onset
of its second argument, only information about the arguments’ lexical identity, but not
their structural roles, could impact comprehenders’ predictions about the verb. This
provides the first evidence that different sources of contextual information may impact

linguistic prediction on different time scales.

Characterization of the late positivity

First, a significant late positivity was observed in the control comparison. This
effect had a frontal-central distribution (Figure 4-4) and bears resemblance to the late
frontal positivity that has been associated with the processing costs that result from the
violation of strong predictions (e.g., Federmeier et al., 2007; Federmeier et al., 2010; Van
Petten & Luka, 2012; control comparisons in Experiments 3-5). Since the expected target
words in the filler sentences in the current experiment had very high cloze probabilities
(all > 70%), the unexpected target words likely violated rather strong predictions.
However, unlike the materials used in these previous studies, the unexpected target words
in the current experiment were implausible. Therefore, it is possible that the late frontal-
central positivity in fact co-occurred with a P600 effect, which potentially explains why it
was more broadly distributed than the frontal positivity observed in previous studies.
Taken together with the lack of a frontal positivity in the experimental sentences, which

had weaker contextual constraints compared to the filler sentences (average maximum
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cloze value < 30%), these results provide support for proposals that associate the late

frontal positivity to processes that are triggered when strong predictions are disconfirmed.

Meanwhile, a late posterior positivity was observed in both types of experimental
sentences, in which unexpected verbs elicited a larger late positivity than expected verbs.
Although this effect failed to reach statistical significance in the argument substitution
sentences, inspection of the means (Figure 4-5) suggests that the effect was present in
both argument substitution and argument role-reversal sentences in the 700-900ms time
interval. In fact, these results contrast sharply with the results in the 300-500ms time
interval, where the effect of cloze probability was observed only in the argument

substitution condition and not in the argument role-reversal condition.

Central Midline ROI (300-500ms) Posterior Midline ROI (700-900ms)
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Figure 4-5. Average ERP amplitude in each experimental condition in Experiment 6. Left: 300-
500ms in central midline region. Right: 700-900ms in posterior midline region.

To examine the cause for this quantitative difference between the size of the
effect in these conditions, I explored the possibility that the P600 effect was reduced in

the argument substitution condition because fewer unexpected argument substitution
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trials (69%) were judged ‘implausible’ (compared to 76% in the argument role-reversal
condition). This was motivated by previous observations that the P600 is sensitive to task
requirements (e.g., Coulson et al., 1998; Kolk et al., 2003). If the P600 is associated with
decision processes that are engaged in the plausibility judgment task, the size of the P600
might be correlated with participants’ plausibility judgments. Therefore, I compared the
grand average ERPs in expected trials that were followed by a ‘plausible’ judgment with
unexpected trials that were followed by an ‘implausible’ judgment in both argument role-
reversal and argument substitution sentences. This analysis, however, showed that the
size of the positivity was not predicted by participants’ behavioral response. In fact, the
effect in the argument substitution condition was numerically slightly smaller in this
analysis. Therefore, despite its sensitivity to task requirement, the size of the P600 did not

bear a straightforward relation with participants’ behavioral performance on the task.

Meanwhile, it is possible that a P600 effect of comparable size was elicited in
both kinds of sentences, but the effect was reduced in the argument substitution sentences
due to an overlapping N400 effect. This explanation, however, remains difficult to
evaluate. On one hand, this explanation finds support in the observation that the late
positivity in the argument substitution sentences had a later onset than that in the
argument role-reversal sentences. On the other hand, previous studies have demonstrated
that the presence of an N400 effect does not necessarily lead to a reduced P600 effect
(e.g., Osterhout & Nicol, 1999). Given the ambiguity about the extent to which the
reduced P600 effect is attributable to potential component overlap in the current study,

interpretation of this aspect of the current results must therefore proceed with caution.
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If there is a genuine difference between the P600’s sensitivity to argument role-
reversals and argument substitution, it may indicate that argument role-reversals and
argument substitutions differentially modulate the cognitive processes underlying the
P600. This is compatible with a recent proposal that links the P600 to error correction
processes in a noisy channel model (Gibson et al., 2013). Although a linking hypothesis
is required to specify what triggers error correction processes and how such processes
modulate the P600 (e.g., more error corrections = more positive), the observation of a
larger P600 effect to argument role-reversals than argument substitutions may indicate
that comprehenders are more likely to engage in error correction in role-reversed

sentences and/or that error correction is easier in role-reversed sentences.

Taken together, the results from Experiment 6 show that comprehenders reliably
compute an accurate interpretation of a sentence using information about the arguments’
lexical identity as well as their structural roles, but that the arguments’ lexical identity has
a more immediately impact on verb prediction than information about their structural
roles. More generally, these results provide the first evidence that different sources of

contextual information may impact linguistic prediction on different time scales.

4.5 General Discussion

In Experiment 6 I took a first step towards identifying different sources of
contextual information relevant for predictive computations and compared how they
impact linguistic prediction in real-time. I found that the N400 is sensitive to cloze
probability differences that resulted from argument substitution but it was completely

insensitive to cloze probability differences that resulted from argument role-reversals.
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Taken together with the findings from Experiments 3-5 that the N400 became sensitive to
argument role-reversals when the time interval for predictive computations was widened,
I proposed that information about preverbal arguments’ lexical identity can impact

predictive computations more quickly than information about their structural roles.

The role of prediction in processing long-distance dependencies

In the Introduction of this chapter I proposed that the classic findings reported by
Garnsey et al. (1989) can be re-interpreted as reflecting how the identity of a displaced
element (the filler) can impact comprehenders’ prediction about an upcoming verb. This
proposal may be applied more broadly to the processing of other long-distance
dependencies (e.g., Kazanina, Lau, Lieberman, Yoshida & Phillips, 2007; Phillips, 2006;
Staub & Clifton, 2006; Traxler & Pickering, 1996; Yoshida, Dickey & Sturt, 2012). In
fact, previous studies have proposed that prediction plays a role the processing various
long-distance dependencies (e.g., Lau, Stroud, Plesch & Phillips, 2006; Omaki, Lau,
Davidson White & Phillips, forthcoming; Staub & Clifton, 2006; Wagers, & Phillips, in
press; Yoshida et al., 2012). This suggests that the processing of these dependencies is
potentially very useful for the study of how predictions are computed in real-time — for
example, does the absence of a ‘filled-gap’ effect in syntactic islands indicate that
comprehenders’ prediction for a gap is suppressed? What are the processing mechanisms
that suppress existing predictions?

Why might arguments’ lexical identity impact verb prediction more quickly than their
structural roles?

When processing a simple sentence, predictions for the verb can be computed
using the identity of the arguments with more or less information about their structural
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roles. As soon as the individual words in the context have been processed and their
meanings have been retrieved from the lexicon, predictions about an upcoming word can
be generated via lexical association in long term semantic memory. For example, even
without access to information about the arguments' structural roles, the lexical
representation for verbs that co-occur more often with the arguments may become more
activated. On the other hand, in order to compute predictions for the verb with full
information about the arguments' structural roles, the syntactic relations between the
arguments, in addition to the meaning of the individual arguments, must also be
computed. Therefore, even if the relevant predictive computations involving argument
identity and structural role information take the same amount of time, structural role
information may have a delayed impact on linguistic predictions simply because it

becomes available to the predictive processor later in time.

Future directions

As I discussed earlier, there are two critical assumptions in the argumentations in
this dissertation. First, I assume the linking hypothesis that the size of the N400 is
modulated by ease of lexical semantic access (e.g., Lau et al., 2008). Further, the
proposed interpretation of the current results assumes that lexical semantic access was, at
least in these studies, facilitated as a result of predictive computations (e.g., Kutas &
Hillyard, 1984). Therefore, even if the first linking assumption is correct, such that a
reduction in N400 amplitude in fact reflects facilitated lexical semantic access, the
second assumption must also be in place in order to license inferences about the nature of
predictive computations. If the second assumption were violated, then the current results

would not license conclusion about the when and how linguistic predictions are being
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computed. Therefore, the current proposal should be continually evaluated against

independent evidence about the validity of each of these linking assumptions.

Meanwhile, although the observation that the N400 is insensitive to cloze
probability differences that resulted in argument role-reversals has been reported in many
studies and across languages, the effect of distance on the N400’s sensitivity has only
been reported in two experiments (Experiments 3 and 4 in Chapter 3). Both of these
experiments were conducted in Mandarin Chinese, and the same sentence structure,
presentation parameters and filler sentences were used. In order to evaluate the
generalizability of these findings, future work will need to extend this paradigm to
examine whether the N400 becomes sensitive to cloze probability differences that result
from role-reversals when the time interval for prediction is widened in other sentence

structures and other languages.

As a first step, I will extend this paradigm to the argument role-reversal sentences
used in Experiment 6. To introduce a temporal delay between the arguments and the
target verb, I will insert a three-word prepositional phrase (e.g., “in blue jeans”) to
modify the second argument (i.e., the subject). With an argument role-reversal
manipulation, the same prepositional phrase will modify different head nouns across the
canonical and role-reversed conditions. For example, the original item in (10) will
become (11). Care will be taken to ensure that the added prepositional phrase is
compatible with both nouns. The adapted materials will also be re-normed to obtain cloze
probability measures for the target verbs. Keeping the same presentation rate as

Experiment 6 (530ms SOA), the prepositional phrase will increase the SOA between the
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second noun and the verb by 1590ms. If this provides sufficient time for information
about the arguments’ structural roles to impact comprehenders’ predictions for the verb,

then a significant N400 effect should be elicited in argument role-reversal sentences like

(11).

10. A sample set of argument role-reversal sentences in Experiment 6:
The restaurant owner forgot which customer the waitress had served ...
The restaurant owner forgot which waitress the customer had served ...
11. A set of argument role-reversal sentences with an added prepositional phrase:
The restaurant owner forgot which customer the waitress in blue jeans had served...

The restaurant owner forgot which waitress the customer in blue jeans had served...

Further, future work is required to adjudicate between competing explanations for
the observation of a significant N400 effect at the verb in argument substitution sentences.
I proposed that the N400 results indicate that comprehenders can quickly use the lexical
identity of the arguments to predict an upcoming verb. Crucially, this proposal implies
that comprehenders use the lexical identity of the arguments and not just any nouns in the
sentence context to predict the verb. However, this pattern of results is also compatible
with other explanations. For instance, it is possible that the algorithms for the relevant
predictive computations do not make any reference to predicate-argument structure at all.
Since the expected and unexpected argument substitution sentences in Experiment 6
differed in the lexical identity of the extracted object, the N400 effect could be attributed
to predictive computations that simply used all content words in the preceding context

without regard to whether they constitute arguments to the event of interests.
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Meanwhile, the N400 effect may also be explained by an account that makes no
reference to predictive computations. In particular, it may be a consequence of how the
lexicon is organized. Despite our efforts to (i) closely match the cloze probabilities
between the verbs in the argument substitution and role-reversal sentences and (ii) to
ensure that both extracted objects in each argument substitution item were compatible
with the discourse preceding the target verb in Experiment 6, it is possible that the
extracted object and the verb were on average more semantically related in the expected
condition than in the unexpected condition. If this is the case, and if we assume automatic
spread of activation between related items in the lexicon, then the N400 effect may the
result of pre-activation of the expected verb by the extracted object through automatic

spread of activation.

Future research can adjudicate between these competing accounts by examining
the effect of argument substitution in sentences that are fully matched in their lexical
contents. For example, to counter the confounding effects of an argument substitution
manipulation (as in (12)), in a given item set the extracted object in one condition can be
used as the main clause subject in the other condition and vice versa. As illustrated in
(13), ‘neighbor’ is the extracted objected in the expected condition and the main clause

subject in the unexpected condition, while for ‘exterminator’ the opposite is true.

12. Argument substitution manipulation in Experiment 6:
The tenant inquired which neighbor the landlord had evicted...

The tenant inquired which exterminator the landlord had evicted ...
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13. Lexically matched argument substitution manipulation:
The exterminator inquired which neighbor the landlord had evicted...

The neighbor inquired which exterminator the landlord had evicted ...

This design will allow us to manipulate the identity of the arguments of the target
verb while holding the lexical content of each sentence pair constant. If the N400 effect
in Experiment 6 is fully attributable to automatic spread of activation, and assuming that
linear order does not matter, then argument substitution in sentences such as (13) should
not elicit an N400 effect, because the verb is preceded by the same lexical items. The
same pattern would be expected if comprehenders use an algorithm that makes no
reference to predicate-argument structure to compute verb-predictions. Alternatively, if
comprehenders successfully identify the arguments for the embedded verb and use them
to compute predictions for the verb, then the target verb should elicit a smaller N400

response in the expected condition than in the unexpected condition.

Lastly, the current proposal also predicts that converging evidence can be
obtained using other measures of online linguistic prediction (e.g., anticipatory eye-
movements, speeded cloze responses). For example, it predicts that comprehenders’ cloze
response to the sentence fragments used in Experiment 6 should be sensitive to different
kinds of contextual information depending on the amount of time they are given to
respond (Staub, Grant, Astheimer & Cohen, forthcoming). If comprehenders’ predictions
are initially only affected by the arguments’ lexical identity but not by their structural

roles, then we should expect their cloze responses to be (i) equally sensitive to the
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arguments’ lexical identity regardless of response latency, but (ii) less sensitive to the

arguments’ structural roles at shorter response latencies.

Conclusion

The results reported in this chapter provide further support for the proposal
outlined in Chapter 3, namely, that even prominent and unambiguous contextual
information such as word order may fail to impact linguistic prediction immediately. The
current results provide initial evidence that different sources of contextual information
may impact linguistic prediction on different time scales. With the research framework
and experimental paradigm proposed in Chapters 3 and 4, future research will be able to
study the mental computations that underlie linguistic prediction and how they unfold

across time.
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S Aligning the eyes and the brain

5.1 Introduction

In the previous chapters I have drawn on ERP evidence to study how linguistic
predictions are computed in real-time. Towards the end of Chapter 4 I outlined a future
study that uses a speeded cloze task to evaluate the proposal that I put forth in this
dissertation, based mostly on ERP evidence. Implicit in this proposal, as well as in the
field of psycholinguistics, is the assumption that the cognitive processes underlying
language comprehension can be studied using widely different methods and techniques.
Naturally, different techniques provide qualitatively distinct measures (e.g., latency of
button presses, ERP amplitudes, blood-oxygen level in different brain regions, etc.) and
are suited for asking different kinds of research questions. Among them, ERPs and eye-
movements (EMs) are excellent for capturing moment-to-moment sensitivity and have
been used extensively to study real-time language comprehension. Therefore, in this
chapter I turn to examine how the processing of thematic relations impacts reading eye-
movements and I discuss how direct comparisons between ERP and eye-movement

evidence can help to constrain theories about underlying cognitive processes.

As the techniques for studying EMs and ERPs have developed largely
independent of each other, it is perhaps not surprising that earlier psycholinguistic
research that used these techniques has proceeded mostly in parallel. Despite limited
interactions between ERP and EM research, studies using these methods have often

provided largely convergent evidence and have afforded similar conclusions about
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general properties of the language comprehension system. For example, comprehenders'
ERPs and EMs both showed clear sensitivity to garden path sentences (e.g., Frazier &
Rayner, 1982; Osterhout, Holcomb & Swinney, 1994), suggesting that these methods tap

into some common processes that underlie language comprehension.

In the past decade, there has been growing interest in directly comparing ERPs
and EMs. An influential paper by Sereno and Rayner (2003) went beyond asking "Do
both measures show sensitivity to this variable?" and proposed that ERPs and EMs can
be used to complement each other. They argued that mis-alignments between ERP and
EM results can be highly informative, as they might indicate that ERPs and EMs are
sensitive to different underlying cognitive processes and can be used to constrain linking
hypotheses (e.g., "What is the functional significance of the N400?"). In the paper,
Sereno and Rayner suggested that ERP and EM evidence afforded different conclusions
about the timing of lexical access. Noting that lexical frequency reliably impacts the first
fixation on a word (which is on average 200-250ms long), they concluded that the N400
(which begins at around 250ms and peaks at 400ms) is too late to be a reflection of

lexical access.

More recent research has begun to compare ERP and EM evidence more directly
and explore how they align in time. On one hand, some began to do side-by-side
comparisons by collecting EM and ERP data from different groups of participants using
the same materials (e.g., Camblin, Gordon & Swaab, 2007; Dambacher, Gollner,
Nuthmann, Jacobs, & Kliegl, 2006; Dambacher & Kliegl, 2007; Ledoux, Camblin,

Swaab & Gordon, 2006). For example, Dambacher and Kliegl (2007) showed that larger

137



N400 amplitudes at word N correlated with longer fixation durations on both words N
and N+I. On the other hand, some have taken up the challenge to co-register
comprehenders' EMs and EEG simultaneously during natural reading (e.g., Dimigen,
Sommer, Dambacher & Kliegl, 2008; Dimigen, Sommer, Hohlfeld, Jacobs, & Kliegl,
2011; Kretzschmar, Bornkessel-Schlesewsky & Schlesewsky, 2009). By analyzing ERPs
time-locked to fixation onsets (fixation-related potentials, FRPs), Dimigen et al. (2011)
found that N400 predictability effects arose around 250 ms after fixation onset and that,
by the time the N400 effect reached its peak, readers had already moved on to a different

word in most cases.

Since side-by-side EM/ERP comparisons and co-registration studies have only
been conducted in English and German, the current study is the first to examine how EMs
and ERPs align in Chinese reading comprehension. Although the generalizability of any
eye-movement evidence is limited by the differences in written scripts (see below), as a
first step I will assume Dambacher et al.'s (2007) results in German and consider an
alignment between first fixation durations on a word and the onset of the N400 response”.
In this chapter I present evidence from three reading eye-tracking experiments in
Mandarin Chinese, which were adapted from Experiments 3 and 5 in Chapter 3. In the
initial experiment (Experiment 7) I observed a striking misalignment between EMs and
ERPs, which was resolved somewhat successfully in two follow-up experiments

(Experiments 8 and 9). I will discuss methodological considerations as well as the

3 Note that Dambacher et al. (2007) restricted their analyses to single fixations only (i.e., words fixated
exactly once).
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potential benefits and challenges of using EM and ERP evidence to constrain theories of

sentence comprehension.

5.2 Basic considerations for studying EMs during reading Chinese

Naturally, since reading eye-movements are tightly linked to the physical
properties of the written text, it is important to take into consideration the writing system
being studied. While widely studied languages such as English and German have an
alphabetic script, Chinese has a logographic writing system that is distinct in many ways.
First, written Chinese is formed by strings of equally sized box-like symbols called
characters, each of which represents a syllable with tonal characteristics (for a more
detailed discussion about character properties and classification, see Yang, 2010).
Secondly, since Chinese words are often composed of more than a single character and
most characters can join with others to form multiple-character words with different
meanings (Chen, Song, Lau, Wong, & Tang, 2003), the semantic and syntactic attributes
of a character are often context-dependent. According to the Lexicon of common words in
contemporary Chinese (2009), which includes 56,008 words, 6% are one-character words,
72% are two-character words, 12% are three-character words, and 10% are four-character
words. Less than 0.3% of Chinese words are longer than four characters. Although there
are not a lot of one-character words, many of them are closed-class words and are
therefore much more frequent than multiple-character words. Further, written Chinese
has no explicit marker to indicate word boundaries. Chinese readers, when asked, may at

times not agree on where word boundaries are located. Therefore, compared to languages
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such as English and German, where words are physically separated by spaces, the notion

of a written “word” is less clear in Chinese.

Given the differences between these writing systems, results obtained from
reading English and other alphabetic languages may not be fully generalizable to reading
Chinese. Although previous EM studies in Chinese have demonstrated several basic
similarities between EMs in reading Chinese and English (e.g., average fixation durations
are about 220-250ms, fixation durations are shorter for more frequent words, more
predictable words are more likely to be skipped), I draw on EM evidence from previous

Chinese reading studies when possible.

5.3 Comparison between standard EM and ERP paradigms

One critical difference between common EM and ERP experiments lies in their
stimulus presentation method. In reading eye-tracking experiments, sentences are
presented on a computer screen and participants are free to move their eyes to read at
whatever pace feels most natural. In contrast, ERP experiments commonly use a rapid
serial visual presentation (RSVP) paradigm in which participants are instructed to
maintain fixation at the center of the screen where the words of the sentence are
presented at a fixed rate, usually around two words per second. The procedure is used
mainly for two reasons. First, it minimizes eye movements, which lead to large electro-
ocular artifacts in the EEG. In fact, a previous study has shown that the effects triggered
by an eye movement can be order of magnitudes larger than typical psycholinguistic

effects (Picton, Van Roon, Armilio, Berg, Ille & Scherg, 2000). Further, the relatively
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long interval between words serves to prevent overlap of brain responses triggered by

successively presented words.

The use of these different stimulus presentation methods gives rise to several
important distinctions between the flow of information in ERP and EM studies, some of
which will become very relevant to the interpretation of the results in Experiments 7 to 9.
First of all, natural reading occurs at a variable rate (e.g., reading times vary as a function
of frequency and length); RSVP presents words a fixed rate. Although some have
expressed concern about the ecological validity of an RSVP paradigm for reading
comprehension, ERP studies that use RSVP have been shown to yield largely the same
results to those that present sentences auditorily (e.g., Federmeier & Kutas, 1999;
Federmeier, McLennan, De Ochoa & Kutas, 2002). Secondly, sentences are read more
quickly in natural reading (~3-5 words per second) than in a RSVP paradigm (~2 words
per second). Therefore, effects on EMs at a given word are more likely to spillover to
fixations on the following words. On the other hand, the slower reading rate in ERP
studies gives comprehenders extra time to process and integrate different information.
Thirdly, comprehenders are free to move their eyes to read different parts of a sentence as
they wish (e.g., to skip words, to reread earlier parts of a sentence); they do not have such
control in a RSVP paradigm, in which they also have to maintain their fixation at the

center of the screen.

Last but not least, in contrast to natural reading, there is no preview of upcoming
words in a RSVP paradigm. A large number of studies have demonstrated that fixation

times on word N+/ are shorter when it is visible during fixation on word N than when it
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was masked during fixation on word N (e.g., McConkie & Rayner, 1975; Rayner, 1975,
Rayner & Bertera, 1979; also see Rayner 1998, 2009 for reviews), which suggests that
readers can begin processing a word even when it is located in the parafoveal region of
the visual field (Rayner, 1998). Such parafoveal preview benefit has typically been
assessed via the use of a gaze-contingent boundary paradigm, in which the identity of a
target word is initially masked and its presentation is contingent on the reader’s eye-gaze
(Rayner, 1975; also see Experiment 9). Previous Chinese reading eye-tracking studies
using this paradigm have indicated that Chinese readers also obtain preview benefit from
characters to the right of the fixated character (e.g., Liu, Inhoff, Ye & Wu, 2002; Tsai,
Lee, Tzeng, Hung & Yen, 2004; Wang, Tong, Yang & Leng, 2009; Yan, Richter, Shu &
Kliegl, 2009; Yang, Wang, Xu, & Rayner, 2009; Yen, Tsai, Tzeng & Hung, 2008).
Therefore, the presence of parafoveal preview in natural reading gives readers a ‘head

start’ that is not available in an RSVP paradigm.

5.4 Experiment 7: A striking mis-alignment

The current experiment shared the same design as Experiment 3: predictability
(high vs. low) x argument order (canonical vs. role-reversed). The effects of argument
role-reversals were compared across sentences in which the critical verb in the canonical
control condition has high vs. low cloze probability (Table 5-1). In the role-reversed
condition the verbs commonly have zero cloze probability. Therefore, argument role-
reversals have a greater impact on the verb's cloze probability in high-predictability

sentences than in low-predictability sentences.
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Comrpehenders’ eye-movements were recorded while they read sentences from
Experiment 3. Participants were drawn from the same population as the ERP experiments,
but none of them participated in Experiment 3 (or any of the norming or ERP
experiments). A total of 30 high- and 30 low-predictability item sets were selected from
the top and bottom end of the cloze probability distribution of the 120 item sets from
Experiment 3. This is because EMs have higher signal-to-noise ratio than ERPs and
fewer trials per condition are therefore required in the current experiment compared to

Experiment 3.

Based on the ERP results, which showed a P600 effect only for the role reversal,
and no N400 effect, I expected to observe a clear effect of argument role-reversals at the
verb and perhaps on the following word. Although the ERP results do not afford
predictions about the presence of effects on specific EM measures (e.g., first fixation
duration, probability of regression, regression path time), the relatively late onset of the
P600 effect in ERPs suggested that argument role-reversals might be more likely to
impact later measures such as regression path time than early measures such as first

fixation durations.

5.4.1 Methods

Participants

Twenty-four individuals (19 females, mean age = 20.3 years) from South China
Normal University participated in the current study. Data from one additional participant

were excluded due to low plausibility judgment accuracy (< 75%). All participants were
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native speakers of Chinese and had normal or corrected-to-normal vision. All participants

gave informed consent and were paid RMB10 per hour for their participation.

Materials and Design

The experimental stimuli consisted of 60 pairs of sentences, each with a canonical
and reversed argument order. All experimental sentences used the highly frequent SOV

Ba(f%)-construction in Mandarin Chinese (see Chapter 2). As in Experiments 3 to 5, role-

reversed sentences were created by reversing the order of the pre-verbal arguments in the
canonical sentences, both of which were animate. Within an individual item set the
canonical and role-reversed sentences had an identical verb-argument triplet and differed
only in the order of the arguments. Items were designed such that no anomaly would be
evident before the critical verb. Sentences were extended beyond the target verb with
words that were held constant across conditions within each item set. Following previous
studies on Chinese reading eye-movement (e.g., Yang, Wang, Xu, & Rayner, 2009), a
half-space was inserted between all Chinese characters (i.e., regardless of word boundary)

to improve the spatial resolution of the EM measures.

Experiment 7 shared the same design as Experiment 3, in which argument order
was manipulated in sentences in which the verb had high vs. low predictability (Table
5-1). Thirty high- and 30 low-predictability item sets were selected from the top and
bottom end of the cloze probability distribution of the 120 item sets from Experiment 3.
The verb had high predictability (average cloze = 77%, range 62 - 97%) in half of the
canonical sentences and low predictability (average cloze = 3.4%, range 3.3 - 3.4%) in

the other half. The verb was not predictable (0% cloze) in the role-reversed sentences.
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The 60 item sets were divided into 2 lists, such that each list contained exactly
one version of each item and 15 items in each condition. Thus, each participant saw each
item and each condition, but never saw more than one version of the same item. The
experiment also contained 60 filler items of comparable length and complexity, all of
which were also used in the ERP experiment (Experiments 3-5). All filler items are
grammatically well-formed, but half of them were implausible, to ensure that the overall

ratio of plausible-implausible sentences in the experiment was 1:1.

Condition Sample materials

/R AL RS RS W Sk T/ b — BY WA .
/Mr. Liu BA parrot/ train/ quite/ some time.
“Mr. Liu trained the parrot for quite some time.”

/588G A0 2 X/ W ER T/ — B/ .
/Parrot BA Mr. Liu /train/ quite/ some time.
“The parrot trained Mr. Liu for quite some time.”

JE A N/ T/ B E R
/Cop BA thief/ arrest/ (return to) police station/...
“The cop arrested the thief (and brought him back) to the station.”

VAN (T S| VAN I = VA
/Thief BA cop/ arrest/ (return to) police station/...
“The thief arrested the cop (and brought him back) to the station.”

Low-predictability
Canonical

Low-predictability
Role-reversed

High-predictability
Canonical

High-predictability
Role-reversed

Table 5-1. Experimental conditions and regions of interest in sample materials in Experiment 7.

Procedure

Participants were tested individually, and eye movements were recorded using an
EyeLink 1000 eyetracker (SR Research, Mississauga, Ontario, Canada), interfaced with a
Dell PC. The sampling rate for recordings was 1000 Hz. Stimuli were displayed on a Dell
19-in. SVGA monitor. The monitor was set to a refresh rate of 150 Hz. Participants were
seated 28 inches from the computer screen. Viewing was binocular, but only the right

eye was recorded. Sentences were presented in 16 pt. Song-Ti font in white on a black
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background on the computer monitor. All sentences in this experiment were displayed on

a single line, with a maximum length of 29 characters.

The experiment was implemented using the Eye-Track software (http:/www.
psych.umass.edu/eyelab/software/). A 3-point calibration procedure was performed at the
beginning of each testing session, and re-calibration was carried out between trials as
needed. Before the experiment began, each participant was instructed to read for
comprehension in a normal manner. The participant triggered the onset of each sentence
by fixating a box on the left edge of the computer screen. Each participant read five
practice items before the experimental items were shown. Participants were instructed to
perform a binary plausibility judgment following every experimental and filler item. The
order of experimental and filler items was randomized across participants. The entire

experimental session lasted approximately 30 minutes.

Analysis

The initial stages of data analysis were carried out using EyeDoctor (http://www.
psych.umass.edu/eyelab/software/). Trials were omitted from the analyses if a long
duration track loss occurred at any time during a trial (e.g., if there was no data for half a
line of text or more). This resulted in the exclusion of 2.1% of all trials. Fixations shorter
than 80 ms in duration and within one character of the previous or following fixation
were incorporated into the neighboring fixation. Remaining fixations of less than 80 ms

or more than 800 ms were excluded.

Three regions of interest were defined for analysis. The argument region

consisted of the subject noun phrase, the co-verb ba and the object noun phrase. The
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critical region consisted of the verb plus the resultative adjective and/or the aspectual
marker. The post-critical region included the two characters immediately following the

critical region. The division into regions for a sample item is shown in Table 5-1.

For each region I computed and analyzed four eye-tracking measures: first
fixation duration, first-pass time, regression path time, and probability of regression.
First-fixation time is the duration of the reader’s first fixation in a region, provided that
the reader has not previously fixated on subsequent text. Since the argument region in a
given item contained the same words in different word order across conditions (e.g.., cop
ba thief vs. thief ba cop), first fixations in that region likely fell on different words
depending on the order of the arguments. Therefore, effects on first fixation duration in
the argument region are not meaningful and will not be discussed further. First-pass time
is the sum of all fixations on a critical region before the reader leaves it for the first time,
either to the left or to the right. Regression path time (also known as go-past time) is the
sum of all fixation durations from when the reader first fixates the region until the
reader’s eyes leave the region to the right, including any time spent to the left of the
region after a regressive eye movement and any time spent re-reading material in the
region before moving on. The probability of regression measure gives the probability that
a reader makes a regressive eye movement to any preceding region after fixating the
region. This measure includes only regressions made during the reader’s first pass
through the region; it does not include regressions made after re-fixating the region.
Effects of reanalysis are often apparent in the go-past and regression measures (Staub &
Rayner, 2007). Skips of a region in a particular measure were treated as missing data

points.
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Linear mixed effects models (Baayen, Davidson, & Bates, 2008) were used to
analyze the continuous data (reading time measures) in each region, with random
intercepts for subjects and items, and with congruity and predictability and their
interaction as fixed effects. Mixed effects logistic regression, with the same random and
fixed factors (Jaeger, 2008), was used for analyzing categorical data such as the
probability of regression as well as plausibility judgments. Thus for a reading-time
measure, for example, the formal specification of our model in R’s Ime4 package would
be value ~ reversal * predictability + (1|subj) + (1|item). The significance of LMER model
coefficients was determined based on highest posterior density confidence intervals
computed using Markov chain Monte Carlo (MCMC) sampling (see Baayen 2008, p.
270). For mixed effects logistic regression models I report p-values based on the Wald Z
statistic conventionally used in logistic regression analysis. Since predictability was
manipulated across different items, main effects of predictability are not interpreted.
While the results of all comparisons are shown in Table 5-3, only significant main effects
of reversal and reversal x predictability interactions will be discussed in the text. The
same procedures were also used to examine the effect of role-reversals in high- and low-
predictability sentences separately. In this case, the formal specification of our model in

R’s Ime4 package was value ~ reversal + (1|subj) + (1|item).
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5.4.2 Results

Plausibility Judgments

Across all experimental and filler trials, participants’ plausibility judgments were
90.5% accurate on average. However, due to a coding error in the experimental paradigm,

item and condition information for judgment data in this experiment was lost.

Reading Eye-movements

Table 5-2 shows the mean first fixation duration, first-pass time, regression path
time and probability of regression for all four conditions across the regions of interest.

Table 5-3 shows the results of the mixed effects model.

In the argument region (subject ba object), a marginally significant main effect of
reversal (p <.06) was found in first pass time, indicating that first pass times were on
average about 30ms longer in the role-reversed condition than in the canonical condition

in both high- and low- predictability sentences.

In the critical region (target verb), all reading time measures (first fixation
duration, first pass time, and regression path time) were longer in the role-reversed
condition than in the canonical condition in both high- and low- predictability sentences.
Comprehenders were also more likely to regress out of the critical region during first pass

in the role-reversed condition than in the canonical condition.

In the post-critical region, regression path times were significantly longer in the

role-reversed condition than in the canonical condition in both high- and low-
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predictability sentences. Comprehenders were also more likely to regress out of this

region during first pass in the role-reversed condition than in the canonical condition.

Separate analyses for high- and low-predictability sentences revealed a similar
pattern of results. In high-predictability sentences, role-reversals led to significantly
longer first pass times (f = 25, 95% CI [3, 43], p = .014) and regression path times (f =
73, 95% CI [23, 122], p = .005), as well as marginally significantly longer first fixation
times (B = 11, 95% CI [0, 22], p = .055) in the critical region. Role-reversals also led to
significantly higher probability of regression (B = 0.62, Wald z = 2.9, p = .004) and
longer regression path time (B = 87, 95% CI [3, 164], p = .034) in the post-critical region.
Meanwhile, in low-predictability sentences, a significant effect of role-reversals was
found in the probability of regression (B = 0.54, Wald z = 2.4, p = .015) in the critical

region.
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Measure NP1 ba NP2 Target Verb Verb+1
First fixation duration
Low-predictability, Canonical 238 (6) 246 (6) 228 (7)
Low-predictability, Role-reversed 239 (7) 254 (8) 228 (8)
High-predictability, Canonical 263 (9) 238 (7) 225 (6)
High-predictability, Role-reversed 247 (7) 249 (6) 232 (7)
First-pass time
Low-predictability, Canonical 763 (38) 316 (14) 246 (10)
Low-predictability, Role-reversed 795 (49) 324 (15) 247 (11)
High-predictability, Canonical 779 (42) 291 (14) 281 (12)
High-predictability, Role-reversed 819 (41) 317 (13) 288 (14)
Regression path time
Low-predictability, Canonical 883 (57) 424 (27) 364 (34)
Low-predictability, Role-reversed 905 (69) 462 (24) 411 (33)
High-predictability, Canonical 921 (70) 368 (22) 454 (33)
High-predictability, Role-reversed 935 (58) 442 (28) 554 (43)
Probability of regression
Low-predictability, Canonical .09 (.02) .14 (.03) 15 (.03)
Low-predictability, Role-reversed .09 (.02) .20 (.03) .20 (.03)
High-predictability, Canonical 11 (.03) .14 (.02) 21 (.03)
High-predictability, Role-reversed .08 (.02) .16 (.03) .32 (.04)

Table 5-2. Grand average reading times (in milliseconds) and probability of regression by condition
for each ROI in Experiment 7. Standard error of the mean is in parentheses.

NP1 ba NP2 Target Verb Verb+1

Reading time measure B 95%ClI p B 95%CI p B 95%CI p
First fixation duration

Predictability -8 [-13-4] .001 3 [-28] .206 2 [-58] .595

Reversal -4 [-80] .066 5 [19] .020 2 - 309

Predictability x Reversal 4 [08] .030 -1 [-43] 744 -1 - .810
First-pass time

Predictability -10  [-5634] .660 9 [-220] .118 -14  [-290] .056

Reversal 19 [-137] .058 8 [115] .031 1 [-79] .784

Predictability x Reversal 2 [-20 18] .856 4 [-113] .265 0 [-87] .940
Regression path time

Predictability -17  [-6529] .467 19 [442] .123 46 [-950] .055

Reversal 9 [-1128] .402 28 [1046] .001 38 [1066] .006

Predictability x Reversal 2 [-1823] .812 -8 [-2511] .391 -5 [-3322] 721
Probability of regression B WaldZ »p B WaldZ »p B WaldZ »p

Predictability -04 -030 .763 .05 047  .636 .05 047  .636

Reversal -11  -1.09 274 19 0 231 .021 .19 231 .021

Predictability x Reversal .09 086 .38 .09 1.06 289 .09 1.06 .289

Table 5-3. Linear mixed-effect and logistic regression model estimates in Experiment 7.
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5.4.3 Discussion

Results in Experiment 7 showed that argument role-reversals had a very clear
impact on comprehenders’ eye-movement records. Role-reversals not only led to longer
reading times and higher probability of regression in the critical and the post-critical
regions, they also led to marginally longer first pass times in the pre-critical (argument)

region.

The effects of role-reversals on EMs in the current experiment appeared to be
much earlier than the ERP effects observed in Experiment 3. Given previous findings that
role-reversals have a pronounced effect on comprehenders’ ERPs, it is perhaps not
surprising that role-reversals have a clear effect on comprehenders’ EMs. However,
considering the fact that role-reversals consistently elicited only a P600 effect at the
target verb (which begins at around 500ms post stimulus onset), it is somewhat
unexpected that they affected EM measures as early as first fixation durations at the verb

and even in first pass times in the pre-critical region.

In particular, the (marginally significant) effect of role-reversals on first-pass time
in the pre-critical region suggested that comprehenders were sensitive to argument role-
reversals even before fixating on the target verb. Since the sentences were constructed to
ensure that no anomaly was evident before the target verb, it is unclear what might have
contributed to the first-pass time effect in the pre-critical region. There are several non-
mutually-exclusive possibilities. Firstly, this early effect might reflect comprehenders’
sensitivity to the relative order of the arguments that is completely independent of the

verb. Since each argument pair (e.g., cop and thief) was only used in one item set, each
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ordering of the two arguments only appeared in one condition (e.g., ‘cop BA thief’ only
appeared in the canonical condition and ‘thief BA cop’ only appeared in the role-reversed
condition). Therefore, the EM effect in the pre-critical region may be fully attributable to
low-level differences between conditions (e.g., the relative frequency of the order of
arguments across conditions), and this effect might have spilled over and led to longer

first fixations in the following (critical) region.

Meanwhile, the fist-pass time effect in the pre-critical region might also reflect
genuine processing costs that are triggered by the target verb. Previous research on
preview effects in reading Chinese has shown that characteristics of the character to the
immediate right of fixation (characters N+/ and perhaps also N+2) can influence the
processing of the currently fixated word (character V; e.g., Yang et al., 2009). This is
referred to as a parafoveal-on-foveal effect (see Rayner, 2009, for a review). Given that
comprehenders in the current study could preview the target word only when they were
fixating on the last one or two characters in the pre-critical region, the effect on first pass
time might have arisen entirely from fixations near the right-edge of the region. However,
since (i) the arguments were ordered differently across the canonical and role-reversed
conditions, (ii) they were not matched on lexical and/or orthographic factors, and (iii) the
target verb was presented immediately to the right of the second argument, the characters
immediately preceding the target verb were different between conditions. In fact, the
average lexical frequency of the argument immediately before the verb was higher in the
role-reversed condition than in the canonical condition. Therefore, it was not possible to
meaningfully compare EMs in a region immediately preceding the verb, or to expand the

target region to its left, in the current experiment.
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In order to examine whether there is a genuine misalignment between readers’
EMs and ERPs, in Experiment 8 I inserted a temporal phrase between the second
argument and the target verb to create an identical pre-critical baseline (as in Experiment
5). In Experiment 9, I tried to minimize preview benefits in reading using a gaze-

contingent boundary paradigm.

5.5 Experiment 8: Alignment upon further considerations

As discussed above, a major shortcoming of Experiment 7 is that, in the
experimental materials, the characters immediately to the left of the target verb were not
matched between conditions. This limitation made it difficult to identify the source of the
early EM effects in Experiment 7. Therefore, in the current experiment I modified the
materials used in Experiment 7 to include a temporal phrase between the second
argument and the verb. The temporal phrases were 4- to 5-characters long, and the same
temporal phrase was used within all versions of an item set. Therefore, they could serve

as a matching pre-target baseline, and they provided much flexibility for data analysis.

As in Experiment 7, I expected to see a clear effect of role-reversals on
comprehenders’ EMs at and following the target verb. However, different hypotheses
about the cause for the early effect in Experiment 7 made different predictions regarding
the EMs at the pre-critical region. First, if there is not a genuine mis-alignment with
ERPs and if the early effects in Experiment 7 (the first-pass time effect in the pre-critical
region as well as the first fixation effect at the verb) were due to differences in argument
ordering and were completely independent of the verb, then role-reversals should not

impact fixations on the temporal phrase or the first fixations on the verb in the current
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experiment. Instead, the effect of role-reversals might appear in later measures such as
regression path time and/or in the post-critical region. Alternatively, if the results in
Experiment 7 reflect genuine early sensitivity, such that readers’ EMs are sensitive to
role-reversal anomalies even when the verb is only present in preview (a parafoveal-on-
foveal preview effect), then role-reversals should impact first fixation durations on the

verb as well as in one or more of the first pass measures in the pre-critical region.

5.5.1 Methods

Participants

Twenty-four individuals (20 females, mean age = 21 years) from South China
Normal University participated in the current study. All participants were native speakers
of Chinese and had normal or corrected-to-normal vision. All participants gave informed

consent and were paid RMB10 per hour for their participation.

Materials and Design

Experiment 8 followed the same design as Experiment 5, in which argument order
was manipulated in sentences in which the arguments and the verb were separated by an
adverbial temporal expression (Table 5-4). The experimental stimuli consisted of 60 pairs
of sentences, each with a canonical and reversed argument order. They were different
from the items in Experiment 7 in two important ways: (1) The linear distance between
the verb and its arguments was increased by inserting a temporal phrase (e.g., “zai
zuotian xiawu”, yesterday afternoon) between the second argument and the verb, and (2)

The first arguments were always sentence-initial. The critical verbs in the canonical
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condition had an average 4.1% cloze probability (range 3.3 - 6.9%) in the low
predictability sentences and an average of 71.6% (range 50.0 - 96.6%) in the high
predictability sentences. The critical verbs in the role-reversed condition always had 0%
cloze probability. The temporal phrases had an average length of 4.5 characters (range 4
—5). As in Experiment 7, 30 high-predictability and 30 low-predictability item sets were
divided into 2 lists (15 trials/condition), each of which also contained the same 60 filler

items that were used in Experiment 7.

Condition Sample materials

/2 X AE R/ 2O GEE R/ N AR T/ B
/Mr. Liu BA parrot/ ZAI that summer/ train/ quite/ some time.
“Mr. Liu trained the parrot for quite some time.”

/R RE e 2 X/ 2O EE R/ N K T/ B
/Parrot BA Mr. Liu / ZAI that summer/ train/ quite/ some time.
“The parrot trained Mr. Liu for quite some time.”

S N fi/ A2 R R B B/ P/ R E R/
/Cop BA thief/ ZAlI that evening/ arrest/ (return to) police station/...
“The cop arrested the thief (and brought him back) to the station.”

SN i 8B/ A O R B B/ I T/ IR E R/
/Thief BA cop/ ZAlI that evening/ arrest/ (return to) police station/...
“The thief arrested the cop (and brought him back) to the station.”

Low-predictability
Canonical

Low-predictability
Role-reversed

High-predictability
Canonical

High-predictability
Role-reversed

Table 5-4. Experimental conditions and regions of interest in sample materials in Experiment 8.

Procedure
The experimental procedures were identical to those in Experiment 7. Sentences
were presented in 18 pt. Song-Ti font in white on a black background on the computer

monitor. All sentences in this experiment were displayed on a single line.

Analysis
A total of 1.5% of all trials were omitted from the analyses due to a long duration

track loss during a trial. The procedures for data analysis were identical to those in
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Experiment 7. Three regions of interest were used. Since the first argument was at a
sentence-initial position in the current materials, data from the argument region are not
reported here. The pre-critical region consisted of the temporal phrase. The critical
region consisted of the verb plus the resultative adjective and/or the aspectual marker.
The post-critical region included the word (2 to 4 characters long) immediately following

the critical region. The division into regions for a sample item is shown in Table 5-4.

5.5.2 Results

Plausibility Judgments
Participants’ average acceptability judgment accuracy in each condition is shown in

Table 5-5. Across both high and low predictability sentences, participants reliably
judged canonical sentences to be plausible and the role-reversed sentences to be
implausible with an overall accuracy of 90.9%. Participants were more accurate in
rejecting role-reversed sentences than in accepting canonical sentences (canonical =

89.1%; role-reversed = 92.8%; B = 0.27, p(Wald) < .01)

Target Response Percent accurate (SE)
Low predictability, Canonical Yes 88.7(2.2)
Low predictability, Role-reversed No 91.3 (1.8)
High predictability, Canonical Yes 89.5(1.8)
High predictability, Role-reversed No 94.4(1.2)

Table 5-5. Target response and accuracy on plausibility judgment task in Experiment 8.
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Reading Eye-movements (Original region definition)
Table 5-6 shows the mean first fixation duration, first-pass time, regression path

time and probability of regression for all four conditions across the regions of interest.

Table 5-7 shows the results of the mixed effects model.

In the pre-critical region (temporal phrase), there were no significant effects
involving reversal in any of the four measures. A marginally significant main effect of
reversal (p =.064) was found in probability of regression, showing that comprehenders
were more likely to regress out of this region during first pass in the role-reversed

condition than in the canonical condition in both high- and low- predictability sentences.

In the critical region (target verb), regression path times were on average 40ms
longer in the role-reversed condition than in the canonical condition in both high- and

low-predictability sentences, but this effect was only marginally significant (p =.089).

In the post-critical region, there was a marginally significant predictability x
reversal interaction effect in first fixation (p = .093), indicating that first fixations were
longer in the role-reversed than canonical condition in the low-predictability sentences
(238ms vs. 226ms) but not in the high predictability sentences (232ms vs. 235ms).
Meanwhile, there was a marginally significant main effect of reversal and no significant
interaction in probability of regression (p = .084), although comprehenders were also
more likely to regress out of this region during first pass in the role-reversed condition
than in the canonical condition in the low-predictability sentences (34% vs. 25%) but not

in the high-predictability sentences (33% vs. 35%),

158



Separate analyses for high- and low-predictability sentences revealed a similar
pattern of results. In high-predictability sentences, no significant effect of role-reversals
was observed in any of the measures in any of the ROIs. Meanwhile, in low-predictability
sentences, role-reversals led to higher probability of regression (f = 0.43, Waldz= 1.9, p
=.055) and longer regression path time (B = 102, 95% CI [-6, 208], p = .064) in the post-

critical region, but the effects were only marginally significant.
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Measure Pre-target Target Verb Verb+1
First fixation duration
Low-predictability, Canonical 238(7) 251 (7) 226 (6)
Low-predictability, Role-reversed 234 (8) 253 (6) 238 (7)
High-predictability, Canonical 243 (6) 252 (8) 235(7)
High-predictability, Role-reversed 249 (8) 251(7) 232(7)
First-pass time
Low-predictability, Canonical 427 (31) 307 (12) 270 (11)
Low-predictability, Role-reversed 420 (28) 313 (13) 269 (9)
High-predictability, Canonical 475 (30) 301 (15) 282 (14)
High-predictability, Role-reversed 457 (29) 303 (15) 276 (12)
Regression path time
Low-predictability, Canonical 537 (45) 440 (32) 497 (34)
Low-predictability, Role-reversed 549 (44) 480 (43) 644 (64)
High-predictability, Canonical 584 (50) 408 (24) 656 (70)
High-predictability, Role-reversed 600 (41) 448 (32) 603 (53)
Probability of regression
Low-predictability, Canonical .14 (.02) 15 (.02) 25 (.03)
Low-predictability, Role-reversed .17 (.03) .19 (.04) .34 (.04)
High-predictability, Canonical 12 (.02) .17 (.02) 35(.04)
High-predictability, Role-reversed 17 (.02) .20 (.03) 33 (.05)

Table 5-6. Grand average reading times (in milliseconds) and probability of regression by condition
for each ROI in Experiment 8 (original region definition). Standard error of the mean is in

parentheses.
Pre-target Target Verb Verb+1

Reading time measure B 95%CI »p B 95%CI p B 95%CI p
First fixation duration

Predictability -5 [9-11 .009 0 [-65] .982 0 [-76] .846

Reversal 1 [-34] .736 - 871 1 - .649

Predictability x Reversal 2 [-61] .236 [-35] .623 4 - .093
First-pass time

Predictability -22 [-39-4] .018 [-713] .520 -6 [-2010] .443

Reversal -8 [-195] .220 [-59] .618 3 [-126] 474

Predictability x Reversal 1 [-1113] .830 [-69] .675 1 [-710] .784
Regression path time

Predictability 26 [-565] .094 12 [-1239] 322 s34 [-11242] 371

Reversal 2 [-1522] .796 19 [-341] .089 26 [-1266] .186

Predictability x Reversal 0 [-2018] .960 2 [-2023] .853 28 [-1366] .174
Probability of regression B WaldZ p B WaldZ »p B WaldZ »p

Predictability 07 063 .530 -04  -035 724 -13 098 329

Reversal 15 1.85 .064 13 1.62  .105 13 .73 .084

Predictability x Reversal -05 -066 .507 .05 0.58  .562 .10 .36  .174

Table 5-7. Linear mixed-effect and logistic regression model estimates in Experiment 8 (original

region definition).
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Reading Eye-movements (Alternate region definition)

In order to examine the possibility that the effects of role-reversal were masked
by the way in which the ROIs were defined, eye-tracking measures were re-computed
with an alternate region definition and reanalyzed using the same procedures. Under this
alternate region definition, the boundary between the pre-critical and the critical region
was moved by one Chinese character and a half-space character to the left. In order words,
the pre-critical region contained the temporal phrase minus one Chinese character to the
right, while the critical region contained the last character of the temporal phrase and the

target verb. The post-critical region was unaffected.

Table 5-8 shows the mean first fixation duration, first-pass time, regression path
time and probability of regression for all four conditions across the regions of interest.
Table 5-9 shows the results of the mixed effects model. Since the alternate region
definition did not affect the data in the post-critical region, please refer to the discussion

above for the results in this region.

In the pre-critical region (temporal phrase minus the right-most character), a
marginally significant main effect of reversal (p =.051) was found in first pass times,
indicating that first pass times were longer in the canonical condition than in the role-
reversed condition in both high- and low- predictability sentences. This effect was not

observed under the original region definition.

In the critical region (target verb plus one character to the left), a significant
effect of reversal was found in regression path time, which was longer in the role-

reversed condition than in the canonical condition in both high- and low-predictability
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sentences. This effect was marginally significant (p =.089) under the original region
definition. Comprehenders were also more likely to regress out of this region during first
pass in the role-reversed condition than in the canonical condition. This effect likely
resulted from the generally higher probability of regression in both the pre-critical and

critical regions under the original region definition.

Separate analyses for high- and low-predictability sentences revealed a similar
pattern of results. In high-predictability sentences, role-reversals led to significantly
higher probability of regression (B = 0.51, Wald z = 2.5, p = .013) in the critical region.
Meanwhile, in low-predictability sentences, role-reversals led to significantly higher
probability of regression (B = 0.42, Wald z = 2, p = .047) and marginally longer
regression path time (f = 61, 95% CI [-9, 124], p = .084) in the critical region, although
in the pre-critical region first pass time was marginally shorter in the role-reversed

condition than in the canonical condition (B = -26, 95% CI [-54, 3], p = .081).
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Measure Pre-target Target Verb Verb+1
First fixation duration
Low-predictability, Canonical 237(7) 253 (8) 226 (6)
Low-predictability, Role-reversed 233 (8) 248 (7) 238 (7)
High-predictability, Canonical 241 (6) 253 (7) 235(7)
High-predictability, Role-reversed 249 (8) 248 (7) 232(7)
First-pass time
Low-predictability, Canonical 360 (24) 386 (18) 270 (11)
Low-predictability, Role-reversed 340 (19) 381 (20) 269 (9)
High-predictability, Canonical 384 (22) 383 (20) 282 (14)
High-predictability, Role-reversed 372 (26) 369 (20) 276 (12)
Regression path time
Low-predictability, Canonical 453 (37) 521 (32) 497 (34)
Low-predictability, Role-reversed 438 (31) 576 (50) 644 (64)
High-predictability, Canonical 478 (43) 498 (29) 656 (70)
High-predictability, Role-reversed 480 (34) 540 (39) 603 (53)
Probability of regression
Low-predictability, Canonical .14 (.02) .16 (.03) 25 (.03)
Low-predictability, Role-reversed .15 (.03) 22 (.04) .34 (.04)
High-predictability, Canonical 11 (.02) 15 (.02) 35(.04)
High-predictability, Role-reversed .15 (.02) 22 (.03) .33 (.05)

Table 5-8. Grand average reading times (in milliseconds) and probability of regression by condition
for each ROI in Experiment 8 (alternate region definition). Standard error of the mean is in

parentheses.
Pre-target Target Verb Verb+1

Reading time measure B 95%CI »p B 95%CI »p B 95%CI p
First fixation duration

Predictability 5 [9-1]1 015 0 [-55] .947 0 [-76] .856

Reversal 1 [-35] .620 -3 [-71] 213 1 - .643

Predictability x Reversal -3 [-71] 172 0 [-44] 982 4 - 086
First-pass time

Predictability -16  [-30-1] .032 4 [-1018] .610 -6 [-209] 425

Reversal -10  [-210] .051 -4 [-135] 369 30 [F125] 441

Predictability x Reversal 3 [-147] 604 3 [512] .49 1 [-710] .762
Regression path time

Predictability -19 [456] .137 11 [-1538] .399 -34  [-11440] .382

Reversal -8 [269] .355 24 [247] .040 26 [-1267] .191

Predictability x Reversal 4 [2112] 643 4 [-1926] .727 28 [-1168] .172
Probability of regression B WaldZ »p B WaldZ p B WaldZ p

Predictability 08 069 492 -01  -0.09 928 -13 -098  .329

Reversal A1 128 .199 23 3.11  .002 13 173 .084

Predictability x Reversal -06  -0.76 448 -04 -048 .631 .10 136 .174

Table 5-9. Linear mixed-effect and logistic regression model estimates in Experiment 8 (alternate

region definition).
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5.5.3 Discussion

In the current experiment, the effect of role-reversal was spread out and seemed
elusive under the original region definition. The effect became clearer when the critical
region was extended to include one extra character to the left of the target verb. Under
this region definition, role-reversals led to higher probability of regression as well as to

longer regression path times in the critical region.

The current experiment introduced one modification to the materials used in
Experiment 7. The target verb was immediately preceded by its arguments in Experiment
7, such that the pre-critical region contained the same words that were ordered differently
between conditions. Since a temporal phrase was placed between the second argument
and the target verb, the pre-critical region in the current experiment was matched between
conditions. Although all other aspects of the materials remained unchanged, these
experiments yielded notably different results. Argument role-reversals affected readers’
EMs in both experiments, but the time course and the prevalence of the effect were

clearly different across these experiments.

First, first-pass time in the pre-critical region and first fixation durations were
longer in the role-reversed condition than in the canonical condition in Experiment 7, but
they did not differ between conditions in the current experiment. In fact, first pass times
in the pre-critical region were numerically shorter in the role-reversed condition than in
the canonical condition in the current experiment. This suggests that the early effect

observed in Experiment 7 was not triggered by the target verb. Instead, it may simply
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show that, even in the absence of a verb, the ease of processing of a given pair of

arguments is modulated by their word order and/or structural roles.

Meanwhile, the effect of role-reversals also seemed more elusive in the current
experiment than in Experiment 7. Although a significant effect of role-reversal was
observed across different measures and regions in Experiment 7, it was only observed in
two measures in the current experiment, namely probability of regression and regression
path time, in the critical region (under alternate region definition). This suggests that,
once baseline differences between the conditions are eliminated (e.g., by introducing a

matching pre-critical region), the effect of role-reversal on EMs can be quite localized.

Qualitative alignment between EM and ERP results

The design of the current experiment was identical to that of Experiment 5, which
manipulated the order of the arguments and the predictability of the verb in the canonical
condition in SOV sentences in which the arguments and the verb were separated by a
temporal phrase (e.g., copsusy BA thiefsuyp; [ZAIl yesterday evening] arrest). In
Experiment 5, while role-reversals elicited only a P600 effect in low-predictability
sentences, the same manipulation elicited a significant N400 effect as well as a P600
effect in high-predictability sentences. However, in the current experiment, no
predictability % role-reversal interaction was observed in any of the measures in any ROL.
In fact, when the data from high- and low- predictability sentences were analyzed
separately (see above), role-reversals led to higher probability of regression in the critical

region in both cases.
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At first glance, this seems to be a qualitative difference between the ERP results
in Experiment 5 and the EM results in the current experiment. Whereas argument role-
reversals elicited qualitatively different ERP effects in high- vs. low-predictability
sentences, the effects of argument role-reversals on readers’ EMs were indistinguishable
between these sentences. However, given the numerous differences between how these
sentences are presented during ERP and EM experiments, differences in ERP and EM

results must not be taken at face value.

I propose that this apparent mismatch between the EM results in the current
experiment and the ERP results in Experiment 5 shows that the temporal phrase served
distinct functions in these experiments. Here I will (i) review the motivations for
including a temporal phrase in each of these experiments and (ii) explain why it had

distinct consequences on readers’ reading experience in these experiments.

In the current experiment, a temporal phrase was inserted between the arguments
and the verb to create a matching pre-critical region. With readers reading 3 to 5 word per
second in natural reading, effects on EMs at word N often spill over to fixations on word
N+1. Therefore, the temporal phrase in the current experiment served as a buffer to
neutralize any differences that might have arisen in the argument region. Meanwhile, in
Experiment 5 (ERP), the same temporal phrase was included in order to increase the
amount of time between the presentation of the arguments and the verb. This was
motivated by the hypothesis that the N400 was insensitive to role-reversals when the verb
appeared immediately following its arguments because comprehenders did not have

sufficient time for computing predictions. Therefore, the temporal phrase was placed
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between the arguments and the verb to widen the time interval for predictive

computations.

Since Experiment 5 used an RSVP paradigm, the inclusion of a temporal phrase
had a deterministic effect on when readers saw the target verb relative to the arguments.
Specifically, with a fixed 600ms SOA, the time elapsed between onset of the second
argument and that of the verb was increased by 1200ms in each trial, to a total of 1800ms.
Meanwhile, although the inclusion of the temporal phrase also delayed readers’ first
fixation on the target verb, regression path times in the pre-critical region revealed that
the temporal phrase only delayed readers’ first fixation on the target verb by 462ms on
average. Coupled with the fact that readers spent much less time reading the argument
region in the current experiment than in Experiment 5, the lack of a predictability x role-
reversal interaction in the current experiment may indicate that, despite the inclusion of a
temporal phrase, information about the arguments’ structural roles had yet to impact

comprehenders’ predictions about the verb when the verb was first fixated.

Temporal alignment between EM and ERP results

Since standard measures of EMs are defined in terms of text regions (e.g.,
duration of fixations in a given text region), they yield precise information about where
experimental variables affect EMs, but they are not informative about when an effect
occurs (other than during first pass vs. second pass reading). Naturally, one can determine
the relative timing of EM effects based on how the measures are computed. For example,
one can infer that a regression path time effect occurs later than a first fixation effect in

the same region. However, the presence of an effect on standard EM measures provides
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only limited information about the timing of the effect. For example, an effect on
regression path time reflects the fact that it takes readers longer to go past a region in one
condition than another, but it does not tell us when readers begin to show sensitivity to
the difference between conditions (e.g., How many milliseconds following the onset of
their first fixation in the region did they show sensitivity to the experimental

manipulation?).

In the current experiment, since argument role-reversals led to increased
probability of regression and regression path times in the critical region, the time course
of the effect could be estimated by determining the latency of readers’ regressions in the
critical region. Therefore, I identified the subset of trials in which readers regressed out of
the critical region during the first pass. This accounted for 18.5% of the trials in which
the critical region was fixated during first pass (249 out of 1342 trials). I then computed
the first pass reading time in the critical region for these trials. This analysis revealed that
the average latency of regressions in the critical region was 363ms” (ranging from 340ms
to 370ms across conditions). That is, for trials in which readers regressed out of the
critical region during first pass, their regressive eye-movement occurred on average
363ms following the onset of their first fixation in that region. This complements the
observation that readers were more likely to regress out of the region in the role-reversed
condition than in the canonical condition. By taking into consideration the amount of

time needed for planning a regressive eye-movement (saccade latency is at least 150-175

* Since the computation of first pass time only includes fixation durations but not saccade durations, these
numbers slightly underestimate the actual regression latency.

> Note, however, that the means suggested that the effect of argument role-reversals persisted into the post-
critical region in the low-predictability sentences but not in the high-predictability sentences.
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ms; Abrams & Jonides, 1988; Rayner, Slowiaczek, Clifton, & Bertera, 1983; Salthouse &
Ellis, 1980; Salthouse, Ellis, Diener, & Somberg, 1981), we may estimate that argument
role-reversals can impact readers’ decision to initiate a regressive eye-movement at the
verb by around 200ms post first-fixation onset. Compared to the onset latency of the
P600 effect (~500ms post stimulus onset), the results of this follow-up analysis suggest
that role-reversals may impact readers’ EMs more quickly than their ERPs. However, as
parafoveal preview was available in Experiment 8 (natural reading) but not in the ERP
experiments (RSVP), it remains difficult to determine how much of this apparent mis-
alignment is attributed to preview benefits. Therefore, in the following experiment
(Experiment 9) I used a gaze-contingent boundary paradigm (Rayner, 1975) to minimize

the preview benefits that are available to readers in natural reading.

5.6 Experiment 9: Contribution of parafoveal preview in reading

To further investigate whether there is a genuine misalignment between
comprehenders’ EMs and ERPs, in the current experiment I aimed to better match the
information flow in EM and ERP experiments by minimizing the benefits of parafoveal
preview in natural reading. In particular, I used a gaze-contingent boundary paradigm

(Rayner, 1975) to manipulate the validity of the preview of the target verb.

In a gaze-contingent boundary paradigm, the identity of a target word is initially
masked and its presentation is contingent on the reader’s eye-gaze. In a given trial, an
invisible, predetermined boundary is placed just to the left of a target word location that
is initially occupied by a preview word. When the reader’s eyes cross the boundary

location, the preview word is replaced by the target word. Since this display change
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occurs during a saccade, at which point vision is suppressed, readers generally do not

notice the change.

Since the properties of parafoveal preview can be controlled and manipulated in
this paradigm, it has been used widely to study what information readers can extract
when a word is in preview. For example, Lesch, Morris, & Rayner (1992) examined
whether phonological information can be obtained from the parafovea by comparing how
having a homophone preview vs. an orthographic control preview may impact processing
of a target word. Based on the observation that reading times on the target word (beach)
is shorter with a homophone preview (beech) than with an orthographic control preview
(bench), the authors inferred that readers can access phonological information of the

preview word in the parafovea and thereby facilitate lexical access of the target word.

Although this paradigm allows detailed manipulation of preview information and
inferences about the kind of information readers are sensitive to in preview, it is not
possible to simply ‘remove’ parafoveal preview benefits. This is because the size of
preview benefits is dependent on many factors, such as lexical frequency of the targets
(e.g., English: Inhoff & Rayner, 1986; Reingold et al., 2012) and predictability (English:
Balota, Pollatsek, & Rayner, 1985), the lexical status of the preview word (English: Choi
& Gordon, 2012), the plausibility of the preview word in the given context (Chinese:
Yang, 2010), as well as the orthographic, phonological and semantic similarity between
the preview and target words (e.g., English: Pollatsek et al., 1992; Chinese: Tsai, Lee,
Tzeng, Hung & Yen , 2004; Yan, Richter, Shu & Kliegl, 2009). Just as the presence of

valid preview information facilitates processing, the presence of invalid preview
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information may disrupt processing. For example, although we can infer that readers are
sensitive to the semantic properties of a word in preview if reading times on a target word
is shorter with a semantically related preview than with a semantically unrelated preview,
we cannot determine the extent to which this effect is due to processing facilitation from
having processed a semantically related preview word or processing disruption from
having processed a semantically unrelated preview word. Therefore, this paradigm allows
inferences about the kind of information that can be processed in parafovea but does not

provide an estimate of an absolute parafoveal preview benefit in natural reading.

In the current study I manipulated the validity of the preview for the target verbs
by using 2-character pseudowords that contained two real Chinese characters. In the valid
preview condition, the target verb was never masked. In the invalid preview condition,
the first two characters of the target verb were initially replaced with a two-character
pseudoword. Each of the characters in the preview pseudoword was closely matched in
number of strokes and character-frequency to the target character in the corresponding

position (c.f. Yang, 2010).

Preview validity was fully crossed with argument role-reversal, resulting in a two
(valid vs. invalid preview) by two (canonical vs. role-reversed) within-subjects design.
Since the current study introduced a new manipulation (preview validity) and since the
predictability manipulation in Experiments 7 and 8 never showed any interaction with
argument role-reversal, only low-predictability sentences were used in the current
experiment. Low-predictability sentences were chosen over high-predictability sentences

to facilitate direct comparisons between EM and ERP results. This is because role-
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reversals always elicited only a P600 effect in low-predictability sentences regardless of

the linear distance between the arguments and the verb.

Based on previous results, I expected longer reading times on the on the target
word in the invalid preview condition compared to the valid preview condition. Based on
the results in Experiment 8, I expected that readers would be more likely to regress out of
the target region in the role-reversed condition than in the canonical condition. In
addition, as the target verb was not available in the parafovea in the invalid preview
condition, the effect of argument role-reversal was expected to have a later onset in the

invalid compared to the valid preview condition.

5.6.1 Methods

Thirty-six individuals (30 females, mean age = 22.1 years) from South China
Normal University participated in the current study. Data from two additional participants
were excluded due to significant data loss (> 50% in one or more conditions). All
participants were native speakers of Chinese and had normal or corrected-to-normal
vision. All participants gave informed consent and were paid RMB10 per hour for their

participation.

Materials and Design

The experimental stimuli consisted of 56 item sets adapted from the low
predictability items in the ERP experiment (Experiment 5). Two factors were crossed:
Argument role-reversal (canonical vs. role-reversed) and Preview type (valid vs. invalid

preview). As in Experiment 8, a temporal phrase (e.g., “zai zuotian xiawu”, yesterday
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afternoon) was placed between the second argument and the verb. The temporal phrases
had an average length of 4.6 characters (range 4 — 5). A sample set of experimental items

and regions of interest are shown in Table 5-10.

In all experimental stimuli the critical region had 2 target characters (plus the

aspectual marker —le | in some cases). On average the target characters had 8.8 strokes

(range 3-17) and a log character-frequency of 3.95 (range 2.3-5.7; Cai & Brysbaert,
2010). Two-character pseudowords were used as invalid preview. The two characters did
not form a word, and they made no sense in the sentence context. Each of the characters
in the pseudoword was closely matched in number of strokes (average 8.8; range 3-17)
and log character-frequency (average 3.95; 2.3-5.7) to the target character in the
corresponding position. Moreover, to avoid any orthographic and homophonic benefit
from the invalid previews, the characters in invalid preview did not share any radicals
(components of Chinese characters) and did not rhyme with the target character in the
corresponding position. Using the gaze-contingent boundary paradigm, we presented a
valid (identical) or invalid (pseudoword) preview that changed to the target characters
when the reader moved his or her eyes across an invisible boundary. The boundary was

placed immediately to the left of the first target character.

A Dell 17-in. SVGA monitor was used to display the stimuli. The monitor was set
to a refresh rate of 150 Hz. The delay in detecting an eye movement crossing the
boundary and changing the display averaged 10 ms. Since the display change occurred
during a saccade, readers were not aware of the change, as confirmed by their reports. All

stimuli were presented in white on a black background on the computer monitor. All
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characters were printed in simple Song font (16 point). Each character was about 1 x 1
cm in size and subtended approximately 0.8° of visual angle (with the participants’ eyes

being 71 cm away from the monitor).

The 56 item sets were divided into 4 lists, such that each list contained exactly
one version of each item and 14 items in each condition. Each list also contained 60 filler

items, all of which were also used in Experiments 7 and 8.

Condition Sample materials

/X A8 W RS/ 2R H R/ (R IR T/ BY R
Canonical /Mr. Liu BA parrot/ ZAl that summer/ {##### | train}/ quite/ some time.
“Mr. Liu trained the parrot for quite some time.”

/E R X/ B EE R T I T/ B
Role-reversed /Parrot BA Mr. Liu / ZAl that summer/ {##### | train}/ quite/ some time.
“The parrot trained Mr. Liu for quite some time.”

Table 5-10. Experimental conditions and regions of interest in sample materials in Experiment 9. The
pseudoword in the invalid preview condition is presented on the left of the target.

Procedure

The experimental procedures were identical to those in Experiment 8.

Analysis

Trials were examined for display change errors and irregular eye-movement
patterns. Trials in which the display change (i) occurred during a fixation, (ii) was
triggered by or immediately followed by a blink, (iii) was triggered by a long-distance
saccade (e.g., when comprehenders quickly glanced across the screen), or (iv) was
immediately followed by a fixation that fell to the left of the boundary were excluded.

Data from 2 out of 38 participants were discarded because more than 50% of trials in one
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or more condition were excluded. For the remaining 36 participants, a total of 19.1% of
all trials were omitted from the analyses. The procedures for statistical analyses were
identical to those in Experiment 8, with the exception that the factor predictability was
replaced with the factor preview. Data in valid and invalid preview conditions were first
analyzed together, then separately. The original region definition used in Experiment 8

was adopted here. The region definition is illustrated in Table 5-10.

5.6.2 Results

Plausibility Judgments

Participants’ average acceptability judgment accuracy in each condition is shown
in Table 5-11. Regardless of preview validity, participants reliably judged canonical
sentences to be plausible and the role-reversed sentences to be implausible with an

overall accuracy of 89.6%, with no significant difference between conditions (ps >.10).

Target Response Percent accurate (SE)
Valid Preview, Canonical Yes 87.8(2.1)
Valid Preview, Role-reversed No 90.2 (1.8)
Invalid Preview, Canonical Yes 90.4 (1.7)
Invalid Preview, Role-reversed No 90.6 (1.7)

Table 5-11. Target response and accuracy on plausibility judgment task in Experiment 9.

Reading Eye-movements

Table 5-12 shows the mean first fixation duration, first-pass time, regression path
time and probability of regression for all four conditions across the regions of interest.

Table 5-13 shows the results of the mixed effects model.
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In the pre-critical region (temporal phrase), a significant preview x reversal
interaction was found in both regression path time and probability of regression.
Regression path time was longer and probability of regression was higher in the role-
reversed condition than in the canonical condition when the target verb was available in

preview but the effect was in the opposite direction when the preview was invalid.

In the critical region (target verb), all reading time measures (first fixation
duration, first pass time, and regression path time) were longer in the invalid preview
condition than in the valid preview condition. Comprehenders were also more likely to
regress out of this region during first pass in the invalid preview than in the valid preview
condition. There was no significant main effect of reversal or preview X reversal

interaction in any of the measures.

In the post-critical region, first pass times were significantly longer in the invalid
preview than in the valid preview condition. Meanwhile, comprehenders were more
likely to regress out of this region during first pass in the role-reversed condition than in

the canonical condition. There was no significant interaction effect in any of the measures.

Separate analyses for data in the valid and invalid preview conditions revealed a
similar pattern of results. In the valid preview conditions, role-reversals led to
significantly higher probability of regression (f = 0.45, Wald z = 2.2, p = .026) and
marginally longer first fixation durations (B = -10, 95% CI [-22, 1], p = .073) in the post-
critical region. Meanwhile, in the invalid preview conditions, role-reversals led to
significantly longer first-pass times (f = 28, 95% CI [2, 58], p = .044) in the critical

region.
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Measure Pre-target Target Verb Verb+1

First fixation duration

Valid preview, Canonical 250 (6) 255 (5) 237 (7)
Valid preview, Role-reversed 244 (6) 264 (8) 230 (8)
Invalid preview, Canonical 251 (6) 283 (9) 233 (7)
Invalid preview, Role-reversed 251(7) 279 (9) 235 (6)
First-pass time
Valid preview, Canonical 483 (21) 356 (13) 271 (9)
Valid preview, Role-reversed 489 (23) 362 (13) 264 (12)
Invalid preview, Canonical 483 (22) 392 (15) 277 (10)
Invalid preview, Role-reversed 491 (24) 403 (17) 285 (11)
Regression path time
Valid preview, Canonical 555(29) 482 (28) 479 (45)
Valid preview, Role-reversed 589 (31) 469 (23) 508 (34)
Invalid preview, Canonical 601 (29) 533 (32) 510 (44)
Invalid preview, Role-reversed 572 (28) 548 (30) 535 (40)
Probability of regression
Valid preview, Canonical .09 (.02) .16 (.02) 23 (.03)
Valid preview, Role-reversed 11(.02) .15 (.02) .28 (.03)
Invalid preview, Canonical 13 (.02) 21 (.02) 21 (.03)
Invalid preview, Role-reversed .09 (.02) .19 (.03) .25 (.03)

Table 5-12. Grand average reading times (in milliseconds) and probability of regression by condition

for each ROI in Experiment 9. Standard error of the mean is in parentheses.

Pre-target Target Verb Verb+1

Reading time measure B 95%CI »p B 95%CI p B 95%CI »p
First fixation duration

Preview 2 [-52] 371 -1 [-15-7] .000 -2 - 436

Reversal -1 [-52] 472 2 [-36] 471 -3 - 154

Preview x Reversal 2 [-62] .340 3 [-17] 192 2 - .353
First-pass time

Preview -1 [-1210] .839 21 [-28-13] .000 -9 [-15-2] .010

Reversal 2 [-813] .673 3 [-510] .496 -2 [(94] 504

Preview x Reversal 0 [-1110] .935 -1 [[(96] .752 -3 [-103] 309
Regression path time

Preview -6 [-2110] .469 -34  [-52-16] .000 26 [-554] .086

Reversal -1 [-1615] .920 -1 [1917] 948 18 [-1247] 219

Preview X Reversal 16 [131] .048 -7 [2611] 436 9 [-2038] .573
Probability of regression B WaldZ p B WaldzZ p B WaldZ »p

Preview -0l  -0.08 .939 -17 234  .019 .06 0.76 450

Reversal -06  -0.67 .504 -04  -062 535 18 236 018

Preview x Reversal A7 206  .040 -01  -0.13 893 .05 072 470

Table 5-13. Linear mixed-effect and logistic regression model estimates in Experiment 9.
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5.6.3 Discussion

The results of the current experiment can be summarized as follows: (i) preview
validity had a clear effect on reading times in both critical and post-critical regions; (ii)
argument role-reversals only led to higher probability of regression in the post-critical
region; and somewhat surprisingly, (iii) these two factors interacted to impact probability

of regression and regression path time in the pre-critical region.

First, the current results showed that readers’ processing of the target verb was
delayed when it was not available in preview. A significant effect of preview validity was
observed across all four EM measures in the critical region as well as on first pass time in
the post-critical region. This suggests that the validity of preview information had a

substantial impact on readers’ processing of the target verb.

Second, argument role-reversals led to increased probability of regression in the
post-critical region in the current experiment. Although argument role-reversals also led
to increased probability of regression in Experiment 8, a significant effect was observed
only in the critical region. In order to evaluate this apparent discrepancy, the results in the
valid preview condition in the current experiment were compared against the results in
the low-predictability sentences in Experiment 8 under the same region definition
(original region definition; see Section 5.5.1). Inspection of the means revealed that role-
reversals led to an increased probability of regression in the post-critical region in both
cases, but their effect was observed in the critical region only in Experiment 8. Given that
the post-critical region was read later than the critical region, this discrepancy suggests

that, even in trials in which the target word was available in preview, the effect of
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argument role-reversal had a later onset in the current experiment than in Experiment 8. I

will return to discuss the significance of this difference in the General Discussion.

Further, the current results showed a preview validity x argument role-reversal
interaction on probability of regression in the pre-critical region, but not on any of the
measures in either the critical or post-critical region. A closer examination of the
averages revealed that the interaction effect (p = .04) was attributable to the fact that
argument role-reversals had opposite effects in the invalid vs. valid preview condition,
such that probability of regression increased from 9% to 11% in the valid preview
condition but decreased from 13% to 9% in the invalid preview condition. Note, however,
that the effect in the valid preview condition in the pre-critical region was quite small in
comparison with the effect in the post-critical region and the effect in Experiment 8.
Further, the decrease in regression percentages in the invalid preview condition was
completely unexpected, and neither of the pairwise comparisons revealed a statistically
significant difference. Therefore, here I refrain from concluding what gave rise to this

interaction effect.

Meanwhile, since the processing of the target verb was delayed when it was not
available in preview, readers should detect role-reversal anomalies later in time in the
invalid preview condition than in the valid preview condition. Therefore, one might
expect role-reversals to be associated with longer reading times and/or more regressions
later in time in the invalid preview condition compared to the valid preview condition.

However, if role-reversals led to the same qualitative effect (for example, increased
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probability of regression) at different time points but, crucially, in the same region of text,

then such timing differences would not be evident in standard EM measures.

Therefore, I followed the same reasoning outlined in Experiment 8 and analyzed
the latency of readers’ regressions across conditions. Since a significant effect of
probability of regression was observed in the post-critical region in the current
experiment, [ identified a subset of trials in which (i) the critical and post-critical regions
were read sequentially (i.e., readers’ eyes proceeded from the critical region directly to
the post-critical region without regressing out) and (ii) they regressed out of the post-
critical region during first pass. This accounted for about 19.8% of all trials in which both
critical and post-critical regions were fixated during first pass (233 out of 1177 trials). I
then computed the total first pass time in the critical and post-critical regions for each of
these trials to determine the average latency of the regression from the post-critical
region®. This analysis revealed that these regressions occurred on average 620ms and
697ms following the onset of the first fixation in the critical region in the valid and
invalid preview conditions respectively. In other words, while role-reversals lead to more
regressions out of the post-critical region regardless of preview validity, the regressions
in the invalid preview condition occurred on average ~80ms later than those in the valid

preview condition.

® As noted in Experiment 8, these first pass times underestimate the actual regression latency as saccade
durations were not included in the computation. Further, since fixation durations were analyzed in a larger
region here compared to in Experiment 8 and there were presumably more saccades in a larger region,
regression latency was underestimated to a greater extent here than in Experiment 8.
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Temporal alignment between EM and ERP results

In the current experiment a boundary paradigm was used to present invalid
(pseudoword) parafoveal preview for the target words in order to more directly compare
the timing of the EM and ERP results. Based on the analysis reported above, argument
role-reversals increased readers’ likelihood of regression at around 700ms following the
onset of the first fixation on the target verb when it could not be viewed in the parafovea.
Taking into consideration the amount of time needed to program a regressive eye-
movement (saccade latency is at least 150-175 ms; Abrams & Jonides, 1988; Rayner,
Slowiaczek, Clifton, & Bertera, 1983; Salthouse & Ellis, 1980; Salthouse, Ellis, Diener,
& Somberg, 1981), we may estimate that argument role-reversals can impact readers’
decision to initiate a regressive eye-movement by around 500-550 ms post first-fixation
onset. In Experiment 5, role-reversals elicited only a P600 effect in the low-predictability
sentences, which had an onset latency of ~500ms. Therefore, the results of this follow-up
analysis suggest that, when parafoveal preview is disrupted in natural reading, the effects

of role-reversals on readers’ EMs and ERPs were relatively closely aligned in time.

5.7 General Discussion

In this chapter I examined how argument role-reversals impact readers’ eye-
movements and the extent to which the effect of role-reversals on readers” EMs and ERPs
aligned in time. Using the experimental materials from a previous ERP experiment
(Experiment 3), the initial EM experiment (Experiment 7) suggested that readers’ EMs
were sensitive to argument role-reversals much more quickly than were their ERPs. By

taking into considerations differences between the stimulus presentation paradigms, I
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discussed why EMs and ERPs might not align even when the same experimental
materials are used. In Experiment 8 I introduced a matching baseline (pre-critical region)
to the experimental materials by inserting a temporal phrase between the arguments and
the target verb (as in Experiment 5, ERP). By moving the target verb further away from
the arguments, early EM differences attributed to different argument orders no longer
spilled-over to affect EMs at the target word, and the effect of role-reversal was only
observed in probability of regression and regression path times. Lastly, I used a gaze-
contingent boundary paradigm (Rayner, 1975) in Experiment 9 to examine the time
course of readers’ sensitivity to argument role-reversals when the target verb was not
present in preview. Argument role-reversal led to more regressions in the post-critical
region and these regressive eye-movements occurred at around the same time as the onset
of the P600 effect in the ERP experiments. These results suggested that the effects of

argument role-reversal on EMs and ERPs are roughly temporally aligned.

Qualitative alignment between EMs and ERPs

With a matching pre-critical baseline, both Experiments 8 and 9 showed that the
effect of argument role-reversals was rather selective, affecting only regression-related
measures. Meanwhile, Experiments 1-5 (ERP) consistently showed that argument role-
reversals always elicited a P600 effect. The observation that role-reversals led to more
regressive eye-movements and elicited a P600 effect across experiments suggests a
tentative link between the cognitive processes that trigger regressions in reading and

those that underlie the P600.
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Although regressions account for about 10-15% of all saccades in natural reading,
very little is known about what causes them (Rayner, 1998). Many regressions are
triggered by comprehension failures (Blanchard & Iran-Nejad, 1987; Ehrlich, 1983;
Frazier & Rayner, 1982; Hyona, 1995; Just & Carpenter, 1978; Shebilske & Fisher, 1983;
Vauras, Hyond, & Niemi, 1992), and regressions have traditionally been taken to reflect
readers’ efforts to re-read and reconfigure earlier material (Frazier & Rayner, 1982;
Mitchell, Shen, Green & Hodgson, 2008). Whereas increased fixation durations and
regressions may be taken to reflect the same underlying processes because many
experimental manipulations that modulate one of the measures also affect the other,
Staub (2010) has proposed that they reflect distinct kinds of processing difficulty. In
particular, he proposed that fixation durations may be lengthened when processing is
difficult but eventually succeeds (e.g., processing an infrequent or ambiguous word)
whereas inter-word regressions reflect processing failures (e.g., garden path
disambiguation or implausibility). In line with Staub’s (2010) proposal, the implausibility
that resulted from argument role-reversals led to more regressions but did not impact
other reading time measures in the current study. Such selectivity is consistent with the
proposal that the cognitive processes that underlie regressions may be distinguished from
those that underlie increased reading times. Meanwhile, although the P600 has been
extensively studied in the ERP literature, there is little consensus about what underlies it.
Among existing accounts, many have linked the P600 to reanalysis processes (e.g.,
Friederici, 1995; Miinte, Matzke & Johannes, 1997; Osterhout, Holcomb & Swinney,
1994; van de Meerendonk et al., 2010) even though they do not agree on the domain-

specificity of the reanalysis processes.
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Here I propose that the P600 effect and the increased regressions in the current
study should be attributed to common reanalysis processes triggered by the implausibility
that resulted from argument role-reversals. This predicts that variables that are
hypothesized to trigger reanalysis should elicit both a P600 effect and increased
regressions. Meanwhile, I hypothesize that the P600, which extends over a few hundred
milliseconds, is also sensitive to cognitive processes that are not involved in reanalysis.
Therefore, 1 predict that P600 effects that are observed in cases where little or no
reanalysis is required (e.g., Kaan et al., 2000 ; Phillips et al., 2005) may be associated

with different eye-movement patterns in reading.

What does temporal alignment between EMs and ERPs tell us?

One assumption implicit in the above proposal to associate regressions triggered
by argument role-reversals with the P600 effect is that these effects are aligned in time.
This assumption is supported by the results of the regression latency analysis in
Experiment 9. Further, the observation that readers’ EMs as well as ERPs were not
sensitive to argument role-reversals before 500ms is consistent with the hypothesis that
information about arguments’ structural roles does not have an immediate impact on

comprehenders’ verb prediction.

Nonetheless, even mis-alignments between EMs and ERPs can be very
informative (Sereno & Rayner, 2003). It may suggest that these dependent measures
reflect distinct cognitive processes, and that the processes reflected by one dependent
measure precede, or even lead to, the processes reflected by the other. For example, if an

independent variable consistently modulated readers’ ERPs earlier in time than their EMs,

184



then we may infer that ERPs and EMs are sensitive to distinct underlying processes and
formulate hypotheses about how the processes reflected by ERPs relate to the observed
eye-movement pattern. Conversely, if readers’ EMs showed consistently earlier
sensitivity to an independent variable than their ERPs even when the stimulus
presentation conditions were matched, then we may infer that ERPs fail to detect at least
some of the cognitive processes that underlie readers’ EMs. Therefore, misalignments
that are observed even in fully matched and carefully controlled experimental

environments can be extremely informative.

Regression latency analysis

In Experiments 8 and 9 I estimated the time course of the effect of argument role-
reversal on readers’ EMs by analyzing the latency of their regressions. This analysis was
guided by the results of standard EM analyses, such that regression latency was estimated
only when argument role-reversals had a significant effect on probability of regression.
However, this approach might not fully capture the timing of effects on readers” EMs for

three reasons.

First, the regression latency analysis, by definition, only examined trials in which
a regression was made. However, as readers can freely move their eyes in natural reading,
there are presumably multiple ways in which processing difficulty can affect their eye-
movements (e.g., lengthened fixation durations, increased fixations, re-reading). Further,
given the prominence of argument role-reversal anomalies, it is rather unlikely that
readers experienced processing difficulty only in the 20-30% of the trials in which they

made regressions upon reading the target verb. Although it remains unclear why
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processing difficulty results in regressions only occasionally, it is plausible that the
timing of regressions in a subset of trials is not fully representative of the timing of
processing difficulty in all trials. In fact, previous studies have shown that fixations that
end in regressions are on average shorter in duration than those that end in progression

(e.g., Altmann, Garnham & Dennis, 1992; Mitchell et al., 2008; Rayner & Sereno, 1994).

Second, since this analysis was guided by the results of standard by-region EM
analyses, only regressions out of specific regions were analyzed. Incidentally, since the
effect of argument role-reversals on readers’ regression was observed in the critical
region in Experiment 8 and in the post-critical region in Experiment 9, this analysis was
conducted on regressions out of different regions across experiments. However,
inspection of the means suggested that argument role-reversals also affected readers’
regressions in the post-critical region in the low-predictability sentences in Experiment 8
(canonical: 25% vs. role-reversed: 34%). The latency estimates would be quite different
if these regressions were included in the analysis. Therefore, we need an alternative
principled way for determining which regressions to include in regression latency

analysis that will not introduce unnecessary biases into the results.

Further, since regression latency analysis was conducted only on data in regions
where probability of regression differed significantly across conditions, the number of
data points always differed across conditions. Specifically, since there were significantly
more regressions in the role-reversed condition than in the canonical condition, the
latency estimate was inevitably biased towards regressions in the role-reversed condition.

Although the estimated latencies did not seem to differ systematically across conditions
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in the current data sets, future research will need to examine the generalizability of this

observation and to explore potential solutions to this problem.

Outlook: Better ways to align EMs and ERPs?

As discussed above, one of the limitations of estimating regression latency is its
limited scope — although a regression is a discrete event and its latency can be measured
rather straightforwardly, fixations durations are computed over pre-defined text regions
and it is not possible to meaningfully measure when fixation durations in a given text
region increase. Therefore, in order to estimate the time point at which readers’ EMs in
general (not just their regressions) begin to show sensitivity to an independent variable,

we need a continuous dependent measure that is independent of region definitions.

One potential solution is cumulative progression analysis, which was developed
by Scheepers and colleague (Scheepers, Konieczny, & van Gompel, unpublished
manuscript) and has since been reported in a study by Kreiner, Sturt and Garrod (2008).
In contrast with standard EM measures, cumulative progression is a continuous measure
that is independent of region definitions. It provides information with regard to the
reader’s progression rate and thereby allows one to examine processing cost over time.
Cumulative progression is calculated by taking the first-fixation at the target region as a
starting point (on both axes) and plotting the readers’ progression in space (number of
characters) as a function of time (sampled at a fixed interval, e.g., every 10ms). The
measure is cumulative in the sense that, at any given time point, only the current
rightmost character position is considered, so that the measure is updated with a new

character position if and only if the reader has proceeded further to the right. The measure
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remains unchanged otherwise (e.g., during a fixation or regression). Cumulative
progression data in a predefined time interval (say, 1000ms) following the initial fixation
in the critical region are then averaged across subjects and items for each experimental
condition. In an initial study, Kreiner et al. (2008) examined how experimental variables
affected readers’ progression rate by fitting a non-linear regression function to individual
subjects’ cumulative progression data and comparing the rate parameters across
conditions. Alternatively, one can examine when readers’ eye progression begins to differ
between conditions by finding the point of divergence between the lines (c.f., Reingold,

Reichle, Glaholt & Sheridan, 2012).

Further, since cumulative progression analysis does not require a special stimulus
presentation paradigm, it can be applied to EM data collected during EM/EEG co-
registration. With encouraging progress being made in the past few years on overcoming
the technical challenges in EM/EEG co-registration (e.g., Dimigen et al., 2011), future
research can use EM/EEG co-registration to (i) examine the relations between different
ERP components (e.g., the P600) and standard EM measures (e.g., probability of
regressions) and (ii) compare the time course of ERP effects and the results of cumulative

progression analysis results.
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6 Conclusion

6.1 Overview

This dissertation set out to explore the temporal dimension of predictive
computations in language comprehension. The ability to anticipate language inputs ahead
of time can help to process incoming language more efficiently and is likely key to the
speed and robustness of successful language comprehension. As the extent to which
prediction can facilitate processing critically depends on its timing relative to the
predicted event, research on the temporal properties of predictive computations (the
‘when’ questions) is crucial to our understanding of how the brain computes predictions
during real-time comprehension (the ‘how’ questions). Previous research on linguistic
prediction has paid little attention to the ‘when’ questions and has commonly assumed
that all contextual information impacts comprehenders’ predictions as soon as it becomes
available in the input stream. In this dissertation I questioned this key assumption and

asked:

1. How do predictive computations unfold in time during language comprehension?

2. Do all sources of contextual information impact prediction on the same time scale?

6.2 Synthesis of empirical findings

In Chapters 2 to 5 I presented evidence from a series of event-related potential

(ERP) and reading eye-movement (EM) experiments in Mandarin Chinese and English.
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Specific findings were summarized within the respective chapters. Here I synthesize the

main empirical findings to answer the research questions I set out to answer:

1. How do predictive computations unfold in time during language comprehension?

Predictive computations are not instantaneous: Comprehenders’ ERPs (in
particular, their N400 response to expected vs. unexpected verbs) as well as their
reading eye-movements suggest that verb prediction is initially insensitive to
information about preverbal arguments’ structural roles; the impact of structural
role information emerges only when the time interval for predictive computations
is sufficiently wide.

Even prominent and unambiguous contextual information may fail to immediately
impact linguistic prediction: Even though preverbal arguments’ structural roles
were prominently and unambiguously marked in the verb-final Ba-construction in
Mandarin Chinese, they fail to impact comprehenders’ verb prediction when the

verb appears immediately following the arguments.

2. Do all sources of contextual information impact prediction on the same time scale?

Different sources of contextual information may impact linguistic prediction on
different time scales: The contrast between N400’s sensitivity to argument
substitution and its insensitivity to argument role-reversal when the verb appears
shortly after its arguments suggests that information about arguments’ lexical
identity can impact verb prediction more quickly than information about

arguments’ structural roles.
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6.3 Theoretical implications

This dissertation presents empirical findings that undermine the widely held
assumption that all contextual information can impact linguistic prediction as soon as it

becomes available in the input stream and has four main theoretical implications.

Contextual information can drive language comprehension without informing prediction

Results from the ERP experiments (Experiments 1-6) show that argument role-
reversals are readily detected and consistently elicit a P600 effect, but they do not
modulate the N400 unless the time interval for predictive computations is sufficiently
wide and argument role-reversals greatly impact a verb’s offline predictability. This
contrast shows that contextual information that impacts bottom-up comprehension

processes may fail to modulate top-down predictive processes.

More broadly, these findings suggest that not all contextual information may
constitute inputs to predictive computations. Although certain contextual information
might fail to impact linguistic prediction due to a lack of time for predictive computations
(as in the case of argument role-reversals), there might also be independent constraints
that determine whether a piece of contextual information becomes an input to predictive
computation. For example, comprehenders may use the number feature of a subject noun
phrase to predict the form (more specifically, the number feature) of the verb in a
language like English (e.g., Wagers, Lau & Phillips, 2009). However, a native listener
might rely on this information for prediction more or less strongly in a given context
depending on whether the speaker is perceived to be a native adult speaker, a child, or a

second language speaker who makes frequent agreement errors in that language. A
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similar argument has been made with regard to bottom-up syntactic processing — while a
significant P600 effect was elicited by gender violations made by a native speaker, errors
that were by an L2 speaker with a foreign accent did not elicit a P600 effect (Hanulikova,

van Goch & van Alphen, 2010).

Offline predictability measures may systematically fail to capture online predictions

The current results from both ERP and EM experiments consistently show that
offline measures of a word’s predictability may systematically fail to capture what and
when linguistic predictions are being computed during comprehension. This is because
offline predictability measures such as those obtained in language corpora and offline
cloze task do not take into consideration how contextual information impacts linguistic
prediction over time. Therefore, in order to draw conclusions about real-time predictive
computations based on offline predictability measures, it is important to take into
considerations the relevant contextual information and the time interval during which it

might impact linguistic prediction before the target bottom-up input arises.

Significance of the temporal dimension of linguistic prediction

The discrepancy between offline predictability measures and online prediction
further highlights the significance of the temporal dimension in the study of predictive
computations. Considerations about the temporal properties of predictive computations
are crucial for differentiating genuine failures to engage predictive mechanisms from
cases in which certain sources of contextual information cannot impact predictions
quickly enough to facilitate bottom-up processing. These considerations will likely be of

particular importance for studying the role of prediction in language comprehension in
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populations such as children, second language learners, elderly individuals and people

with language impairments.

More broadly, prediction in any complex system (including, but not limited to
language) involves mental computations that must race against rapid bottom-up input.
Therefore, considerations about the time at which relevant contextual information
becomes available and the time at which prediction starts to facilitate bottom-up
processes are likely to have critical consequences for understanding the mental

computations that underlie prediction across different domains.

A framework for studying the ingredients and steps in predictive computations

In this dissertation I put forth a framework that aims to (i) identify the relevant
inputs to predictive computations and (ii) examine how each of them might impact
linguistic predictions along the temporal dimension. Further, I proposed that the N400, an
ERP response that is taken to reflect access to long-term semantic memory, provides
snapshots of comprehenders’ real-time lexical semantic predictions. Using the N400
response to a word as a diagnostic for linguistic predictions, I introduced an experimental
paradigm that can be adapted to study the time course of linguistic prediction more

broadly.

6.4 Recommendations for future research

Representations
In Chapter 1 I explained that a model of linguistic prediction must address

questions about mental representations — in order to characterize how linguistic
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predictions are computed we must also characterize the nature of representations of the
inputs and outputs of predictive computations. The proposal outlined in this dissertation
highlights the importance of considering subcomponents of contextual information as
inputs to prediction. While I have remained largely agnostic about how different inputs
might be mentally represented, this approach can be applied to study questions about the
representation of different inputs to prediction more systematically. For example, future
work can examine whether and how predictive computations are differentially impacted
by different representations of the contextual inputs. Meanwhile, although much research
on linguistic prediction has studied the outputs of prediction, little is known about the
nature of output representations. For example, although the N400 has been taken to
reflect lexical semantic memory access and can potentially reveal how prediction
facilitates access to restored lexical semantic representations, there remain many

fundamental questions about the nature of lexical semantic representations.

Further, future work will need to take into account the complex mappings
between empirical measurements and mental representations. For example, individual
words are convenient unit for measure predictability, but they might not be stored as
individual units in long-term semantic memory. Research on sentence comprehension
often uses individual words as units of prediction and has abstracted away from any
potential relationships among different words (Roland, Yun, Koenig & Mauner, 2012).
The predictability of a word in a sentence is commonly operationalized as the probability
of that word given its preceding words. The probability is distributed over a hypothesis
space that contains all possible lexical items, which is analogous to a lexicon. However,

most current models have assumed a hypothesis space that is not structured — each lexical
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item is a possible outcome and they bear no relationship with one another. For example,
if two words (e.g., ‘cookbook’ and ‘store’) have equally low probability in a given
context, then they would be assumed to be equally unpredictable, regardless of whether
one is more related to the word with the highest probability (e.g., ‘recipe’) than the other.
Crucially, such characterization of a word’s predictability would fail to capture the
observation that, despite matching cloze probabilities, words that are related to the most
expected word are processed more quickly and elicit a smaller N40O response than words
that are not (e.g., Federmeier & Kutas, 1999; Schwanenflugel & LaCount, 1988;
Schwanenflugel & Shoben, 1985; see also Roland et al., 2012). Therefore, in order to
better characterize the outputs of predictive computations future research should explore
how stimulus predictability may interact with the structure of the hypothesis space

(including, but not limited to the lexicon).

Qualitative linking hypothesis

Existing psycholinguistic research has devoted much attention to studying the
linking hypotheses between empirical measures (e.g., reading times and ERP components)
and underlying cognitive processes. The progress made in understanding the functional
significance of the N400 since its discovery (Kutas & Hillyard, 1980) has formed the
foundation for this dissertation and has greatly informed the study of linguistic prediction.
Future research will be needed to better understand the linking hypotheses for other
measures that may also be associated with prediction-related processes. For instance,
future research will need to formulate testable hypotheses about the functional
significance of the late frontal positivity and examine how it might be related to different

aspects of linguistic prediction (e.g., inhibition of disconfirmed predictions, updating
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current predictions). Meanwhile, the comparisons between ERP and EM results in
Chapter 5 suggest a tentative link between the P600 and regressive eye-movements in
reading comprehension. Future research will be needed to examine the relationships
between these measures more rigorously (e.g., via EM/EEG co-registration) and explore

the extent to which they reflect common underlying processes.

Quantitative linking hypotheses

Recent work has begun to establish a quantitative relationship between word
predictability and reading times. By combining large behavioral data-sets with
computational language modeling and non-parametric statistical techniques, Smith and
Levy (2013) found that the relationship between word predictability and reading time is
logarithmic across six orders of magnitude in estimated predictability. This means that
the reading time difference between a word with true probability 1 and a word with true
probability 0.1 is the same as the reading time difference between a word with true
probability 0.01 and a word with true probability 0.001. Since comprehenders are most
sensitive to differences in predictability at the low-end of the predictability scale, exactly
where data are sparse, the authors suggested that ‘in practice it is very difficult to assert
with confidence from cloze norms that two different sets of word/context pairs are truly
"equally" unpredictable in the sense that matters for real-time comprehension behavior’

(Smith & Levy, 2013, p.22).

Meanwhile, previous research has established that the amplitude of the N400 is
also inversely related to a word’s predictability and that the relation holds for a wide

range of cloze probabilities. However, the quantitative nature of this relationship has not

196



been established and a linear relationship is often implicitly or explicitly assumed (e.g.,
deLong et al., 2005). Although the results from a recent study that varied cloze
probability parametrically did not suggest a logarithmic relationship (Wlotko &
Federmeier, 2012; Figure 1, p.360), the exact quantitative relationship between the N400
and predictability may have profound implications for many existing findings. For
example, if the relationship between the N400 and predictability were in fact logarithmic,
then differences in the N400 between conditions that were ‘matched’ in terms of their
unpredictability (e.g., the related vs. unrelated unexpected target words in Federmeier &
Kutas, 1999) would potentially be attributable to small differences in predictability that
was not detected due to sparse data. This is because cloze data collected from 30-40
participants are not sensitive to small differences in predictability, e.g., a true probability
of 10” and 10 would both be “0% cloze”. Conversely, even ‘small’ difference in cloze
probability in unexpected items (e.g., 3% vs. “0%” cloze) would be expected to elicit a
large N400 effect. Therefore, even though existing evidence does not suggest that small
cloze difference will lead to large N400 effects (e.g., Federmeier et al., 2007; Wlotko &
Federmeier, 2012; Experiments 5 in Chapter 3), future research will need to establish the

quantitative relationship between the N400 and word predictability more precisely.

Prediction cost upon encountering disconfirming evidence

In Chapter 1 I suggested that the ability to anticipate upcoming language inputs
can help comprehenders process language more efficiently. However, given the
generative nature of language — an infinite number of expressions can be generated from
a limited set of elements — predictions are bound to be disconfirmed by the inputs at least

some of the time. Therefore, in the search for evidence for predictive mechanisms in
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language comprehension, researchers have often looked for evidence for (i) processing
benefits due to correct predictions and (ii) processing costs due to incorrect predictions

(for a review see Van Petten & Luka, 2012).

While the N400’s robust sensitivity to word predictability suggests that it is
modulated by the benefit of (partially) correct predictions (e.g., Federmeier et al., 2007,
2010; Kutas & Hillyard, 1984; Van Petten & Luka, 2012), evidence for processing costs
due to prediction errors has been more elusive. One candidate is the late frontal positivity
that has been observed in response to unexpected words that violate strong predictions
(e.g., Federmeier et al., 2007, 2010; Van Petten & Luka, 2012). Some have proposed that
this ERP component reflects revision processes that are triggered by unexpected inputs
when comprehenders engage predictive mechanisms during comprehension (e.g.,
Federmeier et al., 2010; Wlotko, Federmeier & Kutas, 2012; Wlotko, Lee & Federmeier,
2010). Although the results reported in this dissertation provide further evidence that
unexpected words that violate strong predictions elicit a late frontal positivity across
studies in English and Mandarin Chinese, future research will be needed to examine what
processes this component might reflect — Does it reflect processes that inhibit incorrect
predictions? Does it reflect processes that revise and/or update current prediction? Does it
predict comprehenders’ successes in processing further inputs after initial predictions

have been disconfirmed?

(More) direct evidence for predictive computations

In addition to processing costs that are associated with prediction error, the

computation of predictions itself may also incur processing costs. However, direct
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evidence for predictive computations (i.e., direct evidence showing when and where
predictions are being computed in the brain) has remained elusive. As I discussed in
Chapter 1, existing research has relied almost exclusively on evidence regarding the
processing consequences of prediction to draw inferences about the nature of predictive
computations. For example, many have drawn inferences about the output representations
of linguistic prediction based on sensitivity to different properties of the bottom-up input
(e.g., DeLong et al., 2005; Dikker et al., 2009; Dikker, Rabagliati, Farmer & Pylkkénen,
2010; Fedemeier & Kutas, 1999; Van Berkum et al., 2005; Wicha et al., 2004).
Meanwhile, the research reported in this dissertation draws inferences about the time
course of predictive computations by examining when facilitative effects of prediction
(N400 effects) emerge. This approach has been extremely useful and has led to many
important discoveries about the nature of linguistic prediction. However, since this
approach is bounded by measurable outcomes of predictive computations, it remains
extremely difficult, even with techniques that provide high temporal resolution, to
examine the intermediate computations involved (e.g., What are the intermediate steps
for mapping arguments’ lexical identity to verb prediction?) and how they unfold on a
smaller time scale (e.g., When is structural role information computed and how much
time does it take to compute verb prediction using such information?). Therefore, while
this approach will continue to allow new inferences about the properties of linguistic
prediction based on its processing consequences, future research will be needed to
develop other approaches that can provide more direct evidence for the computation of

linguistic prediction itself.
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6.5 General conclusion

In this dissertation I highlight the importance of the temporal dimension of
linguistic prediction and have presented the first evidence regarding how linguistic
prediction may develop in real time. Contrary to the widely held assumption that
contextual information can impact linguistic prediction as soon as it arises in the input,
the current results show that even prominent and unambiguous contextual information
may fail to impact linguistic prediction immediately. Further, I have provided initial
evidence that different sources of contextual information may impact predictive
computations on a different time scale. More generally, I present a research framework

for studying the ingredients and steps involved in predictive computations.
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Appendix (Experimental materials)

Experiment 1

a - Animacy-congruous, Combinable (Control)

b - Animacy-violated, Combinable (Role-reversed)
¢ - Animacy-congruous, Non-combinable

d - Animacy-violated, Non-combinable

The animacy-congruous conditions shared the same set of verbs, all of which freely allow
inanimate direct objects. The animacy-violated conditions shared a different set of verbs. The verbs in these
two conditions are accurately described as 'animacy incongruous', but post-test searches suggested that the
incongruity may be graded for some verbs. 80% of verbs straightforwardly disallowed inanimate objects.
Of the remainder, 10% had a strong bias against inanimate objects, and the other 10% had a weaker bias
against inanimate objects.
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FEIIRE T RIR HOE T 25, AN Bt KRR

FEIRE 8 RIR 3 17 Z2JF, ANt Kk,

15 AR HIET 40 WA 25 T 25, K5 AR AR

fE 2R HIET 40 WA IR T 25, KR RE B

fE 2R HIETF 10 WA PHR T )5, KRS AR AR

FE R HIET 48 WA R T 20, K AR IRE

FE AP N T ISR P T Z2a, K #ARKE.

FE RPN L ISCE R IR T Z2Ja, R IRKE.

fERWAN LI Fh T ZJa, KX #ARKE.

FE PPN IBCE R FRE T 2 e, KR #ARKE.

FE IBAHOM 8 X B HE YR T 25, B B IEK 1.

FE AR G IXELMH 3 7 A, E IR B IER T

FE IBAHOM A8 IX B2 BT ZJa, BN R 1

FE AN HE X B ME SEIE T 2R, HIR B AER T

FE e BN o3 8 @A T T 25, BN W oR3E T .

FE R A 53 0 SR R T ZJE, HON ot RER T .

FE BN b1 8 A G108 T ZJE, BN W OR3E T .

5 TP BN o3 0 @A RIS T 25, BN W kIR T .

£ XA 48 BLEIEYE 8% 1 25, IEA At R T

FE AU 8 IRLEESE 4RIE T 25, EA K T .

£ XA 4E ALEIEYE $TW 7 25, UEA b R T

8 XANRIE 48 LIRSS IR T 25, UEA R T

fE X ALEsh 5 8 HALR AT T 25, AR 2 AR iR T .
£ XAz ah b1 8 AR IMA T 25, WAk 48 AW iR T
£ XALssh i 8 A LRAEE T 25, AR 72 ARih 5 T .
fE X ALIEE 5y 8 L BRI T 2R, AR AE AT R T .
75 By 48 JESE SR T 2R, BT Rt ROT A

£ Bt or 7 8 JESE SR T 2 Jm, BT B JRIT R

15 Bt or 1 A8 JESR B T 2, BT BRIT R

15 Betior 1 8 JESR R T 2 e, BT B RIT A

FE APk 48 AE S T T 25, AR #R 2 T — 1
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45b.
45c.
45d.
46a.
46b.
46c.
46d.
47a.
47b.
47c.
47d.
48a.
48b.
48c.
48d.
49a.
49b.
49c.
49d.
50a.
50b.
50c.
50d.
51a.
51b.
51c.
51d.
52a.
52b.
52c.
52d.
53a.
53b.
53c.
53d.
54a.
54b.
54c.
54d.
55a.
55b.
55c.
55d.
56a.
56b.
56¢.
56d.
57a.
57b.

FE BB 8 IS JE T 25,
£E IR 8 T ES 7k T 25,
FE B EBE 8 RIS B R/ T 25,

POUNE A
RN 0 T
POUNE A

FE PR 0 S s 893 T 2R, Rt ST T

FE W 0 B R IR T 2R, ROt RSE T

£ BT 30 Al i Wl 7 s, ROt RTE T

FE RS 10 i R 7 2R, Rt R5E T

FE A9k L FR AR T ZJF, R BT KT
FE AP 0 PRI P T 2 A, R TS KT .
FE IR JkE R B LT e, R BIHE KT
FE A9 PR ABR T 2 A, R TS KT .
£ T 25, BN BT .
fEREEIL I T 2R, B BT T

fE AL BT T 25, BN BT .

£ RS AE BT AR T 2, B BT T
EREFRR e BET 25, FmmtkET.

£ RET 0 2w /T 2, Bt KAET
f£RGET W 2w iatw 7 25, Bt KET .

£ BRET A gl it 7 25, ot KAET

E SXANUE R AT I SO 8 T 25
FE XA A8 A S B T 25,
E XA R AE AR SO 12t T 25
12 XA AE RSO FHB T ZE,

5t T .
St {5 T
Tt e T .
St 115 1 -

FE T OKEE T 48 G KR 57 B 7 Z A, B3R B T
£ W UKEE T 4 X oK 05 7 2 Ja,  HgE B B 7.
FE T UKEFF 48 ARG UKEE 3T 1 2 )5, LR3E At 1T 1.
FE T UKEFF 48 G UKEE TMA T 25, LR3E At &1F 1.
fE R TN A8 IR 0L T 25, Kb st s T T
FE REE TN A8 IR AT #ifh 1 2 )5, Kbt JFas Tl T
FE R TN AE IXHARA FT0F T 2 )5, RE st JHis TR T
R TN A8 XA e T 25, Kb st s T T
£ BRI T 8 XA I 1 A, PRA R T .
£ BEAG IR T 0 XA 263 T 25, PPH b shER T .
FE PEISIRIE T 0 XM By 2, VAt sk 1.
£ BEASIRIE T 0 XM 0l 17 2, VAt sk 1.
£ RATRBE G I BRE 1T0F 7 205, ARl IR 1
B RAT R b1 8 PR Z(E T ZJa, At XK 1
FERATRE Y B B8 1K T ZJa, At KRR 1o
FE AT O3 8 Bk FRIE T 205, AR b XRIFER T

12 BN AL PR BT Za, ZARK 8 TH6E 20 T .
FE BB N B SRF A BE T 25, ZRK B TH6 W T
RGBT N I S e B T Z)a,  ZRK 8 TR W T .
FE BB N 8 SR TR T 25, ZRK B THG 20 T

FEAANHBE 53 3 ZI K ANK T 25, KK AR AR
FE AN B 01 18 Ik Bt 7 25, KK #R AERE
FE NI 03 3 Xk R0 T 25, KK AR AR
2 AR 1 8 XK LT Z)a, KRS AR
FE IR /INZ AT IR R T ZJa, It AT .
FEAN/INZ 8 IREEPURL Rl T 25, BTt AT
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57
57
58

c. fEMANZ AL XEFRL F BT A, I AT
d. £ AA/INZ 8 XEHURL MR T 2 JF, I R RS T .
a. f£ F/NHE I K B T Za, KB R T

58b. fE E/NH 8 MK FHE T ZJE,  RFH B R T .

58
58
59

59
59
60

c. fE F/NGE  FK 8T A, KB Bk R T
d. f£ F/AHAE MK &S T 25, RFH st ik 1.

a. fE XN JE ATV BRI T A, ATE0 B BOE 1.
59b. £ XANEMNE A A eI SR T Z)E, 4730 BB T .
c. fE XAENE T AU 58 1T e, ATEh at BUE 1.
d. £ XAEME 18 A eI R T 2 e, AT B BUH T

a. fE XML RN 28 T 2 )5, BN FET .

60b. £ X k/Mi B AR BAE T ZJa, EAN A FIHK T .

60
60

c. fE XA AL RN dlif 7 2 )5, BN EET .
d. £ X/ A8 BN IR T 25, BN B EIK T

Experiment 2

la.
1b.
2a.
2b.
3a.
3b.
4a.
4b.
Sa.
5b.
6a.
6b.
7a.
7b.
8a.
8b.
9a.

9b
10

11

12

a - Canonical control
b - Role-reversed (Animacy-congruous)

f£ RS AL MR T Z )5, A s R T .

FE WA KRR BRIE T e, AN 0AR ST .

£ HALRIAL A8 BN 1805 7 e, /ham Bt SLED R
5 BN 8 MALEINL 3 T 205, /s st SLED HRE
FE AR AL XA %7 25, WK KRBT .

FE XIS WA ER 7 25, PO k2T

FE BRI XA 404 7 25, RE s R T .
FE XL HE BRI $04 7 2 a, R st &% 1.

f£ 2R I &M RN T Z)5, Rttt &R 7.
£ &t A 2 WRIB T 205, R AR T .

£ P HE KI5 IR 7 2 e, KRS #H AR AR A .
- AE TSR AE I IR T 2 0E, KFK AR R A .

a. fE XN IR Y dis8 7 2Ja, REB IS TR T .
10b. £ AR S B XA ke 1 Z e, Kbt e TR T
a. £ X REH AE AR W2 1 2, AT AR AR FE .
1ib. £ SRR $8 X e ok 17 25, %741 #ARFH .

a. f£ REF L MRGURSM GEE T 2Ja, EERIRWEE.

12b. 72 AP I8 REFHE T )5, EER R,
13a. £8 (T2 XAMIUL FRR T A, RFE A Rk
13b. 7E XL M2 FRR T 25, KRS #RARMAR I -
14a. £ ARG 4E RAZILIBMET Z)5, Rt T,
14b. 7£ X)L AAORA 30E T )5, Rt R7E T

FE BN AE XA G T 2 h, R B8 A AL T .
FE XA B XN G T 2R, BRK o B8 A REL T

FE X ki@t 4G NIRRT 2, o ek 1.
FE BAIRE 8 XK@t gl 7 2 )a, Bt iR T .

£ BB 8 R IRIF T 25, N mXAS AR,
FE RS/ A8 BER IR T 25, /N m%AS AT,
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15a. 7F REMGEES 4 /NBESS A T 25, TAZRG Bt A SHHO0 T .
15b. 76 /NRES 08 REAN DU K45 T 25, TR B A SO T
16a. 7E ARFTIE I R/NG IET 2 )5, KBH &R T .

16b. 7E HEH/NG 8 AESLTRE e T 2 f5, KFH Bt R T .

17a. 78 KM 4 IBBZ MR T 205, AN #f ARG

17b. 7E HSBAEZ 48 L KH WRIR T 25, AN AR ARG

18a. 7E MKEF R 8 MATFR AL T 25, ZH 5t ek T .
18b. 7E AR #8 ASKAET R N T 2 /5, W 8t mik T .
19a. 7F 1% N 0E 40 ARLemmg iz 7 2 J5, KRB TR T .
19b. 7F AReelg 40 X it 24 7 25, KRIbt HFis PR T .
20a. {E ABNEFRE 48 XBEE T FIH T 205, AN # RS

20b. 7E XHFE T 0 AU RE T 25, AN #B AR

21a. T HEMR I XA T MY T 2E, KK MIREM.

21b. 7F XFFA T 0 MR 5057 T 25, KK & IR,

22a. 7E HFFEA 48 XIfE %537 25, Fmat RAET .

22b. 7E WIFEHE BHEFEAN 25 T 25, Hmat RET .

23a. TE EFSIH A AN R T 25, KK # A sFE 0.

23b. 7E AN B ERIT BB T 25, KK &8 A AEN.

24a. fE TR XL T BET 25, AN EB LT 5.

24b. 1E XL T TR FELT 25, A &z 7 —1.

25a. fE ERR AW ARET 25, AN #IRED.

25b. fE AN B ERRIBET Z2J5, N #B IRE M.

26a. TE IO BT0E 48 IS/ M 25307 7 2 5, Kbt P T T .
26b. TE ARk 48 IBAL R 255 T 2 Ja, Kb B JFA TR T .
27a. {E VR R IR S8 T 25, KK H AR IR A .

27b. 1E IAIFHRH 0P ST 2Ja, RS # IR A

28a. TE MR K A G EET 25, HE M KAET.

28b. fF ZAY T AR K BEE T Z)E, MR B RET .

29a. 7F KHEF 8 sl K 7 2 f5, HAERS 8t B 7.

20b. TF @M 40 KT Kee 7 2 )5, HARH G BT

30a. 7E ARGIp N 8 XLy IR T 205, &EFH B RIT T .
30b. fF XEeEE WA #WCL T 2)E, B ot BT .
3la. T XANHE 0 X4 R T 2fE, HAEE &z 7 5.
31b. 7 XS 0 XANEE MFH T 2 E, HAEA Az T
32a. TE BEAIN /N ABET ZJE, AN #ARIZ .

32b. 7R /MK SR AN AET 25, AN ZB AR

33a. {F FAFE G 8 X EEsh) W T 25, KR st YR T .

33b. 7E XL TR W T 25, KBH B ELT .

3da. 1E B B RE BT 2E, AN #IREM.

34b. fE RE B EW BT 2h, A # RS,

35a. 1E SN I8 EiEs HEl— PN 25, Rt IR BT
35b. 7E HHEM A SN HES BN 25, R Et TR IR T .

36a. £ %%?/)Fﬁ WAL ITT 25, AN EEE.

36b. 7E AR I AR T 25, SN EEE.

37a. 1 %B’P@% foWHRD w7 Nk 2, AN EEE.
37b. 7F MHR D 8 WA mEE m TR 25, N #EEE.
38a. fF Wi 8 XSRS PR T ZJE, AN B IRE .

38b. 7F XKL B YR T 25, AN #IRE .

39a. fE /Nofop 0 KR R T 25, Kbt JFe TR T .
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39b.
40a.
40b.
4]a.
41b.
42a.
42b.
43a.
43b.
44a.
44b.
45a.
45b.
46a.
46b.
47a.
47b.
48a.
48b.
49a.
49b.
50a.
50b.
51a.
51b.
52a.
52b.
53a.
53b.
54a.
54b.
55a.
55b.
56a.
56b.
57a.
57b.
58a.
58b.
59a.
59b.
60a.
60b.

FE m KRR N2 R T 2R, RE SIS TR T .
FE AN B G AW PRk 7 2 Ja, KB At v 7.
£ — R0 AT AN PRk 7 2 A, KBH B v 7.
FE XA AE A2 R T 2 A, KR AR RBUE.
fE A2 A R E S BOR T 2, KEH 4&?”5‘0
FERXANEE LN AR T 25, AN # AR

FE BN A ANEE HIR T 205, AN #B ARG i&o

£ Rk 8 48 HEE 7 2 m, B B sk 1.

£ G0 RA HER 7 2 m, ER BE ER T .

FE AT 48 N0 I T 2R, /N it AR T

FE /NS 2 8 IRASES I T ZJa, R e AR T .

FE AR R BAMOL TR T ZJa, AN # R &%
FE AL HE AN REER WGR T ZJa, AN AR RE.
£ AT F AR MAMRN bk T 25, HRE 8 KE T
FEMARN AL 2 TF Lk T )5, W= B RET .
FEMMERN LA BIRT ZJa,  KF A el

£ NS BN BT Z)E, RS .

FE AN AE MAER T 25, KBt ¥l 1

FE AR AE AN EAR T 25, KBt &l 1

FE RLEXGE 38 N 98ME T 25, Rt KAET .

£ N 38 REEXIGE 98 T 25, MR At RAET .

FE RBLITE 4T A 2A4E BEIREM T 205, AN AR AR %o
FE A28 HE VLU JEIRAM T 25, AN #B RS
FE DB HE RN IR T 25, Rt THR 2R T .
FE RPN AT DEEBEA IR T 25, KRt at IHs 2% 7
FE AT 8 Lo 03 268y 1 2, AN #8 BeSe .

£ Lol b3 8 AT 268 17 2 )5, AN #R St

FE A EN AT IV R T 25, KFH Bt %l T

£ BRI SE A EN R T 25, KAt &L T .

TE A DA TSN s 7 2 J5, AN & T —HA.
12 RTTREANY 8 A L ANE T 25, AN # R T — 1.

f£RREF AT MR #5017 2 )5, Kbt JHa T T
fE MR B IS KRR B0 7 2, Kb st I TR T
12 B 538 BRI ROER T 205, AN AR AR .

15 W/ 38 B 5 ROk T 205, AN AR R .

FE AZEENT AL AN Fo 1 Za,  HARE N # A mHL.
FE AN AE F2 B 98 7 <A, HAhE N # A RO
FE IRAGFRE 48 R K 7 25, AN AR REG.

5 R 8 AR W T 25, AR #B ARE G

FE AR AE M BT ZJa, AN #ELR T .
A L MM R BT 25, FrA N #ESKR T .
FE RAEREE 8 XPEBRRE KB T 2 )5, ERBARIUSON #8001 .
FE IXPEERIE 48 AAERE B T Z )5, BRBARION 5850 1

Experiment 3

a - Canonical control
b - Role-reversed (Animacy-congruous)
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High predictability

la. Wy, B IT BRI % 1 Lla eS| ARG k.
Ib. #Frh, RS I8 JER % 7 WU 28] ARG rek.
2a. B Ve, PG IR BRI ERCT Bk, R BT At

2b. B T e Ja,  HR BN JE BT RO T R, IR BT et

3a. Mg b, AN AEMARGESR T Z)E fE RIS 0.

3b. i b, WA B NHLIESR T A 8 RIE .

da e AR, FMEAE BCT iR TR, IR AR Bhd

4b LA, T I8 T R TR, IR T Shi.

Sa. i, RUE G AU BAEIKE Kol 2R B, BON T KSEHE.
5b. W, AR I Bk R okt BIE B, Oy T RS,
6a. feir, Ebn 8 MR T80 T LA T ORIk

6b. MUt T 4E ks 756 T BUE T RS

Ta. LA, BASEZR SRR S m ROk LUR (€ 2R R £ E R
7b. EANA L RHER S 8 AN E S m Tk B 8 SZED R AR mE R
8a. B JLR, BRI Kiid & IR I 23] 7 EEE.

8b. ALK, RERD 20 BR kIR JF X8 T BER.

9a. £, FEARK LMW BE LUs o BT .

9b. £4F, MARA L EAKIGE LG F dE 1BIRT .

10a. Bpox b, AT 0L 3 R 25 IR KR, &b EFEHED).
10b. B2 b, OREE 8 M 5 84S IR RAR, A EREE,
Tla WERME I, 508 AT MERCT ok, BT RNk,

11b. FERRE E, AT I 5 R T Hisk, T BONgekk.

12a. Z4E4), ATHE L MR 8 7 U5 B2 RKT .

12b. B4, MR IEATHE W 7 LR [ B2 RKT .

13a WERME b, E5 0 /M 0T [IER, JF 20 7 b —Bi.
13b. WERME b, /M 18 B I0 T &R, JF Bl 1 fh s
14a. Bk, G IE L0E R TS 1IR3, 3RS AW B3
14b. E—k, i o1 f8 G RE $T445 1R3E,  3R1G A0 35
15a. FAEH,  PHL R L HHEE SOk IF MR T A.

15b. FF2F,  BIHE 48 WAL 5K Uik IF ECT A

16a. Jaok, {0 XANIUL WIR)E IF 4l Al BT T /M.
16b. Jaok, XAMULIE (2% WER)a JF e i BT 7 /MG

17a. #e, AR 3 £7 A2k 1 Fldk, b A AT A RE R A
17b. Wefirp, 7 48 AR AR T F i, R R NATE AR R A

18a. EANH, $RFIM 4 ACERARRS 1 F ok LUa P8 48 2280 S E.
18b. EANT,  ARHEARG 3T S5 40Tk LUE B £E 880 S k.
19a. WER, RANEIZ 8 B L #EAS A5 5238, [F2AT 4 WA g,
19b. ER,  ARFJL 8 A EZK mfG B 5838, R0 # A S,
20a. HrH, A AUL R B, JFH gt fh B2

20b. e, UL E 2R GUF B, JFH Ml B

2la WER, BRZEmIML AL BN i 1 LUR LRI 3E A 2] BRBe 4L,

21b. FER, BN A SRl 45 1 B SrED 3 Al 2 BB BaL.

22a. WA, X RAAEM HE IR A RREE 1215 3E IR BB #RE T

22b. WA, SRR 8 X AAEM iaAT R KB A R T .

23a. U, BRI HAYRA KRR 1R, Pk i k.

23b. HIEEH, ARG B T R K, Bk W k.
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24a. YL, U A BBE WA MATCIR,  FeRIE L TER.
24b. Y], HREH AR B AT, FRIRIE 26 ToER.
25a. HUE AR, RN HE ERE R FR B g E, AR
25b. HIFEH,  FERE A0 R A ORER) FEE R, AT
26a. HIJLKR, KME &7 Befi 1 LUE — R 4 AF #ER.

26b. BIJLR, #7 H8 KM i 7 Ua — K #AE BER

27a. K, W IE HR M 1 BUE fE R T .

27b. £AE, TR 4FR B 1 DUR (F AT T .

28a. FAEM, KEEBZR L RLEZ R K T4, JFH T K Bl il .
28b. RN, MEEZR L KBELHK K T, JFH T KRZ L.

29a. KM, AR A LW IREF LUE OB 0 AL

29b. KM, WA AL BN R4 BUE OB 0 FiAd.

30a. L], XRHE HiEN RIE £ PR b, R RERR T .

30b. A, HFEA 48 X0 R0 AE R L, R RTERE T

3la. {7, S9ECHE KRR T —H, AR B e & .

31b. WA, KRR AT T —H, W e g4 % R E.

32a. WER, AR AL SR ATIE T LUR (F 7 26 )5 JLE 7.

32b. HER, B4 AE AR FTAE T LA F 1 &8 i —%

33a. WER, FEAN T KIS 37K DU & SZED 328 AREFI Hrek.

33b. FER, KB HE AN TR LS 8 SZRD 28] R k.

3da. IXELEER, YT T W5 YIRS B — N R R

34b. IXEEEER,  PiF I PIE I PR B — RN —HF 3Ty,

35a. FREW, VEE T IBAEN HISER UE W) ARZ SO .
35b. FEH, AN IEE AL UG WrEl R2 RO A E .
36a. i L, /N HE BOKER O B KB, B R

36b. M b, R R NI BOR BORER, OB R

37a. WERMG b, R 38 W JIUE 1 JFH SCR1 A7 e .

37b. WERME b, WAL 48 % IIUE T FF B SZE) A el e .

38a. HURLHY, MOA T R 3R AR 3 b, I AR BT L BETE
38b. Mg, AU A8 MoK R AR L b, R AR BOIT R BETE.
39a. e, PR HE ORSHR A VAL LUE 3R RO AR RO
39b. M, RS 18 O HEERAE JREF UG 58K RGO M R .
40a. LM, BB BKAMIREFIE R B AR EN KRR

40b. A, RS I BER RS K e &R B R

4la. BRI, HPTRE BAE R W ok, A A 2T &
41b. R, A 8P R BT K, BE AT E
42a. WER T4, Mk 4E WK el 208, JF B0F &R R A
42b. WERTNA, IR 8 ER al 2 R, JF B SR AR
43a WER,  BEARINAE A6 2E UUa 2k #8 AR%

43b. FER,  FI6G 48 BEARIN AZE LLE 430k A 1R %

44, WER, Z5K L FHR MK T8 T, 58 IR B/,

44b. WER, FHRAE ZIKEK TE T, wS IRAE ot

45a. WERME I, EJ7 8 BEJ0 IIUE 1 UG SZED AR IR P

45b. FERME b, BEJ0 4E &7 9T 1 LU SERD e IR T,

46a. IR, RASEE HE DB AT T —0,  HAl 21 #4045 ABUER
46b. FER, /N2 48 AANER 1T 17 0L HAb 27 # 1S s~
47a. R, XUCEF S 48 B T ROk, MH BR T M.

47b. ERM, RO AE XULEF S T Rk, MH BR T — M.

48a. WER T4, 218 4 B9 wgds 1 LS WET .
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48b. MER T, BPX0 8 28 vads 7 Ua 8 KE T,

49a. MCHE, RPN R T BUR i &I 7.

49b. W R, SEINHE 217 ORSE T LS MR BT T .

50a. K, EAAMH I et o MET s, JF He bR K.

50b. AR, e 4 2 RAE Rt ML, JF #e b B UK.

5la. B, BRI KR ZE DT 22y, +9 505
51b. BRI, R ER ZE 27 22wy, +0 A5t
52a. FfE, REEAGE IE N RE T UUR € 5 BJ5 IT fadk.
52b. FHfEA, AL LA GE R FH T LR £ 5 & RIT Mk
53a. B, A IS NGRS IR T R H AW FRAE M & Al
53b. Z4E, NG IR SRR IR T R H &% 1Rl A % AR
54a. WERHE b, Wil 3 SCEMR TS & # B Z T .

54b. WERME L, 3R 4T iRl NS 32 8 AB i 1.

55a. W, AR B IR N OEA KE T, LG #R T
55b. WA, AR N GG BB IEMS KB T, O TR T,
56a. K4, AR AT AFRERR RIC A #55, BT BT IRA A B,

56b. Z4F, ARAETR T NI RIL A H5, B AT RA A BE.

57a fBUi, BT R AT AR E LG 4RE: 16 R0

57b AU, I 8 B STARE LUE 4R8: ZER T

58a. WA, ARR 8 J34% PRE) AR M b, AKE R B R LT
58b. W14, HE AT R TME FE b, ANEDIE OB R % T
59a. EAMH, RS RIS B R JRE R A BB E .
59b. EANA L BRGRA IE RE S Y TR IF B ARAG B E .
60a. UL, bR B4 48 2R iR 7 205 k) R T e

60b. HLEZH, BT SRR IR T 25 R R T E.

Low predictability

6la. FHF2d, AFHRE 8 2T HIR T LU KK 4 Mflia— <.
61b. FeE4r, R+ 40 ERE SR T DU KK A B — 1<,
62a. W T, PR E AT VAR R Ok, BT EEMHEE
62b. W,  ERVE RO U BRI RE R, BEAT EEMHEE.
63a. WER, FROIEIA 4 &t #F 1 —%&, i o .

63b. FER, 00 30 BALEE Bf 7 —3&%, i+ Wi,

64a. FREE, AATHE & i3k T 25 it s Rt.

64b. AL4E, I8 AR T 25 B FeE R,

65a. B, I PN T AL B R, JEH Ui BRI
65b. B H, A E KRN BB RYX, IR iR BRI,
66a. A, TUE EAH K BES SARE, BT Adr pik.
66b. FRAE, BEHEKR M AHE BHFES ST, Bl T Blr B,
67a. 4K, FRE AL BGE T 25 B2 e HE T .

67b. MK, AR ERAE BUE T 25 2 e HE T -

68a. AR, fHHHE EIPZ EI T ER T T #H.

68b. bR, VR AR I T LW T #IH.

69a. IXBLIT ], S 40 B 55T &, o

69b. IXBLASTH], BT L A0 S BRI T —F, o b

70a. FER, JEN 8 SHigM WM T DU (8 HAN TS T .

70b. WER, M RSN AR T LU HAN TR T .

Tla. B4, FP 0 EH KBS MaREE T, 153 A0 irk.
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71b. Z4F,  EH E S RS MR . SR A arkb.

72a. EARH, fBENEEURIN 3T &, JF TR T MR HEE.
72b. EANH, BURBLIE BN QBT 3, JF PR BT dEe R

T3a. WCFEH, WA B RET 24, SE D HEEERT.
73b. WeHEH, EH AN RMET 2%, RE M EBRET.
T4a HER, BJE 48 B 45T —@, JEH AT K BT,
74b. HER, Bl dE BE AT —W, FFH AFFT i AT
75a. BIJLR, ool 48 B0 ST B A B .

75b. I JLK, Bzﬁﬂaa 851 LT B N B .

76a. FAEM, AR IR 6 T ik i, — AW A%,

76b. FEM, iz T 8 AOROK iR #ir, — W AR

77a. 5K, TNIEBAEAN &L kEE, ZTEFE AE.

770. 5K, AN T &5 B iR, ZE R A,

78a. HFEF, BREEAZTAE W Ik, HHHFET.

78b. WY, ASAFE I BEE T bk, HFHHET.

79a. EWE,  BEAIE AANRAE KSR AT, = A B F.

79b. ER,  IASIAE 08 BE R AT, =4 BF

80a. A, ZARXKIE MK ET & A, £ FRKA 4 #Hi.
80b. AW, MK i ZARK ET 7E A, M EKN T4 H.
8la. FER, - 8 fike Il 24 FEH 33| K L.

81b. WERK, e 48 4+ w4l 224 3+ H B3] K L.

82a. WER, /MNMZICMAW BT 25, #lER T mT.

82b. WER, R/ RINT 2J5, AL S5 T .

83a. IXHEY], HbE N E L S2gh T AR, AR R BA.

83b. XA, FL U M SEA T AR, M RE #F.

84a. HFLHL, WU 8 HrAE )L B3 T OAE O U1, O R4

84b. HFZE, )L WM BHE T E B 10, O 4.

85a. WER, FREMGWOUS 8 /NBEAS A2 1 ROk, RS #6 Mt 83 1R =%,
85b. MEK, /J\ﬁ%a foRERE OIS AR T ROR, KK #F ik R R E.
86a. K, W RER H{ET AEE, YR 1145 JLHE.
86b. ALK, REXR 2 9T AEE, e 1S L.
87a. 5 K, SANUTR U X BT GRAE NERE, ik A1 T 8iE.
87b. FE K, IXFERET U AU AR ANEREE, ik ] T RIS
88a. ALK, DAY 48 AR KT LU & Ak, HEIN ARSI,
88b. MK, AR 8 38 Z KT LG & ANE, EI ARG
89a. AP4E, M7 E U EAH WA T LUE S AR

89b. AL4E, *é*a o H R M T DU RS AR

90a. HLEZHL, 4k 48 AT B T DUE Bt B REET .

90b. FHEFZHEL, AL T 2448 BT DUE st BRSE T .

9la. FER, /NeBzf B i+ W T DU T R BT &8 9)5.
91b. WER, W1 48 /Nepzh WEET LG 4018 R BT 8¢ 5.
92a. LM, FAERNVA: B AR RgE T 3 B SR A
92b. FAEM, FAEARIE A A B64E T —F wh BE T 2.
93a. WA, FZEENT 4 2% B9 T LU T B

93b. NI, Zi% 8 BT 159E T LUE A 8.

94a. X, EE AN BIE T LS KK &6 R e,

94b. K4, HAim N 8 mE HET DU KK # R E.

95a. fLIAU, K7 8ttt $Ek N BB ILNBAI K.

95b. fEE UL, e B E IR 0N LN K
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96a. JLRHT, /M E ALz BT BIx 288, &3 KK T — ik,
96b. JLRHT, ALz 3 Mk BT I 2481, I F KR W2 T iR
97a. FREW, REOUR T BB K 7 JFH FIE T A AR .
97b. EEM, IMABCE ERKOUR B 7 IFE HIE T KA E IR

98a. LK, WA 1L 507 2 )5 it & 1 EW.

98b. MK, [TEAE AISEAD 51T ZJa Wt 3E 1T £,

99a. L b, BE L RAGA T OF JLHF.

9%. Hs b, R BH giia 1 O JLTHE.

100a. V5 Al £, 53 8 E5o0E Wkl T &, o 2.
100b. Vil B, HEZCH 48 8 W T —&, 0 2L
101a. X4, BT HH BCKRR T, B fELER.
101b. X —4F, HH € HEMWBCLER T, HZ AfEUER.

102a. £4A], X048 ¥R Ik 1 & — B iR, (HA2 IR .

102b. ZAEHT,  BERG # Zx] IR T G —BU I TE],  HR R BRI

103a. LAY, BREEMR T XA T 25 7 —&, X ik KK #AREE S,
103b. E2 S, KRG TG B R T 3, X ik KR AL REZES.
104a. NI, AASENIE RN T4 T &, K5 A4 JF0i i,
104b. {7, AR/ FE A ENITH T 3, )5 4 TR0 i,
105a. B2, TR AE RS A% T A, A8 SIS i Bl
105b. E2S, RS R R 88 T AN, A RS R Bl

106a. 5 LU, 2 PN AT LUa B AT .
106b. 5 L3, B\ 48 BAER B4 T MG (E BER SUR T .
107a. FER,  #HZx € T Sh 1 —3F 2Ja IE st JHia 1.
107b. WER, BT 48 ¥k wdih 1 — & )5 LL3E BTG 1o
108a. MR, gPE=aod 30 fh il ¥ LU 517 — il .
108b. MR, it 3 FEES T T DU 5 7 il

109a. IXJLFER, 555 48 Ah7 FE3h 1 (HA2 i 35015 2 BT =0R1.
109b. X JLEESR,  fhy 8 5555 I 1 EE i 515 A& BELAT AR M.

110a. BE £, SCBEIE £ WEHE T LS 4 e i RS — T
110b. M b, £ 38 R} MthE © LUs 4 6 i RE — T
1la. E2M, LT LA Z T 28 Bk T

111b. EEM, FfFBA4E LT 2T 25 mt ik 1.

112a. I E, 07478 Q900 sast © —3, il AR A
112b. G, W00 38 #2540 el 1 — 3%, 30 R .
113a. WER N, 959 48 fhie WA 1 DUE # 21) JR b /.
113b. WERTF,  fhEc 48 W95 iR 1 LU 36 21 K b /NEE
114a. 0K, T8 SKEAE ITER 1 LUR 915 IRHTIR .
114b. AR, FKEARAE TR ITER 7 LUR 55 IRUHE .

115a. Jaok, JRAcfrie N 48 BAKE g2 Lk, Wfs T KRR SCkk.
115b. sk, BHELHE JERARIEN Sz LOE, BfS T KM SR
116a. MK, AR A F#EMN RH T —FK, WY T L& BN iE.
116b. ALK, AT MO R 17—, P 7 L SR .
117a. BREFHE, R0 RI 8 /M WA BUS 2 —iE 2 A Bob 7.
1170, BERBEME, /N HE AR IE W DUR 8 —i& 2 Ak 8P 7.

118a. iIXJLKR, WA EWR ERT A —H &A K.
118b. IXJLR, EHIE W34 & T A —H &f RKIL.

119a. 4,  Sgmi 0 IR L 40 o —&M R, JF T —285k.
119b. 247, JBRURE )L 8 S gmil #R40 B —ZWIE,  JF By — 2%k
120a. R, AAL5TIE H IBK /M 1848 T A8 JE JF 48 4t 4r g IR
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120b. ABR,  ARSE/N 4 ARAL BT 3845 1 <& JF 6 db 45 b TR

Experiment 4

a — Short distance, canonical control
b — Short distance, Role-reversed (Animacy-congruous)
¢ — Long distance, canonical control
d — Long distance, Role-reversed (Animacy-congruous)

la. PR, IALEM HE A RRE 1215 & IR PE #RE T

Ib. AR T4, SRR 8 X e iofs R HE A B T

Le. X e 48 AR A RRAE £ PR TR W24 & R R #ORE T

1d. AR ARRAE 32 X RAEH £ R T iofs 3 R HE A& I .

2a. WERHE b, TR mIHLAE B8N il 1 BUE SR IE il 21 BB 4L,
2b. FERHE F,  #g N 38 SR4EmIbL 0 1 DUa SZED 3% il 2] BRRe AL,
2¢. BRHEANL AL BN £ WERBE B 3805 7 LUE LRI 3% A 2 BB L.
2d. BN I SR 4R AL AR WERRE b 384 1 BUE SEED GE Al 21 BB BaL.
3a. KRR, EEFILIOL YR M, JFH Ml L.

3b. KEFKR, UL BEXR YR MK, JFH b B2,

3c. BEFR L AUL £ BHFEFER IIF BIR, IFH M £

3d. UL IE BB K £ EFEHFER YR MK, JFH it L7

da WERF B, HEENAE R R B L gk, ARAMCEK .

4b. FERF L, FRE JC MR B R BR B IZE,  ATEAC.

de. RN AE ERE AR WERF LGRS SR gss,  ATEAMT.

4d. FREAC HOEN AR PER BB R B 125, AFEATR.

Sa. BETLH, 4Fe 8 BE WS MATEH,  FeIRE 2k kLR,

5b. KERH, BEHE I U PafT IWATCH,  FRIR () 2 TERR.

Sc. WP 8 BRE £ KREDH WS AT, FeiRiE L TER.

5d. B U AP AE LI WA AT, SRIRIE) 26X ER.

6a. LR, TR ICALGIRN R T EEK, Bk W S
6b. PR, AR TR MR TR, Pk W L.
6c. TR ML ALY AE LR BRE T kR, Bk W 1Lk
6d. L4 N 4L L fF LW BRE 1 R, Pk R L.
Ta. LR, K E i T s — R #AE #ER

7b. FRW, % A8 K 1 BE R A A .

Te. KA HE 7 fE LRI 17 UUs — K #AE B

7d. 7 A8 KA AR BRI A T MR K A AE BER.

8a. MERME I, KB 8 L B K 4%, FFH T K
8b. WERHE £, ALEZ R I KEER WK T, JFH T KR
8c. KL L ABLLZ I AE MERBEE K TiF, FFH T KE
9a. KK, WA 4 TR M 1 BUE fE RAAIEHRE 1.

Ob. KL, TR I 4Fr W 1 LA 3 RAZHE T

Oc. 4T i 4 R £ LR M 1 LU 8 RAAIEHE 1.

od. T I 48 Wi £ EHEE M 7 LUR 8 RAZHE T .

10a. AERE L, I KRR T —H, W E ga &k sl
10b. AR L, KRR Wi 17—, w2 e e kR
10c. #98HE KGR A WRF L w7 —H, W e 5ea i i

25 L Tk
w245 LA TR o
8d. AL Z R 0 KL 5K 7E FERME B WK TF, JFH BT RERZ LA T .
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10d. K5 A8 09880 A8 APRR B 7 — 1, A E Sedr B R
Tla WERME b, A0S/ My 8 IRAL5TIA 0 1 — 1, JF 4REL 165 I 3.
1lb. MERME L, BEL5HE 48 MMl e 1 — 1, JF 4kEL 1655 i B,
e, B/ 48 RAL 510 48 WERME b we 1 — 1, Jf 4K4E 185 i i#l.
11d. ARAL5TIE 8 AR/ A2 WERBE b i 7 — 1, JF 4k8E85E fb B
12a. Z4E4], XL IE HanEA ROE DA L, kR ER T .

12b. £L4E4],  HapiEA 38 XU RSE bR b, 8 LR T .

12¢. XA 48 HarliEA ££ L] RIE AV R L, BEKTEE T

12d. HadrEAN 8 M98 £E B0 AL AR b, E BETERT .

13a. EANH, 8503 200 A IR 5 DUA OB+ i .

13b. EANA, A I S RIM ek UE 08 0 L

13c. #5048 20w A £ B AL BUR OB 2 B .

13d. 2O N A8 BT A2 AN A iR DU OHE e

14a. FRE, FEAIE KIS 4TRR LIS 8 S7ED 28 REFI ks

14b. R, RSB RSN AT TIOR DUR (8 2RI S22 ARG 8.

lde. ZEN 3T €IS 78 EEWIIT TR LUR & SZR) S22 IREFI k.
14d. €5 B AN A£ BRI FT IR BUS 8 SZRD SER) ARG ek
15a. B, EE T AAIRA U LS Wr] IR 2 RO A& .
15b. EEM, BN T EE FISEM LUa Wr ] R SO .
15c ¥E8 FEIAAIUN A2 LRI ABEH LUS Wr2] RZ [ A5 .
15d. BN 8 3F A2 BRI FISER LUa WrEl RZ SO 75 .
16a. W1, YIEIT AL i1 PURAT & — R/ —F 31y,

16b. EE4), W1 18 YT YIRS B — /Nl —FF Ry,

16c. YT 8 W5~ 75 LG PR G — /N —FF 315,

16d. Wi 3 YIE T AE LER] YIRS B — N3 —+F T 5.

17a. FER BB, AR B SHIR 474K 1 LA (8 1a) &0 f %
17b. WERF B, SR B AR KATIE T LG i ) 4BR JomE— 3
17¢. AR AL SR AE WERF L ATIE T UG i A &7 s J20— 3
17d. SPR FE IBAAKR AE FER - EATH0 T BUJE 8 17 AR 20— .
18a. WERHE £, /NUTHE mKHUBCK B KA, OB RE%.

18b. WERME b,k HUIE NI UK B KER, OE RS

18c. /N A B R A8 WERHE B J8CK B KB, OB R,

18d. # JCH A8 /NI E WEORME b R B ORESR, OB AR EDY

19a. W], BALHE AR A3 I B ERGE AR FR.
19b. RN, ALME N 48 BRH L H R JF SR SN BRI R
19¢. BHELH L AL RIEN £ FEW Rb I MUS SRR ARN 55
19d. AAL RGN HE SRH L H R RN R JF $E ISR BRI S

20a. WEARHE L, JHE 8 BRI0 IE 7 JFH SZBI 4[] 5.

20b. FERME L, B0 48 T JUE T IF B S2 8D i el 5.

20c. Tl 8 G A2 PEREE - JUE T I H SZRD A7) R

20d. GRAU 4T TR A5 WERMG b E 7 JFH SZRD el .

2la. FHEY], SO AE 2 HER L B, JF 7R BT L BE7E.
21b. KAER],  FUA 8 SOA B AR L, O AE BURT TR BEAE.
21c. dok 8 U AR KA HEE R, JF AR BUET TRCE BEAE
21d. ZU 8 SO AE BT AR AR L L, OF AE BUAT TR BEAE.
22a. BRI, BB E KM RIS KB AR EN R,

22b. EEW, RSV HE BEE R K e ikl BN R

22¢. B AT KM A2 BRI IFE KB AR EN R

22d. RS/ A8 S AR R G S K B sl A PREL
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23a. KA, ‘L YRR A8 FE AR R DUR P58 IR0 Al i IR DL
23b. K], FEAHA T DB IR EF DUS 38R IR0t KDL .
23c. LERERA HE R AE KEW] iREF LUR P398R0 Al IR
23d. AEFE N 8 DERER A AR KR IREF LU 598 R0 Al RO
24a. ER T, REFR L G EME R BRI K.

24b. FERF, W 8 REF B X R)5 BR8] k.

24c. REF M 2T £ MERT R % A5 5 17 Kk

24d. 25 REF A WER T B E Re R L 1 K.

25a. S RFE, B AT WK el 2R, JF SR SR AR

25b. ARG b, K EFR Rl 2R, JF B SR AR

25¢. Pk A WK £ SRS L el 2R, JF A SR AR
25d. AR A R AR AR B TR B, IR KA SR AR

26a. FRM, PTG E A BT diokile, AC A 2T E.
26b. FEM, MAIE LR KT ki, BC A 2T fH.
26¢. THPI AT BAMGE £ LR T K, B AR T E.
26d. AAIE LRI A BRI KT ki, BC A 2T f.
27a WERTNA, Wiy 48 /NS o WG wmg K58, QA #£—55 29k .
27b. FER AR, /Moo fE 0 WG iy 0%, JHAH 72— 55 %Ik fib.
27c. iy 38 /NG 26 A8 WER T WG Mgl 58, JHAH A6 55 23k fib.
27d. /N HE BT AR WER AR TS i RO, I AE— 5% ik fib.
28a. PR, ZIK I FAOHK T 17, A RAE Bt

28b. M, FHHAE WK TR T, A RAT I

28c. ik L HFRAE EEMHK T T, ﬁ 3 1RA SO

28d. FR K AR ERWK T, 0AS IRA .

29a. WERHE £, FEARIT I8 F85 A€ BE 2k # R4 .

29b. WERHE b, F65 8 BEART AZE Ua 2370k #8 IR A -

29c. FEARIT I H45 78 WERHE_E ARE LUE a3 & R%A .

29d. FRS 3 BRI E WERME | ASE LIS 2 MAR # 1R M4

30a. EAA, FTFESEIN RAET BUE fE R ET T .

30b. EANA, SEINE 21T RIE T LUS 8 R BT T .

30c. 25 F 8 LN £ _EANH ARIET LS E 2l BT T

30d. JEIN HE 27 F £ BN RIET BUR 8 ™k BT T,

3la. WER T, 2 40 B0 igd 1 DS /8 WET .

31b. HERTFA, B0 4 28 vaf 1 DUa (8 KE T

3lc. & 4E BXS £E WER NP nade 17 LUR 8 ©ET .

31d. BP9 3 1€ £ WER TR o 1 DU fE kT .

32a. LM, IXVLEFL A8 B BT ROk, TH BR T .

32b. EEW, BT XULE S T R, mWH ER T R

32¢. JXVLEF 5 48 Bl #F BRI T ROk, TH BR T M.

32d. B il 4 X UCEF 5 £E BRI T ROk, MH BT —M.

33a. WER TR, AR T DSs 377 @, Hfb 27 # 105 AsES,
33b. FER NP, AN NS 3T 7 — 8L At 27 #IHe ABUES .
33c. AN 4 AN S5 AR FER TR 4T 7 — Wi, Hofth £ &% 4As AEdEs .
33d. /DA T ANRE AR FER N AT T 0 HAth 27 #8118 ANEUERS
34a. M, BT AL BEIU IUE T BUR SZED AR IR

34b. W], SEIE 8 BT IUE 7 UG SLRD AR IR T

34c. BTy 8 HEIE £ LR IUE 7 LUS SLED AR IR T

34d. HEA0 4E EJ5 /£ ERWIUE 1 BUE LD AR IR AT

35a. SR L, AR L e ot MR, JF Bk B K.
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35b. KRG L, & I EAE ok mEL R, JF b RER K.
35¢. ZAAMH I & £ ARE bl mEr 8, JF He b B K.
35d. et 4 2R A SRS Lo SR e, JF b e oK.
36a. KL, IR R NER IR T R H & IR A £ R,
36b. EHEH], /NS IR IR T R H AW 4R A & AT
36c. AR 8 /NS AR KA WA T O H 4R 108 b % AR,
36d. /N AT RSEAE AR R IR T OOFH 4% 1RAE M X AT
37a. WER BF, ERU KR %E 37 &), +n kRt
37b. FER B4, KRR EE 28 37 22 )5, +o K.
37c. R AL RIK A WER B <& B 7 e iy, +7 R3i.
37d. KR HE B £ WER B 28 B 7 22l )y, +o K.
38a. SRF B, MEEHHE N5 AF T LR £ 5 &5 RIT .
38b. SR L, N IBLELGE R E T MUA 5 BT RIT M.
38c. APLLZFE 48 N £ A RF L /T LR [ 5 &5 RIT k.
38d. A A8 B Gk /£ SR ERE T UUE 5 B5 BT .
39a. WERHG L, Wl 340 AR VRS & AR ANEIZ T .

39b. ERME L, 3R 4T iRl IS 3 O #8 AB i T .

39c. dEHE 8 THEAR AL WERMG b MRS 3 R #8 ABLIZ T .

39d. BEEEMR HE WA 1E WERIE 1 TS 3E IRCE AELE T

40a. WERF- I, REMIEE 18 1R A 0L G845 K5 THE, O fF #HR JT B,
40b. WERHF L, FAFRA G 0 REAEE 5 0815 508 T, O AR JTH.
40c. R EF L BIFR N DA 1R WER R | 0845 K% T, O ff #648 JT .
40d. FIFR B HE REMMEE AE MER R L2 KB THE, O R OT .
4la. EASH, REF I RRTIRS i ok JFH RAG BBE.
41b. BN, B GIRA 8 RS W R IFH AR ATG IR e
4le. REF I MRGFIRA A£ _EAF W Tk IF B ARM G JOB e .
41d. RGN 48 REK AE EAA W TR IR AR O BT e
42a. LM, R B ME R, ARE BRI WE LT
42b. BRH], %GR TME A b, ANRE R IR KT
42c. R I &% E BRI VM B B, ARNE OB R £ T
42d. BEZAC SR £ LEY ME b, ARIE R B IRE LT
43a. FREEA], B T AL ITARE LUR 4882 JE R

43b. AAFER], AU 8 B ITARE LU 4REL TER M.

43c. a7 18 AU 1R AT ST AR E LUE k82 TER M

43d. 248 8 25 E AEY T AR E LU 4REE 1R

44a. EAH, IR AE R E BT R, AN 2 k.

44b. EAH, R HE MR KT R, 2N A+ k.

44c. FPN A FEFL T £ BT BT R, AN o k.

44d. B HE RN A EANA R R, 2N A2 (k.

45a. FRME L, BRA B AR AT 1 8L, 8 A A% .

45b. ASRHE L, AL HE BRA 4T 77—, A Al A

45¢. FRAS T AN INIE 72 ARRIE L 4T 1 W, A b A

45d. AN INIE 8 BRAS £ AORBE B AT T W, fi i E45

46a. X JLK, MK I FAK EMG RTF0, i ASF RJE RS
46b. IXJLK, AKX MK E5 RIT0, il i A AJEIRE.
46c. HMK 18 ZAK AE KUK EM RIFG, b A RKE R
46d. ZKK HE MK 78 KUK 24 RITL, 6 dh A RIF RS
47a R TA, SRR &S SR T 25 R/ T E.

47b MR T, WA SRR HR T 25 Rk R T e
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47c. SHE B S AR AR IR HIIR T 25 [ #T] R/ T B
47d. P A8 B AR MR T Sl T )5 k7] & T e
48a. IXEEHER, BEAE T TR KK 2 RV,
48b. IXEEAER, %1 18 B TR KK A2 IR .
48c. SCBHE £ 7 £ IREEAER PR KoK 2 R
48d. 7 8 SCRE £ IXERAER TR KK R AR

49a. S RE L, U A AL R U A EL, b BRI A
49b. SRF b, B L 8 B0 R B R, e R BRH T TR SRR
49c. U4 4T F AL AR S RE AR HE R, e b ER T ORI KA
49d. B L G W0 8 ARE B Ok T A, R SRl T R KA.

50a. ACEHT, T3 Al BERIR 2 JE, Al N4 E TS g 1.
50b. ARAEAD, AlZe 48 544 BInR A, g N4 E TR $is 7
50c. 734526 Al 8 AT BRI 2 Ja, Al AR 8 JTR #s T
50d. filid 32 75452 AE AT BIX 25, My N fE MG #5E T .

Sla. IBR TR, MBKIE ZW ZH T 25, BEE IRAKE 7 B2 5.
51b. R T4, WAL K igis 1T a5 IR T 13 By B,
Slc. MK 48 Z R AE AR TF ek 7 A, $EE KK LT B2 B
51d. B A8 K £ RN o 1 2 Ja,  HE IRAKAY AL 13 B .

52a. MEEA],  AASIRGE HE BEA HISE T K, KR L AE BE HE .
52b. ABEEHT,  BEARHEMAMIAE LT — k. RS st A R AL b
52¢. ABANIRAE 48 BEAR £E FBEER) I T —IK, Rt AN B AR .
52d. FEAR T AAIRAE 1E BERD L T —, R B A R M .
53a. LR, T AN AT AR, bt BT T AT,

53b. FEW] FAFBAIE LT R T AR, I BT T AR

53c. AT AE AP AR B EM T RIE, i #OT 1 AT,

53d. MAFRA A8 Ak T A2 BRI A T RE,  cshit BT T Al

54a. PR TF, 455 48 AhT H04E MR AH BT, AN AT B,
54b. R4, A1 3 5555 B4E R AF BT, B BT B,
S4c. 545 8 hT R R T A MR AT BT, A A3 T B,
54d. FhT B A AR O HB4E R AE RTF, B BT B,
55a. R B, IRFAETR B DT KK 25 845 2 #.
55b. AR E,  AFIR L BEEFR KR 25 85 0 #.

55¢. ARk AERER AT MBI £ MRF L KR 25 215+ M.
55d. AAFEIR IE AR AE R £ AR F B KR 25 815 +50 #
56a. ZEM], R BE TG 2a, L g Mk R A .

56b. LY, BE L RAMETE Za, I W8 HEE K B .

56c. Rk 8 BH £ REYHET & 2Ja, i i Mk B A 3.

56d. #4 1€ RAK £ ZEM T 6 25, @i wHe HEik B H 3.

57a. MERHE b, REAUSYS T /ANAEAE JBAE PRI, ALk R A5 SRk,

57b. WERME L, /MBS 8 REANID W H/E PR, ANk BI9R A B SRk

57c. R UEUD A8 /NRE AE WEORHE L 3/ MR, Ak IR AR SE.
57d. /NAEH U RESUD U AE MEREE b AE PR, b IR SR
58a. AR b, BERE A BN E T K, A IR R

58b. SR L, X WRY E T A, Al iR RsR.

58c. MOS8 EX A SRBE L E T —F, Al A maie R

58d. X 4 WRG /£ SR E T 3, Al e R

59a. AR T, ARACHR 18 #AEE W7 — 1, SRJE WA L@ T

59b. MR N, HiAEE T RALR T 1, S5 R 2EETT 1.

59c. ZRAEPE I HEAEHE AE R T W T — 1, SRS WA R T
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Experiment 5

a - Canonical control
b - Role-reversed (Animacy-congruous)

High predictability sentences
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36a. /NI AT K AR IR B SR B ORESR, OB IRE.
36b. wE k1 A /NI AR TROR B b R B OREAR, 0B R EDY
37a. T 42 U 7E WERME B JUE 1 JF H 3280 el &R,

37b. WD 4T JHE £E WERMG b 9 7 JF H S2RD el .

38a. MR HE FU A IBEEMOR SR A8 I3 L, O AE BT TR B

38b. 2 3 MO AE AR B3R AR i b, I 7R BOAT R SRR

39a. LDEEPRA 18 KRN A ZEE R IRE BUG 598 MRG0 i R

39b. Mt 3T O HEERA fE RER R B LUR 58 RS0 Al AR5

40a. HE 8 MR A EEWIRIFE K B AR B MR

40b. RS/ 8 B 2 LR VRS B AR A R

41a. TP 03 8 A AR ARG BT Kl BC R % T E

41b. AN 8 BT A AR ARGERE Ryl ki, HC A 2T E.

42a. ZWF L FHK AE LA H TRel B R, JF B SR AR

42b. VIR A EBR AR AN R B R, OF A SR AR

43a. FEARIT . 88 £ FERRE - AZHE LS 23k #8 AR %

43b. RS 8 BEARND £ WERMG L 28E PUE 23U #8 1R M%

44a. ZFKAE FRAE LR K TH T, /A RA st

44b. TR AL ZIK A ERR K T8 T, RS IRA .

45a. B J5 4 BRI AR WERGFIE UL 1 UG SZBED AR IR P

45b. BEAU 8 BT AE WERBEME IE 1 LUS SERD A4E IR T

46a. ASEH HE D0 £ MFER KR AT T W, HAh 27 A nfs AEfEs.

BB

o7
H o
o7
H o
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46b. /N A A AE IBER R AT T 01, HAk %7 #8118 AHUES .
47a. IXULEF 5 40 B 42 BRI ERT TR, mH R T M.

47b. B 3 X VCEF S 2 EEWIF T PR, TH BR T .

48a. ZJE 1 BA5 L WER TP tae 1 LUR 8 ©ET .

48b. HTXG {8 ZJE #£ WER T mofs 1 LUE 8 WE T

49a. A 7T 8 JEIN £ AR BB RIE T LU 8 ™l BT T .

49b. JEIN 48 27 F £ MR RS0 T BUG 8 58 &IF 7

50a. ZAAMA 4 & £ AR E it mar L, JF #e b e K.

50b. e fh 4E ZAAMA £ SRR E G fEL L, JF b B oK.

Sla. B0 R A LRW 28 27 2ef )y, +o Kt

51b. KR HE &% £ LR 2& 3 7 ey, +on K.

52a. BB GE A8 Nt £ BFETA AET LUs 5 EI7 RIT k.

52b. NJi E AREE % 4E 8 RETA RE T LU 8 5 BJ5 BIT bl

53a. IR A /NS A ABEENR R T R H R FR 0 b & AT .

53b. /N 8 RERA AR IRAEIR IR T OOFH % FRAE fh &% AT

S54a. WU U SEAR AE WERMG L WRAS & IRHR ABIZ T .

54b. SEEAR AU WEME A5 WERHE b WM & B AR Z T .

55a. RS E U WFR NG AE WER R 243 5K THE, O #8 JTI.

55b. fAlFR A 0L 4 REMEEE AR FER R 1819 508 THE, O #HAR JT B,

56a. AT AE AR ETR AE REY] RIE AE 855, BI7 H T RA A B,
56b. KB R I AR AE LY RIE 1E 855, BT BT RA A .
57a. 24 8 AU R IR FTANRE LU 4k8: TER I

57b. A& 40 48 B4 AE BEEIR TR T LUG 4R8E fEREh.,

58a. i 8 T AE WEOR R b NS 7 i b, ANgniE R B R LT .

58b. Y5 4% 1€ B 8 AE WERF L WMEN 8 b, ANRNE B 2R £ T,

59a. RE S AE ARG A£ LEPTA I TR IFH RAAG B E.

59b. A R GIRA 18 RE R AL KZFENH W TR FH AR L BB E .

60a. S} 55 1 A8 2R AR WER A iR 7 25 fE #0] 4 T B

60b. ZEF 3 SF AR B AR WER TR Bl 7 25 i 01 & T e

Low predictability sentences

6la. ACHEIRZ 10 Relfi 07 A5 WERIT B #lIR 7 LUR K A M fa— 1.
61b. Zelfisr 1 3 AREAR S £ FERITE Hlk 7 BUG KK A Ml fa— 1<
62a. BRAT I A7 RO 78 ABAERKR TREE ok, EAT EEM R
62b. FVE R BRI 78 ABEEROR REE R, BAT EER HE.
63a. AL A8 BIL R E WER T BUF 17—, g1l +5 i
63b. 1T 61 18 AL fE WER N &R 7 3K, il o it
64a. NAITHE &M 1E RAENA i3k T 25wt IHiR R

64b. & fh 8 AATT AL EENH W3R T 25 Bt JTiE KA.

65a. WIZPN AT I F £ KA EE R, IFH irari fE.
65b. JEFF 8 PN A8 K\ IEE R, IFH GFhr s T
66a. TUE L BH K £ WEFRR FBES W AT, Bl 7 mikr it
66b. WK U SUE fE MEFR BER EAME, BT K 15
67a. JRAE 8 RANNIE £ B BOE 7 25 b2 e BHE T

67b. ARANIANIE 3 FRAS £ REEIR BOE T 25 ik Y€ HE T -

68a. 132H T VP& 1E MERHE B S 1 38 ik 1 #WH.

68b. PP L 15K £ WERME - J&ah 73 Wi h 1 #3H.

69a. i U W G £ RER KR BT &, o A

®
#%

[ARS]
N o
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69b. FriE o1 18 P AL BER R HIIT —F, o M.

70a. F5 N A8 FhM 72 MR R B R T LUS 68 AN TR T .

70b. TAES E AE N AR WER S L WRU T LS 8 Ak 4755 1o

Tla. P45 8 T A2 K] RS MPSUE 7, BB A GFAE.

71b. FEH I A AE B RRAT wEEUE ©, /E AL wr kb,

72a. BN AL FURBNAE B QT —&, JF TS E T MR R
72b. WrURBNAE BN fE EAA BAE T 3, JF TR BT dER R
73a. N AL 5 A XILHFR S IR, &a A gOmE T

73b. &5 T A AR LR IRFEfs RN, e &0 g & T,

Tda. RJ5 18 B L AR REYT AT T W, JFH AT T kR BT

74b. B AL RJE AE BER] AT T 0L IFH AT T AR SEAT.

75a. S A PO FE KE=H KT BK N HC #.

75b. Wl 8 S AE RAE=H KT IR N B AR,

76a. AN AE IS TN AE LR Wk #i,  — /i 1 A%,

76b. #ic TN AR A8 B Wk i,  — sl 1 A%

77a. TAAE AN £ LI & bk, B2 i AE.

770 AN I TN AE BHIR &5 LR, HE el A,

78a. BJA B AEAE A MEL R W 7k, HHHET.

78b. HE A E I 25 £ MERK i 17 ik, IHFH HF T

79a. BEAR AT IBAIRGE 78 B ROTE ik 74T, 24 BT

79b. A FRAGE E BEAR 1E BRFFIE MRtk 4T, =4 BT

80a. Z AN MK /£ LK £ 7 4E A, £ KA 5 Hi

80b. K 4E B AK £ LR £ 17 1E 2~ 8 KA 70 Hi

8la. #1448 M7 d £ WER T B4L %224 JF H k3 IR Lo

81b. 54 3 37 1E WER 1 4l 224 R H 3R8) WIR L.

82a. /MZ AU ORI A2 IR T BN T A, sk K FF T

82b. fRU I NEZAE MR T RIAT 25, Lk R FF T .

83a. HhE 8 B L AE APFERCR L2 7 NG Ao BRI 2R

83b. B T4 Hh 3 7E IWFERRR 245 17 A, AR TR B

84a. Wy B b )L AE BEELR BHF 1A #EE TTH, O AR

84b. HrA: )L 8 WD 75 AEAR I T AE FE 1T, D AR

85a. RRM LU0 8 /NERE £E WERHE B ZET TR, R AR vtk K] R,
85b. /NAEH 8RB UGS AE WEREE | A2 T ROk, RSCAR it A 1R %o
86a. ‘2™ L RE K AL PRE LT T ARIE, HH A S LR,
86b. RER 25 £ MARE L T Ak, A8 fE T8 JLbk.
87a. ASNUFRE 8 XHFRR T AE AR A R GBAE NREE, ik AT TR
87b. XA T AE AT 72 AEL R JRAE NRER, ik ] T 8.
88a. S IR AL SR L RKT LUE & AE, HEY AR,
88b. ALK AE B fE HRE L H KT UG & Ak, B ARZERE.
89a. H 7 H I EH AE KEW K T LUE =G AR,

89b. EAR I HUTE fE KEY K T LS R AR

90a. “£4E 4T AL 78 X JLFR B T LUs st FEEE T .

90b. AL E “A4E £ X LK M T LS #t SEEE T .

Ola. /Moy LW £ MER T WRE 1 LUE F4Af HE e 28 B)5.
Olb. Py~ 8 /NS 2h £E WER T Wl T LR F18 R e €8 Ha.
92a. IR BNV A 0 B AE BT AR4E T — 3 AR T .

92b. AR A A ERML A AE AN A SRR T 3 b 53] T A

93a. fZEEN 4 W% /£ LRI A59E T UG & E#

93b. A 18 I /£ _FEM AR T LUE IS E.

-
dim

an
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Oda. Hi'H 1E AL £E RAF Hl# T BUE KK & R,
94b. ALLETAN I w'E £ RIS T LU KK R E .
95a. 7 8 HIx #E REH R BN IV 41K
95b. 4% K E £ KFEHH IR SO IV 4K

96a. /N 48 A% AE KA BT MK B8, B E KR 27 iR
96b. ML I /Ml AE BH\H T BIx B8, 8 KK T iR

97a. AR 1E A B £ EAH KT IFH I8 T 5 4F k.
97b. AR H AFKWER £ LA 88k 7 IFH TS T A AR e
98a. FIEEAM E 12 AE AREE L 50T 25 it #iAE T E¥.

98b. [T 4 WIEEAY) ££ MRHE L 5107 25w %E 7 .

99a. ZH 8 Rk ££ XJLEEK GiiRa s — iR, RAWA.

99b. RiAR HE BE £ XJVHR GRS —8mlik, AL,

100a. ¥ 7 € FZO0vE /£ L2 W7 —&, +o 26

100b. [FZ e € 8 7 £ LAY R T —&, 9 2.

101a. AT HH £ ZERBCLER T, B HELER.

101b. HH 48 AT £ EFR B ER T, H2 fEUER.

102a. Z%1 4 ¥R ££ MER K IR T iF—Boifla, (22 &R M.
102b. B9 8 22X £ ER K Nk T IF— B wHiE],  (HZ IR .

103a. BlEMR 48 IXHE 6 L AE AR E R 7 —%&, X ik KK #IREE S,
103b. X8 53 T 4G Bl £E SR E & 17—, X ik KK #IREES.

104a. AAEN TR £ ERR 3739 7 —3&, 5 4 JHoi .

104b. AN A8 A TN AE LR T4 17 &, RJ5 A4 JF0H i

105a. ARG A6 f8 78 EARIT 1AL T MG, A B RS MR B
105b. ARt AR 72 EEH X8 7 MK, AR A AR Bl
106a. ZAFS A8 BN A2 KFEHER BLA T DUA F B 3R T

106b. Hr N 8 ZAEFK AE REFK AT Ws B SUET .

107a. HGR L & T £ SR L Sih 7 — & ZJ5 L3 8l I 7o

107b. LT 8 #8k /£ SRE L S 17— 2Ja IE it Hia 1.

108a. #EAEA S IE a8 RFEIR ME 7 LR S5 T iR

108b. it 8 A2 oK fE BER R 7 e 517 ik,

109a. 3545 32 Fh7 1E IXJLAFER IR 1 (HA2 A 5845 52 B 080
109b. #hF 8 3555 78 X LR I T HR M 5015 2 BAT AW,
110a. OB £7 4£ WERME L WtE 1 UR 4 BE I RE — T

110b. £ & SCBF £ WERHE I WEHE 1 LS A4 € 474 RS — T

1a. 2T 48 JAFRA fE ERIR B ZJ5 MR T .

111b. FAFBA 3 ik T £ ERR 27 2 )5 mt Mk T .

112a. #7748 048 A8 ERR i 7 —3&, 31 3B% A

112b. U545 48 #7418 LR a7 — &, i ARH A

113a. G55 4 Fh4c 48 TR R4 R T BUG 48 2 PR _E /N,

113b. FhEc 48 W4 £ AR A4 WA T LU # 31) JR L /i

114a. T MR A8 FKEAE £ RFH] ITBR T LUA 55 IRWE.

114b. 5K AR T T W A LEY ITER T BUE 515 R

115a. RArfie N 4 BB 78 REER #82 DAL, AT 7 KW 3.
115b. SR L H 8 BALRIEN £ BHFIR #8 Bk, B T KFI 34

116a. AR 8 24 £ EEW R T —&, W7 —2 e i,
116b. ZEAEATHE WA HIR £ BRI £z T —&F, B U7 & &R i,

117a. FRXS KA 48 /N E WER 35 B WA DU 8 —il 25 Al 8P 7.
117b. /N 38 A8 0 78 FERBE B M DUG (F —ike 25 A 80P 7.
118a. W.2J4E #8278 LR #8 T W —H &G K.
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11
11
11
12
12

8b. M T WA A R AR T A —H & K.

9a. S Jw4E U RURE L AR IBEWT HAL B — W, JF B Bk
Ob. AARAT L AT B 7E IBEAT L0 O — 2B, JF T — k.
Oa. AL BT S/ fE AN A S84y 1 AR I 6 It S OB

Ob. ARSI 48 ARAr Bt 72 BN H 3% 1 ABE JF $8 i 4ty TR

Experiment 6

a — Expected
b - Unxpected

Argument Substitution

la

1b.
2a.
2b.
3a.
3b.
4a.
4b.
Sa.
5b.

6a
6b

7a.

7b

8a.

8b

9a.

9b
10

. The aquarium visitor wondered which fish the penguins had eaten during the performance.
The aquarium visitor wondered which trainer the penguins had eaten during the performance.
The storyteller explained which dragon the prince had slain with his sword.

The storyteller explained which princess the prince had slain with his sword.

The superintendent overheard which tenant the landlord had evicted at the end of May.
The superintendent overheard which realtor the landlord had evicted at the end of May.
The butler speculated which guests the master had invited to the party.

The butler speculated which servants the master had invited to the party.

The priest mentioned which nonbeliever the nun had converted on her mission trip.

The priest mentioned which archbishop the nun had converted on her mission trip.

. The sheriff boasted which horse the cowboy had ridden across the town.

. The sheriff boasted which bandit the cowboy had ridden across the town.

Mr. Stevens revealed which clerk the manager had fired for being lazy.

. Mr. Stevens revealed which customer the manager had fired for being lazy.

. The secret serviceman concealed which assassin the agent had protected from the terrorists.
The Roman emperor asked which god the gladiator had worshipped for strength in battle.

. The Roman emperor asked which adversary the gladiator had worshipped for strength in battle.

a. The author revealed which maiden the hero had saved from the tower.

10b. The author revealed which ogre the hero had saved from the tower.

11

a. The columnist publicized which billionaire the supermodel had married on public television.

11b. The columnist publicized which stylist the supermodel had married on public television.

12

a. The Iranian scholar researched which camels the Persians had ridden across the desert.

12b. The Iranian scholar researched which soldiers the Persians had ridden across the desert.

13

a. The beggar saw which leper the saint had cured in the street.

13b. The beggar saw which prophet the saint had cured in the street.

14a. The historian recorded which patriot the king had knighted at the ceremony.

14b. The historian recorded which traitor the king had knighted at the ceremony.

15a. The monk recalled which sinner the priest had forgiven in church yesterday.

15b. The monk recalled which cardinal the priest had forgiven in church yesterday.

16a. The scientist noted which antelope the lion had eaten for his dinner.

16b. The scientist noted which cub the lion had eaten for his dinner.

17a. The secretary confirmed which illustrator the author had hired for the new book.
17b. The secretary confirmed which readers the author had hired for the new book.

18a. The stenographer recorded which defendant the judge had sentenced to fifteen years.
18b. The stenographer recorded which lawyer the judge had sentenced to fifteen years.
19a. Spencer guessed which agent the actress had hired to promote her career.

19b. Spencer guessed which admirer the actress had hired to promote her career.

20a. The editor listed which orphans the philanthropist had adopted from the faraway place.

The secret serviceman concealed which ex-president the agent had protected from the terrorists.
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20b.
21a.
21b.
22a.
22b.
23a.
23b.
24a.
24b.
25a.
25b.
26a.
26b.
27a.
27b.
28a.
28b.
29a.
29b.
30a.
30b.
31a.
31b.
32a.
32b.
33a.
33b.
34a.
34b.
35a.
35b.
36a
36b.
37a
37b
38a
38b
39a.
39b.
40a.

40b. The crafts fair manager asked which customers the leatherworker had skinned to make his bags.
41a. The police woman recognized which officer the lieutenant had promoted to a higher position.
41b. The police woman recognized which thief the lieutenant had promoted to a higher position.

42a.
42b.

43a. The swim team captain recalled which champion the swimmer had defeated at last week's race.
43b. The swim team captain recalled which lifeguard the swimmer had defeated at last week's race.

44a.
44b.
45a.
45b.
46a.
46b.

47a. The Japanese scientists showed which salespeople the robots had replaced in the last decade.

47b.
48a.

The editor listed which volunteers the philanthropist had adopted from the faraway place.
The farmer remembered which pig the butcher had slaughtered in his kitchen.

The farmer remembered which vegetarian the butcher had slaughtered in his kitchen.
The homeowner asked which insects the exterminator had killed when he came over.
The homeowner asked which plumber the exterminator had killed when he came over.
The barkeeper knew which barmaids the regulars had tipped for their drinks.

The barkeeper knew which troublemakers the regulars had tipped for their drinks.
The ethnographer asked which deer the Indians had hunted with bows and arrows.
The ethnographer asked which babies the Indians had hunted with bows and arrows.
The historian knew which princess the king had married at the royal palace.

The historian knew which prince the king had married at the royal palace.

The journalist reported which opponent the politician had defeated by a wide margin.
The journalist reported which voters the politician had defeated by a wide margin.
The parent noticed which insects the child had collected in a jar.

The parent noticed which teacher the child had collected in a jar.

The scribe recorded which loyalists the monarch had rewarded for their actions.

The scribe recorded which rebels the monarch had rewarded for their actions.

The teacher remembered which delinquent the principal had suspended for a week.
The teacher remembered which overacheiver the principal had suspended for a week.
Sally heard which patient the doctor had treated first thing this morning.

Sally heard which nurse the doctor had treated first thing this morning.

The beach bum saw which fish the seagulls had caught along the beach.

The beach bum saw which picnickers the seagulls had caught along the beach.

The circus-goer explained which juggler the clown had tripped in the center ring.
The circus-goer explained which child the clown had tripped in the center ring.

The football fan heard which cheerleader the quarterback had dated after the season.
The football fan heard which linebacker the quarterback had dated after the season.
The seasonal laborer marked which cows the farmer had milked early this morning.
The seasonal laborer marked which chickens the farmer had milked early this morning.
The secretary knew which manager the CEO had promoted from the old office.

The secretary knew which investor the CEO had promoted from the old office.

. General Jones heard which terrorist the corporal had captured during the battle.

General Jones heard which comrade the corporal had captured during the battle.

. Jason saw which nerd the teacher had praised for his good behavior.

. Jason saw which rascal the teacher had praised for his good behavior.
. Jim forgot which addict the therapist had treated in his last session.

. Jim forgot which doctor the therapist had treated in his last session.

The announcer stated which teammate the player had replaced for the upcoming game.
The announcer stated which rival the player had replaced for the upcoming game.
The crafts fair manager asked which cows the leatherworker had skinned to make his bags.

The reviewer forgot which researchers the authors had cited in their paper.
The reviewer forgot which mice the authors had cited in their paper.

The zoologist marked which pup the seal had birthed over the weekend.

The zoologist marked which walrus the seal had birthed over the weekend.
The captain realized which stowaway the sailor had hidden in the cargo hold.
The captain realized which pirate the sailor had hidden in the cargo hold.
The father recalled which girl the boy had dated in junior high.

The father recalled which dog the boy had dated in junior high.

The Japanese scientists showed which patients the robots had replaced in the last decade.
The principal forgot which student the teacher had disciplined after school yesterday.
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48b. The principal forgot which parent the teacher had disciplined after school yesterday.
49a. The shepherd saw which lamb the sheep had birthed by the barn.

49b. The shepherd saw which predator the sheep had birthed by the barn.

50a. The snoop determined which bouncer the alcoholic had punched last Friday night.

50b. The snoop determined which psychologist the alcoholic had punched last Friday night.
51a. Carla inquired which exterminator the landlord had used in the apartment.

51b. Carla inquired which neighbor the landlord had used in the apartment.

52a. Karen learned which teenager the mother had grounded for disobeying her.

52b. Karen learned which baby the mother had grounded for disobeying her.

53a. Sandra observed which biologists the zookeeper had consulted about the food.

53b. Sandra observed which gorillas the zookeeper had consulted about the food.

54a. The anthropologist discovered which animal the caveman had hunted with flint arrows.
54b. The anthropologist discovered which goddess the caveman had hunted with flint arrows.
55a. The mother wondered which trick-or-treaters the neighbor had scared with his costume.
55b. The mother wondered which milkman the neighbor had scared with his costume.

56a. The movie buff speculated which actor the stuntman had portrayed in the opening scene.
56b. The movie buff speculated which director the stuntman had portrayed in the opening scene.
57a. The researcher recorded which chimpanzee the biologist had tagged to be studied.

57b. The researcher recorded which assistant the biologist had tagged to be studied.

58a. The sentry knew which guard the captain had fired from the position.

58b. The sentry knew which townsperson the captain had fired from the position.

59a. The team manager knew which athlete the officials had penalized for being unsportsmanlike.

59b. The team manager knew which umpire the officials had penalized for being unsportsmanlike.

60a. The theater owner described which spectators the magician had amazed with his tricks.
60b. The theater owner described which rabbit the magician had amazed with his tricks.

Argument Role-reversal

61a. The librarian documented which celebrities the journalist had interviewed for the magazine.
61b. The librarian documented which journalist the celebrities had interviewed for the magazine.
62a. The old widower remembered which villager the ghost had haunted for many years.

62b. The old widower remembered which ghost the villager had haunted for many years.

63a. The firefighter reported which victim the paramedic had saved after the fire.

63b. The firefighter reported which paramedic the victim had saved after the fire.

64a. The historian documented which prince the assassin had killed in the 10th century.

64b. The historian documented which assassin the prince had killed in the 10th century.

65a. The park ranger documented which eagle the hunter had shot with a rifle.

65b. The park ranger documented which hunter the eagle had shot with a rifle.

66a. The judo master recognized which defender the assailant had attacked late last night.

66b. The judo master recognized which assailant the defender had attacked late last night.

67a. The naturalist observed which predators the deer had avoided by sleeping in the daytime.
67b. The naturalist observed which deer the predators had avoided by sleeping in the daytime.

68a. The restaurant owner forgot which customer the waitress had served during dinner yesterday.
68b. The restaurant owner forgot which waitress the customer had served during dinner yesterday.

69a. The head nun explained which friar the temptress had seduced after Sunday mass.
69b. The head nun explained which temptress the friar had seduced after Sunday mass.
70a. The housekeeper showed which mouse the cat had killed under the table.

70b. The housekeeper showed which cat the mouse had killed under the table.

71a. The nanny knew which housekeeper the billionaire had hired from their conversation.
71b. The nanny knew which billionaire the housekeeper had hired from their conversation.
72a. The researcher learned which whale the biologist had studied in the lab.

72b. The researcher learned which biologist the whale had studied in the lab.

73a. Tracy announced which applicant the administrator had chosen after the interview.
73b. Tracy announced which administrator the applicant had chosen after the interview.
74a. The birthday boy saw which friend the clown had scared at the party.
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74b. The birthday boy saw which clown the friend had scared at the party.

75a. The columnist publicized which photographer the celebrity had punched in the nose.

75b. The columnist publicized which celebrity the photographer had punched in the nose.

76a. The documentarian showed which piglets the agriculturalist had raised at the farm.

76b. The documentarian showed which agriculturalist the piglets had raised at the farm.

77a. The police officer noted which jeweler the burglar had robbed on his spree.

77b. The police officer noted which burglar the jeweler had robbed on his spree.

78a. The royal cook asked which lord the chef had served for twenty years.

78b. The royal cook asked which chef the lord had served for twenty years.

79a. The trapeze artist indicated which lion the trainer had tamed for the circus.

79b. The trapeze artist indicated which trainer the lion had tamed for the circus.

80a. The wildlife curator mentioned which ape the zookeeper had fed some fresh fruit.

80b. The wildlife curator mentioned which zookeeper the ape had fed some fresh fruit.

81a. The aid worker realized which refugees the philanthropist had helped to escape starvation.
81b. The aid worker realized which philanthropist the refugees had helped to escape starvation.
82a. The camper reported which girl the bear had mauled in the forest.

82b. The camper reported which bear the girl had mauled in the forest.

83a. The dance instructor noticed which onlookers the performers had impressed in the audience.
83b. The dance instructor noticed which performers the onlookers had impressed in the audience.
84a. The high schooler heard which geek the jock had bullied in the hall.

84b. The high schooler heard which jock the geek had bullied in the hall.

85a. The parent saw which child the lifeguard had rescued from the pool.

85b. The parent saw which lifeguard the child had rescued from the pool.

86a. The ringmaster recognized which cheetah the tamer had trained three years ago.

86b. The ringmaster recognized which tamer the cheetah had trained three years ago.

87a. The travel agent recorded which innkeeper the guests had liked in his notebook.

87b. The travel agent recorded which guests the innkeeper had liked in his notebook.

88a. The bird watcher saw which photographer the hawk had attacked in the woods.

88b. The bird watcher saw which hawk the photographer had attacked in the woods.

89a. The costume designer confirmed which actor the barber had shaved for the part.

89b. The costume designer confirmed which barber the actor had shaved for the part.

90a. The Indian king identified which prince the elephant had trampled during the long journey.
90b. The Indian king identified which elephant the prince had trampled during the long journey.
91a. The investigator discovered which couple the abductor had taken during their vacation.

91b. The investigator discovered which abductor the couple had taken during their vacation.

92a. The jail keeper forgot which guard the prisoner had attacked in his cell.

92b. The jail keeper forgot which prisoner the guard had attacked in his cell.

93a. The sailor saw which whale the man had harpooned on the starboard side.

93b. The sailor saw which man the whale had harpooned on the starboard side.

94a. The sheriff recalled which locals the gangsters had robbed in a dark alleyway.

94b. The sheriff recalled which gangsters the locals had robbed in a dark alleyway.

95a. The undead king recognized which woman the zombie had bitten during the fight.

95b. The undead king recognized which zombie the woman had bitten during the fight.

96a. Tonia explained which housewife the conman had swindled over the phone.

96b. Tonia explained which conman the housewife had swindled over the phone.

97a. The broadcaster explained which contestant the judge had disqualified from the show.

97b. The broadcaster explained which judge the contestant had disqualified from the show.

98a. The campaign volunteer speculated which mayor the voters had elected by a landslide.

98b. The campaign volunteer speculated which voters the mayor had elected by a landslide.

99a. The family counselor understood which daughter the stepparent had abused on a daily basis.
99b. The family counselor understood which stepparent the daughter had abused on a daily basis.
100a. The newscaster confirmed which fugitive the policeman had arrested following the robbery.
100b. The newscaster confirmed which policeman the fugitive had arrested following the robbery.
101a. The opera composer revealed which pirate the singer had portrayed with the greatest finesse.
101b. The opera composer revealed which singer the pirate had portrayed with the greatest finesse.
102a. The prison warden guessed which jailer the inmate had stabbed with a knife.
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102b. The prison warden guessed which inmate the jailer had stabbed with a knife.

103a. The producer observed which viewers the acrobats had impressed with their tricks.

103b. The producer observed which acrobats the viewers had impressed with their tricks.

104a. The queen recognized which nobleman the comedian had entertained with his jokes.

104b. The queen recognized which comedian the nobleman had entertained with his jokes.

105a. The reporter inquired which animals the groomer had cleaned with special shampoo.

105b. The reporter inquired which groomer the animals had cleaned with special shampoo.

106a. The ape researcher identified which chimpanzee the poacher had shot in the jungle.

106b. The ape researcher identified which poacher the chimpanzee had shot in the jungle.

107a. The boatman saw which shark the diver had speared just off the shore.

107b. The boatman saw which diver the shark had speared just off the shore.

108a. The committee member guessed which advisors the president had appointed to the Cabinet.
108b. The committee member guessed which president the advisors had appointed to the Cabinet.
109a. The farmer indicated which donkey the townsperson had bought in the neighboring village.
109b. The farmer indicated which townsperson the donkey had bought in the neighboring village.
110a. The military man knew which soldiers the general had promoted after their tour.

110b. The military man knew which general the soldiers had promoted after their tour.

111a. The parole officer confirmed which delinquent the psychologist had treated several times already.
111b. The parole officer confirmed which psychologist the delinquent had treated several times already.
112a. The policeman knew which suspect the detective had arrested for the recent crime.

112b. The policeman knew which detective the suspect had arrested for the recent crime.

113a. The priest knew which demon the exorcist had expelled with a cross.

113b. The priest knew which exorcist the demon had expelled with a cross.

114a. Jack observed which passenger the conductor had removed from the train.

114b. Jack observed which conductor the passenger had removed from the train.

115a. Teresa knew which neighbor the parrot had bitten at the block party.

115b. Teresa knew which parrot the neighbor had bitten at the block party.

116a. The art critic identified which model the artist had drawn in the studio.

116b. The art critic identified which artist the model had drawn in the studio.

117a. The cotton farmer wondered which master the slave had escaped by running through the woods.
117b. The cotton farmer wondered which slave the master had escaped by running through the woods.
118a. The farmhand recorded which goats the breeder had sold at the market.

118b. The farmhand recorded which breeder the goats had sold at the market.

119a. The four-year-old knew which hero the dragon had eaten for dinner last night.

119b. The four-year-old knew which dragon the hero had eaten for dinner last night.

120a. The security guard investigated which patrolman the loiterer had evaded for three hours.

120b. The security guard investigated which loiterer the patrolman had evaded for three hours.

Experiment 7

a - Canonical control
b - Role-reversed (Animacy-congruous)

High predictability

la. g, /)& R 8 B R/ % 17 /L5 /52 2R BF /9 B gk

Ib. #rh, /R 8 B KR/ % TR R R B AR R

2a. B 7l E s JIE B AR B BN R T ok, ORI B T R A b R
2b. B 7R JE . /WM IR BT /R T R, SRR R T 7 e A
3a. B by /ANH R WARESR T /ZJEMERIAE 1 0w

3b. i b, /AARIE ANHER T /ZEMERIE A+ MR

da. L P, /S T/ B TR, SR RCE AT 3

233



b, iE A, /T HFE/ RN TR, SRR AELME.

Sa. WU, /A AR AN OK FH/ R /B R B, N T RS

Sb. W FE R, /AN ES K EH O RUAE AR /B R B, RN T ORI

6a. f& Ui H, JECAS R PR /AT AR T /UL SR R TR B M .

6b. UL b, /AE PR I R /ITIE T /LG R T K T

Ja. EASA L /AR B OISR R D m R ok /LS AE S B R R FE R R .
7o, EASH L, B BER D T IS |5/ E R Sk /BL S AE ST B R R AE R .
Ba. WIJL K, /BRI REDL/HEIkRIFIER T /ZEER.

8b. B JL K, /REED L 08 B R/FBIRKRIFZ R T /K.

9a. X4, /ERKRKEBAHMAN/BE/LLEMEREEKRT .

9. K, /AN ERK/GER/AFENMEREBKT

10a. Mo & b, /I FEEG 0 RE/EH/ME RE, /R FEED.

10b. M4 b, /REEMBEEB/GESMIGEKRE, AL EFEHE.

1a. FE R M b, /%8 08 NJR/ T /H ok, /T BN 55 .

b, WE R B, /AR 40 28/ M 7 /K, /7 #ON .

12a. ZFW, /fTwEHEENR/mT/LEMEEZRKRT .

12b. £V, /HMRETEE/ W T/ EMEREZ RRKT .

13a. HE KRB b, /2% NMa/INT /R, ST M — 6.

13b. WE R B b, /7 fir 48 B 5/ 90 7 /B R, SR B T A — i

l4a. b — W, /EMIF L@ B/ T EARE, BREARN DT HHE.

14b. E— W, /& 8GRI/ EARE, BRE R DB .

15a. 2, /R TR BEE/ U W/ T/INT .

15b. F A2, /EEE 4B R A TR/ URSFER TN

16a. J5 oK, /A % % 40 X AN I8 )L/ U 9% J5 0 A E Al B T T N

16b. J& oK, /X AP )L 48 ] % 2/ 0 3% )5 /5F 1 E AR B F T N

17a. W A, /M 3 £ 7/ T /A, A BB NS A BE R R
17b. S FHF, /E 7 8 R/ AR T /A, Ak LR H NS E A R R .
18a. EANH, /I & MEAR /M F R/ G /M BERENHm L.
18b. EANH ., /IR B BB/ A TR/ E /M EELENE T L.
19a. WE K, /I8 AN\ K 8 R )L/ 3 w15 /48 % 52 35, /A AT ER A 2
19b. WE R, /B4 )L 8 A0S w5/ 3mSR e 3L, AEMEE A .
20a. WE P, /EER T ML/ FE/M K, HF H 44 E2,

20b. B FH A, /0L B EE R/ /K, S B E g

21la. WE K, /G a ML 0 B N /&5 T /UL S /Ar B % fib 2] < B & 3L .

21b. HE R, /BE N 8 B8 = w ML/ 85 17 /0L S5 /or B Ok fh 3 B BE A AL .

22a. WA, /X HAeH 8 R RRE/ZBERPEBAEEHT .

22b. W 7, /IR R RR 2 38 IX R AE M /W 3 AER P B /A E T .

23a. L, /R AL N/ TRk, /B ks AL .

23b. S, B ON B B R/EE T ARk, /PR E AR AR .

24a. KAEH], JUFRE HE BCE E/ Wn A4S0 A o, /IR Ak 2 i BR

24b. X FEY), /R E I U/ RS A AR LT, /IR Rk 2L B .

25a. L2 R, /AR N B R BE/EE B /R R B R, RO

25b. HELES R, /R BE IR BCE N R B R B R, ORI AR

26a. Wi JL R, /KM EZTF /G T/ E/—RBAEHE.
26b. BT JL K, /% T B KM/ w5 7 /NG /— R#EAH & .
27a. EXFE, /WHE TR/ T/ EMERZERET
27b. EAFE, /TR R/ R T/ EME R BT
28a. EEW, /KRR L WL ER/Y KT E, SFHMT
28b. FEM, /R E KREX/HEKTHE, SFHRT

K 25 LL T B
K2 UL TR .
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29a.
29b.
30a.

30b.

KA, /AR LN /R 0 B Ay

WA .

KEY, RN T B S /6 /B E A B A

FEE®, /XL HEIEN/RZEED R,
EE®, JHEIEAN 8 X/ RIEAED K L,

Low predictability

31a.
31b.
32a.
32b.
33a.
33b.
34a.
34b.
35a.
35b.
36a.

36b.
37a.
37b.

38a.
38b.
39a.
39b.
40a.
40b.
41a.
41b.
42a.
42b.
43a.
43b.
44a.
44b.
45a.
45b.
46a.
46b.
47a.
47b.
48a.
48b.
49a.
49b.
50a.
50b.
51a.
51b.

MERETEET .
ME KT T .

MER, /Dhom it mr/ BT/ E/ENSAEREEET)E.

We R, /07 8 N/l /B E R A A

BHRAEEE S5

R, AR A SR RGBT R
ERE, /AR AE ARG FER T
W A, /3% BE 38 2 B /A5 AR T /L e 0% A E

WA, /2 Bl 38 % BE /45 98 1 /UL JE A% i 08 K .

K, EE I AL N/ BT BLE R KRR %

L, AL N I mE W B TR E R AR %

fefm U, /R % 8 £ /RO LN K.

el B, /4 5 38 R F /RO LN A K

JURAT, /N E AL &/ BT /MR /AEE, BEREE T W .
JURET . /A 4% 48 DR/ T/ R/ EE, B RKKE T — WK .

ERM, JRAFMHE L BABE/ WK 7O E TR A AR
ERW, VA BE R EKAGIR/ R R T O B E TR AEAE R .
MR, /AN TTR/SIHIZEMEET EW.
MR, MTTIRAE /TS AN/ STV IZ R E T Y.

#HL L, /IBELERXGHT/IEAILTH
HELLE, /IRAEBRE/GRT/EHITHE,

W E, /EREER ey R T — &, oA
VEE, /ExacyE EBEA/DKHNT /—F, 903460,

X—F, /BEMNE BE/RELERT, /HEEER.
X—4, /B EBEEMN/RLERT, /EEEULEF.

ZER], /XA RS/ ISR T A — B/ A
LEY, JERG E XN T B A
EEW, /R R T/RET &,
EREW, JXBERT R/ R T,
Ml A ENE BN/ T8 7/ 3%,
WA, /RN 48 A E N/ T8 1,
EREH, AR WF AL T K,
EREWY, R A BRI R/ES T K,

{H 52 3 R B .

B & R .

AX Ak K K #WAR 2 & .
G M NE & IR (=W
MR JE A T L T .
MR A AT T .
/A BB A A D
/75 BB AR At B B

BLEU, /I ZBEXREHAN/BALT/MNEMERE XIET .
PBEU, /AN ZBER/Ba T/MNENMMEBR XIET .
WER, /#G EF /&M T/ —F/ZBELEBRIFGEHT .
WER, /ifF 8 G/ & 7T/ —F/ZBEWERITFEHT .
WER, /WBE¥SR P Ha/ M T/ /57T —OWmE.

MR, /it W wEER/EH T/UEST —

RIJLER, /555 0 T/ FE T MEZ M55

i 4% & o
K& BT AR

RIVER, /7 48 55/ 7 /ME 2 M 5015 2 B P 2 R .
e b, /SRR 8 &7/ E T /LR /A R IR S — T

We b, /&7 8 R/ /LS /4 B AR RS — T
EEW, /BT REAFN/ZT/ZREBEKRT

EEH, /N E XRF/ET/ZREMHEKT
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52a. BB L, /FE T AR W/ R T /&, A AR RN .

52b. B RSB, /U0 A0 AT/ T &, Az AR A S

53a. WE K N4, /Wy 48 #h Lo /MM 7 /8L )5 A8 B R b /s

53b. WE R B4, /9L 38 0595/ M8 T /0L JE A B R b

S4a. WK, /T W Gk EAE/HFBR T /UL JE R 1SR B MR .

54b. A K, /5K EAT B T AR/ B T /LL G /15 R W .

S5a. Ja oK, JISALRE N B BESLH/ /L, BT KKK X
55b. JE ok, /EFLE AL N/ B/, AT KRE R
S6a. K, JHAL AR FEN/ KT T/ K, MBI T — B E RS
s6b. WK, /HAEME BB/ ZH T /—FK, T B EKIE.
57a. BF R BEHE, /AR XF R T N/ R/ EME R EAREBE T .
57b. B R A M, /N R R R A/ R /UL e ME — R R A I B

58a. X JL R, /WA BWR/ERT/H —BHBEAERN.

58b. XILK, /ZW B LI L/ ER T/ —HEE R

59a. FE, /M E T RS/ BAO/R N/ LWHE, BT - Ei.
59b. HE, /MEAFILIE BB/ BO/R N/ LA, BT —ER.
60a. ALK, /HCAL 5T 48 W& AN/ T AR E T I 4 U B
60b. FB K, /R Gk /AN A E AR AL S I /3 e T /AT R F FT b U G RO .

It

}

G

rc
N

funif

Experiment 8

a - Canonical control
b - Role-reversed (Animacy-congruous)

High predictability

la. /RBUAE RIEWABARKE A B E /AR /E R L, /T a5%E. /
b /X R T AR EANERES/MZBEREHEEHT . /
2a. /A A H KA B R AR XS /E R R /SF B /R R 7R E R .
2b. /UF 7 A T E AR B AR A& R Y A5 /A e 3 ./

3a. A8 N OK H KA RAEH AT /R /A R L, I aEE.

3b. /38 A %%%ﬁﬂ%%ﬁ%%%%%ﬁ@mm%%&% /
4wﬁ%n%%¢a%ﬁﬂ:i%ﬁaﬁﬁhwm%
%@i%ﬁﬁ@%i%i@ﬁ@Mﬁi,%miﬁ%u
Sa. T EEIE R M ERAEMERES/UMRAFBER T/ N . /

Sb. /AR AN A0 N B VE B AE KRR 2 BE R /UL )R /AR IR 2 AN ./
Ga. /A8 A K AT R RE L /AE R W AN A AR e

6b. /% A AE Z A A B E K R AR AR S B, SR BT S

Ta. 70N fir 08 2 8 0E A0 R f5 B A T /e R, R T At — . S
Th /KRG NAERERFE EAT PR/ EMESLBISEH £ T . /
8a. /oK T UM 5 UH RAERE R B L AE R MG IRE .

8b. /AN s R K L& R/MAE LA KAE K/, A FE. /
9a. /it 2 10 B WA HE IS E KR AT FE T /LA IS /B T K DE A .

Ob. ML G N B & KA L K/ E T ARk, /B Ak E AR ./
10a. /3 K RABAHANMEZFEIRAGE/LEAERBAKT o /

10b. /KA &% 7 /e E 2/t T/ /— REAHF#HE. /

Va. /0 B 38 5 2 78 A i 5K /4E £ 4 K /E k¢ B/ o 76 | i ./
11b. /45 %% 3 8 UF 75 /AE A0 4F 4 K /B 18 /1 A 78 VH o/
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Ra AR WA BB /A ZERM TR/ BFMERSL T .
12b. /70 B A % ok B /4E I8 R B B /B R B R, L BIR
13a. /i B 40 2 v 3 /AE B2 AT IR AR S, AR A D3
13b. /9 5 i 48 06 7 /AE X AR/ IR A5 M5 — H N g — ﬁﬁﬁ
14a. /iR H) & FHE B BE /A FE R & B /Ul /IR T /N .
1%%a%%4ﬂA@£$ﬂ%%%ﬂMﬁ%%@%%%u
15a. /9 B /0 3% R AEWE R WG L AR B R /28 7 /Z&%E., /
15b. /R ENAES RE LR /R Bz 5./

16a. /N 8 2 22 //E WE R B b /@ B0 7 /H Sk, T BN TEE .
1&@%ﬂA%M%%%EE%%%@Eﬁ@%%%%T”
17a. B CRBICHEM/AELZERM IR/ BEMERS T .

17b. /58 K B30 /N B3 /48 A8 R B B kB R H R miﬁ%\c
18a. A N E R R/AE LFER A B/ EMEBIR T o /
1%@%%%%@L%%@%T@EH£%X%%@”
19a. /FH 75 3 03 48 SR E/AEWE R Mg L AE B M 0e /K% .

19b. /K B & F AL RAE LR RAE K/ &, AW E. /
20a. /4 52 40 /N Mg AE S R B B AN T /R, RO T M — .
20b. /5 N K S AERER B L AT PR/ JEMESLBISEH £ T . /
20a. /A8 R B R /e L2 W/ T/ 2 BRI R M.

21b. /8% N AR 8% ZE 5 WL /AE I8 R R 4 M5 7 /0L JE /on B b 3 2 B .
22a. /3 3 F AN )L AE B E & KA TR /B K, F Al b2,

22b. /i AT (R AE BE R MR AR R /RL S /A I o AR M Ay ./
23a. /AN )L 8 28 3% KA B E K K /IR /A K, A .
23b. /[ /Y 48 BE AR T AE BE R B b AR GE /UL JE /4 3 W A #R AR 2 A .
24a. [ R R EE D L HERE R B AR B R F R T /R, /
24b. M FE N ERAE S RF B 2 /R g B/

25a. /% s AT ON /AR WE R Bp /R R T /R, /R T RN TE I
z%m%ﬁﬁ%ﬁAW%iﬁw%WﬂEL@@%%%T/
260a. AT HHMN R/AELZEW /M T/LEMERZ RKT .
2&%4&%%%@@%%?%@%7@5@@%7gﬁo
27a. /W RICAT W& HEZEN /W T/ EMELRZ RRT . /
2. B WA M AL RAEW K T AT T/ILENEZRE T — F .
28a. /i AR E R ITAE EEWATIR B AR S, BB AL .
28b. /M F 48 DI 0 AR E YNk 1S MR — RN g ﬁfﬁc/
29a. /KA FE A R /AE A0 AE K R AT BE T /RL S I Tk B M

20b. /% ZX A A Y TAWLHX%%T@%,%mr%%%O
30a. /f8 R W gE 42 B2 W /% TRl JE AR BRI R .
3%%$ﬂM%%A@%iT¢@%TME&W%mﬁEﬁu

SH} )lZ -

/

~

~

~

~

~

Low predictability

/

3la. /A0 A7 7 N 8 & B AE R /M T /R E IR K AR &
ﬁ% /

3lb. /2 AT R AL e e B R W AR 7/~ %&, /AE
32a. Y AT B A L AE B FE A R FHAEHE /N O, LIFE
3%@%&%@%mi@$ﬁ$i%%?ﬁ%,%ﬂiﬁ
Ba /o I RERMAEMBRE LA 7T /ARE, AEEN K.
3%%%%@%WAi$L@WTH§ﬁ%%%ﬁ%TM
3da /EH MM DT B AHE K FEX G T /LR AR AR LR,/
34b. /#Z T A BEAEWE R W b /MEBE T /LL R /A BEARE — R ./

§% >K >K

EER'

Q

=

=
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Bba. /ML ZEENFEAAEELZENAZRZET/HR/H[EEH. /
3Sh./ERIE NI EME LEB/ER T/ —HBERI. /

36a. /5 46 B AT A X JLESRME T /LE/MEESIE T ./
36b. /M FHESAFBNAE E R K/BE T/ G ME R T .

37a. /2 B % 4T ¥ BE T A b B W A5 5R T /0L R AE R E ./

37b. /B Sk HAR S AL ik N AR BER /M 2 AT, R R L./
38a. AE EE NN IE Z & A F R WS EE T/ G AEIEM .

38b. /A8 AL ik N RSk B AE BER /L2 A, MR R G .
39a. /rh BB AL B ON AE R MR T BRI FK BAR .
3b. AL I FEENMELEM/ZE T/—F, AEE &Y. /
40a. /b EHE T/AE M FEKR K /SZE TN, NP EF . /
40b. /22 X 40 88 8G /AE B EH KNSk T A — BL/A R ./

Ma /B EH L REEZFEFAHMRKIAINNAK . /

41b. /B X KA A N A /A HE R B M /L S ME R P .

Aa. /HE LI /E R ELRARFAELZNTD, DR L., /
b X PR T ERAAES RE AR T/ —%F, ARA LR /
A3a /REMG IS I IE N RE R AEWE KRG E/AE T /R R, IRFEBRE M. /
a3b. WA F R &/ ERWAES T A K, MBI, /
Ada. /N BE MG A RE AN WD WD AEHE KM B/ TRk, IREREIRE M. /
A4b. B A NN R AE R RS TN K, AR ER .
45 NEFEHREBA LA LFNHAEZT/HR/SEE. /

45b. /M EEERAE L EWM/ER T/ —BHK K . /

46a. /BN FE TR IE I AN B E/AE EAAH AR K T A H A & T E#E . /
46b. /5 G B A BB R JLAE IS VI A N — R R .

ATa AU X R TR ELRME/INRR/RTE. /
4. M F RO AR R T/ILE/S T il ./
48a. /A A I I = E/ME X JLERMBBE T /LE/MEEEET . /
a8b. M fF N IE M FAHE E R K/ T /2R MR T ./

49, /A E WA WA LW A /HE EAA A% T /—F /AR FEH. /
49b. /3K AT T Z R MAE ZEW AR T /LG 1S IR W ./
S0a. /N AEAR W HETR K R /BN T /2 JaMEMl KT T . /
50b. /% AT B AME X FERM LA R T, MR M.
Sla. /R B NZHEB R FF/IBRTIZEMEBREGKT T ./
S51b. /% B AR B AT ME X FER ML AR T, Mg kM. /
52a. /% LM E/E M E KK /ZSL TN, /N HEEF ., /
52b. /S RS E XN AE I H RN T /4 — B/mbE ./

S3a./ EUE E A LE T AARK NN H K/

S3b. /N AR S R R A AERE R BRI/ EAE LS./

S4a IR EFRIEZSHEM R E L/EAE T IREE, M &, /
54b. /it FIRBGHES RE LB T /—H/RHERITHET - /
SSa. /M EEFARMEAAE EANAHAMBE T B /A& T E#E. /
S5b. A AR JLIE B MBI FEV AL N — % 2. /

S6a. /A BE NI 1T D/AE I K BBl /2 G s E T EW. /
56b. /A8 AL B I AE AL & NS AE EAS A AL T AR KRR K./
57a. iX B B T AR A GF 5 AE A A RN BRI, /
STo. M AW R R L FER/MH T /LGS T — it /
58a. /1 D4R W 58 N /AE W K B/l H/Z G T EW. /
58b. /A8 S N FI AR IS AL SR 0 E E A H AR T AR K KK .
59a. /ML B AR AE LAEWE T /LR /A A E S TR,

~
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59b. /A2 BEAE £ 7 AR WE R MR L /mEBE 7 /LL R A BRI E — R ./
60a. A AN EEML AR R AE B AT AR T F R R R ./
60b. /T & B AL 3K EAEAE K E W IF B 7 /LLJE /SRR ./

Experiment 9

a - Canonical control
b - Role-reversed (Animacy-congruous)

The pseudoword in the invalid preview condition is presented in parentheses.

la. /B BER B AL B M & 7 /AEWE R 3 S/ B T /UL /42 07 4 835 . /dlR)
1b. /Re i 7 T A BE R & AEE R & /MR T /LG /& 5 A4 B3 . /(%)
a. KRB ME RIBMENEK R/ BE/MRK/EAEENHE . /(EY)
2b. /A R R IE R EAE MK R R E A R /E A E BN R .. /(EY
Sa. B AL B i E S RAEWER FAMARR T /—F, ApE K. /0k1E)
b/ B AL EAENE R FAFALVF T /— &, Apmilim. / (kE)
da INATHE & 0 /78 R AE N H AR 3R T /2 Ja i IRt IR A -/ (E)

4b. V& AR NATAE ZFE N A AR 7T/ Ja I T @ IR B o/ (RE)

Sa. /1% 3 BA A E AE £ 4 \WH A% B MR X IR . /(EE)

Sb. /% 2 30 3B BN AE 5 E )\ F 65 Bl AR P X 4 i R . /(B H)

ba. /X EBERMATBRFEERMESMHEAEST, MWMETHE. /(W)
6b./BLHE RIEXEMEMEFER/MESAARS, BT A, /()
Ta. FRAFEHWANIBHE EFEIRIGE T/IZJEME R REHE . /(BWR)
To. A N 2 AE X FE R E T/Z B/ *REBE . /(EHR
Sa. /G ¥ H AL E T MEWE KRG LR F 7 AR W T /7 #0807 (BE4E)

8b. AE Z A R H HEME R /KRS T AR W F/7 #H ./ GEHE)

9a. /T I Hrim B /AME X FERE KRB T /—FK, /49 H L. /#HH

Ob. /T M FWMAE L EL RN T/ —F, o HO . /)

10a. /% N #0352 0 /AE WE R B B /MW T /L Ja A8 £ 3T T ./ (gl

10b. /55 % A 30 5% N AE P R B B /MEAR T /R0 S ME AT T ./ GEal)

Va. /B 38 & /€ LEY ARG /ML E, /53R DI, /@
11b. /35 5 48 A 5 /AE 25 4 /A% 2 A5 b s BB, AR R DU b . ()
Ra. /& NEHRN/MELENA/RET/—F, MEEHEE. /()
I2b. T RN A B AN/ EANNA/BE T/ —F, MEEELTE. /U
Ba /M AEE HAEXJLER/MMEBMLG, mEMBEREELET . /(B
13b. /& HWHANAAEXILER/MHEBRE, HEMPERFET . /(BF)
14a. /2 J5 108 L HE I FE W /AT T /— W, FF B A JFH B AT . /()
14b. /8 AR B 5 HE B E W AL 5T T /— W, 3F B A JFH AT . /(%)
15a. /] K KB Wiz T ANHE ERB WA R/FET, EZAFTE. /(@K

15b. /4 iz T N BT K K/AE BRI A R/, /ZAZE. /@&

16a. /T NEBAEANMEEFER/SE EAEE, AEEAE. /(T
16b. /A AP N T NMAE LE /S Bz, /AESEAHE. /(FT)
17a. /2 5 HEAS A E/MEBRERE R T /ALK, FFHBHTFET . /(FH
Ib./AEAERERAAERFEL KM 7T /aLk, AFHHTFFET .. /(FH)
18a. /FF A #8784 I 4k /AE A8 R £ B Ak R /AT, /=AW F . /(b
18b. /TR A~ F 1€ 8 BE Ak /AE A K 45 B /A8 ok /&I, /=AM FE . /D
19a. /22 K KA MK /AE A K/ERTAEAR, /AWM ANHEL . /Frid)

239



19b. 4 K4 2 K K /AE BRI R/ER T HERAE, /E N0 /FF)
20a. /4 LA AERE R T/ 2 J AR BEIRIK . /(5B

20b. /M5 AP L AEWE R R /ML B AR BIRIK L. /(B
Qa.//NEZIEFEBAET R TF/IERT/IZEMEBRESGKT T . /0
200 MR B NZAEBR T F/IBRTIZEMEREGKT T . /0%
22a. /M EAE B T AE I FE R R /LG T/ANR, R R R . /(5 R
22b. /3 T4 EAE B ERK R /LS TN, /M IR F . /(5
23a. /0 WA A L /AE A R/ F/AEHE/NTH, LIERYL . /(R
23b. [T A LA W U /AR S AR AR I AR O 1T I, D A4 . /(R
0. 12 G R X MAER K F L/gi 7 /ARE, AR EG . /GEM)
24b. /R E X G AEM R F L /EAAE TR E, A BN/ (E)
25a. /A8 AN UF B A X BB L AE A KRR /N B /R ./ R)
25b. /1K T MR T AR A W R AE A KRR /N BR/E W . /EA)
26a. /5 FAE B A K FKAEAS K E F A K TR /KA R E ./ (FEN)
26b. WA R KAB G B HE S R Fam ok TR/ A @m . /GERN)
27a. /M 7 HAR B M AE X EVIE W T /UL JE B E LR . /()
27b. /e AR T B AR XY T /UL JE AR R R LR . /(SRS
28a. /2 EIE AL I AE X JLERMBE T/ EMEZEEET . /(R
28b. /AR AL T 2= A AE X JLE R T /R /M E R EIE T . /(R
29a. /N AR T AERE R R4 /M EE T/ E/EMNERT . /(2
20b. /Wi F AN B AERER FTF/MEE T /LE/ENERT . /UZH
30a. /A AN BN AEAE R EWRAE BN A ARG T FMAE R EH. /(&FR
30b. /FH Z R AN AME EANHAHBRET /—F/HMEFEH. /(ER
3la. /% JE UG 40 ¥ W % A E R W AS IR T /CL S AR ./ (GERD

31b. /% % 0 4% BE O AE BRI AR TR T /LS AE T ./ (ERD

32a. /@ B AL N AE X FE IR /M E T /LR IR K MAR ' M. HE)
32b. AR AL P ON A B AR R AE R /M T /LR IR K AR ./ (E)
33a. /8 FE L mE EE A AR N INBNVE K . (R

33b. /- S IO AE EE B AR NN BN K . ()

Ma. A F WM HEEBABE/ME EANAMEE TR /METIEE. /ER)
3b. MA BB X MEAE EANAMBE T HEHMAZE TIERE. /(#ER)
35a. /] BE AR 1T RAEIR Rug BBl T/ G E T EY. [(HhR)
35b. /1] AR AT & AW (e B R e E/3l TF/Z BB & T EW. (R
36a. /F B RAEXILER/SGRB/— BB E, RAWAE. /GiF)
36b. R BRB/MERXILER/FBE/— WM&, RAWAE . /(G
a. R E R o /M EE W ARE T /—F, /0B AL. /(FME)
3. /B K oum i R A L2 AR T /—F, o B, /(FME)
3Ba. /B EMNEHE T/ LERMEME T, KEHE R . /()
38b. /[ EHE LN MEZFIRMEAL R T, MR /(B
39a. /2 X 0 88 & /AE B E B R AN T F — BN TR ./ (F5FR)

39b. /88 R 40 X HE B E H KNG T A — B R . /(55

40a. /B EFRIE X B R T /MES KRB L/ T /—%, RIES. /(&FD
40b. IX BER LA ZR/MES KRB E/22R 7T /— %, AR LR . /(&FD
Ma /AN FENEH R AN/AE LR RAT T /—F /A H 1. /(ER)
b RN IA ENAE LR KATH 7 /—F A BT /(EHR)
Ma. AR R K@ ERBWARSL THK, MESFM. /GES)
b MW mIE AR RAE ERWAAS T HK, MEFITAM. /GFH
W3a. /ZEFIH NME LERRMBEL T/ G MERE CIZE T o /(&)
b AN EERAELERFRBFELD T/LEMERRSCIE T o /&)
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Ma G EFAAES RE LERT/—F/JFHERITEH T . /G
a4b. i FAHRAGMES R E/alih 7/—F B A6 17 - / Gk
45a. MgV E R M /E X EIRME TR S T — WS . /)
45b. /g AN VE S R AL X ERMEH T/LE /S T — Rt . /)
46a. /45 A7 PN T AE X JUE SR /IR T MH & M A5 %A A ./ (BRI
46b. /9 F B 55 55 A X L R /IR T B & M B R R ./ (BRI
47a. /X BEIE % T AE WE R B b/t BE T /LR A BEAR B — R o/ (k)
47b. /%% T 0 A2 BF 8 WE K e bt R T /LR A e AR B — R ./ (IR
48a. 1 T AT W @ /4E LA KA T /—F, ApmiREAN. /)
48b. M 4B % T A1AE LR RS T /— &, AR . /)
49a. /W5 W0 PN Lo HE B R R 4 MR T /L JE AR B R BN BE ./ ()
49b. /Hh Lo W AE B R R A4 MR T /BL S AR B R BN BE . /()
50a. /] ZMRIETK EAEME ZFEW TR T /LG MEERWM . /(KRB
50b. ik EAEIE T ZARMAE LEVI SR T /ULJE /SR B . /(ORI

S1a. /I8 fik 8 N AR 2R 5 Sk B OME R /48 2 /UL IL, R R . /(D)
/ Rob. /(ed)

S1b. /2 35 Sk H 98 3 A7 % i N AR KR /48 2 /RL Ik,
S2a /T B At AN HE ERW/ES T /%K, AEW & M./ (309)
S2b. AR A R LR MRS T — &K, AREE &M /@9
53a. /A X I 1A HE N M AR WE R BB MR AR /LS AR L BOE . /(IR
53b. /N A HE AR X R A /AR WE R B OB MR /UL JE ME LD . /(R
Sda. /WA A ER/MELELE/ER T/ —BHMBEEN. /GEHE)

54b. /R AE W T A/ ERW/ER T/ - EHA R . 1GER)

55a. /) G B 4 AR R L /AR AP SR R R AL/ S R ./ (IR
55b. /A0 A HE )L A A g 4 AR N W) AR LR — 2 R ./ ()
S6a. /B AL BT AR S AN AE BN H ARG T AR R B HR R K ./ (E )
56b. /A N IS AL SR H AE EASH ARG T AR K BB K K ./ (E R

=
g e P
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