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There are infinitely many distributional obstructions to the existence of smooth

solutions for the cohomological equation u ◦ φ1 − u = f in each irreducible compo-

nent of L2(Γ\PSL(2, R)), where φ1 is the time-one map of the horocycle flow. We
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Chapter 1

Introduction

We say that f is a coboundary for a flow {φt}t∈R if there is a transfer function

u such that

d

dt
u ◦ φt|t=0 = f,

and for T > 0, f is a coboundary for the map φT if

u ◦ φT − u = f.

In this paper we study the discrete analogue of the classical horocycle flow
{ 1 t

0 1

}t∈R

called the classical horocycle map

 1 T

0 1

 , each acting by right multiplication on

(compact) homogeneous spaces of the form Γ\PSL(2, R). Motivated by the success

of using cohomological equations to prove quantitative equidistribution of horocycle

flows and nilflows [2], [3], we study the cohomological equation for horocycle maps

and quantitative equidistribution.

Representation theory is a natural tool for cohomological equations on homo-

geneous spaces [2], [3], [10]. Flaminio-Forni’s (2003, [2]) detailed analysis of the

cohomological equation for the horocycle flow was carried out through its represen-

tations in the irreducible, unitary components of L2(Γ\PSL(2, R)). We take this

approach for the cohomological equation of horocycle maps, but the equation for
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maps is different from that of flows in an important sense. Bargman’s well-known

ladder argument allows one to construct a basis in each irreducible component, and

[2] shows U represents as an off diagonal matrix in this basis, so that the cohomolog-

ical equation Uu = f can be solved algebraically by a two-step difference equation.

In contrast, the matrix φU
T is very complicated in this basis, so we instead solve us-

ing standard representation models, where vector fields and flows appear as explicit

formulas in explicit Sobolev spaces.

Solutions to cohomological equations on homogeneous spaces may or may not

have distributional obstructions. Results so far indicate cocycles over higher rank

abelian hyperbolic actions of Rd or Zd are typically either rigid or the cohomology

classes are finite in number and easy to describe [4], [8], [10], [12], [16], [5].

In contrast, previous results on cohomological equations for homogeneous R

or Z actions show there are infinitely many independent distributional obstructions

to the existence of L2 solutions. Consistent with this picture, we find there are

infinitely many distributional obstructions for the horocycle map. Lastly, previous

results also show some finite loss of regularity between the Sobolev estimates of the

transfer function and its coboundary for horocycle maps (see for example [2], [3],

[6]), and we prove this is also true for horocycle maps.

In the second part, we use our analysis of the cohomological equation of horo-

cycle maps to study the equdistribution of the horocycle flow. Horocycle flows are

known to have zero entropy, and precise mixing rates for geodesic and horocycle

flows were obtained by Ratner [17] and Moore [15], and Ratner proved horocycle

flows have polynomial decay of correlations. Concerning ergodicity, Furstenberg [7]
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proved the horocycle flow is uniquely ergodic (i.e. every orbit equidistributes) in

1970. M. Burger [18] estimated the rate of unique ergodicity for sufficiently smooth

functions along oribits of horocycle flows on compact surfaces and on open complete

surfaces of positive injectivity radius. P. Sarnak [22] obtained asymptotics for the

rate of unique ergodicity of cuspidal horocycles on noncompact surfaces of finite

area using a method based on Eisenstein series. For sufficiently regular functions,

Flaminio-Forni [2] improved on Burger’s estimate for compact surfaces by establish-

ing precise asymptotics in this setting, and in the case of noncompact, finite area

surfaces, they generalize the result of P. Sarnak to arbitrary horocycle arcs.

Quantitative equidistribution results for horocycle maps are very recent. Shah’s

conjecture states that for all δ > 0, the horocycle map {φU
nδ}n∈Z+ equidistributes

in Γ\PSL(2, R). Venkatesh [23] used a method to upgrade quantitative equidistri-

bution and quantitative mixing to prove upper bounds on the equidistribution rate

of the twisted horocycle flow {φU
t × e2πit}t∈R on SM × S1. By an ingenious argu-

ment, he used this to prove {φU
n1+δ}n∈Z+ equidistributes in Γ\PSL(2, R) whenever

0 ≤ δ < δΓ for some explicit threshold 1 < δΓ << 2.

We estimate the rate of equidistribution for the horocycle map. As in [2],

we use our estimate of the cohomological equation for the map to obtain a rate

of equidistribution for coboundaries, and we use the analysis of the flow invariant

distributions for the horocycle flow in [2] to estimate the rate of decay for the flow

invariant distributions of the map. We use Venkatesh’s estimate of the equidistri-

bution of the twisted horocycle flow in [23] to estimate the invariant distributions of

the map that are not flow invariant. Then because the ergodic sum of every regular
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enough function is either controlled by the cohomological equation or is one of the

invariant distributions, we conclude our quantitative equidistribution result.

Preliminary definitions

The Poincaré upper half plane is

H = {z ∈ C|=(z) > 0, |dz|2/(=z)2}.

If Γ ⊂ PSL(2, R) is a discrete subgroup acting without fixed points, then M := Γ\H

is a Riemannian manifold of constant negative curvature. Let SH be the unit

tangent bundle of H. Then fixing (i, i) ∈ SH, the map

PSL(2, R) : (i, i) → SH

gives the identification PSL(2, R) ≈ SH. The elements of the Lie algebra sl(2, R)

of PSL(2, R) generate some flows on Γ\SH ≈ Γ\PSL(2, R) := SM.

The matrices

U =

 0 1

0 0

 andV =

 0 0

1 0

 , (1.1)

in sl(2, R) are the stable and unstable ”horocycle vector fields” in the sense that

they generate flows

φU
t := etU =

 1 t

0 1

 andφV
t := etV =

 1 0

t 1


that correspond to the stable and unstable horocycle flows on SH, respectively.

These flows act by right multiplication

φU
t (Γx) = Γ(xφU

t ),
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where x ∈ PSL(2, R). Let T > 0. and define

LT u := u ◦ φU
T − u.

The main result in this paper is to find coboundaries for the cohomological equation

LT u = f (1.2)

and obtain a Sobolev estimate of the transfer function u in terms of the coboundary

f .

Harmonic analysis

Elements of sl(2, R) generate some area preserving flows on SM , and we choose

a basis for sl(2, R) to be

X =

 1 0

0 −1

 , Y =

 0 1

1 0

 , Θ =

 0 1

−1 0

 , (1.3)

which are generators for the geodesic, orthogonal geodesic and circle vector fields

respectively. These generators satisfy the commutation rules

[X, Y ] = 2Θ, [Θ, X] = −2Y, [Θ, Y ] = 2X,

and note

U =
Y + Θ

2
andV =

Y −Θ

2
.

Let H be a unitary representation space of PSL(2, R). Each of these vector

fields is an essentially skew-adjoint operator on H, so their square is essentially
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self-adjoint on H. The Laplacian 4 is an essentially self-adjoint operator and the

elliptic element of the enveloping algebra of sl(2, R) is defined by

I +4 := I − (X2 + Y 2 + Θ2).

The Casimir operator

2 := 4+ 2Θ2

generates the center of the enveloping algebra for sl(2, R). As such, it acts as a con-

stant µ ∈ R on each irreducible, unitary representation spaceKµ, and its value classi-

fies them into three classes. The representation Kµ belongs to the principal series if

µ ≥ 1, the complementary series if 0 < µ < 1 and the discrete series if µ ∈

{−n2 + n|n ∈ Z+}. We note that some authors scale the vector fields so that

Kµ with µ ≥ 1/4 are in the principal series [2]. We do not use this convention. In

fact, our geodesic flow has speed 2 with respect to the hyperbolic metric of constant

curvature -1.

When SM is compact, standard elliptic theory shows spec(4) is pure point and

discrete, with eigenvalues of finite multiplicity. When SM is not compact, spec(4)

is Lebesgue on [1,∞) with multiplicity equal to the number of cusps, has possibly

embedded eigenvalues of finite multiplicity in [1,∞), and has at most finitely many

eigenvalues of finite multiplicity in (0, 1) (see [22]).

There is a standard unitary representation of PSL(2, R) on the separable

Hilbert space L2(SM) of square integrable functions with respect to the PSL(2, R)

invariant volume form on SM . As in Flaminio-Forni (2003), the Laplacian gives uni-

tary representation spaces a natural Sobolev structure. The Sobolev space of order r >
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0 is the Hilbert space W r(SM) ⊂ L2(SM) that is the maximal domain determined

by the inner product

〈f, g〉W r(SM) := 〈(1 +4)rf, g〉L2(M)

for f, g ∈ L2(SM).

The space of infinitely differentiable functions is

C∞(SM) := ∩r≥0W
r(SM).

For r > 0, the distributional dual to W r(SM) is the Sobolev space W−r(SM) =

(W−r(SM))
∗
. The distributional dual to C∞(SM) is

E ′(SM) := (C∞(SM))∗ .

Because the Casimir operator is the center of the enveloping algebra and acts

as an essentially self-adjoint operator, any non-trivial unitary representation H for

PSL(2, R) has a PSL(2, R)-invariant direct integral decomposition

H =
∫

µ∈spec(2)
Kµdβ(µ), (1.4)

where dβ(µ) is a Stiltjes measure over the spectrum spec(2) (see[13], [22]). The

space Kµ does not need to be irreducible but is generally a direct sum of an at most

countable number of irreducible components given by the spectral multiplicity of

µ ∈ spec(2).

Additionally, all operators in the enveloping algebra are decomposable with

respect to the direct integral decomposition (1.4). Then in particular,

L2(SM) =
∫
⊕µ

Kµ,
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and for r ∈ R,

W r(SM) =
∫
⊕µ

W r(Kµ). (1.5)

When SM is compact, L2(SM) decomposes into a direct sum.

Statement of results

TheCohomologicalEquation

Let

µ0 = inf{µ ∈ spec(2)|µ > 0}.

We consider manifolds SM with a spectral gap µ0 > 0. Let (x, T ) ∈ SM × N and

r ≥ 0. Let

I(SM) := {D ∈ E ′(SM) : LTD = 0}

be the space of invariant distributions for LT , and let

Iµ := ISM := I(SM) ∩ E∞(Kµ).

By (1.5),

I(SM) =
∫
⊕
Iµ(SM).

Let ε > 0 and µ0 > 0. For all µ ∈ spec(2), the space Iµ has infinite countable

dimension.

For µ > 0, Iµ ⊂ W−((1+<
√

1−µ)/2+ε)(Kµ).
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When µ ≤ 0, there is an infinite basis {Dn}n∈N ∪ {D0} ⊂ Iµ of T -invariant dis-

tributions such that D0 ∈ W−((1+<
√

1−µ)/2+ε)(Kµ) is the flow invariant distribution

studied in [2] and 〈{Dn}n∈N〉 ⊂ W−(1/2+ε)(Kµ).

It will follow from Theorem 1 that the invariant distributions classify the space

of coboundaries that have smooth solutions.

Let µ0 > 0, T > 0, r ≥ 0 and f ∈ W 3r+4(SM) ∩ Ann(I(SM)). Then there is

a unique L2(SM) solution u to

LT u = f

and a constant Cr,T > 0 such that

‖u‖W r(SM) ≤ Cr,T,SM‖f‖W 3r+4(SM). (1.6)

If D is an invariant distribution and u ∈ C∞(SM), then from definitions we

conclude

D(f) = D(u ◦ φU
T )−D(u) = 0.

In this sense, D obstructs the existence of smooth solutions. Theorem 1 gives the

invariant distributions that obstruct the existence of Kµ solutions for regular enough

coboundaries f .

Let µ0 > 0, f ∈ W 9(SM) and D ∈
∫
⊕µ≥0 Iµ. If there exists u ∈ L2(SM) such

that LT u = f , then D(f) = 0. Moreover, this is not true for µ < 0.

Theorem 1 was also proven in [2] for the horocycle flow. We prove estimate

(1.6) on every irreducible component, and then glue the solutions together. Explic-

itly, suppose we are given 0 ≤ r < t, {uµ}µ, {fµ}µ ∈
∫
⊕µ
Kµ and a constant Cr,t > 0
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such that for all µ ∈ spec(2),

‖uµ‖W r(Kµ) ≤ Cr,t‖fµ‖W t(Kµ). (1.7)

Write

u =
∫
⊕µ

uµ f =
∫
⊕µ

fµ,

and observe

‖u‖2
W r(SM) = ‖

∫
⊕µ

uµ‖2
W r(Kµ) =

∫
⊕µ

‖uµ‖2
W r(Kµ)

≤ C2
r,t

∫
⊕µ

‖fµ‖2
W t(Kµ) ≤ C2

r,t‖f‖2
W t(SM).

It therefore suffices to establish (1.7). We do not rely soley on the algebraic

properties of PSL(2, R), as in [2], [17]. We instead do all calculations in certain

unitarily equivalent, standard models Hµ ' Kµ, where vector fields and flows are

given by explicit formulas in explicit Sobolev spaces. The unitary equivalence

Qµ : Kµ → Hµ

intertwines vector fields on each space, so that Qµ preserves Sobolev norms. There-

fore, the Sobolev norms we calculate in Hµ pass back to Kµ.

The key idea in our calculation is to introduce a finite dimensional space Y

of additional distributions with the property that for all functions in Ann(Y ), the

estimate (1.7) is substantially easier to prove. Then we remove these distributions

using dual basis to Y consisting of explicit coboundaries and obtain (1.7) for each

dual basis element. Combining gives the estimate.
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Horocycle maps and the horocycle flow are heuristically related by statement

that when µ ∈ spec(2) and f ∈ C∞(Kµ), there exists u ∈ Kµ such that

Uu = fifandonlyifu ◦ φU
T − u = AT (f), (1.8)

where

AT (f) =
∫ T

0
f ◦ φU

t dt.

In [2], Flaminio-Forni showed that the space of flow invariant distributions is at

most two dimensional in any irreducible component in contrast to Theorem 1, which

states that the space of T - invariant distributions in each irreducible component is

infinite dimensional. Formula (1.8) already suggests this. Roughly speaking, if h

and ĥ are smooth, then the spectral theorem gives

D(
∫ T

0
h ◦ φtdt) = D̂(

∫ T

0
e−2πitξdλ(t)ĥ) = 0, (1.9)

for some spectral measure λ. So D̂ = δn/T is an invariant distribution for all n ∈ Z.

The statement (1.8) suggests that one can obtain (1.6) from Flaminio-Forni’s

result on the flow. We instead derive (1.6) directly from horocycle maps, because

the approach suggested by (1.8) did not give an advantage in either the length or

simplicity of the argument, nor did it improve the sharpness of (1.6).

RateofEquidistribution :

As an application to the above analysis of the cohomological equation, we
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prove a rate of equidistribution for horocycle maps. Let

α(µ0) =
(1−

√
1− µ0)

2

4(3−
√

1− µ0)
,

where µ0 is the spectral gap. For all µ > 0 and D ∈ {Dk} ∪ {D0} ⊂ Iµ, define

SD :=

{ α(µ0)ifD = Dk, k 6= 0

1−
√

1−µ
2

ifD = D0

1+
√

1−µ
2

ifD = D0.

Let φU
1 be the horocycle map on the unit tangent bundle SM of a compact

hyperbolic Riemann surface M with spectral gap µ0 > 0, and let s ≥ 6. Then there

is a constant Cs > 0 such that for all (x0, N) ∈ SM × Z+ and f ∈ W s+3(SM), we

have

| 1

N

N−1∑
k=0

f(φU
k x0)| ≤ |

⊕
µ∈spec(2)

∑
D∈Iµ(SM)

cD(x0, N, s)D(f)N−SD ⊕R(x, N, s)(f)|,

(1.10)

where the remainder distribution R(x, N, s) satisfies

‖R(x, N, s)‖W−s(Kµ) ≤
Cs

N
,

and for all D ∈ I(SM),

|cD| ≤ Cs.

We control the remainder using the Sobolev estimate for the cohomological

equation of horocycle maps in Theorem 1. For τ ∈ Z, the decay rate of the invariant

distributions is obtained from the identity

1

N

∫ N

0
e−2πiτt(φU

t x)∗dt =
∫ 1

0
e−2πiτt 1

N

N−1∑
n=0

δφU
n+tx

dt

12



together with Theorem 1.5 of [2] and Lemma 3.1 of [23].
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Chapter 2

Bases and Distributions

2.1 Orthogonal Bases

Let

A =

 a b

c d

 ∈ PSL(2, R).

P rincipalandcomplementaryseries

For Casimir parameter µ > 0, let Hµ be a model principal and complementary

series representation space. The group action is defined by

πν : PSL(2, R) → B(Hµ)

πν(A)f(x) = |cx + a|−(ν+1)f(
dx− b

−cx + a
),

where x ∈ R and ν is a representation parameter. When µ ≥ 1, then ν = ±
√

1− µ

and

‖f‖Hµ = ‖f‖L2(R).

When 0 < µ < 1, then ν =
√

1− µ and

‖f‖Hµ =

(∫
R2

f(x)f(y)

|x− y|1−ν
dxdy

)1/2

.
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By the change of variable x = tan(θ), we have the circle models

Hµ = L2([
−π

2
,
π

2
],

dθ

cos2(θ)
])

for the principal series, and

‖f‖Hµ =

(∫
[−π/2,π/2]2

f(tan θ)f(tan θ′)

| tan θ − tan θ′|1−ν

dθdθ′

cos2(θ) cos2(θ′)

)1/2

.

Computing derived representations, we get Let µ > 0. The vector fields for

the Hµ model on R are

X = dπν(X) = −(1 + ν)− 2x ∂
∂x

Θ = dπν(Θ) = −(1 + ν)x− (1 + x2) ∂
∂x

Y = dπν(Y ) = (1 + ν)x− (1− x2) ∂
∂x

U = dπν(U) = − ∂
∂x

V = dπν(V ) = (1 + ν)x + x2 ∂
∂x

.

By the change of variable x = tan(θ), the vector fields in the circle model are

15



X = dπν(X) = −(1 + ν)− sin(2θ) ∂
∂θ

Θ = dπν(Θ) = −(1 + ν) tan(θ)− ∂
∂θ

Y = dπν(Y ) = (1 + ν) tan(θ)− cos(2θ) ∂
∂θ

U = dπν(U) = − cos2(θ) ∂
∂θ

V = dπν(V ) = (1 + ν) tan(θ) + sin2(θ) ∂
∂θ

.

Remark : We denote both the R-model and the circle model by Hµ.

Discreteseries

For µ ≤ 0, we denote L2
hol(H, dλν) to be the upper half-plane model for the

holomorphic discrete series, where dλν := yν−1dxdy and ν =
√

1− µ ∈ {2n−1}n∈Z+

is the representation parameter. This model has the group action

πν : PSL(2, R) → B
(
L2

hol(H, dλν)
)

πν(A) : f(z) → (−cz + a)−(ν+1)f(
dz − b

−cz + a
). (2.1)

The anti-holomorphic discrete series case occurs when ν = −
√

1− µ < 0, but

we safely restrict ourselves to the holomorphic discrete series case because there
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is a complex anti-linear isomorphism between the two series of the same Casimir

parameter. The space L2
hol(H, dλν) is said to be of lowest weight n := 1+ν

2
.

Define

α : D → H : ξ → −i
ξ + 1

ξ − 1

to be a conformal map between D and H. For each ν ≥ 1, the unit disk model

for the holomorphic discrete series is denoted L2
hol(D, dσν) and has the measure

dσν := 4−ν(1− |ξ|2)νdudv. By [21],

Tν : L2
hol(H, dλν) → L2

hol(D, dσν) : f(z) → f ◦ α(ξ)

(
−2i

ξ − 1

)ν+1

is an isometry between the two models.

Let µ ≤ 0. Then the vector fields in L2
hol(H, dλν) are:

X = dπν(X) = −(1 + ν)− 2z ∂
∂z

Θ = dπν(Θ) = −(1 + ν)z − (1 + z2) ∂
∂z

Y = dπν(Y ) = (1 + ν)z − (1− z2) ∂
∂z

U = dπν(U) = − ∂
∂z

V = dπν(V ) = (1 + ν)z + z2 ∂
∂z

.
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By changing variables via the linear fractional transformation α, the vector

fields for L2
hol(D, dσν) are:

X = dπν(X) = −(1 + ν) + (ξ2 − 1) d
dξ

Θ = dπν(Θ) = (1 + ν)i( ξ+1
ξ−1

)− 2iξ d
dξ

Y = dπν(Y ) = −(1 + ν)i( ξ+1
ξ−1

) + i(ξ2 + 1) d
dξ

U = dπν(U) = i (ξ−1)2

2
d
dξ

V = dπν(V ) = −(1 + ν)i( ξ+1
ξ−1

) + i (ξ+1)2

2
d
dξ

The vectors fields in Claim 2.1 and Claim 2.1 yield the commutation relations

[X, Y ] = 2Θ, [Y, Θ] = −2X, [X, Θ] = 2Y,

which agree with the commutation relations we get by matrix multiplication.

Orthogonalbasis

Given u0 ∈ Ker(Θ), we generate the rest of the basis elements by applying

the annihilation and creation operators X ± iY = η±. Here,

[−iΘ, η+] = i[η+, Θ] = i[X + iY, Θ]
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= i([X, Θ] + i[Y, Θ]) = i(2Y − i2X) = 2(X + iY ) = 2η+.

The corresponding statement also holds for [−iΘ, η−]. Suppose −iΘf = kf . Then

−iΘ(η+f) = η+(−iΘf) + [−iΘ, η+]f

= η+(−iΘf) + 2η+f(θ) = (k + 2)η+f(θ). (2.2)

This procedure generates a family {(η±)nf} of orthogonal eigenfunctions for −iΘ

that is a basis for Hµ or L2
hol(H, dλν) when µ > 0 or µ ≤ 0, respectively.

We calculate concrete formulas for the orthogonal basis vectors {uk} in Ap-

pendix A, and we present them here.

(i) Let µ > 0. Then the set {uk = e−2ikθ cos1+ν(θ)}k∈Z is an orthogonal basis

for Hµ. Moreover, If µ ≥ 1, then for all k,

‖uk‖2 = 1.

For 0 < µ < 1, there is a constant CSM > 0 such that

C−1
SM

(
1− ν

1 + ν

)
(1 + |k|)−ν ≤ ‖uk‖2 ≤ CSM

(
1− ν

1 + ν

)
(1 + |k|)−ν .

(ii) Let µ ≤ 0 and n = 1+ν
2

be the lowest weight. Then {uk =
(

z−i
z+i

)k−n

1
(z+i)ν+1}∞k=n is an orthogonal basis, and for all k ≥ n,

‖uk‖2
L2(H,dσν) =

π

(ν + 1) · 4ν

(
(k − n)!ν!

(k + n− 1)!

)
.
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Statement (i) regarding ‖uk‖ can be shown from the calculations in Appendix

A together with Lemma 2.1 from [2]. The statement (ii) regarding ‖uk‖ is proven

in Claim .

2.2 Relevant Distributions

Invariant distributions in our model

Principalandcomplementaryseries

Let µ > 0 and write f = Φ · cos1+ν ∈ Hµ in circle coordinates, where

Φ(θ) =
∞∑

n=−∞
cne

−2inθ.

Then define

δ(0)(f) := Φ(
π

2
),

and now using formula (40) and Theorem 1.1 of [2] one shows that δ(0) ∈ W−((1+ν)/2+ε)(Hµ).

For k ∈ Z and f ∈ C∞
c (R), there are invariant distributions given by

δ̂k/T (f) =
∫

R
f(x)e−2πik/Txdx.

Observe that when µ ≥ 1, basis vectors are not in L1(R), so the Fourier transform

is not immediately defined on C∞(Hµ). Note that δ(0 is continuous on C∞(Hµ) and

for all basis vectors {un} ∈ Z, δ(0)(un) ∈ {−1, 1}. On the other hand δ(0)(f) = 0

for all f ∈ C∞(R), so C∞
c (R) is not dense in C∞(Hµ). Therefore, we cannot

extend δ̂k/T from C∞
c (R) to C∞(Hµ) by density. By Proposition 2.2, functions in
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Ker(δ(0)) are in L1(R), so we extend the definition of the Fourier transform F to

any f ∈ W (1+<ν)/2+ε(Hµ) by

f̂ := F(f) = F(f − δ(0)(f) cos1+ν ◦ arctan). (2.3)

With this definition, Proposition 2.2 proves

Let µ > 0, ε > 0, T > 0 and n ∈ Z. Then δ̂k/T ∈ W−((1+<ν)/2+ε)(Hµ).

discreteseries

The discrete series case is similar to the principal and complementary series

cases. Let µ ≤ 0 and n = ν+1
2

be the lowest weight. By the change of variable

ξ =
(

z−i
z+i

)
, the basis for L2(H, dλν) written in the unit disk model L2(D, dσν) is

{ξk−n(ξ − 1)ν+1}∞k=n. Then f = Φ · u0 ∈ Hµ, where

Φ(ξ) =
∞∑

k=n

ckξ
k−n.

Then define δ(0)(f) := Φ(1), so δ(0) ∈ W−((1+ν)/2+ε)(Hµ), again by formula (40) and

Theorem 1.1 of [2].

For k ∈ Z, there are distributions given by Fourier transforms of delta distri-

butions along R× {iy}. For f ∈ W 1/2+ε(Hµ), k ∈ Z and y ∈ R+, define

δ̂k,y(f) =
∫

R
f(x + iy)e−2πik(x+iy)dx.

Let µ ≤ 0, k ∈ Z, T > 0 and ε > 0. Then

δ̂k/T,y ∈ W−(1/2+ε)(H, dλν)

is a T -invariant distribution.
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Lemma 2.2 will follow immediately from Lemma B, which proves some decay

for functions in W 1/2+ε(Hµ). Moreover,

Let µ ≤ 0, k ∈ Z and y1, y2 > 0. Then δ̂k/T,y1 = δ̂k/T,y2 , and if k ≤ 0, then

δ̂k/T,y1 = 0.

Lemma 2.2 follows from Lemma B and Cauchy’s theorem, and the proof is

given in Lemma B. We therefore drop the subscript y and declare

δ̂k/T := δ̂k/T,y,

for any y > 0.

Additional distributions at infinity

These distributions are introduced only as a technical tool for making calcu-

lations.

Principalandcomplementaryseries

Let µ > 0, and for all r ∈ N , define

δ(r) := (Θrδ(0)).

Then Lemma 6.3 of Nelson, Analytic Vectors ( [11] ) together with (??) shows

|δ(r)(f)| = |δ(0)(Θrf)| ≤ C‖Θrf‖1+<ν)/2+ε ≤ Cr‖f‖r+(1+<ν)/2+ε.

Hence,

δ(r) ∈ W−(r+(1+<ν)/2+ε)(Hµ).
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The Key Point in proving our estimate for the cohomological equation is that

functions and their derivatives that annihilate these additional distributions have

additional decay.

Let µ > 0, ε > 0 and s ≥ 0. Then there is a constant Cs,ε > 0 such that for all

f ∈ W s+(1+<ν)/2+ε(Hµ) ∩ Ann({δ(r)}s
r=0), x ∈ R and integers 0 ≤ r ≤ s, we have

|f (r)(x)| ≤ Cs,ε√
1−<ν

(1 + |ν|)r(1 + |x|)−(s+r+1+<ν)‖f‖W s+(1+<ν)/2+ε(Hµ).

We should expect this. If f(θ) = Φ(θ) cos1+ν(θ) is smooth, then Φ has a Taylor

series about π
2
, and all of its derivatives vanish up to some order. So Φ decays, which

forces f to decay as well. That said, the proof is somewhat long, and we defer it to

the appendix.

Discreteseries

Let µ ≤ 0. Then in the same way, we have

δ(r) := (Θrδ(0)) ∈ W−(r+(1+ν)/2+ε)(H, dλν). (2.4)

Recall that the parameter ν tends to infinity. For fixed regularity f ∈ W s(Hµ),

when ν < s the proof of our estimate follows the proof for the principal and comple-

mentary series estimate. In particular, we use the following proposition to obtain

our estimate: Let µ ≤ 0, and let r, s ∈ N0 satisfy 0 ≤ r < (s− 1)/2 and s ≥ 2. Also

let f ∈ W s(H, dλν)∩Ann({δ(r)}s̃
r=0). Then there is a constant Cs > 0 such that for
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all z ∈ H,

|f (r)(z)| ≤ Cs‖f‖s(1 + |z|)−(s/2+2ν+r+3/2.

When s ≥ ν, the proof is different, and we do not use the additional distributions.
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Chapter 3

Cohomological equation

3.1 Cohomological equation for the principal and complementary se-

ries

The main theorem of this section is the following: Let µ > 0, T > 0 and r ≥ 0.

Then for all f ∈ W 2r+3/2(Hµ) ∩ Iµ(Hµ), there exists a unique Hµ solution u to the

cohomological equation

u ◦ φT − u = f. (3.1)

Additionally, there is a constant Cr > 0 such that

‖u‖W r(Hµ) ≤
Cr

1−
√

1− µ
‖f‖W 2r+3/2(Hµ). (3.2)

Remark : We actually prove the tame estimate

‖u‖W r(Hµ) ≤
Cr√
1− ν

(1 + |ν|)r‖f‖W r+3/2(Hµ)

in each irreducible component. Because there exists infinitely many irreducible

components, the representation parameters ν may tend to infinity, so we absorb ν

using the Casimir operator 2 and obtain (3.2).

Estimate using additional distributions at infinity

25



The following theorem mostly proves Theorem 3.1.

Let µ > 0, r ≥ 0 and f ∈ W 2r+3/2(Hµ) ∩ {δ̂n}∞n=−∞ ∪ {δ(k)}r+1
k=0. Then there

exists a unique Hµ solution u to the cohomological equation

u(x− T )− u(x) = f(x), (3.3)

and there is a constant Cr > 0 such that

‖u‖W r(Hµ) ≤
Cr√
1− ν

‖f‖W 2r+3/2(Hµ). (3.4)

To ease notation, define

s(ν, ε) := s + (1 + <ν)/2 + ε.

Let µ > 0, ε > 0, s ≥ 0 and f ∈ W s(ν,ε)(Hµ) ∩ Ann({δ(r)}s−1
r=0 ∩ {δ̂n/T}∞n=−∞).

Let u be defined by

u(x) =
∞∑

n=1

f(x + nT ).

Then u is a solution to (3.3) and there is a constant Cs,ε > 0 such that for all x ∈ R

and 0 ≤ r ≤ s,

|u(r)(x)| ≤ Cs,ε√
1− ν

(1 + |ν|)r(1 + |x|)−(s+r+<ν)‖f‖W s(ν,ε)(Hµ).

Proof :

Proceeding formally at first, define

u(x) :=
∞∑

n=1

f(x + nT ).

Then

u(x− T )− u(x) =
∞∑

n=0

f(x + nT )−
∞∑

n=1

f(x + nT ) = f(x).
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So u is formally a solution. We will now show u converges absolutely and uniformly

on compact sets. Suppose x ≥ 0. Using that T > 0 and s ≥ 1, Proposition 2.2

shows

|u(x)| ≤
∞∑

n=1

|f(x + nT )| ≤ Cs,ε√
1− ν

‖f‖W s(ν,ε)(Hµ)

∞∑
n=1

(|x + nT |+ 1)−(s+1+<ν)

≤ Cs,ε√
1− ν

‖f‖W s(ν,ε)(Hµ)

∞∑
n=1

(|nT |+ 1)−2 < ∞. (3.5)

For x < 0, note that

‖f‖C0(R) ≤ ‖f‖W s(ν,ε)(Hµ) < ∞.

There exists m ∈ N such that x + mT ≥ 0, so

|u(x)| ≤ C(s)‖f‖W s(ν,ε)(Hµ) + m‖f‖W s(ν,ε)(Hµ) < ∞.

Hence, the series defining u converges absolutely.

Moreover, calculation (3.5) shows that the series defining u converges uni-

formly on compact sets, and as f ∈ W s(ν,ε)(Hµ), we may differentiate under the

sum. Then

|u(r)(x) · T | = | dr

dxr

∞∑
n=1

f(x + nT ) · T | ≤
∞∑

n=1

|f (r)(x + nT )| · T

≤ Cs,ε√
1− ν

(1 + |ν|)r‖f‖s(ν,ε)

∞∑
n=1

(|x + nT |+ 1)−(s+r+1+<ν) · T. (3.6)

So when x ≥ 0,

|u(r)(x)| ≤ Cs,ε

T ·
√

1− ν
(1 + |ν|)r‖f‖W s(ν,ε)(Hµ)(|x|+ 1)−(s+r+<ν),

by the integral estimate.
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Now we show that u has the same decay for x ≤ 0. Proposition 2.2 shows

that f ∈ L1(R). So the Poisson summation formula applies, and using that f ∈

Ann({δ̂ n
T
}∞n=∞), we have

∑
n∈Z

f(x + nT ) =
1

T

∑
n∈Z

f̂(
n

T
)e2πixn/T = 0.

Therefore,

u(x) =
∞∑

n=1

f(x + nT ) = −
∞∑

n=0

f(x− nT ).

When x ≤ −T , the integral estimate again shows

|u(r)(x)| ≤
∞∑

n=0

|f (r)(x− nT )|

≤ Cs,ε√
1− ν · T

(1 + |ν|)r‖f‖s(ν,ε)(|x|+ 1)−(s+r+<ν).

Finally, for −T ≤ x ≤ 0, note that

‖f (r)‖C0(R) ≤ ‖f‖s(ν,ε),

so

|u(r)(x)| ≤ Cs,ε√
1− ν · T

(1 + |ν|)r‖f‖s(ν,ε)(|x|+ 1)−(s+r+<ν).

2

Proof of Theorem 3.1 :

First let r ∈ N0, f ∈ W 2r+3/2(Hµ) and recall 4 = −(X2 +Y 2 + Θ2), and each

vector field in {X, Y, Θ} is of the form

c1x
l + c2x

k dj

dxj
,
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where l ∈ {0, 1} and k − j ≤ 1, and c1, c2 ∈ C. Therefore, 4r consists of terms of

the form xk dj

dxj , where 0 ≤ k − j ≤ r.

Then

‖u‖W r(Hµ) ≤
∑

0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖xku(j)‖Hµ ≤
∑

0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖(|x|+ 1)ku(j)‖Hµ

≤ Cs,ε√
1− ν · T

(1 + |ν|)r‖f‖W s(ν,ε)(Hµ)

∑
0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖(|x|+ 1)k−(s+j+<ν)‖Hµ

≤ Cs,ε√
1− ν · T

(1 + |ν|)r‖f‖W s(ν,ε)(Hµ)‖(|x|+ 1)r−(s+<ν)‖Hµ .

Note that if µ ≥ 1, then ‖ · ‖Hµ = ‖ · ‖L2(R) takes the L2(R) norm and <ν = 0.

So for all 0 ≤ r < s− 1/2,

‖(|x|+ 1)r−s‖Hµ < ∞,

which means

‖u‖W r(Hµ) ≤
Cs,ε√

1− ν · T
(1 + |ν|)r‖f‖W s+1/2+ε(Hµ).

In particular, this holds for r = s−1/2− ε. Then replacing s with r+1/2+ ε proves

Theorem 1 for µ ≥ 1 and r ∈ N0.
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When 0 < µ < 1, we have

‖u‖W r(Hµ) ≤
∑

0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖xku(j)‖Hµ

≤ Cs,ε√
1− ν · T

(1 + |ν|)r‖f‖W s(ν,ε)(Hµ)‖(|x|+ 1)r−(s+ν)‖Hµ .

Here, Hµ is defined by the norm

‖g‖2
Hµ

:=
∫

R×R

g(x)g(y)

|x− y|1−ν
dxdy. (3.7)

Let η = x− y, so

(3.7) ≤
∫

R
|g(y)|

∫
R

|g(η + y)|
|η|1−ν

dηdy

≤
∫

R
|g(y)|

(∫
|η|≤1

|g(η + y)|
|η|1−ν

dη +
∫
|η|≥1

|g(η + y)|
|η|1−ν

dη

)
dy. (3.8)

Notice ∫
|η|≤1

|g(η + y)|
|η|1−ν

dη ≤ Cν‖g‖L∞(R),

and ∫
|η|≥1

|g(η + y)|dη = ‖g‖L1(R),

There are only finitely many values in spec(2) ⊂ (0, 1), so Cν ≤ C for some absolute

constant C, and therefore,

(3.8) ≤ C‖g‖L1(R)

(
‖g‖L∞(R) + ‖g‖L1(R)

)
.

.
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Observe that for all 0 ≤ r < s + ν − 1,

(|x|+ 1)r−(s+ν) ∈ L1(R) ∩ L∞(R).

As before, this holds for r = s + ν − 1− ε. Setting s = r + 1 + ε−<ν, we see

s(ν, ε) = r + 1− ν + (1 + ν)/2 + 2ε ≤ r + 3/2.

This proves the estimate in Theorem 1 for r ∈ N0.

Finally, observe that for all 0 ≤ r ≤ s, W s(Hµ) is a dense subset of W r(Hµ).

Additionally,4 is an essentially self-adjoint operator. Then the family {W r(Hµ)}r≥0

is an interpolation family in the sense that for α ∈ [0, 1], the interpolation space

[W s, W r]α ' W r+(s−r)α. (3.9)

Because the estimate in Theorem 1 holds for all integers r, Theorem 5.1 from [9]

completes the proof. 2

Estimate of coboundaries

Theorem 3.1 holds under the restricted hypothesis that

f ∈ W r+3/2(Hµ) ∩ Ann
(
{δ̂n}∞n=−∞ ∪ {δ(0)}

)
.

To begin, set χ0 := u0(= cos1+ν(θ)), and recursively define {χk}r
k=1 by

χk+1 := (χk ◦ φU
T − χk). (3.10)
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Then χk is a coboundary for all k ≥ 1. We show {χk}r
k=1 is a basis in the dual

space to 〈{δ(k)}r
k=0〉 and obtain a bound for each ‖χk‖W r(Hµ). For this, we study the

distributions φU
T δ(k).

Let µ > 0, r ≥ 0 and f ∈ C∞(Hµ). If r is even then

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1),

and if r is odd, then

LUδ(r)(f) = i(ν + 1)(−2i)rδ(0)

+

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1).

We defer the proof of Lemma 3.1 to the appendix (see Corollary B). This

gives coefficients {cj,k}0≤j,k≤r ⊂ C such that

LU |〈{δ(k)}r
k=0

〉 =



0 c0,1 c0,2 · · · c0,r

0 0 c1,2 · · · c1,r

...
. . .

...

0 0 · · · 0 cr−1,r

0 0 · · · 0 0



.

Exponentiating, we get coefficients {ej,k}0≤j,k≤r ⊂ C such that

φU
T |〈{δ(k)}r

k=0
〉 =



1 e0,1 e0,2 · · · e0,r

0 1 e1,2 · · · e1,r

...
. . .

...

0 0 · · · 1 er−1,r

0 0 · · · 0 1



,
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where the dependence on T is given by ej,k = T k−j

(k−j)
aj,k for all j, k and some coeffi-

cients {aj,k} ⊂ C.

Let χ0 = cos1+ν(θ) and for all 0 ≤ k ≤ r, define χk as in (3.10). Then for all

1 ≤ j < k and 0 ≤ k ≤ r, we have

δ(j)(χk) = 0.

Proof :

For each 0 ≤ k ≤ r, let P (k) be the statement

forall1 ≤ j < k, δ(j)(χk) = 0.

We will show by induction that P (k) holds for all k. The statement P (0) holds

trivially. Now suppose that P (k) holds, and we show P (k + 1) holds as well. Let

1 ≤ j < k + 1. Then

δ(j)(χk+1) = δ(j)(χkφ
U
T − χk) = (φU

T δ(j))(χk)− δ(j)(χk)

=
j∑

m=0

em,jδ
(m)(χk)− δ(j)(χk)

=
j−1∑
m=0

em,jδ
(m)(χk) = 0,

because P (k) holds by the induction assumption. 2

Let {χk}r
k=0 be defined by (3.10). Then for all 1 ≤ k ≤ r,

δ(j)(χk) =

{ Πk−1
j=0ej,j+1ifj = k

0 ifj < k

(3.11)

Proof :
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By Lemma 3.1, it remains to examine the case j = k, and we again go by

induction. Observe

δ(1)(χ1) = δ(1)(χ0 ◦ φU
T − χ0)

= (c0,1δ
(0) + δ(1))(χ0)− δ(1)(χ0) = c0,1.

Now suppose that (3.11) holds for k ≤ r − 1 and we show that it holds for k + 1.

Then

δ(k+1)(χk+1) = δ(k+1)(χk ◦ φU
T − χk)

=
k+1∑
j=0

ej,k+1δ
(j)(χk)− δ(k+1)(χk)

=
k∑

j=0

ej,k+1δ
(j)(χk). (3.12)

By Lemma 3.1 followed by the induction assumption, we conclude

(3.12) = ek,k+1δ
(k)(χk) = Πk

j=0ej,j+1. 2

For convenience, we define Pk = Πk−1
j=0 |ej,j+1| for all k ≥ 0. Let µ ∈ spec(2),

ε > 0 and f ∈ W r(Hµ) ∩ Ann({δ(0)}). Then there are coefficients {fk}r
k=0 and a

constant Cr satisfying

|fk| ≤
{ Cr(µ0

T k(k+1)/2‖f‖k+(1+<ν)/2+εifT < 1

Cr(µ0)‖f‖k+(1+<ν)/2+εotherwise

and

fd := f −
r∑

k=1

fkχk ∈ Ann({δ(k)}r
k=0.

Proof:
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From Lemma 3.1, we see by exponentiating the matrix LU |〈{δ(k)}r
k=0

〉 that

ej,j+1 = Tcj,j+1 =
{ 2T (ν + 1)ifj = 0

2T (j + 1)[2j + (ν + 1)otherwise.

.

In fact, Lemma 3.2 proves the same identity when µ ≤ 0. Then for µ ∈ spec(2),

there is a constant Cr > 0 such that

Πr ≥ CrT
k.

Now recursively define f1 = δ(1)(f)
Π1

and if fj have been defined for 1 ≤ j < k,

define

fk :=
δ(k)(f)−∑k−1

j=1 fjδ
(k)(χk)

Πk

.

We prove by induction that for all 1 ≤ k ≤ r,

fk ≤
{ Cr(µ0)

T k(k+1)/2‖f‖k+(1+<ν)/2+εifT ¡ 1

Cr(µ0)‖f‖k+(1+<ν)/2+ε.

(3.13)

We consider the case T < 1, and the case T ≥ 1 will then be clear. For the base

case notice that

f0 ≤
C0(µ0)

T
‖f‖(1+<ν)/2.

Then assuming (3.13) holds for 1 ≤ j < k, observe

fk ≤
Ck(µ0)

T k

Ck‖f‖k+(1+<ν)/2+ε +
k−1∑
j=1

Cj(µ0)‖f‖j+(1+<ν)/2

T j(j+1)/2
δ(k)(χj)



≤ Ck(µ)

T k(k+1)/2
‖f‖k+(1+<ν)/2+ε.

Finally, we prove by induction that for all 0 ≤ j ≤ k, δ(j)(fd) = 0. By assump-

tion δ(0)(f) = 0, and by flow invariance, δ(0)(χk) = 0 for k ≥ 1. So δ(0)(fd) = 0.
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Assume that δ(m)(fd) = 0 for 0 ≤ m < j. Moreover, by construction and Lemma

3.1, if 0 ≤ j ≤ k, then by

δ(j)(fd) = δ(j)(f)−
r∑

k=1

fkδ
(j)(χk)

= δ(j)(f)−
j∑

k=1

fkδ
(j)(χk) = δ(j)(f)−

j−1∑
k=1

fkδ
(j)(χk)− fjΠj = 0,

from the definition of fj. 2

Now we prove Theorem 3.1. Let fd be defined as in Lemma 3.1. Because

fd ∈ Ann({δ(j)}r
j=0), Theorem 3.1 shows that fd has a transfer function ud and

there is a constant Cr > 0 such that

‖ud‖W r(Hµ) ≤ Cr‖fd‖W r+1+ε(Hµ).

For each 1 ≤ k ≤ r, χk is a coboundary by construction, and there is a constant

Cr,ε > 0 such that

‖χk‖W r(Hµ) ≤ Cr,ε.

Then define

u := ud +
r∑

k=1

fkχk−1.

Then

u(x− T )− u(x) = ud(x− T )− ud(x) +
r∑

k=1

fk[χk−1(x− T )− χk−1(x)]

= fd +
r∑

k=1

fkχk(x) = f.

Moreover,

‖u‖r ≤ ‖ud‖r +
r−1∑
k=0

|fk|‖χk‖r
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≤ Cr

(1−
√

1− µ0) · T

(
‖fd‖2r+3/2 +

1 + T r(r+1)/2

T r(r+1)/2
‖f‖r+1

)

≤ Cr,T

1−
√

1− µ0

‖f‖2r+3/2.

Lastly, u is the unique Hµ solution, because if w is any Hµ solution to (3.3),

then w − u ∈ Hµ and is T -periodic, which means w = u in Hµ. 2

The proof of Theorem 3.1 follows from Theorem 3.1 by showing the space of

T -invariant distributions is precisely S0 = 〈{δ̂n/T}n∈Z ∪ {δ(0)}〉. Section 3 shows the

elements of S0 are T -invariant, and for the other inclusion, suppose there exists

D ∈ Iµ−S0. Then let f ∈ Ann(S0) be such that D(f) 6= 0. Note that coboundaries

are in the kernel of all invariant distributions, so f is not a coboundary. But by

Theorem 3.1, f is a coboundary. Contradiction. 2

3.2 Cohomological Equation for the Discrete Series

Our main theorem of this section is Let µ ≤ 0, T > 0, r ≥ 0, and f ∈

W 3r+4(Hµ) ∩ Iµ(Hµ). Then there is a constant Cr,T > 0 and a unique Hµ transfer

function u satisfying

u ◦ φU
T − u = f, (3.14)

and

‖u‖W r(Hµ) ≤ Cr,T‖f‖W 3r+4(Hµ).

We remind the reader that we safely restrict our attention to the holomorphic

discrete series. Additionally, for fixed ν ≥ 1, we have the biholomorphic map
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α : D → H : ξ → −i
(

ξ+1
ξ−1

)
:= z and the isometry

Tν : L2
hol(H, dλν) → L2

hol(D, dσν) : f(z) → f ◦ α(ξ)

(
−2i

ξ − 1

)ν+1

(3.15)

linking the holomorphic unit disk model with the holomorphic upper half-plane

model.

The argument is divided into two similar cases, when ν < s and when ν ≥ s.

When ν < s, the function f does not have enough decay to easily estimate its

transfer function, so we use the additional distributions at infinity as we did in our

estimate for the principal and complementary series. It turns out that we do not

need them when ν ≥ s.

Case ν < s

Our immediate goal is to prove

Let µ ≤ 0, T > 0, r ≥ 0, and f ∈ W 3r+2(H, dλν)∩Ann({δk/T}k∈Z+∪{δ(k)}r+1
k=0).

Then there is a constant Cr,T > 0 and a unique L2(H, dλν) transfer function such

that for all z ∈ H,

u(z − T )− u(z) = f(z), (3.16)

and

‖u‖W r(H,dλν) ≤ Cr,T‖f‖W 3r+2(H,dλν).

Our method of proving this is the same as we did for the principal and com-

plementary series. Throughout, let s̃ = b s−1
2
c. Let µ ≤ 0 and r, s be integers that
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satisfy 0 ≤ r < s̃ and s ≥ 2. Then there is a constant Cs > 0 such that for all

f ∈ W s(H, dλν) ∩ Ann({δ(r)}s
r=0) we have

|f (r)(z)| ≤ Cr,s · νr‖f‖W s(H,dλν)(1 + |z|)−(s/2+ν+r+3/2).

We show this in Appendix B, and it allows is to prove

Let µ ≤ 0, r, s be integers that satisfy 0 ≤ r < s̃ and s ≥ 2. Also let T > 0,

f ∈ W s(H, dλν) ∩ Ann({δ̂k/T}k∈Z+ ∪ {δ(r)}s̃
r≥0). Then there is a constant Cs > 0

and a unique solution u to the cohomological equation

u(z − T )− u(z) = f(z)

such that for all z ∈ H,

|u(r)(z)| ≤ Cr,s

T
νr‖f‖W s(H,dλν)(1 + |z|)−(s/2+ν+r+1/2).

Proof :

For all z ∈ H, define

u(z) :=
∞∑

n=1

f(z + nT ).

Then formally,

u(z − T )− u(z) =
∞∑

n=0

f(z + nT )−
∞∑

n=1

f(z + nT ) = f(z).

Sobolev embedding gives that ‖f‖C0(H) ≤ Cε‖f‖(1+ν)/2+ε ≤ C‖f‖s for some fixed

constant C := Cε > 0.Hence, u is an actual solution. Additionally, if <z > 0,

|u(z)| ≤
∞∑

n=1

|f(z + nT )|
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≤ Cs‖f‖s

∞∑
n=1

(1 + |z + nT |)−(s/2+ν+r+3/2) < ∞.

This also shows that the series defining u converges uniformly on compact sets

for <z > 0, and because f is holomorphic, we can differentiate under the sum. Then

for <z > 0, Proposition 3.2 gives

|u(r)(z) · T | =
∞∑

n=1

|f (r)(z + nT )| · T

≤ ‖f‖s

∞∑
n=1

(1 + |z + nT |)−(s/2+ν+r+3/2) · T

≤ Cr,sν
r‖f‖s(1 + |z|)−(s/2+ν+r+1/2), (3.17)

where we get the last inequality by the integral estimate.

Now consider the case <z ≤ 0. Proposition B together with the fact that f is

uniformly bounded on H shows that for all y > 0, f(·+iy) = L1(R). By assumption

f ∈ Ann({δ̂k/T}n∈Z+) = Ann({δ̂n/T}n∈Z), so for each y > 0, the Poisson summation

formula gives

∞∑
n=−∞

f((x + nT ) + iy) =
∞∑

n=−∞
δ̂n/T,y(f)e2πin/Tx = 0.

Therefore,

u(z) =
∞∑

n=1

f(x + nT + iy) = −
∞∑

n=0

f(x− nT + iy).

So

|u(z)| ≤
∞∑

n=0

|f(x− nT + iy)|.

The sum
∑∞

n=0 f(z − nT ) also converges uniformly on compact sets and differenti-

ating under the sum, we get that whenever <z < 0,

|u(r)(z)| ≤
∞∑

n=0

|f (r)(z − nT )| ≤ Cr,s

T
νr‖f‖s(1 + |z|)−(s/2+ν+r+1/2).
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Finally, if w ∈ L2(H, dλν) is any solution to (3.16), then u − w ∈ L2(H, dλν)

and is T -periodic, so u = w in L2(H, dλν) 2.

Now we prove Theorem 3.2 :

It remains to estimate ‖u‖W r(H,dλν). Recall 4 = −(X2 + Y 2 + Θ2), and each

vector field in {X, Y, Θ} is of the form

zl + zk dj

dzj
,

where l ∈ {0, 1} and k − j ≤ 1. Therefore, 4r consists of terms of the form zk dj

dzj ,

where 0 ≤ k − j ≤ r. So

‖u‖r ≤
∑

0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖zku(j)‖L2(H,dλν)

≤
∑

0 ≤ k ≤ 2r

0 ≤ j ≤ r

0 ≤ k − j ≤ r

‖(|z|+ 1)ku(j)‖L2(H,dλν)

≤ Cr,s

T
νr‖f‖s‖

(1 + |z|)2r

(1 + |z|)s/2+ν+r+1/2
‖L2(H,dλν)

≤ Cr,s

T
νr‖f‖s

(∫
H

(1 + |z|)2r−s−2ν−1=(z)ν−1dxdy
)1/2

. (3.18)

Note (3.18) < ∞ if 2r − s − 2ν − 1 + ν − 1 = 2r − s − ν − 2 < −1, which

holds whenever 2r−2 < s. This always holds given our assumption that 2r +1 < s.

Then choose s = 2r + 2.
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Finally, Claim A shows that 2f = (1− ν2)f , so that ν2f = (1−2)f . Then

‖νrf‖2r+2 = ‖(1−2)r/2f‖2r+2 ≤ Cr‖f‖3r+2,

by Lemma 6.3 of Nelson [16]. Finally, interpolation gives the estimate for all r ∈ R+.

the solution is unique for the same reason as in Lemma 3.2. 2 2

Remove additional distributions at infinity

In this subsection, we prove Theorem 3.2 holds under the restricted hypothesis

that f ∈

W 3r+2(H, dλν) ∩ Ann({δn/T}n∈Z ∩ {δ(0)}).

Our proof goes the same way as the proof of Theorem 3.1 for the principal

and complementary series. As a first step, we have

Let µ ≤ 0, r ≥ 0 and f ∈ W r+2(Hµ). If r is even then

LUδ(r)(f) =

[ r
2
]−1∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2j − (r

2(j+1))(2i)
2(j+1)

)
δ(r−2j−1)(f)− (2i)rδ(1),

and if r is odd, then

LUδ(r)(f) =

[ r
2
]∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2(j+1) − (2i)2jδ(r−2j−1)(f)

)
. 2

Lemma 3.2 shows the matrix

LU |〈{δ(k)}r
k=0

〉 =



0 c0,1 c0,2 · · · c0,r

0 0 c1,2 · · · c1,r

...
. . .

...

0 0 · · · 0 cr−1,r

0 0 · · · 0 0


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is strictly upper triangular. Exponentiating, we again get coefficients

{ej,k}0≤j,k≤r ⊂ C such that

φU
T |〈{δ(k)}r

k=0
〉 =



1 e0,1 e0,2 · · · e0,r

0 1 e1,2 · · · e1,r

...
. . .

...

0 0 · · · 1 er−1,r

0 0 · · · 0 1



.

As before, we recursively define a basis of coboundaries {χk}r
k=0 in the dual

space to 〈{δ(k)}r
k=0〉. Set χ0 := un and given χk, define

χk+1 := χk ◦ φU
T − χk. (3.19)

Lemmas 3.1, 3.1 and 3.1 do not depend on the particular representation space, so

we have

Let µ ≤ 0, r ∈ N0 and {χk}r
k=0 be defined by (3.19). Then {χk}r

k=0 is a linearly

independent set of coboundaries, and for all 1 ≤ j ≤ k ≤ r,

δ(j)(χk) = Πk :=

{ Πk−1
j=0ej,j+1ifj = k

0 ifj < k

. 2

Additionally Let µ ≤ 0, ε > 0 and f ∈ W r(Hµ)∩Ann({δ(0)}). Then there are

coefficients {fk}r
k=0 and a constant Cr > 0 satisfying

|fk| ≤
{ Cr(µ0

T k(k+1)/2‖f‖k+(1+<ν)/2+εifT < 1

Cr(µ0)‖f‖k+(1+<ν)/2+εotherwise
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and

fd := f −
r∑

k=1

fkχk ∈ Ann({δ(k)}r
k=0.

Proof:

Proof of Theorem 3.2 : This follows in the same way as the proof of Theorem

3.1 for the principal and complementary series. Using Lemma 3.2 and the fact that

ν ≥ 1, we conclude

|cj,j+1| = | − 2νj + 1| ≥ 1.

Hence,

Πk := Πk−1
j=0ej,j+1 = T kΠk−1

j=0cj,j+1 ≥ T k.

Recall f ∈ Ann({δ̂n}∞n=−∞∩{δ(0)}) and let fd be defined as in Lemma 3.2. By

Lemma 3.2, fd ∈ Ann({δ(k)}r
k=0), and as each χk is a coboundary for k ≥ 1, fd is

also a coboundary, so it is in the kernel of all invariant distributions. Then we apply

Theorem 3.2 and conclude there is a constant Cr,ε > 0 and a transfer function ud to

fd such that

‖ud‖r ≤
Cr

T
νr‖fd‖r.

Define

u := ud +
r∑

k=1

fkχk−1

and again note that

u(z − T )− u(z) = [ud(z − T )− ud(z)] +
r∑

k=1

fk[χk−1(z − T )− χk−1(z)] = f.

Note there is a constant Cr > 0 such that for all k ≥ 0, ‖χk‖r ≤ Cr, and the estimate
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of fk then proves

‖u‖r ≤ Cr(µ0)

(
‖fd‖3r+2 +

1 + T r(r+1)/2

T r(r+1)/2
‖f‖r+1

)
≤ Cr,T (µ0)‖f‖3r+2. (3.20)

Case ν ≥ s

We let H+ = {z ∈ H|<z > 0} and H− = {z ∈ H|<z < 0}. In this subsection

we prove

Let µ ≤ 0, ν ≥ 5, r ≥ 0 and T > 0, and let f ∈ W 3r+4(H, dλν)∩Ann({δ̂k/T}∞k=1).

Then there is a unique L2(H, dλν) transfer function u to the cohomological equation

(3.16), which satisfies

‖u‖W r(H,dλν) ≤
Cr

T
‖f‖W 3r+4(H,dλν).

Let {uk}k≥n ⊂ L2(H, dλν) be the basis discussed in Section 2, and for k ≥ 0,

write

uk(z) :=
(

z − i

z + i

)k−n ( 1

z + i

)ν+1

.

Let µ ≤ 0. Then for all integers k ≥ 0,

‖uk+n‖W s(H,dλν) =

√
π√

ν + 1 · 2ν
(1 + µ + 8(k + n)2)s/2

(
k!ν!

(k + ν)!

)1/2

.

This is proved in Claim B in the appendix.

Let µ ≤ 0, T >, r ∈ N0, s ∈ 2N and 2r + 4 ≤ s. Then

u(z) :=
∞∑

m=1

f(z + mT )

is a solution to the cohomological equation

u(z − T )− u(z) = f(z), (3.21)
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and for all 0 ≤ r < s, u(r) is defined Proof :

Let f(z) =
∑∞

k=n ckuk(z), and define

u(z) :=
∞∑

m=1

f(z + mT ).

Then we formally have

u(z − T )− u(z) = f(z).

Lemma B shows in particular that if s > 1/2 and z = x + iy ∈ H, then

|f(z)| ≤ Cr,ν,y‖f‖s
1

(1 + |z|)2s
.

Hence, the series −∑∞
m=0 f(z + mT ) converges uniformly on compact sets, and be-

cause f is holomorphic, we may differentiate under the sum. Lemma B also shows

that u(r)(z) = −∑∞
m=0 f (r)(z + mT ) converges uniformly on compact sets, so u is

holomorphic and the decay estimate proves u(r) ∈ L2(H, dλν). 2

Let µ ≤ 0 be such that r ≥ 0. Then for all k ≥ n,

u
(r)
k (z) =

r+1∑
j=1

j∑
l=0

c̃j,r
k!

(k − (j − l))!

(ν + 1)!

(ν + 1− j)!
uk+n+l−j(z)(z + i)−r,

where we set

k!

(k − (j −m))!
:= 0 (3.22)

if k < j −m. Proof :

Let α : D → H be the analytic isomorphism between the unit disk and the

upper half-plane given in section 2. For f ∈ W r(H, dλν), we switch to unit disk

coordinates and get

f (r)(z) = U r(f ◦ α)(ξ) = (i
(ξ − 1)2

2

d

dξ
)rf ◦ α(ξ). (3.23)
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By formula (B.16), there are constants {cj,r}r
j=0 ⊂ C such that

U r(f ◦ α)(ξ) =
r∑

j=1

cj,r(ξ − 1)r+j(f ◦ α)(j)(ξ). (3.24)

In unit disk coordinates, we have that for all k ≥ 0,

uk+n ◦ α = ξk

(
1− ξ

−2i

)ν+1

.

Using the notation in (3.22), we get

u
(j)
k+n(ξ) = (−2i)−(ν+1)

j∑
l=0

(j
l )

d(j−l)

dξ(j−l)
ξk dl

dξl
(ξ − 1)ν+1

=
j∑

l=0

(j
l )

k!

(k − (j − l))!
ξk−(j−l) (ν + 1)!

(ν + 1− l)!
(ξ − 1)ν+1−l.

Combining this with (B.16) allows us to conclude

(3.23) = (−2i)−(ν+1)
r+1∑
j=1

j∑
l=0

c̃j,r(
j
l )

k!

(k − (j − l))!

(ν + 1)!

(ν + 1− j)!
ξk−(j−l)(ξ − 1)ν+1−l+j+r

=
r+1∑
j=1

j∑
l=0

·c̃j,r(
j
l )

k!

(k − (j − l))!

(ν + 1)!

(ν + 1− j)!

(
z − i

z + i

)k+l−j

(z + i)−(ν+1−l+j+r)

=
r+1∑
j=1

j∑
l=0

c̃j,r(
j
l )

k!

(k − (j − l))!

(ν + 1)!

(ν + 1− j)!
uk+n+l−j(z)(z + i)−(j+r−l). 2

Given k, q, j ∈ N0, define

vk+n,q,j,T (z) :=
∞∑

m=1

(1 + |z + mT |)q|u(j)
k+n(z + mT )|.
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Let µ ≤ 0, T > 0, r ∈ N0, and s ∈ 2N be such that 2r + 4 ≤ s, and let

f ∈ W s(Hµ). Then there is a constant Cs > 0 such that

‖u‖W r(H+,dλν) ≤

‖f‖s

∑
0 ≤ q ≤ 2r

0 ≤ j ≤ r

0 ≤ q − j ≤ r

νr−j

( ∞∑
k=0

‖uk+n‖−2
W s(H,dλν)‖vk+n,q,j,T‖2

L2(H+,dλν)

)1/2

.

Proof :

Let f(z) =
∑∞

k=n ckuk(z), and let u ∈ L2(H, dλν) be a solution to (3.21), given

by Claim 3.2. Recall the vector fields X, Y, Θ that make up (1 +4) take the form

c1(1 + ν)kzj + c2z
l dm

dzm for j, k, m ∈ {0, 1} and l ∈ {0, 1, 2}. Then one can show

‖(1 +4)ru‖L2(H+,dλν) ≤
∑

0 ≤ q ≤ 2r

0 ≤ j ≤ r

0 ≤ q − j ≤ r

νr−j‖(1 + |z|)qu(j)(z)‖L2(H+,dλν).

For z ∈ H+, we have

|(1 + |z|)qu(j)(z)| = |(1 + |z|)q
∞∑

m=1

∞∑
k=0

ck+nu
(j)
k+n(z + mT )|

≤
∞∑

k=0

∞∑
m=1

|ck+n|(1 + |z + mT |)q|u(j)
k+n(z + mT )|

=
∞∑

k=0

(|ck+n|‖uk+n‖s)

(
‖uk+n‖−1

s

∞∑
m=1

(1 + |z + mT |)q|u(j)
k+n(z + mT )|

)

≤ ‖f‖s

 ∞∑
k=0

‖uk+n‖−2
s

( ∞∑
m=1

(1 + |z + mT |)q|u(j)
k+n(z + mT )|

)2
1/2

.
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Now observe that

‖(1 + |z|)qu(j)(z)‖2
L2(H+,dλν)

≤ ‖f‖2
s

∫
H+

∞∑
k=0

‖uk+n‖−2
s

( ∞∑
m=1

(1 + |z + mT |)q|u(j)
k+n(z + mT )|

)2

yν−1dxdy

≤ ‖f‖2
s

∞∑
k=0

‖uk+n‖−2
s

∫
H+

( ∞∑
m=1

(1 + |z + mT |)q|u(j)
k+n(z + mT )|

)2

yν−1dxdy. 2

With assumptions as in Lemma 3.2, there exists a constant Cj > 0 such that

‖vk+n,q,j,T‖L2(H,dλν) ≤ Cjν
j(k + ν)j 1√

ν − s + 1 · 2ν−s

(
(k − j + s/2)!(ν − s)!

(k − j + s/2 + ν − s)!

)1/2

.

Proof :

The triangle inequality gives

‖vk+n,q,j,T‖L2(H+,dλν) = ‖
∞∑

m=0

(1 + |z + mT |)q|u(j)
k+n(z + mT )|‖L2(H+,dλν)

≤
∞∑

m=0

‖(1 + |z + mT |)qu
(j)
k+n(z + mT )‖L2(H+,dλν). (3.25)

Lemma 3.2 shows

‖(1 + |z + mT |)qu
(j)
k+n(z + mT )‖L2(H+,dλν)

≤ Cr

j∑
w=1

w∑
l=0

k!

(k − (w − l))!

(ν + 1)!

(ν + 1− w)!
·‖(1+|z+mT |)quk+n+l−w(z+mT )(z+mT+i)−j‖L2(H+,dλν).

Observe

‖(1 + |z + mT |)quk+n+l−w(z + mT )(z + mT + i)−j‖L2(H+,dλν)

≤
(
‖ ys

|z + mT + i|s+4
‖L∞(H+,dxdy)

)1/2

·
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(∫
H+

(1 + |z + mT |)2(q−j)−s+4
(
| z + m− i

z + mT + i
|
)2(k+l−w) yν−s−1

|z + mT + i|2(ν−s+1)
dxdy

)1/2

.

(3.26)

Moreover, because s is even and ν − s ≥ 1, it follows that L2(H, dλν−s) is a

model for the discrete series representation with parameter ν − s. Define

us
k+n+l−w(z) :=

(
z − i

z + i

)k+l−w 1

(z + i)ν−s+1
,

and notice that k +n+ l−w ≥ n+ 1−s
2

= ν−s+1
2

≥ 0, so us
k+n+l−w ∈ L2(H, dλν−s+1).

Let ns = ν+1−s
2

. Because 2r + 4 ≤ s and q ≤ 2r, we know that 2(q − r)− s + 4 ≤ 0,

and then using Claim 3.2,

(∫
H+

(1 + |z + mT |)2(q−r)−s+4
(
|z + mT − i

z + mT + i
|
)2(k+l−w) yν−s−1

|z + mT + i|2(ν−s+1)
dxdy

)1/2

≤ ‖us
(k+l−w+s/2)+ns

‖L2(H,dλν−s)

=

√
π√

ν − s + 1 · 2ν−s

(
(k + l − w + s/2)!(ν − s)!

(k + l − w + s/2 + ν − s)!

)1/2

≤
√

π√
ν − s + 1 · 2ν−s

(
(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)1/2

. (3.27)

Next, (
‖ ys

|z + mT + i|s+3
‖L∞(H+,dxdy)

)1/2

≤
(
‖ 1

(1 + |z + mT |)|3
‖L∞(H+,dxdy)

)1/2

≤ 1

(1 + mT )3/2
.

Combining this with (3.27) and (3.26), we conclude

(3.25) ≤ Cr

∞∑
m=1

j∑
w=1

w∑
l=0

k!

(k − (w − l))!

(ν + 1)!

(ν + 1− w)!

1

(1 + mT )3/2
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·
√

π√
ν − s + 1 · 2ν−s

(
(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)1/2

≤ Cjν
j

∞∑
m=1

1

(1 + mT )3/2

·
j∑

w=1

(k + ν)!

(k + ν − j)!

1√
ν − s + 1 · 2ν−s

(
(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)1/2

≤ Cj

T
νj(k + ν)j 1√

ν − s + 1 · 2ν−s

(
(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)1/2

. 2

With assumptions as in Lemma 3.2, there is a constant Cs,j > 0 such that

∞∑
k=0

‖uk+n‖−2
s ‖vk+n,q,j,T‖2

L2(H+,dλν) ≤
Cj,s

T
νj.

Proof :

Using Claim 3.2, we have

‖uk+n‖−2
s =

(ν + 1)

π
· 4ν(1 + µ + 8(k + n)2)−s

(
(k + ν)!

k!ν!

)
,

and by (B.21), we have

(1 + µ + 8(k + n)2)−s ≤ (k + ν)−2s.

Therefore,

‖uk+n‖−2
s ‖vk+n,q,j,T‖2

L2(H+,dλν)

≤ Cj

T
ν2j (ν + 1) · 4ν

(ν − s + 1) · 4ν−s

(
(k + ν)!

k!ν!

)
· (k + ν)2(j−s)

(
(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)

≤ Cj

T
ν2j (ν + 1) · 4ν

(ν − s + 1) · 4ν−s(
(k + ν + 2(j − s))!

k!ν!

)
·
(

(k − j + s/2)!(ν − s)!

(k − j − s/2 + ν)!

)
. (3.28)

Using −s ≤ −2r− 4, one can show 2(j − s) + 1 ≤ −j − s/2, and noting that ν ≥ s,

it follows that

(3.28) ≤ Cj,s

T
ν2j ν + 1

(ν − s + 1)

(ν − s)!

ν!
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·
(

(k − j + s/2) · · · (k + 1)

(k + ν − j − s/2) · · · (k + ν − j − 2(s− j) + 1)

)
(3.29)

(3.29) ≤ Cj,s

T
ν2j

(
(k − j + s/2) · · · (k + 1)

(k − j + s/2) · · · (k + 1− s + j)

)
≤ Cj,s

T
ν2j 1

(1 + k)2
. 2

Proof of Theorem 3.2 :

Let F1f be the Fourier transform of f in the real coordinate. Let y > 0. Then

Proposition B proves in particular that for all z = x + iy ∈ H and s > 1
2
, then

|f(z)| ≤ Cr,ν,y‖f‖s
1

(1 + |z|)2s
.

Because f ∈ W 4(Hµ), we know that f(· + iy) ∈ L1(R), which means the Poisson

summation formula applies. Using the assumption that f ∈ Ann({δ̂k/T}k≥1) =

Ann({δ̂k/T}∞k=−∞, we get

∞∑
m=−∞

f(z + mT ) =
∞∑

m=∞
F1δ̂m/T (f)e2πimx = 0.

Therefore,

u(z) =
∞∑

m=1

f(z + mT ) = −
∞∑

m=0

f(z −mT ).

The same argument used to estimate ‖u‖W r(H+,dλν) proves there is a constant Cs > 0

such that

‖u‖W r(H−,dλν) ≤
Cr,s

T
νr‖f‖s.

Then combining the estimates for H+ and H−, and setting s = 2r + 4 proves

‖u‖r ≤
Cr

T
νr‖f‖2r+4 ≤

Cr

T
‖f‖3r+4

when r ∈ N0. The estimate for r ≥ 0 and real follows by interpolation.

Finally, the solution u is unique for the same reason discussed at the end of

Lemma 3.2, which completes the proof of Theorem 3.2. 2
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Remark: Rapidly decreasing functions are not dense in L2(Hµ) (see, for example, the

discussion around Lemma 2.2). Therefore, we cannot simply consider a subspace of

such functions for which the Poisson summation formula holds, and then estimate

and extend by density.

Proof of Theorem 5.1: From Theorems 3.2 and 3.2, it remains to show the

space of invariant distributions Iµ is modeled by 〈{δ̂k/T}k∈Z+∪{δ(0)}〉, which follows

by definitions and Theorems 3.2 and 3.2. 2
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Chapter 4

Obstructions to L2 Solutions

We prove Theorem 1, which states that 〈{Iµ}µ≥0〉 is the space of distributional

obstructions to the existence of L2(SM) solutions.

Let µ ∈ spec(2), T > 0 and n ∈ Z. If f ∈ W 5(Hµ) has a transfer function

u ∈ Hµ. Then δ̂n/T (f) = 0. Proof :

First suppose that µ ≥ 1, and let u ∈ Hµ be such that f = u ◦ φT − u. By

extending the Fourier transform on W 1(Hµ) as in definition (2.3), we see that f̂ is

continuous. Note that Hµ takes the L2(R) norm, so

f̂ = F(u ◦ φU
T − u) = (e−2πiTξ − 1)û,

in L2(R). Therefore,

û =
f̂

(e−2πiTξ − 1)
(4.1)

in L2(R). Because f̂ is continuous and û ∈ L2(R), we conclude f̂( n
T
) = 0.

For the case 0 < µ < 1, suppose to the contrary that δ̂n/T (f) 6= 0. In circle

coordinates, let

f(θ) = Φ(θ) cos1+ν(θ),

where Φ(θ) =
∑∞

k=−∞ cke
2ikθ. Then

‖Φ‖C0([−π/2,π/2]) ≤
∞∑

k=−∞
|ck| ≤ ‖f‖1.
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So back in R-coordinates,

|f(x)| ≤ ‖f‖1

(1 + x2)(1+ν)/2
∈ L2(R) ∩ L1(R).

So f̂ is again in L2(R), which means (4.1) holds, and as f̂ is continuous, we conclude

that near n
T
,

û(ξ) ∼ 1

ξ − n/T
. (4.2)

Contradiction

When µ ≤ 0, again suppose δ̂n/T (f) 6= 0, and recall the norm for the model

L2(H, dλν) is

‖f‖L2(H,dλν) =
∫

R

∫
R
|f(x + iy)|2yν−1dxdy.

Note that because f ∈ W 1(Hµ), Lemma B shows f(· + iy) ∈ L2(R) ∩ L1(R). By

Lemma 2.2 we may fix any y > 0, and let F1 be the Fourier transform along R + iy.

Then

0 =
∫

R

(∫
R
|u(x− T + iy)− u(x + iy)− f(x + iy)|2dx

)
yν−1dy

=
∫

R

(∫
R
|(e−2πiTζ − 1)F1u(ζ + iy)−F1f(ζ + iy)|2dx

)
yν−1dy,

so

F1u(ζ + iy) =
F1f(ζ + iy)

(e−2πiTζ − 1)

in L2(R).

Note F1f is continuous, so F1u ∼ 1
ζ−n/T

in an ε-neighborhood ( n
T
− ε, n

T
+ ε)×

{y}. Hence, ‖u‖Hµ = ∞, which is a contradiction as before. 2
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Let µ > 0 and f ∈ W 5(Hµ). The operator AT defined in (1.8) represents as

AT f(x) =
∫ −T

0
f(x + t)dt

in the Hµ model, and when µ ≤ 0, it similarly represents as

AT f(z) =
∫ −T

0
f(x + t)dt

in the L2(H, dλν) model.

Let µ ∈ spec(2). If µ > 0, then (distributional) Ker(AT ) = 〈{δ̂n/T}n∈Z−{0}〉

in the Hµ model. If µ ≤ 0, then (distributional) Ker(AT ) = 〈{δ̂n/T}n∈N〉. Proof :

First let µ > 0. Let D ∈ E ′(Hµ) and h ∈ C∞(Hµ). Then taking Fourier

transforms, we see

(ATD)h = −D(AT h)

= −D̂(
∫ −T

0
e2πitξdtĥ(ξ)) = −D̂(

e−2πiTξ − 1

2πiξ
ĥ(ξ)).

So

〈{δ̂n/T}n∈Z−{0}〉 ⊂ Ker(AT ).

For the other direction, calculus shows e−2πiTξ−1
2πiξ

∈ C∞(R) and is invertible on

∪n∈Z( n
T
, n+1

T
). So if D ∈ Ker(AT )∩E ′(Hµ), supp(D̂) ⊂ { n

T
}n∈Z−{0}. One checks that

D̂ 6= δ
(r)
n/T for any r ≥ 1, so we conclude that D̂ ∈ {δ n

T
}n∈Z−{0}.

For the case µ ≤ 0, recall F1f(x + iy) = 0 for all x ≤ 0. Then the same

argument with h(·) replaced by h(·+ i) proves

Ker(AT ) = 〈{δ̂n/T}n∈Z = 〈{δ̂n/T}n∈N〉,

where the last equality holds because δ̂n/T (f) = 0 for all n ≤ 0. 2.

56



Let µ ∈ spec(2)−{0}, s > 1 and f ∈ W s(Hµ). Then there exists u ∈ Hµ such

that

LUu = fifandonlyifu ◦ φU
T − u = AT f.

The left equality implies the right by the fundamental theorem of calculus.

For the converse,

∫ −T

0
f ◦ φU

t dt = AT f = u ◦ φU
T − u =

∫ T

0
LUu ◦ φU

t dt,

which implies

AT (LUu− f) = 0.

By Claim 4, the (distributional) Ker(AT ) = 〈{δ̂n/T}n∈Z−{0}〉. So there exists {cn}n∈Z ⊂

C such that

LUu− f = D =
∞∑

n=−∞
cnδ̂n/T . (4.3)

When µ ≥ 1, we take Fourier transforms and conclude

2πiξû− f̂ =
∞∑

n=−∞
cnδn/T .

Because u, f ∈ L2(R), it follows that ξû, f̂ ∈ L2
loc(R).

For 0 < µ < 1, let ĝ ∈ C∞
c (R) be a bump function supported on [−1, 1] with

ĝ(0) = 1. Additionally, fix n ∈ Z, and for all m ∈ Z, define

ĝn,m(ξ) := ĝ(n(ξ −m)).

Notice that

gn,m(x) =
1

n
e2πimxg(

x

n
).
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Then

|cn| = |

 ∞∑
k=−∞

ckδ̂k

 (gn,m)| = |〈LUu, gn,m〉Hµ|+ |〈f, gn,m〉Hµ|

≤ |〈u, g′n,m〉Hµ|+ |〈f, gn,m〉Hµ| ≤ ‖u‖Hµ‖g′n,m‖Hµ + ‖f‖Hµ‖gn,m‖Hµ , (4.4)

where the last equality holds because LU is skew-adjoint on L2(SM) and therefore

also on Hµ.

We will estimate the values ‖g′n,m‖Hµ , ‖gn,m‖Hµ with the following lemma.

Let 0 < µ < 1 and h ∈ Hµ. Then there exists q > 0 and a constant Cq,ν > 0

such that

‖h‖Hµ ≤ Cq,ν‖h‖L1(R)(‖h‖Lq({|x|≥1}) + ‖h‖L∞({|x|<1})).

Proof :

For a given function h ∈ Hµ,

‖h‖2
Hµ

=
∫

R2

h(r + x)h(x)

|r|1−ν
drdx

=
∫

R
h(x)

(∫
R

h(r + x)

|r|1−ν
dr

)
dx. (4.5)

Observe that

∫
R

h(r + x)

|r|1−ν
dr ≤

∫
{|r|≥1}

|h(r + x)|
|r|1−ν

dr +
∫
{|r|<1}

|h(r + x)|
|r|1−ν

dr,

and notice ∫
{|r|<1}

|h(r + x)|
|r|1−ν

dr ≤ Cν‖h‖L∞(R). (4.6)

Additionally, let p, q > 0 satisfy 1
p

+ 1
q

= 1. Then Holder’s inequality gives

∫
{|r|≥1}

|h(r + x)|
|r|1−ν

dr ≤
(∫

{|r|≥1}

1

|r|p(1−ν)
dr

)1/p (∫
{|r|≥1}

|h(r + x|)|qdr

)1/q

.
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Let p > 0 such that

p(1− ν) > 1,

so that (1 − ν) > 1
p

= 1 − 1
q
, and therefore q < 1

ν
. Because ν < 1, we can choose p

such that 1 < q < 1
ν
, and conclude

∫
{|r|≥1}

|h(r + x)|
|r|1−ν

dr ≤ Cq,ν‖f‖Lq(R. (4.7)

Then

(4.5) ≤ Cq,ν‖h‖L1(R)(‖h‖Lq({|x|≥1}) + ‖h‖L∞({|x|<1})). 2

This means there exists q > 1 such that

(4.4) ≤ Cν,q‖u‖Hµ‖g′n,m‖L1(‖g′n,m‖Lq + ‖g′n,m‖L∞)

+‖f‖Hµ‖gn,m‖L1(‖gn,m‖Lq + ‖gn,m‖L∞). (4.8)

Notice

d

dx
gnm(x) =

1

n2
g′n,m(

x

n
)e2πimx +

2πim

n
e2πimxg(

x

n
).

Then there is a constant C > 0 such that

‖g′n,m‖L1 + ‖gn,m‖L1 ≤ Cm, ‖g′n,m‖Lq1 + ‖gn,m‖Lq1 ≤ Cmn1/q−1,

‖g′n,m‖L∞ + ‖gn,m‖L∞ ≤ C
m

n
.

Therefore,

lim
n→∞

‖g′n,m‖Hµ = 0.
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From (4.8) and by letting n →∞ we conclude

cm = 0.

Finally, the case µ ≤ 0 is clear, because u and f are holomorphic functions, so

LUu−f is still holomorphic, but given (4.3), this only happens when LUu−f ≡ 0. 2

Let µ ≥ 0, T > 0, and f ∈ W 9(Hµ), and suppose there exists u ∈ Hµ such

that

f = u ◦ φU
T − u. (4.9)

Then δ(0)(f) = 0. Proof :

First let µ > 0. By [11] we have Uf ∈ W 8(Hµ), and by flow invariance

Uδ(0) = 0. Proposition 4 shows f ∈ Ann({δ̂n}∞n=−∞) so

δ̂n/T (Uf) = 2πi
n

T
δ̂n/T (f) = 0.

Then Theorem 3.1 shows there exists g ∈ W 4/3(Hµ) such that

Uf(x) = g(x− T )− g(x).

Then for every M ∈ R−,

f(x)− f(M) =
∫ x

M
Uf(t)dt =

∫ x

M
[g(t− T )− g(t)]dt

=
∫ x

M
g(t− T )dt−

∫ x

M
g(t)dt =

∫ x−T

x
g(t)dt−

∫ M−T

M
g(t)dt.

Write g(θ) = Φ(θ) cos1+ν(θ). Then by Sobolev embedding, ‖Φ‖C0(R) ≤ ‖g‖1,

so that for all x ∈ R,

|g(x)| ≤ ‖g‖1√
1 + |x|

.
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Hence,

lim
M→−∞

∫ M

M−T
g(t)dt = 0,

and for the same reason,

lim
M→−∞

f(M) = 0,

which means

f(x) =
∫ −T

0
g(x + t)dt.

Now Lemma 4 gives a solution u to LUu = g. By Lemmas 4.7 and 4.8 of [2],

we get δ(0)(g) = 0. Then flow invariance of δ(0), gives that for all t ∈ [0, 1]

δ(0)(g ◦ φU
t ) = δ(0)(g) = 0.

So

0 =
∫ −T

0
δ(0(g(· − t))dt = δ(0)(

∫ −T

0
g(· − t)dt) = δ(0)(f).

For µ = 0, the same argument gives us a function g such that f(x + iy) =

∫−T
0 g(x − t + iy)dt. Lemma 4 again gives a solution u to LUu = g. Because

u ∈ L2(H, dλν), Lemma 4.9 of [2] shows δ(0)(g) = 0, and again flow invariance

of δ(0) proves δ(0)(f) = 0.

Let µ < 0. Then there exists f ∈ W 3(Hµ) with a solution u to the cohomo-

logical equation (4.9) such that δ(0)(f) 6= 0. Proof :

We safely restrict ourselves to the holomorphic discrete series, so µ < 0 implies

n = ν+1
2
≥ 2. Let f ∈ W 3(Hµ) be such that δ(0)(f) 6= 0. Then Lemma 4.5 of [2]

shows there is a solution u ∈ Hµ such that LUu = f . Consider AT f =
∫−T
0 f(x+t)dt,
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and note Lemma 4 applies, so we conclude that f(·) = u(·−T )−u(·). Finally, notice

that δ(0) is flow invariant, so

δ(0)(f) = δ(0)
∫ −T

0
f(·+ t)dt =

∫ −T

0
δ(0)(f(·+ t))dt 6= 0. 2

Proof of Theorem 1: Combining Lemmas 4, 4 and Proposition 4, we conclude.

2
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Chapter 5

Equidistribution of Horocycle Maps

In this section we assume that SM is compact, so the Laplacian has only pure

point spectrum. In each irreducible component Kµ, we correspond to the invariant

distributions {Dn}n∈Z ∪ {D0} ⊂ Iµ the invariant distributions {δ̂n}n∈Z ∪ {δ(0)} ⊂

Iµ(Hµ) by the formulas

Dn := (Qµ)∗δ̂n, D0 := (Qµ)∗δ(0),

for all n ∈ Z.

Let

α(µ0) =
(1−

√
1− µ0)

2

4(3−
√

1− µ0)
,

where µ0 is the spectral gap. For all µ > 0 and D ∈ {Dk} ∪ {D0} ⊂ Iµ, define

SD :=

{ α(µ0)ifD = Dk, k 6= 0

1−
√

1−µ
2

ifD = D0

1+
√

1−µ
2

ifD = D0.

Let φU
1 be the horocycle map on the unit tangent bundle SM of a compact

hyperbolic Riemann surface M with spectral gap µ0 > 0, and let s ≥ 6. Then there

is a constant Cs > 0 such that for all (x0, N) ∈ SM × Z+ and f ∈ W 2s+2(SM), we

have

| 1

N

N−1∑
k=0

f(φU
k x0)| ≤ |

⊕
µ∈spec(2)

∑
D∈Iµ(SM)

cD(x0, N, s)D(f)N−SD ⊕R(x, N, s)(f)|,

(5.1)
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where the remainder distribution R(x, N, s) satisfies

‖R(x, N, s)‖W−s(Kµ) ≤
Cs

N
,

and for all D ∈ I(SM),

|cD| ≤ Cs.

Remainder distribution

Let µ > 0 and s ≥ 6. Then there exists a constant Cs > 0 such that for all

(x0, N) ∈ SM ×N ,

‖R(x0, N, 1, s)‖W−s(SM)

N
≤ Cs

N
.

Proof :

Let f ∈ W s(SM). BecauseR(x0, N, 1, s) ∈ I(SM)⊥, we can write f = fI⊕fC,

where fI ∈ (Ann(I(SM))⊥ ⊂ Ker(R(x0, N, 1, s)), and fC ∈ Ann(I(SM)) is the

coboundary component. Then by the splitting in (5.1),

R(x0, N, 1, s)

N
f =

R(x, N, 1, s)

N
fC =

1

N

N−1∑
n=0

δφU
n (x0)fC. (5.2)

Theorem ?? and Sobolev embedding show there exists 1
2

< r < s, Cs > 0 and a

(unique) transfer function u ∈ W r(SM) to the cohomological equation (1.2) satis-

fying

‖u‖C0(SM) ≤ Cr‖u‖r ≤ Cs‖fC‖s.

Therefore,

(5.2) ≤ 1

N

N−1∑
n=0

[u(φU
(n+1)T x0)− u(φU

nT x0)]
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=
1

N
[u(φU

NT x0)− u(x0)] ≤
Cs

N
‖fC‖s ≤

Cs

N
‖f‖s,

where the last inequality holds by orthogonal projection. 2

Flow invariant distributions

We remark that in Theorem 1.5 of [6] Flaminio-Forni proved asymptotics for

the decay of the invariant distributions of the horocycle flow in each irreducible

representation Kµ to be

{ c0(x0, N, s)D0 ∼ N−1/2(1−ν)

d0(x0, N, s)D0 ∼ N−1/2(1+ν)

. (5.3)

First we need a Lemma.

Let µ > 0, s > 1 and
∑∞

n=−∞ cn(x, N, 1, s)Dn ∈ W−s(Kµ). Then there is a

constant Cs > 0 such that for all n,

|cn(x, N, 1, s)| ≤ Cs(1 + |ν|)sns.

Proof :

First suppose that s ∈ N and let f0 ∈ C∞
c (R) be supported in [−1, 1] and

satisfy
∫
R f0(x)dx = 1, and let χτ = e2πiτxf0 ∈ C∞

c (R) be such that δ̂τ (χτ ) = 1

and for all τ 6= n, δ̂n(χτ ) = 0. Note that because χτ ∈ C∞
c (R), we get for free that

δ(0)(χτ ) = 0. Then Sobolev embedding gives

|cn| = |cnDn(Q−1
µ χn)|

≤ |
(( ∞∑

n=−∞
cnDn + d0D0

)
⊕R

)
(Q−1

µ χn)|+ |R(Q−1
µ χn)|
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=
1

N

N−1∑
k=0

Q−1
µ χn(φU

n (x0)) + Cs‖Q−1
µ χn‖s ≤ Cs‖χn‖s.

We can estimate ‖χn‖s using our concrete formulas for X, Y, Θ in (1 + 4)s/2 =

(1− (X2 + Y 2 + Θ2))s/2. Because supp(f0) ⊂ [−1, 1] and n ≥ 1, we have

‖χn‖s ≤ Cs(1 + |ν|)s‖(1 + U s)χn‖0 ≤ Csn
s‖f0‖s.

Then the Lemma for real s > 1 follows by interpolation. 2

Let µ > 0 and s ≥ 6. Then there exists a constant Cs > 0 such that for all

(x0, N) ∈ SM ×N ,

|c0(x0, N, 1, s)| ≤ N−(1−<
√

1−µ)/2,

and

|d0(x0, N, 1, s)| ≤ CsN
−(1+<

√
1−µ)/2.

Proof :

We prove the decay estimate for c0(x0, N, 1, s). Let f0 ∈ C∞(Kµ)∩Ker(D(0))

be such that D0(f0) = 1 and D0(f0) = 0.

We have

∫ 1

0
φU

t

(( ∞∑
n=−∞

cn(x0, N, 1, s)Dn + d0(x0, N, 1, s)D0

)
⊕ R(x0, N, 1, s)

N

)
dt

=
∫ 1

0
φU

t

(
1

N

N−1∑
n=0

δφU
n (x0)

)
dt =

1

N

∫ N

0
(φU

t (x0))
∗dt.

Additionally, using Proposition 5, we get

∫ 1

0
φU

t

(
d0(x0, N, 1, s)D(0) +R(x0, N, 1, s)

)
dt ∈ W−s(SM),

and Sobolev embedding shows

1

N

∫ N

0
(φU

t (x0))
∗dt ∈ W−s(SM).
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Hence, ∫ 1

0
φU

t

( ∞∑
n=−∞

cn(x0, N, 1, s)Dn

)
dt ∈ W−s(SM).

Then we may separate the integral and conclude

∫ 1

0
d0(x0, N, 1, s)φU

t D0dt

=
1

N

∫ N

0
(φU

t (x0))
∗dt−

∫ 1

0
φU

t

(∑
n∈Z

cnDn

)
dt +

∫ 1

0
φU

t Rdt.

In the same way one shows
∑∞

n=−∞ cnDn ∈ W−s(Kµ), so Lemma 5 shows

|cn| ≤ Csn
s. Because the unitary equivalence Qµ intertwines vector fields, it also

intertwines the flow φU
t . Therefore, we get

(φU
t Dn)(f0) = (Q∗

µδ̂n)(f0 ◦ φU
−t) = δ̂n(Qµ(f0 ◦ φU

−t)) = δ̂n((Qµf0) ◦ φU
−t)

= δ̂n((Qµf0)(·+ t)) = e2πintδ̂2πn(Qµf0) = e2πintDn(f0). (5.4)

Notice the Fourier transform F(Qµf0) decays faster than the reciprocal of any poly-

nomial, so we get

∑
n∈Z

cnDn(f0) =
∑
n∈Z

cnδ̂n(Qµf0)

converges absolutely. Then using (5.4),

∫ 1

0
(φU

t )∗
∑
n∈Z

cnDn(fn)dt =
∑
n∈Z

cn

∫ 1

0
(φU

t )∗Dn(fn)dt = 0. (5.5)

Next, because D0 is horocycle flow invariant, and D0(f0) = 1, Proposition 5

together with Theorem 1.5 of [2] give a constant Cs > 0 such that for all (x, N) ∈

SM ×N ,

|d0(x0, N, 1, s)| ≤ | 1

N

∫ N

0
f0(φ

U
t (x0))dt|+ |

∫ 1

0
φU

t (R)(x0, N, 1, s)(f0)dt|
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≤ CsN
−(1+<

√
1−µ)/2.

The estimate for the coefficient c0(x0, N, 1, s) follows in the same way. 2

Invariant Distributions for the Map

Let µ ∈ spec(2) and τ ∈ Z. Then

|cτ (x0, N, 1, s)| ≤ CτTα(µ0),

where α(µ0) = (1−
√

1−µ0)2

8(3−
√

1−µ0)
, and µ0 > 0 is again the spectral gap of the Laplacian

4SM on SM . Proof :

As in the proof of Proposition 5, we isolate the coefficients cn by

cτ (x0, N, 1, s)Dτ =
∑
n∈Z

∫ 1

0
e−2πinτtcn(x, N, 1, s)φU

t Dndt

=
∫ 1

0
e−2πiτtφU

t

(∑
n∈Z

cn(x, N, 1, s)Dn ⊕R
)

dt−
∫ 1

0
e−2πiτtφU

t Rdt

=
∫ 1

0
e−2πiτtφU

t

1

N

N−1∑
n=0

(φU
n (x0))

∗dt−
∫ 1

0
e−2πiτtφU

t Rdt

=
1

N

∫ N

0
e−2πiτt(φU

t (x0))
∗dt−

∫ 1

0
e−2πiτtφU

t Rdt. (5.6)

Define

γT,τ =
1

N

∫ N

0
e−2πiτt(φU

t (x0))
∗dt.

By Proposition 5 and Minkowski’s integral inequality,

‖
∫ 1

0
e−2πiτtφU

t R(x0, N, 1, s)dt‖−1 ≤
∫ 1

0
‖R(x0, N, 1, s)‖−1dt ≤ Cs

N
.

Therefore, it remains to estimate the integral for the twisted horocycle flow, which

is given to us by a recent result of Venkatesh.
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[Venkatesh (2010)] Let
∫
SM fdvol = 0. Then there exists a constant C > 0

such that for all (x0, N) ∈ SM ×N and τ ∈ R, we have

|γT,τ (f)| ≤ C‖f‖W 1(SM)N
−α(µ0),

where α(µ0) = (1−
√

1−µ0)2

8(3−
√

1−µ0)
, and µ0 > 0 is again the spectral gap.

Proof of 916:

Combining this with (5.6) and Proposition 5, we conclude

|cτ (x, N, 1, s)|‖Dτ‖−1 ≤ CN−α(µ0).

Then Proposition 5 follows by showing there is a constant C > 0 such that ‖Dτ‖−1 =

‖δ̂τ‖−1 ≤ Cτ. 2

Venkatesh’s proof of Theorem 5 is short, and we reproduce it here for the

convenience of the reader.

Proof of Theorem 5 :

Let

$ =
{ 0ifµ0 ≥ 1

√
1− µ0if0 < µ0 < 1

.

Let H > 1. Let ρH be a distribution on W 2(SM) defined by

ρH(f) =
1

H

∫ H

0
e2πiτtf(φU

t (x0))dt

where f ∈ W 2(SM). So

f ∗ ρH(x0) =
1

H

∫ H

0
e−2πiτhf(φU

h (x0))dh,
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and f ∗ ρH ∈ W 2(SM).

Let f ∈ C∞(Γ\G) and denote f ∗ σH the right convolution of f by ρH . One

checks there is a constant C > 0 such that

|γT,τ (f)− γT,τ (f ∗ ρH)| ≤ C
H

T
‖f‖W 2(SM),

and by Cauchy Schwartz we also have

|γT,τ (f ∗ ρH)|2 ≤ γT,0(|f ∗ ρH |2).

Theorem 1.5 of [6] proves

(
γT,0(|f ∗ ρH |2)− vol(|f ∗ ρH |2)|

)
≤ CT−1/2(1−

√
1−µ0)‖f ∗ ρH‖W 4(SM), (5.7)

where µ0 is the spectral gap of the laplacian 4SM .

Notice

|f ∗ ρH(x0)|2 =
1

H2

∫
[0,H]2

e−2πiτ(h1−h2)f(φU
h1

(x0))f(φU
h2

(x0))dh1dh,

and applying (5.7), we have

|γT,τ (f)| ≤ C
H

T
‖f‖1 +

(
1

H2

∫
h1,h2∈[0,H]2

γT,0(φ
U
h1

fφU
h2

f)dh1dh2

)1/2

≤ C
H

T
‖f‖1 +

(
1

H2

∫
h1,h2∈[0,H]2

〈φU
h1

f, φU
h2

f〉L2(SM)dh1dh2

)1/2

+
(
T−1/2(1−

√
1−µ0)

(
γT,0(|f ∗ ρH |2)− vol(|f ∗ ρH |2)|

))1/2

≤ C
H

T
‖f‖1 +

(
1

H2

∫
h1,h2∈[0,H]2

〈φU
h1−h2

f, f〉dh1dh2

)1/2

+T−1/4(1−
√

1−µ0)

(
sup

(h1,h2)∈[0,H]2
‖φU

h1
f · φU

h2
f‖2

)1/2

.
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Then using quantitative mixing of the horocycle flow (see [17]) and basic prop-

erties of Sobolev norms, we conclude

〈φU
h f, f〉 ≤ Cε(1 + |h|)2κ−1+ε‖f‖2

2

for some Cε > 0 and

sup
(h1,h2)∈[0,H]2

‖φU
h1

f · φU
h2

f‖2 ≤ (1 + |h1|+ |h2|)2‖f‖2
2.

This implies

|γT,τ (f)| ≤ C(
H

T
+ H−$−1/2+ε + T−1/4(1−$))‖f‖2.

Then choosing Hα−1/2 = HT−1/4(1−$) gives the result. 2

We have now given an upper bound for the rate of decay of the remainder

distribution and all invariant distributions. To finally prove Theorem ??, we need a

Lemma.

Let µ > 0, s ≥ 2 and f ∈ W s(Hµ). Then for all ξ ∈ R,

|f̂(ξ)| ≤ Cs‖f‖W s+2(Hµ
)(1 + |ξ|)−(s+1).

Proof :

Observe that

‖ξsf̂‖C0(R) ≤ ‖ξsf̂‖L2(R) + ‖ d

dξ
(ξsf̂)‖L2(R)

≤ ‖f (s)‖L2(R) + ‖xf (s)‖L2(R). (5.8)

Next, Lemma B shows that under the change of variable x = tan(θ),

|f (s)(x)| = |U sf(θ)| ≤ Cs

s∑
j=1

coss+j(θ)|f (j)(θ)|,
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and formula (B.6) proves

|f (j)(θ)| ≤ Cs(1 + |ν|)j
j∑

k=0

|Φ(k)(θ)| cos1−j+ν(θ),

where Φ(θ) =
∑∞

m=−∞ cme−2πimθ. By Sobolev’s inequality, each |Φ(k)(θ)| ≤ ‖f‖W k+2(Hµ).

Combining and switching back to R coordinates, we find a constant Cs > 0 such

that for all x ∈ R,

|f (s)(x)| ≤ Cs(1 + |ν|)j(1 + |x|)−(s+1)‖f‖s+2. (5.9)

By Lemma 6.3 of [11], we conclude

(5.9) ≤ Cs(1 + |x|)−(s+1)‖f‖2s+2.

Therefore,

(5.8) ≤ Cr‖f‖2s+2 2

Now we prove Theorem 5. Recall that α(µ0) = (1−
√

1−µ0)2

8(3−
√

1−µ0)
. By Lemma 5, there

is a constant Cs > 0 such that

|Dn(f)| = |δ̂n(Qµf)| ≤ C
‖f‖2s+2

ns
.

Therefore, the series

1

N
|

N−1∑
k=0

f(φU
k x0)| = |

(∑
n∈Z

cn(x0, N, s)Dn(f) + d0(x, N, s)D0(f)

)
⊕ R(x, N, s)(f)

N
|

≤
∑
n∈Z

|n|s+1N−α(µ0)‖f‖2s+2|n|−s+3 + Cs‖f‖2s+2N
−(1+ν)/2 +

‖f‖s

N

converges absolutely, and Theorem 5 follows.
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Appendix A

Appendix A

Formulas for the Principal and Complementary series

Vector fields

The models for the principal and complementary series are discussed in Section

2.

Let µ > 0. The vector fields for the Hµ model on R are

X = dπν(X) = −(1 + ν)− 2x ∂
∂x

Θ = dπν(Θ) = −(1 + ν)x− (1 + x2) ∂
∂x

Y = dπν(Y ) = (1 + ν)x− (1− x2) ∂
∂x

U = dπν(U) = − ∂
∂x

V = dπν(V ) = (1 + ν)x + x2 ∂
∂x

.
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By the change of variable x = tan(θ), the vector fields in the circle model are

X = dπν(X) = −(1 + ν)− sin(2θ) ∂
∂θ

Θ = dπν(Θ) = −(1 + ν) tan(θ)− ∂
∂θ

Y = dπν(Y ) = (1 + ν) tan(θ)− cos(2θ) ∂
∂θ

U = dπν(U) = − cos2(θ) ∂
∂θ

V = dπν(V ) = (1 + ν) tan(θ) + sin2(θ) ∂
∂θ

.

Remark : We denote both the R-model and the circle model by Hµ.

Discreteseries

The following commutations relations of the formulas in Claim 2.1 hold:

[X, Y ] = (XY − Y X) = 2Θ, [Θ, Y ] = 2X, [Θ, X] = −2Y, [X, U ] = 2U.

These formulas agree with the commutation relations of the matrices.

Construction of basis

The goal of this subsection is to construct an orthogonal basis of vectors

{un}∞n=−∞ ⊂ C∞(Hµ) for the irreducible represention space Hµ, which we do using
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the annihilation and creation operators X ± iY .

We have cos1+ν(θ) ∈ Ker(Θ).

For all n ∈ Z, define

un := e−2inθ cos1+ν(θ).

Let n ∈ Z+. Then

{ (X + iY )un = −(1 + ν + 2n)un+1

(X − iY )un = [−(1 + ν) + 2n]un−1.

We have

X + iY = −(ν + 1)(1− i tan(θ)− ie−2iθ ∂

∂θ
,

and then note

-(X + i Y) cosν+1(θ)

= [(ν + 1)− i(ν + 1) tan(θ)] cosν+1(θ) + ie−2iθ(cosν+1(θ))′

= (ν + 1) cosν+1(θ)− i(ν + 1) sin(θ) cosν(θ)− ie−2iθ(ν + 1) cosν(θ) sin(θ)

= (ν + 1) cosν+1(θ)− i(ν + 1) sin(θ) cosν(θ)(1 + e2iθ)

= (ν + 1) cosν+1(θ)(1− 2i sin(θ)eiθ).

Check that

(1− 2i sin(θ)eiθ) = e−2iθ.

Hence,

(X + iY ) cosν+1(θ) = −(1 + ν) cosν+1(θ)e−2iθ.
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Observe

(X + iY )un = (X + iY )(cosν+1(θ)e−2inθ)

= [(X + iY ) cosν+1(θ)]e−2inθ − ie−2iθ cosν+1(θ)(
d

dθ
e−2inθ)

= −(ν + 1) cosν+1(θ)e−2iθe−2inθ − ie−2iθ(−2in) cosν+1(θ)e−2inθ

= −(ν + 1) cosν+1(θ)e−2i(n+1)θ − 2n cosν+1(θ)e−2i(n+1)θ = −(1 + ν + 2n)un+1.

We similarly have

X − iY = −(ν + 1)(1 + i tan(θ) + ie2iθ ∂

∂θ
,

and one shows

(X − iY ) cosν+1(θ) = −(1 + ν) cos1+ν(θ)e2iθ.

In the same way it follows that

(X − iY )un = (−(ν + 1) + 2n)un−1. 2

Let µ > 0. Recall the Casimir operator 2 := −X2−Y 2+Θ2 and the Laplacian

4 := (−X2 − Y 2 −Θ2). Then for all n ∈ Z,

2un = (1− ν2)un, and4un = (1− ν2 + 8n2)un.

Let µ > 0. The set {un}∞−∞ ⊂ C∞(Hµ) is an orthogonal basis for Hµ. Proof :

By construction 〈{un}∞−∞〉 ⊂ Hµ is irreducible, and therefore 〈{un}∞−∞〉 = Hµ.

Additionally, general theory shows it is an orthogonal basis. One checks that un ∈

Hµ for each n. Finally, Claim A shows that each un is an eigenfunction for 4, so

uk ∈ C∞(Hµ). 2
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Formulas for the Discrete series

The upper half-plane models are discussed in Section 2.

Vector fields

Let µ ≤ 0. The vector field formulas for the upper half-plane are:

X = dπν(X) = −(1 + ν)− 2z ∂
∂z

Θ = dπν(Θ) = −(1 + ν)z − (1 + z2) ∂
∂z

Y = dπν(Y ) = (1 + ν)z − (1− z2) ∂
∂z

U = dπν(U) = − ∂
∂z

V = dπν(V ) = (1 + ν)z + z2 ∂
∂z

.

Our remaining goal is to construct an orthogonal basis {uk}∞k=n ⊂ C∞(Hµ) for

the holomorphic irreducible representation space L2(H, dλν).

Construction of basis

Given the Θ derivative in the upper half-plane representation, the function

u0 =
(

z − i

z + i

)−n ( 1

z + i

)ν+1

∈ KerΘ.

77



Bargmann’s well-known ladder argument (see (2.2)) gives For all k ∈ N0,

−iΘ((X − iY )ku0) = −2k (X − iY )ku0. 2

For all integers k ≥ n, define

uk =
(

z − i

z + i

)k−n ( 1

z + i

)ν+1

.

Note that

un =
(

1

z + i

)ν+1

and each uk =
(

1
z+i

)ν+1
∈ L2(H, dλν).

We have { (X − iY )un = 2(ν + 1)un+1

(X + iY )un = 0.

Proof :

We have

(X − iY )un =

(
−(1 + ν)− 2z

∂

∂z

)
− i

(
(1 + ν)z − (1− z2)

∂

∂z

)
un

=

(
−(1 + ν)(1 + iz)− i(z − i)2 ∂

∂z

)
un

= −i(1 + ν)(z − i)
(

1

z + i

)ν+1

+ i(1 + ν)(z − i)
(

z − i

z + i

)(
1

z + i

)ν+1

= (−i(1 + ν)(z − i) + i(z − i)(1 + ν)) un+1 = 2(ν + 1)un = (1 + ν + 2n)un.

On the other hand,

(X + iY )un =

(
i(1 + ν)((i + z) + i(z + i)2 ∂

∂z

)(
1

z + i

)ν+1
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= i(1 + ν)(i + z)
(

1

z + i

)ν+1

− i(1 + ν)(z + i)2
(

1

z + i

)ν+2

= 0. 2

Let k ≥ n be an integer. Then

{ (X + iY )uk = (1 + ν − 2k)uk−1

(X − iY )uk = (1 + ν + 2k)uk+1.

Proof :

We have

(X − iY )uk = (X − iY )

((
z − i

z + i

)k−n

un

)

=
(

z − i

z + i

)k−n

(X − iY )un − i(z − i)2un
∂

∂z

(
z − i

z + i

)k−n

=
(

z − i

z + i

)k−n

(1 + ν + 2n)un − i(z − i)2un(k − n)
(

z − i

z + i

)k−n−1 2i

(z + i)2

= (1 + ν + 2n)uk+1 + 2(k − n)uk+1 = (1 + ν + 2k)uk+1.

Next,

(X + iY )uk =
(

z − i

z + i

)k−n

((X + iY )un) + i(z + i)2un
∂

∂z

(
z − i

z + i

)k−n

= i(k−n)(z + i)2un

(
z − i

z + i

)k−n−1 2i

(z + i)2
= −2(k−n)un−1 = (1 + ν − 2k)un−1. 2

Lastly, Bargmann’s ladder argument proves For all integers k ≥ n,

−iΘ((X − iY )ku0) = −2k (X − iY )ku0. 2

Therefore, the set {uk}k≥n is a basis for L2(H, dλν). Moreover, {uk} ⊂

C∞(Hµ), which is proven from the following formulas:

Let µ ≤ 0. Then for all integers k ≥ n, we have

2uk = (1− ν2)uk,
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and

4uk = (1− ν2 + 8k2)uk. 2
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Appendix B

Appendix B

In this section, we prove the lemmas we needed in section 3 and Proposition

4.3 from section 4.

Principal and complementary series

Relevantdistributions

Additional distributions at infinity

Recall from section 3 that δ(0) ∈ W−(1+<ν)/2+ε(Hµ) is the flow invariant dis-

tribution. We prove the important proposition listed previously as Proposition

4.3: Let µ > 0 and s ≥ 0. Then there is a constant Cs,ε > 0 such that for all

f ∈ W s+1/2+<ν/2+ε(Hµ) ∩ Ann({δ(r)}s−1
r=0), x ∈ R and r ≥ 0, we have

|f (r)(x)| ≤ Cs,ε√
1− ν

(1 + |ν|)r(1 + |x|)−(s+r+1+<ν)‖f‖W s+(1+<ν)/2+ε(Hµ).

This will require several steps.

There exists constants 0 < c < C such that for all |θ| ∈ [3π
8
, π

2
] and α ∈ (0, 1],

cα|θ − π

2
|α ≤ | cosα(θ − π

2
)| ≤ Cα|θ − π

2
|α.

Proof :
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First let α = 1. Expanding the Taylor series of cos(θ) about π
2
, we see

| cos(θ − π

2
)| = |

∞∑
n=0

cos(n)(π
2
)

n!
(θ − π

2
)n| = |

∞∑
n=0

cos(2n+1)(π
2
)

(2n + 1)!
(θ − π

2
)2n+1|

= |(θ − π

2
)
∞∑

n=0

cos(2n+1)(π
2
)

(2n + 1)!
(θ − π

2
)2n|. (B.1)

Notice the coefficients satisfy

|
cos(2n+1)(π

2
)

(2n + 1)!
| ≤ 1,

so there is a constant C > 0 such that

(B.1) ≤ C|θ − π

2
|.

Also notice that |3π
8
− π

2
| = π

8
and so

|
∞∑

n=1

cos(2n+1)(π
2
)

(2n + 1)!
(θ − π

2
)2n| ≤

∞∑
n=1

(
π

8
)2n ≤

∞∑
n=0

(
π

8
)n =

1

1− π/8
− 1 < 1.

So there is a constant c > 0 such that

c|θ − π

2
| ≤ (B.1).

Then the result follows for α ∈ (0, 1] by taking powers. 2

Let µ > 0, s ≥ 0, ε > 0 and f ∈ W s+1/2+<ν/2+ε(Hµ) ∩ Ann({δ(r)}s−1
r=0). Then

there is a constant Cs,ε > 0 such that for all |θ| ∈ [3π
8

, π
2
] and integers 0 ≤ j ≤ s− 1,

we have

|Φ(j)(θ)| ≤ Cs,ε√
1−<ν

coss−j(θ)‖f‖W s+1/2+<ν/2+ε(Hµ).

Proof :

Let 0 ≤ j ≤ [s] be an integer. Sobolev embedding gives

‖Φ‖Cbsc−j ≤ Cs,ε

( ∞∑
n=−∞

(1 + |n|)2(s−j)+1+2ε|cn|2
)1/2

. (B.2)
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Then using Lemma 2.1 of [2], we see that

(B.2) ≤ Cs,ε√
1−<ν

‖f‖W s−j+(1+<ν)/2+ε(Hµ) < ∞. (B.3)

Let

g(t1) := Φ(j)(t1(θ −
π

2
) +

π

2
).

Then the Fundamental Theorem of Calculus gives

Φ(j)(θ) = g(1)− g(0) =
∫ 1

0
g′(t1)dt1 = (θ − π/2)

∫ 1

0
Φ(j+1)(t1(θ − π/2) + π/2)dt1.

Now for t ∈ [0, 1], let θt = t(θ − π/2) + π/2, and we see in the same way that

Φ(j+1)(θt1) = (θ − π/2)
∫ 1

0
(θt1 − 1)

∫ 1

0
Φ(j+2)(t2(θt1 − π/2) + π/2)dt2dt1.

Notice that θt1 −π/2 = t1(θ−π/2), and define ~tr−j−1 = tr−j−1 · · · t1. Then iterating

proves

|Φ(j)(θ)| ≤ |θ − π/2|s̃−r
∫
[0,1]s−r

|Φ(r)(θ~tr−j−1
)|d~tr−j−1. (B.4)

Then

|Φ(r)(θ~tr−j−1
)| = |Φ(r)(θ~tr−j−1

)− Φ(r)(π/2)|

≤ (~tr−j−1(θ − π/2))α‖Φ(r)‖Cα([−π/2,π/2]) ≤ |θ − π/2|α‖Φ‖Cs([−π/2,π/2]).

Combining this with (B.3) and (B.4) gives

|Φ(j)(θ)| ≤ θr−j+α‖Φ‖Cs([−π/2,π/2]) ≤
Cs,ε√
1−<ν

|θ − π/2|s−j‖f‖W s−j+(1+<ν)/2+ε(Hµ).

Finally, Claim B allows us to conclude. 2

Let µ > 0 and j ≥ 0. Then there is a constant Cj > 0 such that for all

θ ∈ [3π
8

, π
2
],

| dj

dθj
cos1+ν(θ)| ≤ Cj(1 + |ν|)j| cos1+<ν−j(θ)|.
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Proof :

The claim is immediate for ν = 0.

If ν 6= 0, then taking j derivatives gives a term

Πj
k=0(1− k + ν) sin(θ) cosν+1−k(θ) (B.5)

plus terms with a higher power of cos(θ). Because cos(π
2
) = 0, the term (B.5)

dominates. Finally, note there is a constant Cj > 0 such that

|(B.5)| ≤ Cj(1 + |ν|)j cos1+<ν−j(θ). 2

Let µ > 0 and s ≥ 0. There is a constant Cs > 0 such that for all µ > 0,

0 ≤ j ≤ s and f ∈ W s+(1+<ν)/2+ε(Hµ) ∩ Ann({δ(r)}s−1
r=0), we have

|f (j)(θ)| ≤ Cs,ε√
1−<ν

(1 + |ν|)j coss−j+1+<ν(θ)‖f‖W s+(1+<ν)/2+ε(Hµ).

Proof :

There are constants {ck}j
k=0 ⊂ Z such that

dj

dθj
f(θ) =

j∑
k=0

ck(
j
k)

(
dj−k

dθj−k
Φ(θ)

)(
dk

dθk
cos1+ν(θ)

)
. (B.6)

By Lemma B and Claim B, we have

(B.6) ≤ Cs,ε√
1−<ν

‖f‖W s+(1+<ν)/2+ε(Hµ)

j∑
k=0

ck(1 + |ν|)k coss−(j−k)+1+<ν−k(θ)

≤ Cs,ε√
1−<ν

(1 + |ν|)j‖f‖W s+(1+<ν)/2+ε(Hµ) coss−j+1+<ν(θ). 2

Let r ≥ 0 be an integer, µ > 0 and f ∈ Cr([−π
2
, π

2
]). Then there is a constant

Cr > 0 such that for all θ ∈ [−π
2
, π

2
],

|U rf(θ)| ≤ Cr

r∑
j=1

cosr+j(θ)|f (j)(θ)|.
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Proof :

In circle coordinates, we know

U = cos2 θ
d

dθ
.

Proceeding by induction, suppose r ≥ 1 and there are constants {cj,k} ⊂ C such

that

U rf(θ) =
∑

1 ≤ j ≤ r

0 ≤ k

j + k ≤ r

cj,k cosr+j+k(θ) sinr−(j+k)(θ)f (j)(θ).

Notice this holds for r = 0 (and r = 1). The induction assumption gives

U r+1f(θ) = (cos2 θ
d

dθ
)

∑
1 ≤ j ≤ r

0 ≤ k

0 ≤ j + k ≤ r

cj,k cosr+j+k(θ) sinr−(j+k)(θ)f (j)(θ)

= cos2(θ)
∑

1 ≤ j ≤ r

0 ≤ k

0 ≤ j + k ≤ r

cj,k · (−(r + j + k) cosr+j+k−1(θ) sinr−(j+k)+1(θ)f (j)(θ)

+(r − j + k) cosr+j+k+1(θ) sinr−(j+k)−1(θ)f (j)(θ) + cosr+j+k θ sinr−(j+k) θf (j+1)(θ))
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=
∑

1 ≤ j ≤ r

0 ≤ k

0 ≤ j + k ≤ r

cj,k · (−(r + j + k) cosr+j+k+1(θ) sinr−(j+k)+1(θ)f (j)(θ)

+(r − j + k) cosr+j+k+3(θ) sinr−(j+k)−1(θ)f (j)(θ)

+ cosr+j+k+1(θ) sinr−(j+k)(θ)f (j+1)(θ)). (B.7)

The only concerning term is

cosr+j+k+3(θ) sinr−(j+k)−1(θ)f (j)(θ),

which occurs when r − (j + k) 6= 0. In this case the assumption j + k ≤ r gives

j + k ≤ r − 1, so

r + j + k + 3 ≤ 2(r + 1).

This completes the induction.

Finally, for all k ≥ 0 and j ≥ 1 such that j + k ≤ r,

cosr+j+k(θ) sinr−(j+k)(θ) ≤ cosr+j(θ). 2

Proof of Proposition B :

Let µ ≥ 1 and 0 ≤ r ≤ s. Combining Lemma B with Lemma B gives

|U rf(θ)| ≤ C(s)(1 + |ν|)r
r∑

j=1

cosr+j+s−j+1+<ν(θ)‖f‖W s+(1+<ν)/2+ε(Hµ)

≤ Cs,ε√
1−<ν

(1 + |ν|)r coss+r+1+<ν(θ)‖f‖W s+(1+<ν)/2+ε(Hµ). (B.8)
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Now observe that cos(θ) = 1√
1+x2 , so in R-coordinates, for all |x| ≥ tan(3π

8
),

(B.8) ≤ Cs,ε√
1−<ν

(1 + |ν|)r 1

(1 + |x|)s+r+1+<ν
‖f‖W s+(1+<ν)/2+ε(Hµ).

When |x| ≤ tan(3π
8

), there a constant Cs,ε√
1−<ν

> 0 such that

‖f (r)‖C0(R) ≤
Cs,ε√
1−<ν

‖f‖W s+(1+<ν)/2+ε(Hµ).

So for all 0 ≤ r ≤ s and x ∈ R,

|f (r)(x)| ≤ Cs,ε√
1−<ν

(1 + |ν|)r 1

(1 + |x|)s+r+1+<ν
‖f‖W s+(1+<ν)/2+ε(Hµ). 2

The distributions φU
T δ(r)

Let r ≥ 0 be an integer, µ > 0, and f ∈ C∞(Hµ). If r is even, then

LY δ(r)(f) =

[ r
2
]−1∑

j=0

(
(ν + 1)(−2)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1) − δ(r+1),

and if r is odd, then

LY δ(r)(f) = −i(ν + 1)(−2i)rδ(0) − δ(r+1)

+

[ r
2
]−1∑

j=0

(−2)
(
(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1).

Proof:

Write f(θ) = Φ(θ) cosν+1(θ), so we have

LY δ(r)(f) = δ(r)(−Y f) = δ(r)(−Y
∑
n∈Z

cnun)

87



= δ(r)

(
i

2

∑
n∈Z

cn[(X + iY )− (X − iY )]un

)

= δ(r)

(
i

2

∑
n∈Z

cn[(−(ν + 1)− 2n)e−2i(n+1)θ − (−(ν + 1) + 2n)e−2i(n−1)θ] cosν+1(θ)

)

=
i

2

∑
n∈Z

cn[(−(ν+1)−2n)(−2i(n+1))r(−1)n+1−(−(ν+1)+2n)(−2i(n−1))r(−1)n+1]

=
i

2
(−2i)r

∑
n∈Z

cn(−1)n+1[(−(ν + 1)− 2n)(n + 1)r − (−(ν + 1) + 2n)(n− 1)r]

=
i

2
(−2i)r

∑
n∈Z

cn(−1)n+1[−(ν + 1)((n + 1)r − (n− 1)r)− 2n((n + 1)r + (n− 1)r)].

The binomial theorem gives

(n + 1)r − (n− 1)r =
r∑

j=0

(r
j)(n

r−j − (−1)jnr−j) = 2

[ r−1
2

]∑
j=0

(r
2j+1)n

r−2j−1, (B.9)

and

(n + 1)r + (n− 1)r =
r∑

s=0

(r
j)(n

r−j + (−1)jnr−j) = 2

[ r
2
]∑

j=0

(r
2j)n

r−2j. (B.10)

Hence,

LY δ(r)(f)

=
i

2
(−2i)r

∑
n∈Z

cn(−1)n+1[−(ν + 1)2

[ r−1
2

]∑
j=0

(r
2j+1)n

r−2j−1 − 2 · 2
[ r
2
]∑

j=0

(r
2j)n

r−2j+1]

= i(−2i)r
∑
n∈Z

cn(−1)n(ν + 1)

[ r−1
2

]∑
j=0

(r
2j+1)n

r−2j−1

+i(−2i)r
∑
n∈Z

cn(−1)n2

[ r
2
]∑

j=0

(r
2j)n

r−2j+1]

= i

[ r−1
2

]∑
j=0

(ν + 1)(−2i)2j+1(r
2j+1)

∑
n∈Z

cn(−1)n(−2in)r−2j−1

+2i

[ r
2
]∑

j=0

(−2i)2j−1(r
2j)

∑
n∈Z

cn(−1)n(−2in)r−2j+1]. (B.11)

88



By definition,

δ(r)(f) =
∑
n∈Z

(−1)ncn(−2in)r.

So

(B.11) = i

[ r−1
2

]∑
j=0

(ν + 1)(−2i)2j+1(r
2j+1)δ

(r−2j−1)(f)

+2i

[ r
2
]∑

j=0

(−2i)2j−1(r
2j)δ

(r−2j+1)(f)

= 2

[ r−1
2

]∑
j=0

(ν + 1)(−2i)2j(r
2j+1)δ

(r−2j−1)(f)

−
[ r
2
]∑

j=0

(−2i)2j(r
2j)δ

(r−2j+1)(f). (B.12)

If r is even, then [ r−1
2

] = [ r
2
− 1

2
] = [ r

2
]− 1. So

(B.12) =

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1) − δ(r+1).

If r is odd, then [ r−1
2

] = [ r
2
]. So

(B.12) = i(ν + 1)(−2i)rδ(0) − δ(r+1)

+

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1). 2

Let µ > 0, r ≥ 0 and f ∈ C∞(Hµ). If r is even then

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1),

and if r is odd, then

LUδ(r)(f) = i(ν + 1)(−2i)rδ(0)

+

[ r
2
]−1∑

j=0

(
2(ν + 1)(−2i)2j(r

2j+1)− (−2i)2(j+1)(r
2(j+1))

)
δ(r−2j−1).

Proof:
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Let µ ≥ 1 and f ∈ W r+2(Hµ). Notice that U = 1
2
(Y + Θ), so

LUδ(r)(f) = δ(r)(−Uf) =
1

2
δ(r)(−Y f −Θf) =

1

2
(LY δ(r)(f) + LΘδ(r)(f))

Finally, observe that by definition of δ(r+1), we have

LΘδ(r)(f) = δ(r)(−Θf) = δ(r+1)(f). 2

Invariant distributions

Let µ > 0, n ∈ Z, T > 0 and ε > 0. Then δ̂n/T ∈ W−((1+ν)/2+ε)(Hµ) is a

T -invariant distribution. Proof :

First let f̃ := f − δ(0)(f) cos1+ν(arctan x). Proposition B gives

|δ̂n/T (f)| = |δ̂n/T (f̃)| ≤
∫

R
|f̃(x)|dx

≤ Cs,ε√
1− ν

∫
R
(1 + |x|)−(1+ε)dx‖f̃‖(1−<ν)/2+ε

≤ Cs,ε√
1− ν

‖f − δ(0)(f) cos1+ν ◦ arctan ‖(1−<ν)/2+ε

≤ Cs,ε√
1− ν

‖f‖(1+<ν)/2+ε,

where the last step holds because |δ(0)(f)| ≤ Cε‖f‖(1+<ν)/2+ε, by Section 3.

Clearly, δ̂n/T is linear, and it is T -invariant, because

δ̂n/T f(·+ T ) =
∫

R
f̃(x + T )e2πixn/T dx

=
∫

R
f̃(x)e2πi(x−T )n/T dx =

∫
R

f̃(x)e2πixn/T dx = δ̂n/T (f). 2
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Let µ ≤ 0, n ∈ Z and T > 0. Then δ̂n/T,y ∈ W−(1/2+ε)(Hµ) is a T -invariant

distribution.

In the same way, one shows that δ̂n/T,y is a T -invariant distribution.

Discreteseries

For 1 ≥ 2, define

s̃ := bs− 1

2
c,

and let {uk}k≥n ⊂ L2(H, dλν) be the basis discussed in section 2 and discussed

further in Appendix A. Let

α : D → H : ξ → −i

(
ξ + 1

ξ − 1

)
:= z

be the conformal map between D and H.

Let µ ≤ 0, and let r, s ∈ N0 satisfy 0 ≤ r < (s − 1)/2 and s ≥ 2. Also let

f ∈ W s(H, dλν)∩Ann({δ(r)}s̃
r=0). Then there is a constant Cs > 0 such that for all

z ∈ H,

|f (r)(z)| ≤ Cs‖f‖s(1 + |z|)−(s/2+2ν+r+3/2.

Define the space

Pν(D) = {
M∑

k=n

ckuk|M ∈ N, {ck}M
k=n ⊂ C, ξ ∈ D}.

Let µ ≤ 0 and r, s ∈ N0, s ≥ 2 and 0 ≤ r < s̃. Also let f ∈ Pν(D) ∩

Ann({δ(r)}s̃−1
r=0). Then for all integers 0 ≤ r ≤ s̃,

Φ(r)(1) = 0.
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Proof :

Because f ∈ Pν(D), we may differentiate Φ term by term. Then

dr

dθr
Φ(e2πiθ) =

dr

dθr

∑
n≥ν

cne
2πinθ =

∑
n≥ν

cn(2πin)re2πinθ.

With this, we have

dr

dθr
Φ(e2πiθ)|θ=0 =

∑
n≥ν

cn(2πin)r = (−1)rδ(r)(f) = 0. (B.13)

Note that Φ has a Taylor series expansion about ξ = 1 given by

Φ(ξ) =
∞∑

n=0

kn(ξ − 1)n,

where {kn}∞n=0 ⊂ C. Hence,

Φ(e2πiθ) =
∞∑

n=0

kn(e2πiθ − 1)n.

Observe

k0 = Φ(1) = δ(0)(f) = 0.

Then for 0 ≤ r ≤ s̃− 1,

(2πi)rkr
n!

(n− r)!
=

dr

dθr
Φ(e2πiθ)|θ=0 = (−1)rδ(r)(f) = 0. 2

Let j ∈ N and given t1, . . . , tj ∈ R, let

~tj := t1 · · · tj.

Let µ ≤ 0 and r, s ∈ N0, s ≥ 2 and 0 ≤ r < s̃. Also let Tνf ∈ Pν(D) ∩

Ann({δ(r)}s̃−1
r≥0). Then for all ξ ∈ D, we have

|Φ(r)(ξ)| ≤ |ξ − 1|s̃−r
∫
[0,1]s−r

|Φ(s̃)(~ts̃−r(ξ − 1) + 1)|d−→t s̃−r.
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Proof :

Let

g1(t) := <Φ(r)(t(ξ − 1) + 1)

and

g2(t) := =Φ(r)(t(ξ − 1) + 1)

and let g(t) = g1(t) + g2(t). Then Lemma B and the Fundamental Theorem of

Calculus show

<Φ(r)(ξ) = g1(1)− g1(0) =
∫ 1

0
g′1(t1)dt1,

and

=Φ(r)(ξ) = g2(1)− g2(0) =
∫ 1

0
g′2(t1)dt1.

So

Φ(r)(ξ) =
∫ 1

0
g′(t1)dt1 = (ξ − 1)

∫ 1

0
Φ(r+1)(t1(ξ − 1) + 1)dt1.

Now let ξt1 = t1(ξ − 1) + 1, and we see in the same way that

Φ(r+1)(ξt1) = (ξ − 1)
∫ 1

0
(ξt1 − 1)

∫ 1

0
Φ′(t2(ξt1 − 1) + 1)dt2dt1.

Notice that ξt1 − 1 = t1(ξ − 1). Then iterating gives the lemma. 2

Define

Pν(H) := {f ∈ L2(H, dλν)|f ◦ α ∈ Pν(D)}.

Let µ ≤ 0, r ∈ N0, s ≥ 2 and 0 ≤ r < s̃. Also let f ∈ Pν(H)∩Ann({δ(r)}s̃−1
r≥0).

Then there is a constant Cr,s > 0 such that for all z ∈ H,

|f (r)(z)| ≤ Cr,s‖f‖s(1 + |z|)−((s−1)/2+ν+r+2).
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Proof

Notice f ◦ α ∈ Pν(D), so

f ◦ α(ξ) = Φ(ξ)(ξ − 1)ν+1.

Then

(f ◦ α)(r)(ξ) =
r∑

j=0

(r
j)Φ

(r−j)(ξ)
dj

dξj
(ξ − 1)ν+1

≤
r∑

j=0

((ν + 1))!

(ν + 1− j)!

∫
[0,1]s̃−j

|Φ(s̃)(ξ~ts̃−j
)|d−→t s̃−j|ξ − 1|ν+1−j+s̃−r+j

≤ Csν
r

r∑
j=0

∫
[0,1]s̃−j

|Φ(s̃)(ξ~ts̃−j
)|d−→t s̃−j|ξ − 1|s̃+ν+1−r. (B.14)

Because D is convex, we know that ξ~ts̃−j
∈ D for all ~ts̃−j. Recall that ν < s

and let 0 < ε = s−ν
2

. For all ξ~ts̃−j
∈ D,

|Φ(s̃)(ξ~ts̃−j
)| ≤

∞∑
n=−∞

|cn|ns̃

≤ Cε

( ∞∑
n=−∞

|cn|2n2s̃+1+ε

)1/2

≤ Cε‖f‖s̃+ ν+1
2

+ε (B.15)

Because ν is odd, we have

s̃ +
ν + 1

2
+ ε = bs− 1 + ν + 1

2
c+ ε ≤ s.

Then

(B.14) ≤ Csν
r‖f‖s(ξ − 1)s̃+ν+1−r,

By way of induction, we prove that for r ≥ 1, there are constants {cj} ⊂ C

such that

U r(f ◦ α)(ξ) =
r∑

j=1

cj(ξ − 1)r+j(f ◦ α)(j)(ξ). (B.16)
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By Claim A,

U(f ◦ α)(ξ) = i
(ξ − 1)2

2

d

dξ
(f ◦ α)(ξ).

Then

U r+1(f ◦ α)(ξ) = (i
(ξ − 1)2

2

d

dξ
)

r∑
j=1

cj(ξ − 1)r+j(f ◦ α)(j)

= i
(ξ − 1)2

2

r∑
j=1

cj

(
(r + j)ξ − 1)r+j−1f (j) + (ξ − 1)r+jf (j+1)

)

=
r+1∑
j=1

c̃j(ξ − 1)r+j(f ◦ α)(j),

for some constants {c̃j} ⊂ C, which proves formula (B.16) holds for all 0 ≤ r ≤ s̃.

In particular,

|U rf(ξ)| ≤ Cr

r∑
j=0

|ξ − 1|r+j|(f ◦ α)(j)(ξ)|

≤ Cr,sν
r‖f‖s

r∑
j=0

|ξ − 1|s̃+ν+1+r ≤ Cr,sν
r‖f‖s

r∑
j=0

|ξ − 1|(s−1)/2+ν+r+1. (B.17)

Then the Lemma follows from the change of variable given by the linear fractional

transformation α : ξ → −i ξ+1
ξ−1

(see (B.23)). 2

Proof of Proposition B :

Clearly, Pν(H) is dense in W s(H, dλν). Then let η > 0 and fη ∈ (P(H, dλν))∩

Ann({δ(r)}s
r=0) satisfy

‖f − fη‖W s(H,dλν) < η.

As r < s−1
2

and ν < s, take 0 < ε = s−ν
2

and conclude that for all z ∈ H,

| dr

dzr
(f − fη)(z)| ≤ ‖ dr

dzr
(f − fη)(z)‖(1+ν)/2+ε ≤ ‖f − fη‖s < η,

where we use Nelson [9] in the second inequality.
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Hence,

|f (r)(z)| ≤ | dr

dzr
(f − fη)(z)|+ |f (r)

η (z)|

≤ η + Cr,s · νr(|z|+ 1)−((s−1)/2+ν+r+1)‖fη‖W s(Hµ). 2

The case ν ≥ s

Let µ ≤ 0. Then for all integers k ≥ 0,

‖uk+n‖W s(H,dλν) =

√
π√

ν + 1 · 2ν
(1 + µ + 8(k + n)2)s/2

(
k!ν!

(k + ν)!

)1/2

.

Proof :

The unit disc model L2(D, dσν) has the measure dσν := 4−ν(1 − |ξ|2)νdudv,

and there is an isometry

Tν : L2(H, dλν) → L2(D, dσν) : un → un ◦ α(ξ)

(
−2i

ξ − 1

)ν+1

,

where α(ξ) = −i
(

ξ+1
ξ−1

)
. One checks that un ◦ α(ξ) =

(
ξ−1
−2i

)ν+1
, so Tνun = 1, and

therefore

‖un‖2
L2(H,dλν) = ‖Tνun‖2

L2(D,dσν) = 4−ν
∫

D
(1− |ξ|2)νdξ

= 4−ν
∫ 2π

0

∫ 1

0
(1− r2)νrdrdθ = π4−ν

∫ 1

0
tνdt =

π

(ν + 1)4ν
.

Let {ũk} be the basis studied in [2]. Lemma 2.1 of [2] gives that for all k ≥ n,

‖ũk‖2 = Π̃ν,k =
(k − n)!ν!

(k + n− 1)!
.

In particular,

‖ũn‖2 = Π̃ν,n = 1.
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Hence,

‖un‖ =

√
π

(ν + 1)2ν
‖ũn‖.

We generate the other basis vectors from the creation operator. For all k > n,

uk =
1

ν + 2k − 1
η+uk−1,

and

ũk =
1

ν + 2k − 1
η+ũk−1.

By iterating we conclude

‖uk‖ =

√
π

ν + 1
2−ν‖ũk‖ =

√
π

ν + 1
2−ν

(
(k − n)!ν!

(k + n− 1)!

)1/2

.

The Claim follows by Claim A. 2

Let µ ≤ 0 and r, s be integers such that 0 ≤ r < s ≤ ν. If f ∈ W s(H, dλν),

then

f (r)(·+ iy) ∈ L1(R).

The first step is to prove Let µ ≤ 0 and r, s be integers such that 0 ≤ r ≤ s ≤ ν.

If f ∈ W s(H, dλν), then for all ξ ∈ D,

|(f ◦ α)(r)(ξ)|

≤ Crν
r+1/4‖f‖s

r∑
j=0

 ∞∑
k=r−j

(k + n− 1)!

(k − n)!ν!
(k + ν)−2s+2r|ξ|2k

1/2

|ξ|−r|1− ξ|(ν+1)−r

(B.18)

Proof :
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We have

f ◦ α(ξ) = (−2i)−(ν+1)
∞∑

k=0

ck+nξ
k(1− ξ)ν+1.

Therefore

(f ◦ α)(r)(ξ) = (−2i)−(ν+1)
r∑

j=0

 ∞∑
k=r−j

ck+n
dr−j

dξr−j
ξk

 dj

dξj
(1− ξ)ν+1

=
r∑

j=0

 ∞∑
k=r−j

ck+n
k!

(k − r + j)!
ξk−r+j

 (ν + 1)!

((ν + 1)− j)!
(−1)j(1− ξ)ν+1−j

≤ Cr

2ν
νr

r∑
j=0

 ∞∑
k=r−j

|ck+n|
k!

(k − r + j)!
|ξ|k

 |ξ|−r+j|1− ξ|ν+1−j. (B.19)

Using Lemma 3.2 we multiply and divide by ‖uk‖s =
√

π√
ν+1·2ν (1+µ+8(k+n)2)s/2

(
k!ν!

(k+ν)!

)1/2

to get

(B.19) =
Cr

2ν
νr

r∑
j=0 ∞∑

k=r−j

|ck+n|‖uk+n‖s‖uk+n‖−1
s

k!

(k − r + j)!
|ξ|k

 |ξ|−r+j|1− ξ|ν+1−j

≤ Cr

√
ν + 1νr‖f‖s

r∑
j=0

 ∞∑
k=r−j

(k + ν)!

k!ν!
(1 + µ + 8(k + n)2)−s

(
k!

(k − r + j)!

)2

|ξ|2k

1/2

·|ξ|−r+j|1− ξ|ν+1−j. (B.20)

Notice that

1 + µ + 8(k + n)2 = 1 + 1− ν2 + 8(k + n)2

= 1 + 1− (2n− 1)2 + 8(k + n)2

= 1 + 4n2 + 4n + 16kn + 8k2 ≥ k2 + 4kn + 4n2

= (k + (ν + 1))2 ≥ (k + ν)2. (B.21)
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Additionally, 0 ≤ j ≤ r < ν, so

(
k!

(k − r + j)!

)2

≤
(

(k + ν)!

(k + ν − r)!

)2

≤ (k + ν)2r.

Combing this with (B.20) and (B.21), we conclude. 2

Now let

BT := {z ∈ H : |z − i| < T/3}andBc,0
T := int(H −BT ).

Let µ ≤ 0 and r, s be integers such that 0 ≤ r ≤ s ≤ ν. Also let z ∈ Bc,0
T and

f ∈ W s(H, dλν). If ν/2 + r < s, the

|f (r)(z)| ≤ Cr

(
1 + T

T

)r νr+1/2

√
ν!

‖f‖s

(
1

=z

)1/2

| 1

1 + |z|2 + 2=(z)
|(ν+r+1)/2,

and if ν/2 + r ≥ s, then

|f (r)(z)| ≤ Crν
r+1/4

(
1 + T

T

)r

‖f‖s

(
1

=z

)ν/2−s+r+1/2
(

1

1 + |z|2 + 2=(z)

)s−r/2

.

In particular, if r = 0, s > 1/2 and z = x + iy ∈ H, then

|f(z)| ≤ Cr,ν,y‖f‖s
1

(1 + |z|)2s
.

Proof :

Then by (B.16) and Lemma B we have

|f (r)(z)| = U r(f ◦ α)(ξ) ≤ C
r∑

j=1

|ξ − 1|r+j|f (j)(ξ)|

≤ Cr
νr+1/2

√
ν!

‖f‖s

 ∞∑
k=r−j

(k + ν)!

k!
(k + ν)−2s+2r|ξ|2k

1/2

|ξ|−r|1− ξ|ν+1+r (B.22)

For the following case 1) and case 2), let q = |ξ|2.

Case 1 : ν/2 + r < s. Then ν − 2s + 2r < 0, which means

(k + ν)!

k!
(k + ν)−2s+2r ≤ (k + ν)ν−2s+2r ≤ 1,
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and therefore ( ∞∑
k=0

(k + ν)!

k!
(k + ν)−2s+2r|ξ|2k

)1/2

≤
( ∞∑

k=0

qk

)1/2

=

(
1

1− q

)1/2

.

Observe that

q = |x + i(y − 1)

x + i(y + 1)
|2 = 1− 4=z

1 + |z|2 + 2=z
,

so

1

1− q
=

1 + |z|2 + 2=z

4=z
.

Next, because z ∈ Bc
T , we may write it as z = i + αωT where α ≥ 1 and ω ∈ S1,

which means

|ξ|−1 = |z + i

z − i
| = |2 + αωT

αωT
| ≤ C

1 + T

T
,

for some constant C > 0 Therefore,

|ξ|−r ≤ Cr

(
1 + T

T

)r

.

Lastly,

|1− ξ| = |(z − i)− (z + i)

z + i
| = | 2

z + i
|

=

(
4

1 + |z|2 + 2=(z)

)1/2

. (B.23)

Combining these facts gives

(B.22) ≤ Cr

(
1 + T

T

)r νr+1/2

√
ν!

‖f‖s

(
1 + |z|2 + 2=(z)

4=z

)1/2 (
4

1 + |z|2 + 2=(z)

)(ν+1+r)/2

≤ Cr

(
1 + T

T

)r νr+1/2

√
ν!

‖f‖s

(
1

=z

)1/2

| 1

1 + |z|2 + 2=(z)
|(ν+r+1)/2.
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Case 2 : ν/2 + r ≥ s. Then ν − 2s + 2r ≥ 0, so that

(B.22) ≤
( ∞∑

k=0

(k + ν − 2s + 2r)!

k!
qk

)
=

 ∞∑
k=ν−2s+2r

k!

(k − ν + 2s− 2r)!
qk−ν+2s−2r)


=

dν−2s+r

dqν−2s+2r

( ∞∑
k=0

qk

)
=

dν−2s+2r

dqν−2s+2r

(
1

1− q

)

= (ν − 2s + 2r)!

(
1

1− q

)ν−2s+2r+1

.

Hence,

(B.22) = Crν
r+1/4

(
1 + T

T

)r
√

(ν − 2s + 2r)!
√

ν!
‖f‖s(

1 + |z|2 + 2=(z)

4=z

)(ν−2s+2r+1)/2 (
4

1 + |z|2 + 2=(z)

)(ν+1+r)/2

≤ Crν
r+1/4

(
1 + T

T

)r

‖f‖s

(
1

=z

)ν/2−s+r+1/2
(

1

1 + |z|2 + 2=(z)

)s−r/2

. 2

Now we prove Proposition B. Because f is holomorphic, it is bounded com-

pact sets, so it is bounded on BT ∩ (−∞,∞) × {y}. Then the proposition follows

from Lemma B. 2

Now we prove

Let µ ≤ 0, k ∈ Z and y1, y2 > 0. Then δ̂k/T,y1 = δ̂k/T,y2 , and if k ≤ 0, then

δ̂k/T,y1 = 0. Proof :

Say y1 > y2, and let s > 1/2. Additionally, or all n ∈ N , let Γn be the closed

curve with sides

Γn = {[−n+iy1, n+iy1]}∪{[n+iy1, n+iy2]}∪{[n+iy2,−n+iy2]}∪{[−n+iy2,−n+iy1]}.
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Let f ∈ W s(Hµ), and note that f is holomorphic. Then by Cauchy’s theorem,

0 =
∫
Γn

f(z)e−2πik/Tzdz.

By Lemma B, there is a constant Cν,y1,y2 > 0 such that

|
∫
[−n+iy2,−n+iy1]

f(z)e−2πik/Tzdz|+ |
∫
[n+iy2,n+iy1]

f(z)e−2πik/Tzdz|

≤ Cν,y1,y2‖f‖s(1 + |n|)−2s.

Letting n →∞, we conclude δ̂k/T,y1 = δ̂k/T,y2 .

The second statement is proved in the same way. 2

The matrix of φU
T (δ(k))r

k=0 is determined by calculating φU
T δ(k).

Let µ ≤ 0, and r ≥ 0. Also, let f =
∑∞

n=ν cnv−n ∈ W r+2(Hµ) . If r is even

then

LY δ(r)(f) = −(2i)rδ(1)(f)

−
[ r
2
]−1∑

j=0

(
i(2i)2j+1ν · (r

2j+1)δ
(r−2j−1) + (2i)2j(r

2j)δ
(r−2j+1)

)
(f).

If r is odd, then

LY δ(r)(f) = −
[ r
2
]∑

j=0

(
i(2i)2j+1ν · (r

2j+1)δ
(r−2j−1) + (2i)2j(r

2j)δ
(r−2j+1)

)
(f).

Proof:

Let f ∈ W r+2(Hµ). Then Lemma 6.3 of [11] implies

‖Y f‖W r+1(Hµ) ≤ ‖4f‖W r+1(Hµ) ≤ ‖f‖W r+2(Hµ).

Hence,

Y : W r+2(Hµ) → W r+1(Hµ)
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is a bounded operator. Additionally, observe that

|Y f | ≤ ‖f‖W 1(Hµ) ≤ C
∞∑

k=n

k2|ck|2.

So the series defining Y f converges absolutely. So we may move Y under the sum.

Therefore, we have

LY δ(r)(f) = δ(r)(−Y
∞∑

k=n

ckuk)

=
i

2
δ(r)(

∞∑
k=n

ck[(X + iY )− (X − iY )]uk

=
−i

2
δ(r)(

∞∑
k=n

ck(1 + ν − 2k)uk−1 − (1 + ν + 2k)uk+1. (B.24)

By (2.4), δ(r) ∈ W−(r+1)(Hµ) so we may move δ(r) under the sum. So

(B.24) = (2i)r i

2

∞∑
k=n

ck[(1 + ν − 2k)(k − 1)r − (1 + ν + 2k)(k + 1)r]

= (2i)r i

2

∞∑
k=n

ck (−(1 + ν)[(k + 1)r − (k − 1)r]− 2k[(k − 1)r + (k + 1)r]) . (B.25)

The Binomial Theorem gives

(k + 1)r − (k − 1)r = 2

[ r−1
2

]∑
j=0

(r
2j+1)k

r−2j−1,

and

(k + 1)r + (k − 1)r = 2

[ r
2
]∑

j=0

(r
2j)k

r−2j.

So

(B.25) = (2i)r i

2
· 2

∞∑
k=n

ck

−(1 + ν)

[ r−1
2

]∑
j=0

(r
2j+1)k

r−2j−1 − 2k

[ r
2
]∑

j=0

(r
2j)k

r−2j



= −i(2i)r(1 + ν)

[ r−1
2

]∑
j=0

(r
2j+1)

∞∑
k=n

kr−2j−1ck − (2i)r+1

[ r
2
]∑

j=0

(r
2j)

∞∑
k=n

kr−2j+1ck
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−i(1 + ν)

[ r−1
2

]∑
j=0

(r
2j+1)(2i)

2j+1
∞∑

k=n

(2ik)r−2j−1ck −
[ r
2
]∑

j=0

(r
2j)(2i)

2j
∞∑

k=n

(2ik)r−2j+1ck

= 2(1 + ν)

[ r−1
2

]∑
j=0

(r
2j+1)(2i)

2jδ(r−2j−1)(f)−
[ r
2
]∑

j=0

(r
2j)(2i)

2jδ(r−2j+1)(f). (B.26)

If r is even, then [ r−1
2

] = [ r
2
]− 1, so

(B.26) =

[ r
2
]−1∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2j − (r

2(j+1))(2i)
2(j+1)

)
δ(r−2j−1)(f)−(2i)rδ(1)−δ(r+1).

If r is odd, then [ r−1
2

] = [ r
2
], so

(B.26) =

[ r
2
]∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2j − (2i)2(j+1)δ(r−2j−1)(f)

)
− δ(r+1). 2

Let µ ≤ 0, r ≥ 0 and f ∈ W r+2(Hµ). If r is even then

LUδ(r)(f) =

[ r
2
]−1∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2j − (r

2(j+1))(2i)
2(j+1)

)
δ(r−2j−1)(f)− (2i)rδ(1),

and if r is odd, then

LUδ(r)(f) =

[ r
2
]∑

j=0

(
2(1 + ν)(r

2j+1)(2i)
2(j+1) − (2i)2jδ(r−2j−1)(f)

)
. 2

Proof:

Notice that U = 1
2
(Y + Θ), so

LUδ(r)(f) =
1

2
(LY δ(r)(f) + LΘδ(r)(f)). (B.27)

Observe

LΘδ(r)(f) = δ(r+1)(f),

by definition of δ(r+1), so the Corollary follows by combining this with Lemma B. 2
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